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Abstract

This thesis explores topics in two-dimensional quantum gravity, focusing on the specific model of
Jackiw-Teitelboim (JT) gravity and its relation to higher-dimensional black holes (BHs). Such a
study is motivated by (i) the fact that JT gravity is a full-fledged theory of quantum gravity and
(ii) because problematic features in higher-dimensional gravity, such as those related to black holes
or wormholes, can be addressed in two-dimensions.

Chapter 2 is based on work with S. Pufu, Y. Wang, and H. Verlinde [1]. We propose an exact
quantization of JT gravity by formulating the theory as a gauge theory. We find that this theory’s
partition function matches that of the Schwarzian theory. Observables are also matched: correlation
functions of boundary-anchored Wilson lines in the bulk are given by those of bi-local operators in
the Schwarzian.

Chapter 3 is based on work with J. Krutthof, G. Turiaci, and H. Verlinde [2]. We compute the
partition function of JT gravity at finite cutoff in two ways: (i) by evaluating the Wheeler-DeWitt
wavefunctional and (ii) by performing the path integral exactly. Both results match the partition
function in the Schwarzian theory deformed by the analog of the TT deformation in 2D CFTs, thus,
confirming the conjectured holographic interpretation of TT.

Chapter 4 is based on [3]. We study JT gravity coupled to Yang-Mills theory. When solely focus-
ing on the contribution of disk topologies, we show that the theory is equivalent to the Schwarzian
coupled to a particle moving on the gauge group manifold. When considering the contribution from
all genera, we show that the theory is described by a novel double-scaled matrix integral.

Chapter 5 is based on work with G. Turiaci [4]. We answer an open question in BH thermody-
namics: does the spectrum of BH masses have a “mass gap” between an extremal black hole and
the lightest near-extremal state? We compute the partition function of Reissner-Nordstrom near-
extremal BHs at temperature scales comparable to the conjectured gap. We find that the density
of states at fixed charge exhibits no gap; instead, we see a continuum of states at the expected gap

energy scale.
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Chapter 1

Introduction

1.1 The path integral in gravity

Reconciling general relativity with quantum mechanics remains one of the foundational open prob-
lems in modern physics. To understand the origin of this clash, we first review what goes wrong
when trying to naively view the theory of general relativity as a quantum field theory.! The Einstein-

Hilbert action?

1
1671’GN

Ign =

/ddx V—9R, (1.1)

governs the dynamics of general relativity through the evolution of the space-time metric, ds? =
guvdztdx”, that describes the geometry of the universe that we inhabit. The problem with the
quantization of the action (1.1) stems from dimensional analysis: given that the metric g,, is
dimensionless, the scaling dimension (i.e. how this quantity scales in units of energy) of the Newton

constant is given by
[GN]=2-4d. (1.2)

While such a coupling does not seem problematic at first sight, the issue appears when expanding

the action (1.1) around it’s classical saddles, g, = N + hy.® Here, 1, is the classical saddle

1See [5] for a more detailed perspective on these issues.

2Throughout this thesis, we will mostly focus on studying Euclidean gravity. However, since we want to explain
why gravity cannot be viewed as a consistent quantum field theory in our own universe, the action (1.1) is expressed
in Lorentzian signature.

3Tor concreteness, here we will will consider the expansion around that flat metric solution, 7, = diag(—1,1,1,1).



while h,,, is meant to capture quantum fluctuations. In such a case, the Einstein-Hilbert action

schematically becomes

1
IsH, pert. = A%z [(0h)? + (0h)*h + ... 1.3
it per. = T [ 4 [ON + @hPh+ ] (1.3
where the ... capture terms with a higher number of derivatives or higher powers of h. Finally,
rescaling il;w = /81GNhy, we arrive at
I = [ atz | £ (ohy? h)?h
EH, pert. — € 2( ) + 27TGN(ah) h+...]. (14)

The first term in the action above is that of a free field theory of spin-2 fields. All higher terms are
graviton interactions. However, all such interactions formed from derivatives or higher powers of h
are irrelevant for d > 2. At a technical level, this implies that the theory is nonrenormalizable: in
order for expectation values in the quantum theory to converge, an infinite number of counterterms
needs to be introduced in order to cancel all divergences. Consequently, such theories are not “UV
complete” as they do not make sense at arbitrary energy thresholds. If taken literally, this means
that the path integral f Dy, e~e=r does not make sense for d > 2 — rather, the path integrals that
are well behaved are those perturbing Gaussian fixed points by relevant operators.

There are two lessons that one can extract from this analysis. The first lesson is that the naive
path integral of quantum gravity has the potential to make sense in d < 2. In this thesis, we will
extensively study gravitational path integrals and their application in d = 2.° The second lesson
is that (1.1) is not UV complete but rather is a low-energy effective theory for a complete theory
of quantum gravity. The main candidate for such a complete theory of quantum gravity is string
theory. There are numerous open problems in this higher dimensional gravitational theory that also
exist in d = 2. Throughout this thesis, we will make several observations that could provide insights
towards resolving these problems through the lens of two-dimensional quantum gravity. We now
point out several such open problems in the context of the holographic principle, a fundamental

concept in quantum gravity.

4There are however gravitational theories in d = 3 whose path integral is well defined[6, 7, 8].
5Due to diffeomorphism invariance, the case d = 1 is, in some sense, too constrained to be worth studying.



1.2 The holographic principle

The holographic principle, or the gauge/gravity, duality is a tenet of quantum gravity which claims
that a theory of gravity in some volume of spacetime can be described by a quantum field theory
living on the boundary of that volume [9, 10, 11]. As we have explained in the previous section,
gravity in d spacetime dimensions cannot be viewed as a consistent renormalizable quantum theory.
Instead, at least in the case in which the cosmological constant is negative, it can consistently be
viewed as a quantum field theory in one lower dimension. The example that provides the most
computational evidence for this conjecture is the AdS/CFT correspondence, claiming that a theory
of quantum gravity in d+ 1-dimensional anti-de Sitter space (AdS) is dual to a conformal field theory
(CFT) that resides on the d-dimensional boundary. Before describing the details of this duality, it
is instructive to review the main ingredients, both in the bulk (in the gravitational theory) and on
the boundary (described by a quantum field theory).

Starting on the boundary side, conformal field theories are special types of quantum field theories
that exhibit additional spacetime symmetries. Specifically, in addition to invariance under trans-
lations and Lorentz transformations, such theories are also invariant under dilatations and special
conformal transformations. Put together, such transformations generate the conformal group which,
for CFTs in d dimensions (in Lorentzian signature), is isomorphic to SO(d — 1,2). As in any quan-
tum field theory, operators transform in various possible representations of the symmetry group. To
characterize the representations under which CFT operators transform, one could choose a basis of
operators {O} that transform in a finite-dimensional irreducible representations of the Lorentz sub-
group, which are also eigenfunctions of the dilation operator (i.e., corresponding to transformations
which rescale the coordinates by an arbitrary constant). The eigenvalue under dilatations is denoted
by A and defines the scaling dimension of each operator O.

On the gravitational side, we are interested in semi-classical solutions in quantum gravity which
are described by metrics which, close to the boundary, describe AdS space. AdS441 is a hyperboloid

in R%2, whose metric can be expressed in Poincaré coordinates as®

L2
ds* = — (d2® + dz,dat) | (1.5)
z

where the boundary of AdS;y; is located at z = 0. Since hyperboloids are maximally symmetric

spaces, the Ricci scalar R is constant, and fixed to R = — (dz;)d. A key ingredient in the AdS/CFT

6In this section, we are referring to AdSg4+1 as a Loretzian spacetime. In later sections, we will also use AdSg41
or Hgy interchangeably, to define a Euclidean spacetime.



correspondence is the identification between the conformal group of a d-dimensional CFT (described
above) and the isometry group of AdSy11. Explicitly, one could easily observe from the embedding
of AdSz,1 in R%? that the isometry group is SO(d — 1,2), since both the ambient metric 73,y and
the embedding equation 7y y XM XN = — L2 are invariant under SO(d —1,2) transformations. The
existence of such an isometry implies that if in the gravitational theory, we introduce a bulk field ¢,
then ¢ should also transform in representations of SO(d — 1,2). This fact leads to the identification
between fields ¢ in the bulk, and operators O, in the boundary theory. Fields and operators both
transform under the same representation of SO(d — 1,2). For instance, by equating the eigenvalue
of the quadratic Casimirs on a scalar field ¢, with mass m in the bulk, to that of a scalar boundary

operator Oy, with scaling dimension A, one finds that
A(A —d) =m?*L2. (1.6)

While at the level of representation theory, the identification of the fields in the bulk with operators
on the boundary might appear as a mathematical artifact, the AdS/CFT dictionary starts carrying
physical significance once one starts identifying correlation functions in the bulk with those measured
on the boundary. To be explicit, we can consider the example of a bulk scalar field in AdS dual to
a scalar operator Oy on the boundary side. One can introduce boundary conditions for the bulk
scalar field ¢ such that to leading order in the Poincaré coordinates, ¢ ~ qu(x)z”l_A + ... as we
approach the boundary of AdS;. On the boundary side, one can source the operator O by adding
[ dzjs(z)O(x) to the action of the CFT. The AdS/CFT dictionary states that the generating
functional for connected correlators on the boundary side is identified with the on-shell gravitational

action when the field ¢ is sourced on the boundary:

Wijs] = —Tonsnenjs ()] o Wjs] = log <exp / ddxj¢(x)0(x)> (1.7)

This statement, in turn, implies that the correlation functions on the operator O(x) can be matched
with correlation functions of the bulk field ¢, when the field ¢ is placed close to the boundary. To
obtain a complete dictionary, one should map correlation functions of any field in the bulk to that
of some operators on the boundary side. Understanding the mapping of all such correlators is the
goal of the bulk reconstruction program, whose features and related open problems we describe in

the next subsections.



1.2.1 Bulk reconstruction

The bulk reconstruction program aims to find the exact map between the algebra of operators in the
bulk and that on the boundary.” The field typically studied in the reconstruction program is again
a local bulk field ¢(z, z), in an attempt to reconstruct correlation functions of this field anywhere
in the bulk from boundary correlators [14]. This match can be done by smearing the boundary
operator Oy, using an appropriate integration kernel [14]. While this method provides a nice way
of reconstructing bulk fields from the boundary, this reconstruction procedure runs into several
problems that stem from the fact that field ¢(x, z) is not diffeomorphism invariant (i.e., it depends
on the coordinate system that one chooses in the bulk).® Instead, the physical operators that one
should aim to reconstruct should all be invariant under the diffeomorphism gauge symmetry of the
bulk. One can construct a diffeomorphism invariant operator by gravitationally “dressing” the field
¢(x, z) to obtain a non-local operator in the bulk. One problem with the dressing procedure is that
it is not unique, and a full classification of all diffeomorphism invariant operators in the bulk is
extremely difficult in known, higher-dimensional, holographic examples.

Luckily, as we shall explain shortly in certain models of 2D quantum gravity, it is possible to
construct a “complete” basis of gauge-invariant operators. We shall compute the possible correlators
of such gauge-invariant operators and map them to expectation values of various operators in an

equivalent boundary theory.

1.2.2 Black hole microstates and approximate bulk isometries

An important aspect of the gauge/gravity correspondence is the duality between correlators com-
puted in black hole geometries in the bulk and observables computed at finite temperature on the
boundary. The most basic example of such equality is between the logarithm of the finite tem-
perature partition function of the CFT and the bulk on-shell action measured in the black hole
geometry: Zcpr(8) = e~ buc, While one can thus view the black hole geometry to correspond to a
canonical ensemble in the CFT, a more fine-grained statement in the holographic dictionary is the
correspondence between black hole microstates and specific “heavy” (with large scaling dimension)
states in the CFT.

One could consequently ask what computation on the boundary side or in the bulk could shed
light on the properties of these microstates. For instance, can one compute the spacing between such

black hole microstates and their counter-parts on the CFT side, and what is the density of states on

"See [12, 13] for recent reviews of the bulk reconstruction program.
8In fact, it is straightforward to see that no local fields in quantum gravity are diffeomorphism invariant.



either side? Unfortunately, such computations are difficult both in the bulk and on the boundary.
In the bulk, to understand the properties of black hole microstates, one would, in principle, need
a better understanding of the UV complete theory in a regime where it is strongly coupled. On
the boundary side, it is difficult to compute the spectrum of such heavy states in the absence of an
underlying symmetry principle — for instance, if such states are protected by supersymmetry.

As we shall soon explain, one special case where insight can be gained by performing computations
in the bulk is that of extremal and near-extremal black holes. Such black holes are special in so much
that the geometry in their near-horizon regions is drastically simplified: there is an AdSs throat with
an internal space that varies slowly as the horizon is approached (see, for example, [15]). Thus, the
near-horizon region benefits from an additional AdSy SO(2,1) ~ PSL(2,R) isometry. The goal in
the later sections of this thesis will be to understand the consequences of this additional isometry

for the spectrum of black hole masses and their dual “heavy” CFT states.

1.2.3 Moving the AdS boundary inside the bulk

A question related to that of bulk reconstruction is how to extend the holographic dictionary once
the bulk is no longer asymptotically AdSy11. Rather, one would like to extend the gauge/gravity
duality when the bulk ends on a Dirichlet wall yielding a patch of spacetime with finite volume.
Equivalently, on the boundary side, one could ponder what the bulk dual is once we move away
from the conformal fixed point. While for general spacetime dimensions this is still an intractable
problem, the AdSs/CFTs duality benefits from integrability properties that help shed light on this
problem. Specifically, there exists a general class of exactly solvable irrelevant deformations of 2D
CFTs, the simplest of which is the TT deformation (where T' = T, and T = T are the left and right
moving components of the stress tensor). In the holographic context, turning on this deformation

on the boundary side was conjectured to have the following bulk dual [16]:
Icpr + A / d*xTT & AdSs with a Dirichlet wall at finite cutoff. (1.8)

While such a duality has been tested semi-classically, an exact check for a finite value of A\ away from
the limit in which the bulk path integral is dominated by its saddle has yet to appear. Furthermore,
although Zamolodchikov [17] showed that the TT operator satisfies some remarkable properties, such
as factorization in translation invariant states, the quantum theory does have a peculiar feature. For
large enough energies and a fixed deformation parameter, the energy spectrum complexifies. It,

therefore, seems that the deformed theory becomes non-unitary. In the bulk, this corresponds to



black hole states that fill up more spacetime than available in the finite cutoff geometry. The
resolution of this problem has not been fully understood and is further plagued by complications
having to do with properly defining the composite TT operator in two-dimensional field theories.
Once again, an analysis from the perspective of two-dimensional gravity proves to be fruitful.
In such a case, it has been conjectured that placing the two-dimensional bulk in a finite patch of
spacetime is equivalent to deforming its one-dimensional dual by an analog of the TT deformation,
a composite operator formed out of powers of the Hamiltonian. By computing the path integral
in two-dimensional dilaton gravity exactly, we are able to provide the first explicit check of this
conjecture. Furthermore, through the exact computation of the path integral we provide evidence
on the resolution of the complexification of energy levels that plagues the 7T deformation and its

gravity dual.

1.2.4 The problem of Euclidean wormholes

From yet another perspective, we can again discuss the problem of properly identifying the correct
boundary dual of certain bulk geometries. As previously emphasized, AdS/CFT is thought to state
that the sum over all geometries with fixed boundary conditions is the same as the partition function
of a (conformal) field theory living on the boundary. A puzzle arises when considering Euclidean
geometries that have n disconnected boundaries (each having the same boundary conditions that
people traditionally consider for a single boundary of the bulk) [18]. On the boundary side, according
to the holographic dictionary, one should simply consider n decoupled copies of the holographic CFT
(which by itself would be dual to a single copy of the bulk). In such a case, one finds multiple solutions
for the bulk geometry: the obvious solution is given by a disconnected set of copies of the traditional
AdS geometry; the less obvious, more puzzling solutions are the ones which include Euclidean
wormholes that connect different (previously disconnected) boundaries. Examples of such Euclidean
wormbhole solutions were found in [18]. If the contribution of such geometries to the gravitational
partition function is not vanishing we arrive at the following puzzle: for a single copy of the CFT
an a single bulk copy we have we have that Zyqy. (8) = #e Tonc-copy: for multiple boundaries we
should find that [Zpay. (B)]" = #e ™ lonecory 4 e~ Iwormnole "inconsistent with the result for a single
boundary (for which we would get [Zpay.(3)]" = #e ™" lone-cory £ e Tone-cory 4 e~ Iwormnote) [18].

Fully understanding the resolution to this issue is, as of yet, an open problem.’

90f course, one could postulate that geometries that connect different boundaries should not be considered in the
gravitational partition function when summing over possible geometries. However, this is unnatural from multiple
perspectives. The first is that in string theory (the UV completion of gravity in the bulk) we are told to sum over all
possible topologies of the string worldsheet; the second is that there is no local term that one could add the the bulk
action that would exclude the contribution of such geometries to the gravitational partition function.



Two-dimensional quantum gravity once again offers a different perspective to the problem [19].
Instead of considering a standard, unitary, quantum mechanical boundary theory, one can consider
an ensemble of theories on the boundary. Such an ensemble, can have the property that (Z}, ) #
(Zbay.)™ (where (...) denotes the ensemble average), offering a potential loophole to match the
contribution of Euclidean wormholes to the boundary result. As we shall soon review, the ensemble
of theories that we have to consider in the simplest example of dilaton gravity is given by a double-

scaled matrix model [19].

1.3 The resolutions that two-dimensional gravity provides

While AdS/CFT [9, 10, 11] has provided a broad framework to understand quantum gravity, most
discussions are limited to perturbation theory around a fixed gravitational background. The diffi-
culty of going beyond perturbation theory stems from our limited understanding of both sides of
the duality: on the boundary side, it is difficult to compute correlators in strongly coupled CFTs,
while in the bulk there are no efficient ways of performing computations beyond tree level in per-
turbation theory. 2D/1D holography provides one of the best frameworks to understand quantum
gravity beyond perturbation theory, partly because gravitons or gauge bosons in two dimensions
have no dynamical degrees of freedom.'® Nevertheless, many of the open questions from higher di-
mensional holography, such as questions related to bulk reconstruction or the physics of black holes

and wormbholes, persist in 2D /1D holography.

1.3.1 Jackiw-Teitelboim gravity

One of the simplest starting points to discuss 2D/1D holography is the two-dimensional Jackiw-
Teitelboim (JT) theory [38, 39], which involves a dilaton field ¢ and the metric tensor g,,. The

Euclidean action is given by!'!

Sox (M)

8GN
L[ N
IJT[¢’Q]__167TGN/Ed x\/§¢>OR—87TGN /azduﬁ(bOK
1 2 1
T 167Gy /Ed WINRTA) = em | duy/y (9low) K (1.9)

108ee [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37| for various discussions about models of
2D /1D holography.
M Moving forward we will fix the two-dimensional gravitational constant Gy = 1/(87).



where we have placed the theory on a manifold M with metric g,,, and where the boundary of this
manifold, M, is endowed with the induced metric v and the extrinsic curvature K. The first term
is a purely topological term which includes the Euler characteristic (M) of the manifold. For large
values of the dilaton displacement ¢y the topological term suppresses the contribution of higher
genus manifolds — thus, at first, we will solely focus on manifolds with the topology of a disk and
we will ignore the contribution of this term.

The bulk term in (1.9) yields the equations of motion

A
R=-A, vuvu(b = §guu¢- (110)

Thus, on-shell, the bulk term in (1.9) vanishes. The remaining degrees of freedom are thus all on
the boundary of some connected patch of Euclidean AdSs (or, equivalently, of the Poincaré disk).
The boundary term in (1.9) is in fact necessary in order to have a well-defined variational principle

when studying the theory with Dirichlet boundary conditions: one can fix

Plos = b = ¢r /e, Guu = 1/€*. (1.11)

such that the total proper boundary length is given by L = §/e. JT gravity that is typically studied
is the asymptotically AdSs limit in which ¢ — 0, therefore making the proper length of the boundary

large.

1.3.2 A review: Asymptotic AdS; spaces, the Schwarzian theory, and its

quantization

We now proceed to study the quantization of JT gravity by better understanding the nature of the

boundary degrees of freedom. The path integral of the action (1.9) is given by

Zyr(B, ¢r] = / DDy, e~ 1or1éd)
p=¢p+iR

= / D, d(R + N)el dude (1.12)

where in going from the first to the second line we have integrated the dilaton along imaginary
values. As can also be seen from the classical equations of motion, the contribution of the bulk
action term fully vanishes. We are thus left with a sum over all AdS, patches which have a fixed

proper perimeter L and fixed metric g,,. This constraint implies that when parametrizing the space



Figure 1.1: Cartoon exemplifying a typical AdSs patch with large proper boundary length. In this
cartoon of hyperbolic space, sketched by M. C. Escher, each demon/angel has the same proper area.

in terms of Poincaré coordinates and the boundary by some coordinate u such that

d 2 d 2 1 12 12
g _ 077+ dx” LTt =0T (1.13)

2 ’ 2

ds

x T

then one can solve for x[7(u)], at least to the first few orders in ¢ in perturbation theory [29],
z[r(u)] = e’ + O(e?). (1.14)

Using this result one can thus hope to rewrite the extrinsic curvature in (1.9) in terms of a single
field, 7(u). In order to do that we use the definition of the extrinsic curvature, which simplifies for

two-dimensional manifolds to

- g(Ta an)

k= 9(T,T)

(1.15)

where g(X,Y) = gup XY with g, is the metric on M, where n is the normal vector to boundary
of M and T is the tangent vector along 9M. In the coordinate system (1.13), the vectors T and

ng are given by

T = (1',2"), n® = W(—m/ﬂ"). (1.16)
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In such a case, the extrinsic curvarture becomes

7_/(7_/2 _|_ .TIQ + xlxll) _ xwlT/l

K= (22 + 772)3/2

=1+ &2Sch(r,u) + O(e*) (1.17)

where to obtain the second equality we have used (1.14). Here, Sch(r,u) denotes the Schwarzian

derivative
Sch(r,u) = — — ——. (1.18)
T
The JT gravity action simply reduces to

B
Iyp = —/O dud, (Sch(r,u) + O(e?)) (1.19)

Thus, we have reduced the path integral for the two-dimensional gravitational theory (1.9) to that
over a theory in one dimension. In that sense, the equivalence between JT gravity and the Schwarzian
theory (1.19) can be viewed as a toy example of the AdS/CFT correspondence.

Our next goal is to analyze the classical and quantum behavior of this action. Following from
the approximation (1.14), the SL(2,R) isometry of AdS; which we have discussed in section 1.2

reduces to a symmetry of the Schwarzian theory

ar +b
ct+d

(1.20)

which acts on the field 7(u) through a fractional linear transformation. From the perspective of
effective field theory, one could, therefore, ponder why we have obtained an action which solely
depends on Sch(7, u). It is because it is the action with the lowest derivative order, which is invariant
under SL(2,R). As we will explain later in this thesis, higher derivative orders are suppressed in an
€ expansion and only become important when studying the theory at finite cutoff.

There are three conserved charges associated to the transformation (1.20) whose Poisson alge-
bra is sl(2,R). The Casimir of these charges is also conserved and happens to once again be the

Schwarzian derivative Sch(r,u). Therefore, the equation of motions of (1.19) are equivalent to

OuSch(T,u) =0 (1.21)

The solution to this equation which is consistent with the boundary condition 7(0) = 7(f) is, up to

11



SL(2,R) transformations, given by!2

7(u) = tan % . (1.22)

Using this solution, we can determine the on-shell action to be
Ijp = fzwz% : (1.23)

Having explained the classical behavior of the theory, we now briefly review its quantization.

Specifically, we are interested in performing the path integral

ZyrlB, ¢r] = S%ef dugpSch(r,u) dult] = H —. (1.24)
The quotient by SL(2,R) is meant to eliminate patches that are identical up to the SL(2, R) transfor-
mations in AdSy. du[7] can be straightforwardly obtained by requiring that this measure should be
local and invariant under boundary diffeomorphisms. Alternatively, this measure could be obtained
by studying the symplectic form of a theory equivalent to JT gravity — an s[(2,R) BF theory (we
will review this equivalence in the next subsection). The integration space is over all real periodic
functions 7(u), with 7(0) = 7(8). Performing the rescaling 7 — a7 and ¢, — ¢,/ under which the
action is invariant, one can conclude that ¢,/ serves as the effective coupling in the Schwarzian
theory — when ¢,/ is large the path integral should be dominated by classical saddle (1.23), while
when ¢,/ is small quantum fluctuation become relevant.

The result for the path integral (1.24) can be obtained using several methods: from fermionic
localization [25], exploiting the fact that Diff(S1)/SL(2,R) is a symplectic manifold, by using the
equivalence between the Schwarzian and a particle in a magnetic field moving in hyperbolic space
[35, 36] (we review this approach in appendix A), by using the equivalence between the Schwarzian
and a dimensionally reduced version of Liouville theory or by using an sl(2,R) BF theory with a

carefully chosen gauge group (we summarize this approach in the next section and present details in

12 The solution (1.22) is however not unique. The general solution is given by 7(u) = tan ”g“ , with n € Z{0}. Such
saddles correspond to Euclidean solutions where the boundary is self-intersecting. There are two issues which such
solutions. Firstly, one could eliminate such solutions by requiring that manifolds appearing in the path integral of
Euclidean gravity have non-intersecting boundaries. Secondly, in [29] such saddles that correspond to higher boundary
winding have been proven to be unstable.

12



section 2). The result for the path integral obtained from any of the approaches mentioned above is

Zyr|B, ¢r] ~ /dEsinh(QW\/E)ef%E ~ ((gb) ’ B (1.25)

The first equation emphasizes that the Schwarzian density of states is p(E) = sinh(27v/E) while the

second shows that the path integral reproduces the classical saddle (1.24) to leading order in ¢3/p.

1.3.3 A review: Contributions from higher genus topologies

As mentioned in section 1.2.4, we are not only interested in summing over manifolds with a single
topology. Instead, in the case of JT gravity, we should sum over manifolds with any topology that
could support a hyperbolic geometry and which satisfy the boundary conditions mentioned in the
previous subsection. Therefore, we will once again consider the contribution of ¢ in (1.9).

The basic building blocks needed to compute the contribution to the partition function of higher

genus manifolds is [37]:

e The path integral over a “trumpet”, M, which on one side has asymptotically AdSs boundary

conditions specified by (4.2) and, on the other side, ends on a geodesic of length b.

e The path integral over a bordered Riemann surfaces of constant negative curvature that has
n boundaries and genus g. For such surfaces, we fix the lengths of the geodesic boundaries by,

.., by, across all n boundaries.
e The correct measure for gluing “trumpets” to the higher genus bordered Riemann surfaces.

By gluing the above geometries along the side where the boundary is a geodesic, we can obtain
any orientable geometry with constant negative curvature (with arbitrary genus g, and an arbitrary
number of boundaries n), which has asymptotically AdSs boundaries.

To start, we compute the “trumpet” partition function which closely follows the computation for
the disk partition function. The JT gravity action, again reduces to an integral over the extrinsic
curvature K on the boundary where we impose Dirichlet boundary conditions. The boundary that
ends on the geodesic of length b requires no associated boundary term and, therefore, does not
contribute to the action.!® Therefore, the path integral over the boundary once again reduces to

that of the Schwarzian. What differs from the disk computation is the boundary condition for the

13This is because no boundary term is required when fixing K and gu..
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Schwarzian field:

Dylr]

Zirumoet = J dug,Sch(r,u) 1.26

frmpet / U@) © (1.26)
where the boundary condition 7(8) = Z:((g))j:db, can be obtained by identifying two different geodesics

on the Poincaré plane. Here, the fractional linear transformation can be related to the length of the
geodesic b. The new boundary conditions can be viewed as a fugacity for the SL(2,R) symmetry in
the Schwarzian theory. In the presence of such a fugacity, we can no longer quotient the integration
space by SL(2,R); rather we should only quotient by the preserved U(1) subgroup. The result for
the path integral (1.26) can once again obtained from localization [25] or by a dimensionally reduced

version of Liouville theory [40]:

1/2
T

(27T)1/251/26

r b2
B

dE
Ztrumpet ’\‘/ﬁcos(b\/ﬁ)e—% ~ (127)

The next step is to compute the volume of the moduli space of n-bordered Riemann surfaces with
constant curvature, denoted by Volg ,, (b1, ..., b,). While, we do not describe the exact procedure
to obtain these volumes, we will mention that a recursion relation for these volumes was found in
[41] (see [42] for a review). It was later showed that this recursion relation can be related to the
“topological recursion” seen in the genus expansion of a double-scaled matrix integral [43]. Finally,
the integration measure needed in order to glue the “trumpet” to a boundary of a bordered Riemann
surfaces one needs to use the Weyl-Peterson measure dbb.'* Thus, the contribution to the partition

function of a higher genus surface is given by:

ZJT(ﬁv (rb’f‘) D 627F¢0Xg,1 /dbeOIQ,l(b)Ztrumpct(ﬂa ¢r, b) . (128)

Similarly, one can compute the contribution of can compute the contribution of geometries that

connect n boundaries:

ZJT(BL ¢r,la ey ﬂn, ¢T,n) D 627T¢0Xg,n /dbl bl R dbn bn VOlg,n(bl, ey bn)

><Ztrumpct (ﬂla ¢T’,1a bl) oo Ztrumpct (ﬁna (ybr,na bn) . (129)
Zy,n(ﬁj)

which for n > 1 is never vanishing. As emphasized in section 1.2.4, the gravitational path integral

14This measure can once again be obtained by considering the symplectic form in an equivalent BF theory.
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can receive contributions from such geometries which connect the n disconnected boundaries.
We now describe the equivalent matrix integral that reproduces the results above, following [37].

Consider a Hermitian matrix integral over N x N Hermitian matrices with some potential S[H]:

Z= /dHe’S(H), S[H] = N %Terﬂ +) Yty B , (1.30)
j>3

where Trpy is the standard trace over N x N matrices. An observable that proves important in
the genus expansion of the gravitational theory is the correlator of the thermal partition function
operator, Z(3) = Try e #H. Correlators of such operators have an expansion in 1/N, where each
order in N can be computed by looking at orientable double-line graphs of fixed genus [44, 45] (for
a review see [46]). Consequently, this is known as the genus expansion of the matrix model (1.30).
For a general set of potentials S[H], each order in the expansion can be determined in terms of

a single function po(F). This function is simply the leading density of eigenvalues in matrices with
N — oo. Consider the double-scaling limit of (1.30), in which the size of the matrix N — oo and
in which we focus on the edge of the eigenvalue distribution of the matrix H, where the eigenvalue
density remains finite and is denoted by e%°. The expansion of the correlators mentioned above can
now be expressed in terms of €% instead of the size of the matrix N. In this double-scaled limit
the density of eigenvalues pg(FE) is not necessarily normalizable and with an appropriate choice of

potential S[H], po(E) can be set to be equal to the energy density in the Schwarzian theory (4.11)

po(E) = % sinh(27\/20,E) . (1.31)

™
As previously emphasized, choosing (1.31) determines all orders (in the double scaled limit) in the
e~ perturbative expansion for correlators of operators such as Z(3) = Try e~ %r [47]. The result
found by [37], building on the ideas of [43], is that the genus expansion in pure JT gravity agrees
with the e%° genus expansion of the double-scaled matrix integral whose eigenvalue density of states

is given by (1.31):

ZYr (B, Bn) = (Z(B1) ... Z(Bn)) = Zgm(By)e "X Mon) (1.32)

g

The density of states (1.31) was shown to arise when considering the matrix integral associated

to the (2,p) minimal string. Specifically, this latter theory was shown to be related to a matrix
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integral whose density of eigenvalues is given by [48, 49, 50, 51, 52]

E
po(E) ~ sinh (garccosh (1 + H)) , (1.33)

where k is set by the value of p and by the value of p from the Liouville theory which is coupled
to the (2, p) minimal model [53]. Taking the p — oo limit in (1.33) and rescaling E appropriately,
one recovers the density of states (1.31). Consequently, one can conclude that the double-scaled
matrix integral which gives rise to the genus expansion in pure JT gravity is the same as the matrix
integral which corresponds to the (2,00) minimal string. Thus, if we view the matrix integral as
the equivalent boundary theory we find that by considering ensemble averages, the open problem

brought up by Maldacena and Maoz is resolved [18].

1.4 Jackiw-Teitelboim gravity in the first order formalism

So far, we have focused on the partition function in the pure gravitational theory, but we have not
yet addressed what happens when we couple the theory to matter fields. To study this problem in
the approximation in which such fields are treated as probe particles, it is useful to consider the
spectrum of (non-local) operators in the theory.

While our discussion has mostly focused on understanding Jackiw-Teitelboim gravity in terms of
the metric and the dilaton, we will show that, if we want to better understand the exact quantization
of the theory as well as its operator spectrum, it is convenient to formulate the theory as an equivalent
gauge theory. Such a reformulation has the advantage that we can quickly identify the gauge-
invariant or, equivalently, diffeomorphism invariant operators in the theory (which, in turn, are
equivalent to the aforementioned probe particles). In general relativity, we can always rewrite the
dependence of the action on the metric in terms of two additional sets of fields: the frame fields and
spin connection. As we will discuss in detail below, when paired together, these fields constitute the

necessary component for a 2d gauge field appearing in the reformulation.

1.4.1 Classical equivalence

As shown in [54, 55], JT gravity (1.9) can be equivalently written in the first-order formulation,

which involves the frame and spin-connection of the manifold, as a 2D BF theory with gauge al-
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gebra s[(2,R).15 Let us review this correspondence starting from the BF theory.!® To realize this
equivalence on shell, we only need to rely on the gauge algebra of the BF theory and not on the
global structure of the gauge group. Thus, the gauge group could be PSL(2,R) or any of its central
extensions. For this reason, we will for now consider the gauge group to be G and will specify the
exact nature of G in Section 2.3.

To set conventions, let us write the s[(2,R) algebra in terms of three generators Py, Py, and Pa,

obeying the commutation relations

[Po, P] = P, [Po, o] = —P1, [P, P) =—PFy. (1.34)

For instance, in the two-dimensional representation the generators Py, P;, and P, can be represented

as the real matrices
Ph=—, P=—, P=—. (1.35)

An arbitrary sl(2,R) algebra element consists of a linear combination of the generators with real
coefficients. The field content of the BF theory consists of the gauge field A, and a scalar field
¢, both transforming in the adjoint representation of the gauge algebra. Under infinitesimal gauge

transformations with parameter e(x) € sl(2,R), we have

bp=le, @],  OA,=0uc+[e Al (1.36)

Consequently, the covariant derivative is D,, = 0,—A,, (because then we have, for instance, (D, ¢) =
le,D,¢]), and then the gauge field strength is F,, = —[D,,D,| = 0,A, — 0, A, — [A4, A)]. In
differential form notation, FF = dA — A A A.

Ignoring any potential boundary terms, the BF theory Euclidean action is

Spr = —i/Tr(¢F), (1.37)

where the trace is taken in the two-dimensional representation (1.35), such that Tr ¢F = 0/ ¢; F, /2,

where 1" = diag(—1,1,1), with i,j = 1, 2, 3. To show that the action (1.37) in fact describes JT

15Similarly, there is an equivalence between a different 2D gravitational model, the CallanGiddingsHarveyStro-
minger model and a 2D BF-theory with the gauge algebra given by a central extension of iso(1,1) [56, 57]. Similar to
our work here, it would be interesting to explore exact quantizations of this gauge theory.

16Unlike [54, 55], we will work in Euclidean signature.
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gravity, let us denote the components of A and ¢ as

Alz) = \/gea(x)Pa +w(@Py,  ¢x)=¢"2)Ps+ ¢°(2) Py, (1.38)

where the index a = 1,2 is being summed over, A > 0 is a constant, and e® and w are one-forms
while ¢® and ¢° are scalar functions. An explicit computation using F = dA — A A A and the

commutation relations (1.34) gives

A A A
F = \/; [de1 +w/\62] P+ \/; [d€2 —w/\el] P, + [dw—!— 561 /\62] Py (1.39)

The action (1.37) becomes

Spr = —;/\/§ [¢"(de' +w A €e?) + ¢*(de* —w Aet)] — ¢ (dw—i— %el /\62) : (1.40)

The equations of motion obtained from varying ¢ yields ' = 0. Specifically, the variation of ¢!

and ¢? imply 7% = de® + w A e® = 0, with wly = —w?

1 = w, which are precisely the zero torsion
conditions for the frame e with spin connection w®;. Plugging these equations back into (1.40) and

using the fact that for a 2d manifold dw = Ze! A e?, with R being the Ricci scalar, we obtain

Spr = i/d%\/wo (R+A), (1.41)

which is precisely the bulk part of the JT action with the dilaton ¢ in the second order formalism
identified with —i¢°/4.'7 Here, the 2d metric is g, = eie}, + eiez, and d2x\/§ = el Ae?. The
equation of motion obtained from varying ¢y implies R = —A, and since A > 0, we find that the
curvature is negative. Thus, the on-shell gauge configurations of the BF theory parameterize a patch

of hyperbolic space (Euclidean AdS).

Note that the equations of motion obtained from varying the gauge field, namely

Dy¢=0,06—[A,, ¢ =0, (1.42)

170One might be puzzled by the fact that when ¢° is real, ¢ is imaginary. However, when viewing ¢ or ¢¢ as
Lagrange multipliers, this is the natural choice for the reality of both fields. However, note that in the second-order
formulation of JT-gravity (1.9) one fixes the value of the dilaton (¢) along the boundary to be real. As we describe
in Section 2.2.1, we do not encounter such an issue in the first-order formulation, since we will not fix the value of ¢
along the boundary.
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can be written as

iy =2 (i + 01
48" = s +\[ B, (1.43)

A
dg? = we' — 561%.

It is straightforward to check that taking another derivative of the first equation and using the other
two gives the equation for ¢ in (1.10).

The spin connection w?, is a connection on the orthonormal frame bundle associated to a principal
SO(2) bundle. For a pair of functions € transforming as an SO(2) doublet, the covariant differential
acts by De® = de® + w®,e®. With this notation, we see that the infinitesimal gauge transformations

(1.36) in the BF theory with gauge parameter € = \/A/2¢*P, + €" Py take the form

det = Det — %2,
se? = Dé + %t (1.44)

A
dw = de® + 5(6261 —ele?).

The interpretation of these formulas is as follows. The parameters € act as local gauge parame-
ters for the SO(2) symmetry. When the gauge connection is flat with F' = 0, infinitesimal gauge
transformation are related to infinitesimal diffeomorphisms generated by a vector fields £# (via

59#!/ =Vué + Vugu)

€' = et (z) = wy (@) (z) . (1.45)

The parameter € generates an infinitesimal frame rotation, and thus it leaves the 2d metric invariant.
Note that the gauge transformations in the BF theory preserve the zero-torsion condition and the 2d
curvature because these quantities appear in the expression for F' in (1.39) and the equation F =0

is gauge-invariant.

1.4.2 Quantum equivalence

So far, we have solely focused on the classical analysis of the equivalent gauge theory — explicitly,
we have shown that the on-shell equations of motion in the bulk agree between the gauge theory

formulation and the second order gravitational formulation. We have not yet specified the crucial
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ingredients that are needed to provide an exact description of the quantum theory: specifying the
boundary condition along 9% in (1.37) or determining the global structure of the gauge group.
Thus, in this thesis we will first focus on possible boundary conditions and boundary terms such
that the resulting theory has a well defined variational principle, while later, we will discuss the global
structure of the gauge group. Putting the two together, we will then study the exact quantization
of this theory and study its observables.

We start by reviewing the possible boundary conditions on the gauge theory side. When placing
the gauge theory on a disk, the natural Dirichlet boundary conditions are set by fixing the gauge
field or, equivalently, the frame e® and spin connection w at the boundary of the disk. In such
a case, a boundary term like that in (1.9) does not need to be added to the action in order for
the theory to have a well-defined variational principle. The resulting system can be shown to be a
trivial topological theory which does not capture the boundary dynamics of (1.9). Consequently, we
introduce a boundary condition changing defect whose role in the BF-theory is to switch the natural
Dirichlet boundary conditions to those needed in order to reproduce the Schwarzian dynamics. With
this boundary changing defect the first and second formulations of JT gravity give rise to the same

boundary theory:!'®

First order formulation Second order formulation
(wr, €2?)ss = const. (Guu, ®)|oz = (1/€%, ¢ /€)
Insertion of defect e—0
[ Schwarzian ]

Figure 1.2: Schematic representation showing that the dynamics on the defect in the gauge theory is
the same as that in the Schwarzian theory, which in turn describes the boundary degrees of freedom
of (1.9).

For the equivalence between the Schwarzian and the gauge theory to continue to hold at the
quantum level, we find the gauge group needed to properly capture the global properties of the
gravitational theory. As we will show, this is given by an extension of PSL(2,R) by R. This

extension is related to the universal cover of the group PSL(2,R), denoted by SL2.1% With this

18Possible boundary conditions for the gauge theory reformulation of JT-gravity were also discussed in [58]. A
concrete proposal for the rewriting of the boundary term in (1.9) was also discussed in [59], however the quantization
of the theory was not considered.

19A similar observation was made in [60]. There it was shown that in order for gravitational diffeomorphisms to be
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choice of gauge group, when placing the bulk theory in Euclidean signature on a disk, we find a
match between its exact partition function and that computed in the Schwarzian theory [61, 26, 62].
This match is obtained by demanding that the gauge field component along the boundary should
vanish.20

The first natural observable to consider beyond the partition function is given by introducing
probe matter in the gauge theory. On the gauge theory side, introducing probe matter is equivalent
to adding a Wilson line anchored at two points on the boundary. In the Schwarzian theory, we
expect that this coupling is captured by bilocal operators Oy (u1,us). We indeed confirm that all
the correlation functions of bi-local operators in the Schwarzian theory [40] match the correlation
functions of Wilson lines that intersect the defect. More specifically, the time-ordered correlators
of bi-local operators in the boundary theory are given by correlators of non-intersecting defect-
cutting Wilson lines, while out-of-time-ordered correlators are given by intersecting Wilson line
configurations. By computing the expectation value of bulk Wilson lines in the gauge theory, we
provide a clear representation of theoretic meaning to their correlators. Furthermore, we provide
the combinatorial toolkit needed to compute any such correlator. As we will show, these Wilson
lines also have a gravitational interpretation: inserting such Wilson lines in the path integral is
equivalent to summing over all possible world-line paths for a particle moving between two fixed
points on the boundary of the AdSs patch. Furthermore, we discuss the existence of further non-
local gauge-invariant operators, which can potentially be used to compute the amplitudes associated

with a multitude of scattering problems in the bulk.

1.5 Revisiting the second-order formalism:
Going beyond the asymptotic AdS; limit

As we have reviewed thus far, traditionally, the JT path integral is computed with Dirichlet boundary
conditions, for very large proper boundary lengths and boundary values for the dilaton (see [29]). In
that limit, we have shown that the partition function of JT gravity reduces to a simpler path integral

over a boundary quantum mechanics theory, the Schwarzian theory. As reviewed, this theory can

mapped to gauge transformations in the BF-theory when placed on a cylinder, one needs to consider a gauge group
given by SL2, instead of the typically assumed PSL(2,R).

20In a gauge-independent language, here we demand a trivial holonomy around the boundary of the disk. For
general boundary holonomy, the dual is given by a non-relativistic particle moving on H; in a magnetic field, in the
presence of an SL2 background gauge field. As we point out in Appendix B.1, this is slightly different than considering
the Schwarzian with SL(2,R) twisted boundary conditions, which was considered in [26, 63].
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be solved exactly [61, 25, 40].21 At finite cutoff, the values for the boundary length and dilaton are
no longer large, and the computation of the partition function has been an open problem which we
resolve in this thesis.

Our computation is naturally motivated by the question of understanding the AdS/CFT cor-
respondence at finite cutoff. As mentioned in section 1.2.3, this question has recently attracted
tremendous attention, especially in the context of the AdS/CFT correspondence. In three bulk
dimensions, it was conjectured in [16] (see also [66]) that finite patches of asymptotically AdS;
spacetimes can be obtained by deforming the CFT by the irrelevant TT deformation. This duality
was only analyzed in the semi-classical limit and, as of yet, its fate in the quantum theory remains
unclear. Furthermore, while the TT operator satisfies some remarkable properties, its spectrum has
numerous unwanted features that we have emphasized in section 1.2.3. To circumvent the compli-
cations of 3D/2D holography and yet address some of its unwanted problems, we turn to analyzing
the problem in one dimension lower.

We will discuss two possible quantization techniques for the two-dimensional gravitational theory
at finite cutoff.

The first is the canonical quantization. In the canonical approach, one foliates the spacetime
with a certain, usually time-like, coordinate, and parametrizes the metric in an ADM decomposition
[67]. As a result of the diffeomorphism invariance of the action, the action becomes a sum of
constraints. These constraints are then uplifted to quantum mechanical constraints, and its solutions
are functionals of the data on the chosen foliation. In general, these constraints are difficult to solve
unless some approximations, such as the mini-superspace approximation is made. Luckily, for two-
dimensional theories of dilaton gravity, the constraints can be reduced to two first-order functional
differential equations that can be solved exactly in the quantum theory. This was first demonstrated
for JT gravity in the 80s by Henneaux [68] and generalized to general dilaton gravities in [69]. The
resulting solutions to the constraints are known as Wheeler-deWitt (WdW) wavefunctionals: they
are functionals of diffeomorphism invariant quantities, which in our case are the dilaton profile and
boundary length.

The WdW wavefunctionals relevant for our analysis are not the traditional ones, which are
constructed for geometries on a constant time slice. Instead, we consider a “radial quantization”
in Euclidean signature for which the wavefunctionals are related to the partition function (modulo

counterterms) at a finite value for the boundary length and dilaton. This provides a way to compute

21For further details about solvability properties of the Schwarzian theory and JT gravity, see [28, 20, 30, 31, 61,
40, 64, 65, 35, 36, 37, 63, 1].
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the path integral at finite cutoff.

In the second approach, we compute the Euclidean path integral directly. In general, this is very
complicated at finite proper boundary length as some of the gravitational modes are frozen in the
large volume limit. After integrating out the dilaton, the JT path integral localizes to one over a
boundary action given by the extrinsic curvature K of the boundary. By using constraints from the
SL(2,R) isometry of AdSs, we manage to express K in an expansion solely containing powers of the
Schwarzian derivative and its derivatives. This expansion greatly facilitates our computations and
allows us to express the partition function as the expectation value of an operator in the Schwarzian
theory. Using integrability properties in the Schwarzian theory, we manage to compute the partition
function to all orders in a perturbative expansion in the cutoff.

Both the canonical and path integral approaches use widely different techniques to compute the
finite cutoff partition function, yet, as expected from the equivalence between the two quantization
procedures, the results agree. Luckily we find a perfect agreement between the two approaches with
the proposed deformation of the Schwarzian partition function, analogous to the TT deformation
for 2D CFTs [70, 71]. This result thus provides concrete evidence that the duality between the TT
deformation and the bulk cutoff movement holds not only semi-classically; rather, we show that it

is an exact duality.

1.6 Mysteries in black hole thermodynamics

1.6.1 Generic features of extremal and near-extremal black holes

As briefly mentioned in section 1.2.2, extremal, and near-extremal black holes have long offered
a simplified set-up to resolve open questions in black hole physics, ranging from analytic studies
of mergers to microstate counting. The simplicity of near-extremal black holes comes from the
universality of their near-horizon geometry: there is an AdSs throat with an internal space that
varies slowly as the horizon is approached (see, for example, [15]).

To understand the nature of extremal and near-extremal black holes we start by reviewing the
simplest example of Reissner-Nordstrom, a black hole with electric or magnetic charge. Such black

holes are solutions for the Einstein-Hilbert action coupled to electromagnetism??

Ipy = /d4x\/—g(R —2A+ F,, F*™), (1.46)

22Here, we will neglect the discussion of boundary terms and boundary conditions at the AdS or flat space boundary.
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where, in what follows, we will consider black holes in AdS (with A < 0) or in flat space (with
A = 0). For a black hole with total electric charge @@ and mass M,?3 one finds the solution
d’l“z _ QGNM GN Q2 7“2

foy T S0 =1 FwetEe A

dsad) = —f(r)dt* +

Such black holes have two horizons located at ry and r_ for which f(ry) = 0 (where we will always
take r4 > r_). We can now understand some basic thermal properties of the Reissner-Nordstrom
black hole. Analytically continuing the solution (1.47) to Euclidean signature via a Wick rotation
t — —i7, we find that the space ends at the location of the exterior horizon ry. Expanding the
metric (1.47) around r; we find a patch of flat space; for this patch to be smooth, we need to
require that there is no conical singularity which, in turn, implies that the Euclidean time 7 needs
to be periodically identified, with period § = 4x/|f'(rs)|. The identification of Euclidean time is
equivalent to putting a quantum mechanical system at finite temperature. Thus, 8 can be identified
as the inverse temperature of the black hole, and the radiation emitted at this temperature is called
Hawking radiation.

Next, we describe some properties of extremal and near-extremal black holes. Precisely at ex-
tremality, the extrior and interior horizons coincide with ry = r_ = 7r3. One can consequently
check that for such black holes |f’(r.)| = 0 and consequently such black holes have temperature
T = 37! = 0. Therefore, black holes that are extremal do not emit any Hawking radiation. In the
near-extremal limit, black holes have ry —r_ < r, = r4; in such a limit, black holes have very small
temperatures as compared to their horizon size 8 > 7, and therefore radiate slowly. If we consider
black holes with fixed charge @, and temperature T', then one can determine from (1.47) that the

mass of the near-extremal black hole can be approximated by

Mg,
£2p (1.48)

M = M, + T2

where one can in principle also capture higher order corrections in 7. The meaning of the parameter
Mgap will be clarified shortly.
As previously mentioned, a crucial property that we will use in the final chapters of this thesis

is that the near-horizon geometry simplifies. If one expands p = r — 7y, for §r < rp then one finds

23In what follows, we will assume that the black hole solely has an electric charge. However, due to 4d electric-
magnetic duality, all results are equally applicable to magnetic black holes.
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that the metric can be rewritten as

2 p>—0ri 5 L3 2 2
where dr;, = r; — r_. The first two terms capture the geometry of AdSs, while the second term
captures the geometry of an internal space (S2) whose size is slowly varying as we go away from the

horizon. As it turns out, this feature, together with our understanding of JT gravity, will greatly

simplify our analysis in what follows.

1.6.2 The problem of the mass gap

While the near-horizon geometry exhibits great simplicity, the thermodynamics of extremal and near-
extremal black holes brings up several important open questions. At extremality, black holes have
zero temperature, mass My, and area Ay. Performing a semiclassical analysis when raising the mass
slightly above extremality, one finds that the energy growth of near-extremal black holes scales with
temperature as 6E = E — My = T? /Mgap. Naively, one might conclude that when the temperature,
T < Mgap, the black hole does not have sufficient mass to radiate even a single Hawking quanta of
average energy. Consequently, My,, is considered the energy scale above extremality at which the
semiclassical analysis of Hawking must breakdown [72, 73, 74].24 A possible way to avoid the failings
of the semiclassical analysis is to interpret M., as a literal “mass gap” between the extremal black
hole and the lightest near-extremal state in the spectrum of black hole masses. Such a conjecture
is, in part, supported by microscopic constructions [75, 76, 77] which suggest that, in the case of
black holes with suflicient amounts of supersymmetry, M., could indeed be literally interpreted

25

as a gap in the spectrum of masses.”> Nevertheless, it is unclear if such results are an artifact of
supersymmetry or whether such a gap truly exists for the most widely-studied non-supersymmetric
examples: in Reissner-Nordstrom (RN) or Kerr-Newman (KN) black holes.

The mass-gap puzzle is related to another critical question of understanding the large zero-
temperature entropy of extremal black holes. If a gap exists, and the semiclassical analysis is correct

at low temperatures, extremal black holes would exhibit a huge degeneracy proportional to the

macroscopic horizon area measured in Planck units. In the absence of supersymmetry, it is unclear

24Even at temperatures T ~ O(Mgap) there is a breakdown of thermodynamics since a single Hawking quanta
with average energy could drastically change the temperature of the black hole.

251n [77], it is assumed that the lightest near-extremal state has non-zero spin, in contrast to the extremal Reissner-
Nordstréom. However, in section 5.3, we show that in fact the lightest near-extremal state has zero spin. 75, 76] focus
on string constructions for near-extremal black holes in supergravity. Since our analysis depends on the massless
matter content in the near-horizon region, we cannot compare our results with the gaped results of [76]. Nevertheless,
an analysis of the 2d effective theory in the near-horizon region for near-extremal black holes in supergravity is
currently underway [78].
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Figure 1.3: Energy above extremality at fixed charge as a function of the temperature when obtained
from the semiclassical analysis (in red) and when accounting for the quantum fluctuations in the
near-horizon region (in purple). This should be compared to the average energy of one Hawking
quanta (dashed line) whose energy is on average (E) ~ T.

how such a degeneracy could exist without being protected by some other symmetry. Alternatively,
if one takes the semiclassical analysis seriously only at temperatures 1" > Mg, then it is possible
that the entropy obtained by this analysis, would not count the degeneracy of the ground-state;
rather, it could count the total number of states with energy below E — My S Mgy, [74]. We find
this solution unsatisfactory; from the Gibbons-Hawking prescription, we should be able to compute
the Euclidean path integral at lower temperatures.

In this thesis, we settle the debate about the existence of a mass-gap for 4d Reissner-Nordstrom
black holes. We show that such near-extremal black holes do not exhibit a mass gap at the scale
Mgap.26 To arrive at this conclusion, we go beyond the semiclassical analysis and account for quan-
tum fluctuations to reliably compute the partition function of such black holes at temperatures
T ~ Mg, in the canonical and grand canonical ensembles. By taking the Laplace transform of the
partition function, we find the density of states in the spectrum of black holes masses. Due to the
presence of T'log(T/Mgap) corrections to the free energy, 27 we find that the spectrum looks like a
continuum of states and, consequently, exhibits no gap of order ~ Mg,,. This continuum is observed

because our computation is not sensitive enough to distinguish between individual black hole mi-

26While in this thesis we will mostly focus on studying 4d black holes in an asymptotically flat or AdS4 space, our
analysis could be applied to RN black holes in any number of dimensions.

27The TlogT corrections discussed throughout this thesis should not be confused with the logarithmic area cor-
rections to the entropy studied for extremal black holes in [79, 80, 81, 82]. While we did not find any connection
between the two corrections (as the logarithmic area correction to the entropy is studied in a specific limit for the
mass, charge and temperature; such a limit is not employed in this thesis), it would be interesting to understand
whether the results obtained in this thesis can be used to also account for the entropy corrections from [79, 80, 81, 82].
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Mgap

Figure 1.4: Purple: Density of states (at fixed charge) for black holes states as a function of energy
above extremality E — My, including backreaction effects given in (5.72). Red: Plot of the naive
density of states p ~ exp (Apor/4G ) which starts deviating from the full answer below energies of
order Mgap.

crostates; for that, a UV complete gravitational theory is necessary. Nevertheless, our computation
does suggest that, for non-supersymmetric theories, the degeneracy of extremal black holes is much
smaller than that obtained from the area-law Bekenstein-Hawking entropy (in figure 1.4 we show
the shape of the density of states at fixed charge)?®.

The potential breakdown of Hawking’s analysis raised in [72] is also resolved. In figure 1.3, we
compare the temperature dependence of the energy above extremality in the classical analysis and
when accounting for quantum fluctuations. As opposed to the semiclassical analysis, we find that
when only slightly above extremality, £ — My ~ %T > T, therefore resolving the naive failure of
thermodynamics at very small temperatures.

A similar analysis was done recently for near-extremal rotating BTZ black holes in AdS; [84].
These black holes present a breakdown of their statistical description at low temperatures when re-
stricted to the semiclassical analysis. The breakdown is similarly resolved by including backreaction
effects in the Euclidean path integral.

To reliably compute the partition function at such small temperatures, we perform a dimensional
reduction to the two dimensional AdS, space in the near-horizon region?®. We find that the only
relevant degrees of freedom that affect the density of states are the massless modes coming from the

gravitational sector, the electromagnetic gauge field, and the SO(3) gauge fields generated by the

28The logic in this thesis is very different from the argument in [83]. The degeneracy of the extremal black hole
and the presence of a gap depends on the amount of supersymmetry in the theory (see section 5.5).

29The geometry describing the throat is AdS;xS2. Even though the size of the transverse sphere r¢ is large, we
will consider temperatures well below the KK scale T' < Mgk ~ 1/rg. This is consistent since, in all cases, we study
the gap is a parametrically smaller scale T ~ Mgap < Mkxk.
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dimensional reduction. The resulting effective theory turns out to be that of 2d Jackiw-Teitelboim
(JT) gravity [85, 39] coupled to gauge degrees of freedom. The Euclidean path integral of such
an effective theory can be computed exactly by first integrating out the gauge degrees [3, 86] and
then by analyzing the boundary modes [87] of the resulting model using the well-studied Schwarzian
theory.3°

The connection between JT gravity and near-extremal black holes has been widely discussed in
past literature.3! In fact, in [88], the scale Mp,p defined through the thermodynamics was identified
as the symmetry breaking scale for the emergent near-horizon AdSs isometries, SL(2,R). Moreover,
this is also the scale at which the equivalent Schwarzian theory becomes strongly coupled. However,
compared to past literature, to compute the partition function at small temperatures, T' ~ Mgyap, we
had to keep track of all the fields generated through the dimensional reduction and exactly compute
the path integral for the remaining massless relevant degrees of freedom. Our qualitative picture is
nevertheless similar to that presented in [88] as we show that the semiclassical analysis fails due to
the backreaction of the dilaton and gauge fields on the metric.

For the reasons described above, to avoid confusion from now on, we will stop calling the scale
in which the semiclassical analysis breaks down Mg, since there is no gap at that scale. Instead we
will redefine it as Mgap — #MSL(Q).?’2 More importantly, we want to stress that the appropriate
meaning of this energy is the symmetry breaking scale of the approximate near horizon conformal

symmetry.

308ee [28, 20, 29, 31, 61, 25, 40, 37] for details.
31Gee [88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100]
32The factor of 272 will be useful but is just conventional.
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Chapter 2

Dilaton gravity in the first-order

formalism

2.1 Outline of results

This section elaborates on the ideas presented in section 1.4 and is organized as follows. In Section 2.2
we show the on-shell equivalence between the equations of motion of the Schwarzian theory and those
in the gauge theory description of JT gravity, when boundary conditions are set appropriately. In
Section 2.3 we discuss the quantization of the gauge theory. In this process, in order to match
results in the Schwarzian theory, or, alternatively in the second order formulation of JT gravity,
we determine a consistent global structure for the gauge group and determine potential boundary
conditions such that the partition function of the gauge theory agrees with that of the Schwarzian.
In Section 2.4, we show the equivalence between Wilson lines in the gauge theory and bi-local
operators in the boundary theory. Furthermore, we discuss the role of a new class of gauge invariant
non-local operators and compute their expectation value. Finally we discuss future directions of
investigation in Section 2.5. In Appendix B.1, we review various properties of the Schwarzian theory
and derive at the level of the path integral, its equivalence to a non-relativistic particle moving in
hyperbolic space in the presence of a magnetic field. For the readers interested in details, we suggest
reading Appendix B.3 and B.4 where we provide a detailed description of harmonic analysis on the
SL2 group manifold and derive the fusion coefficients for various representations of SL2. Finally,
we revisit the gravitational interpretation of the gauge theory observables in Appendix B.5 and

we show that Wilson lines that intersect the defect are equivalent to probe particles in JT-gravity
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propagating between different points on the boundary.

2.2 Classical analysis of sl(2,R) gauge theory

2.2.1 Variational principle, boundary conditions, and string defects

Infinitesimal variations of the action (1.37) yield

0Spr = (bulk equations of motions) — ¢ Tr (¢0A;) , (2.1)
ox

where 7 is used to parametrize the boundary 9X. As is well-known [101] and can be easily seen from
the variation (2.1), the BF theory has a well-defined variational principle when fixing the gauge field
A, along the boundary 0%. In the first-order formulation of JT gravity, this amounts to fixing the
spin connection and the frame and no other boundary term is necessary in order for the variational
principle to be well defined.! In fact, due to gauge invariance, observables in the theory will depend

on A, only through the holonomy around the boundary,

gPeXp(/aEA>€g, (2.2)

instead of depending on the local value of A,. However, solely fixing the gauge field around the
boundary yields a trivial topological theory (see more in Section 2.3). Of course, such a theory
cannot be dual to the Schwarzian. In order to effectively modify the dynamics of the theory we
consider a defect along a loop I on X. A generic way of inserting such a defect is by adding a term

S, to the BF action,
B
Sg = Spr + 571, sze/ duV((;S(u)) (2.3)
0

where u is the proper length parametrization of the loop I, whose coordinates are given by z(u)
and whose total length is 5 measured with the induced background metric from the disk.?

Since, the overall action needs to be gauge invariant we should restrict V' (¢) to be of trace-class;
as we will prove shortly in order to recover the Schwarzian on-shell we simply set V (¢) = —Tr ¢?/4,

with the trace in the fundamental representation of s((2,R).

IThis is in contrast with the second-order formulation of JT gravity (1.9), when fixing the metric and the dilaton
along the boundary. In such a case the boundary term in (1.9) needs to be added to the action in order to have a
well defined variational principle.

2Consequently, the defect is not topological.
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Schwarzian

dynamics

Figure 2.1: Cartoon emphasizing the properties of the string defect. The resulting theory is invariant
under perimeter preserving defect diffeomorphisms and thus the defect can be brought arbitrarily
close to the boundary of the manifold. Furthermore, the degrees of freedom of the gauge theory
defect can be captured by those in the Schwarzian theory.

Note that as a result of the Schwinger-Dyson equation

(dTr ¢*(x)...) pp = —2i <Tr (qs(a;)Md(x)) ...>BF =0 (2.4)

Tr ¢? is a topological operator in the BF theory independent of its location on the spacetime manifold,
as long as the other insertions represented by ... above do not involve A.3

As emphasized in Figure 2.1, due to the fact that theory is topological away from I and due
to the appearance of the length form in (2.3) the action is invariant under diffeomorphisms that
preserve the local length element on I.* Thus, one can modify the metric on ¥, away from I, in
order to bring it arbitrarily close to the boundary 0%. This proves convenient for our discussion
below since we fix the component A, of the gauge field along the boundary and can thus easily use

the equations of motion to solve for the value of ¢ along I.

[A [A
=wly+ 1/ —ep by +1/—e_L_, (2.5)
bdy 2 2

3In the sl(2,R) gravitational theory, —Tr ¢2 is usually interpreted as a black hole mass and its conservation law
can be interpreted as an energy conservation law [59].
4This is similar to 2d Yang-Mills theory which is invariant under area preserving diffeomorphisms [102, 103, 104].

Specifically, we choose

A,
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where

eoEipo, €+E—P2—’L'P1, g,EPg—ipl,
i1 2 i1 2
e, —e e (&
W= —iw, , e = ——7T , et (2.6)
bdy. 2 bdy. 2 bdy.

The generators £y and ¢ satisfy the commutation relations

[bx, 0] = £0s [0, 0_] =20 (2.7)

As previously discussed, all observables can only depend on the value of the holonomy, thus without
loss of generality we can set w and e4 to be constants whose value we discuss in the next subsection.
Fixing the value of the gauge field, in turn, sets the metric in the JT-gravity interpretation along
the boundary to be g, = —4eye_.

The equation of motion obtained by varying A, close to the boundary, D;¢ = 0-¢—[A;|bay, ¢| =
0, can be used to solve for the value of ¢ along I. It is convenient to relate the two parametrizations
of the defect I through the function u(7), choosing 7 in such a way that e¢_ (1) = VAe_ /0, u(T),
where ¢ = ¢oly + ¢ Ly + ¢_L_. Instead of solving the equation of motion for A, in terms of u(r) it
is more convenient to perform a reparametrization and rewrite the equation in terms of 7(u) using
A, = A.7'(u), where 7/'(u) = 9, 7(u). The solution to the equation of motion for the ¢_ and ¢

components of D,¢ = 0 yields

, , 7_// , 7,/// wT// (7_//)2
=V2Ae_V{_ 2 - — 2A — —
ed(u) = V2Ahe_L_1" + 24, <w7‘ T/) + V2AL, (€+T + Ae (72 Aer Ae(T’)3) ,

(2.8)

where 7(u) is further constrained from the component of the D, ¢ = 0 along ¢,
0 =4det A (77" +3(r")> — 417" 7" + (/)27 (2.9)

with det A, = (—w? +2Ae_ey) /4 = (2w? — Agr-)/8|bay. When considering configurations with
7(u) = 0 (and 7”7 # 0 or 7" # 0), ¢(u) becomes divergent and consequently the action also
diverges. Thus, we restrict to the space of configurations where 7(u) is monotonic, and we can set
7(B) — 7(0) = L, where L is an arbitrary length whose meaning we discuss shortly. Using this
solution for ¢(u) we can now proceed to show that the dynamics on the defect is described by the

Schwarzian.
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2.2.2 Recovering the Schwarzian action

We can now proceed to show that the Schwarzian action is a consistent truncation of the theory
(2.3). We start by integrating out ¢ inside the defect which sets F' = 0 and thus the nonvanishing
part of the action (2.3) comes purely from the region between (and including) the defect and the
boundary. Next we partially integrate out A, in this region using the equations of motion of D, ¢ = 0
along the ¢_ and ¢, directions, whose solution is given by (2.8). Plugging (2.8) back into the action

(2.3), we find that the total action can be rewritten as®

1 1B
Sglr] = _g/o du ({T(u),u} + 27/ (u)? det AT) , 7(B) —7(0)=L, (2.10)

where the determinant is computed in the fundamental representation of s[(2,R). The equation of

motion obtained by infinitesimal variations d7(u) in (2.10) yields [29]
B [{7(u), u} + 27" (u)* det A,] =0 (2.11)

which is equivalent to (2.9) that was obtained directly from varying all components of A, in the
original action (2.3). This provides a check that the dynamics on the boundary condition changing
defect in the gauge theory is consistent with that of the action (2.10).

Finally, performing a change of variables,

F(u) = tan (\/det A, T(u)> , (2.12)

we recover the Schwarzian action as written in (1.19),

B
SplF] = % / du{F(u), u}. (2.13)

0

While we have found that the dynamics on the defect precisely matches that of the Schwarzian we
have not yet matched the boundary conditions for (2.13) with those typically obtained from the
second-order formulation of JT gravity: 3 = L and F(0) = F(3).° The relation between L and j3

is obtained by requiring that the field configuration is regular inside of the defect I: this can be

5This reproduces the result in [58, 59] where the Schwarzian action was obtained by adding a boundary term
similar to that in (2.3), by imposing a relation between the boundary value of the gauge field Ar and the zero-form
field ¢ and by fixing the overall holonomy around the boundary. In our discussion, by using the insertion of the
defect, we greatly simplify the quantization of the theory. Our method is similar in spirit to the derivation of the 2D
Wess-Zumino-Witten action from 3D Chern-Simons action with the appropriate choice of gauge group [105].

6Instead the relation between F(0) and F(B8) in (2.13), with the boundary conditions set by those in (2.10), is
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achieved by requiring that the holonomy around a loop inside of I be trivial. In order to discuss
regularity we thus need to address the exact structure of the gauge group instead of only specifying
the gauge algebra. To gain intuition about the correct choice of gauge group it will prove useful to

first discuss the quantization of the gauge theory and that of the Schwarzian theory.

2.3 Quantization and choice of gauge group

So far we have focused on the classical equivalence between the sl(2,R) gauge theory formulation
of JT gravity and the Schwarzian theory. This discussion relied only on the gauge algebra being
5[(2,R), with the global structure of the gauge group not being important. We will now extend this
discussion to the quantum level, where, with a precise choice of gauge group in the 2d gauge theory,
we will reproduce exactly the partition function and the expectation values of various operators in

the Schwarzian theory.

2.3.1 Quantization with non-compact gauge group G

We would like to consider the theory with action (2.3) and (non-compact) gauge group G (to be
specified below), defined on a disk D with the defect inserted along the loop I of total length 8. The
quantization of gauge theories with non-compact gauge groups has not been discussed much in the
literature,” although there is extensive literature on the quantum 2d Yang-Mills theory with compact
gauge group [102, 103, 104, 108, 109, 110, 111, 112].8 Let us start with a brief review of relevant
results on the compact gauge group case, and then explain how these results can be extended to the
situation of interest to us.

What is commonly studied is the 2d Yang-Mills theory defined on a manifold M with a compact

gauge group G, with Euclidean action

SN A =i [ TR <giu [ #avaVie). Ve =T (219)

After integrating out ¢, this action reduces to the standard form —ﬁ I M d’x V9Tr Fy F*7. When
YM

quantizing this theory on a spatial circle, it can be argued that due to the Gauss law constraint,

given by,

cos(v/det A-L)F(0) + sin(v/det A L)

PO = (VAR A L)F(0) + cos(Vaet A, 1)

(2.14)

7See however, [106] and comments about non-unitarity in Yang-Mills with non-compact gauge group in [107].
8See also the more recent discussion about the quantization of Yang-Mills theory when coupled to JT gravity [3].
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the wave functions are simply functions ¥[g] of the holonomy g = P exp[§ A*T,] around the circle
that depend only on the conjugacy class of g. Here T are anti-Hermitian generators of the group
G. The generator T® are normalized such that Tr (T°T7) = Nn%, where for compact groups we
set n = diag(—1, ..., —1). Thus, the wavefunctions ¥[g] are class functions on G, and a natural
basis for them is the “representation basis” given by the characters xr(g) = Tr rg of all unitary
irreducible representations R of G.

The partition function of the theory (2.15) when placed on a Euclidean manifold M with a single

boundary is given by the path integral,
23 Mg i) = [ DDA S0 (2.16)

where we impose that overall G holonomy around the boundary of M be given by g. Note that
this partition function depends on the choice of metric for M only through the total area 4 (as the
notation in (2.16) indicates, it depends only on the dimensionless combination g%,;.A). The partition
function can be computed using the cutting and gluing axioms of quantum field theory from two
building blocks: the partition function on a small disk and the partition function on a cylinder. For
the disk partition function Z33,YM(g, g2,,.A4), which in general depends on the boundary holonomy g
and g%y, A, the small A limit is identical to the small g3, limit in which (2.15) becomes topological.

In this limit, the integral over ¢ imposes the condition that A is a flat connection, which gives g = 1,

so [103]
. 2d YM 2 _ _ :
lim Zgi (g, gymA) = 6(9) = ER dim R xr(g) - (2.17)

Here, 0(g) is the delta-function on the group G defined with respect to the Haar measure on G,
which enforces that [ dgd(g)z(g) = =(1).

To determine this partition functions at finite area, note that the action (2.15) implies that the
canonical momentum conjugate to the space component of the gauge field A¢(x) is ¢;(x), and thus
the Hamiltonian density that follows from (2.15) is just Q%TMTI" (¢;T%)%. In canonical quantization,
one find that m; = —iN¢; and the Hamiltonian density becomes H = —‘?—]{}/Inij m;m;. Using m; =
6%%, each momentum acts on the wavefunctions xg(g) as mixr(9) = xr(Tig). It follows that the

Hamiltonian density derived from the action (2.15) acts on each basis element of the Hilbert space

xr(g) diagonally with eigenvalue g2,;C2(R)/(4N) [104], where Ca(R) is the quadratic Casimir, with
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C3(R) > 0 for compact groups. One then immediately finds

2
. _9yMm
Z3 ™M (9, 9%mA) = D dim Rxp(g)e” v AR (2.18)
R
From these expressions, sticking with compact gauge groups for now, one can determine the disk

partition function of a modified theory

. - 1 2
S— —z/MTT(¢F)—e/IduV(¢), V(o) = ;Tre?, (2.19)

where I is a loop of length S as in Figure 2.1. Such an action can be obtained by modifying the
Hamiltonian of the theory to a time-dependent one and by choosing time-slices to be concentric to

the loop I. ? Applying such a quantization to the theory with a loop defect we obtain

) By
Z(g,eB) =Y dimRxg(g)e™ ~ . (2.20)
R

One modification that one can perform in the above discussion is to consider, either in (2.15) or
in (2.19) a more general V(¢) than 1Tr¢?. For example, if V(¢) = 1Tr ¢* + La(Tr ¢2)2, then one
should replace C3(R) by Ca(R) + £ C5(R)? in all the formulas above.

The discussion above assumed that G is compact, and thus the spectrum of unitary irreps is
discrete. The only modification required in the case of a non-compact gauge group G is that the

irreducible irreps are in general part of a continuous spectrum.'® To generalize the proof above, we

have to use the Plancherel formula associated with non-compact groups in (2.17)
8(g)=> dimRxr(g) —  (g) = /dR p(R) xr(9), (2.21)
R

where p(R) is the Plancherel measure.!! Then, following the same logic that led to the disk partition

function in (2.18), by determining the Hamiltonian density and applying it to the characters in (2.21),

9 Alternatively, one can consider the gluing of a topological theory with g%M = 0 in the regions inside and outside
I, and a theory of type (2.15) in a fattened region around I of a small width (so that the region does not intersect
with other operator insertions such as Wilson lines).

10For the case with non-compact gauge group we will continue to maintain the same sign convention in Euclidean
signature as that shown in (2.16).

Tn the case in which the spectrum of irreps has both continuous and discrete components, p(R) will be a distri-
bution with delta-function support on the discrete components.
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Figure 2.2: Cartoon showing an example of gluing of three disk patches whose overall partition
function is given by the gluing rules in (2.23). Each segment has an associated group element h, and
each patch has an associated holonomy g;. In the case pictured above: g; = hihahg 17 gs = h3h4h51
and g3 = h5h6hf1. We take all edges to be oriented in the counter-clockwise direction.

we find that the disk partition function of the theory (2.19) reduces to

eB Co(R)

Z(g,ef) = / 4R p(R)xr(g)e™ “H™ (2.22)

where we normalize the generators P? of the non-compact group by Tr (P'P7) = Nni  where n%
is diagonal with 41 entries. In these conventions we set the Casimir of the group to be given by
Cy = —n P,P;. One may worry that if the gauge group is non-compact, then it is possible for
the quadratic Casimir C2(R) to be unbounded from below, and then the integral (2.22) would not
converge. If this is the case, we should think of V(¢) in (2.19) as a limit of a more complicated
potential such that the integral (2.22) still converges. For instance, we can add a(Tr ¢?)? to (2.19)
and consequently aCy(R)? to the exponent of (2.22) as described above.

In order to consider more complicated observables, we can glue together different segments of
the boundary of the disk. In general, the gluing of n disks, each containing a defect I; of length
B;, onto a different manifold ¥ with a single boundary with holonomy g, will formally be given by

integrating over all group elements hy, ho, ..., h,, associated to the Cy, ..., C,, segments which need
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to be glued. Here, h; = Pexp [, A. The resulting partition function is given by'?

Z(ga ef3, 2) = W/ (H dhz) H Z(gj(ha)veﬂj) 4 g_l ng(ha> ) (223)

where the product ¢ runs over all m edges which need to be glued, while the product j runs over
the labels of the n disks. Each disk j comes with a total holonomy g¢,(h,) depending on the group
elements h, associated to each segment C, along the boundary of disk j. Thus, for instance if
the edge of the disk j consists of the segments Cy, ..., Cp,; (in counter-clockwise order), then
gj(hg) =hq--- hm;. Furthermore, dh; denotes the Haar measure on the group G, which is normalized
by the group volume. The group J-function imposes that the total holonomy around the boundary
of ¥ is fixed to be g. An example of the gluing of three patches is given in Figure 2.2.

While for compact gauge groups (2.23) yields a convergent answer when considering manifolds
3 with higher genus or no boundary, when studying non-compact gauge theories on such manifolds
divergences can appear. This is due to the fact that the unitary representations of a non-compact

group G are infinitely dimensional.!3

2.3.2 The Schwarzian theory and SL2 representations

In order to identify the gauge group G for which the theory (2.3) becomes equivalent to the
Schwarzian theory at the quantum level, let us first understand what group representations are
relevant in the quantization of the Schwarzian theory. Specifically, the partition function of the
Schwarzian theory at temperature 3 is given, up to a regularization dependent proportionality con-

stant, by

o0
Zschwarzian () oc/ dss Sinh(27rs)e_%32, (2.24)
0

(computed using fermionic localization in [26]), can be written as an integral of the form

Zserwarsian(B) / dR p(R)e #1200 -1] (2.25)

12Various formulae useful for gluing in gauge theory are shown in Appendix B.2, where results for compact gauge
groups and non-compact gauge groups are compared.

13When setting G to be PSL(2,R) or one of its extensions, these divergences are in tension with the expected
answers in the gravitational theory (1.9). This is a reflection of the fact that while the moduli space of Riemann
surfaces has finite volume, the moduli space of flat PSL(2,R) (or other group extensions of PSL(2,R)) connections
does not. Thus, the techniques applied in this chapter are only valid for manifolds with the topology of a disk. See
[37, 42, 113, 3] for a detailed discussion about a sum over all topologies.
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over certain irreps of the universal cover SL2.14

To identify the representations R needed to equate (2.24) to (2.25), let us first review some basic
aspects of SL2 representation theory, following [115]. The irreducible representations of SE(Q, R) are
labeled by two quantum numbers A and p. These can be determined from the eigenvalue A\(1 — )
of the quadratic Casimir Cy = —nIPP; =P} — PP — P§ = —03+ (0_0y +0,0_)/2, as well as the
eigenvalue e2™ under the generator e~ 270 of the Z center of the SL2. Furthermore, states within
each irreducible representation are labeled by an additional quantum number m which represents
the eigenvalue under ¢y. Thus,

62‘)\,#,7”> :)‘(17)‘)|>‘7uam>7 (2 26)

Lol A, iy m) = —m| A, pw, m) with meu+7.

One can go between states with different values of m using the raising and lowering operators:

CoX pym) = —+/(m = A)(m =1+ X[\, pym — 1), (2.27)

Cel A pym) = =/ (m 4+ X)(m+1 = A\, p,m +1) .

where the generators satisfy the s[(2, R) algebra (2.7). Using these labels and requiring the positivity

of the matrix elements of the operators Ly L_ and L_L, one finds that there are four types of

irreducible unitary representations:'®

Trivial representation I: pn =0 and m = 0;

Principal unitary series C;‘:l A= % +is,m=pu+nnez, —1/2<pu<1/2;

3 “+1s

Positive/negative discrete series Df: A>0, A=du, m=EAEtn, ncZ" pcR;

Complementary series Cy: |u| <A <1/2, m=pu+n,n € Z,'°

Only the principal unitary series and the positive/negative discrete series admit a well defined
Hermitian inner-product, so for them one can define a density of states given by the Plancherel

measure (up to a proportionality constant given by the regularization of the group’s volume).

1 As already discussed in [40, 35, 114] and as we explain in Appendix B.1, we can interpret H = (52 - 1/4) /C as

the Hamiltonian of a quantum system and p(R) as the density of states. Such an interpretation can be made precise
after noticing that the Schwarzian theory is equivalent to the theory of a non-relativistic particle in 2D hyperbolic
space placed in a pure imaginary magnetic field.

15 The two-dimensional representation (corresponding to A = —1/2 and p = £1/2) used in Section 2.2 in order to
write down the Lagrangian is not a unitary representation and therefore does not appear in the list below.

16Since in the Plancherel inversion formula the complementary series does not appear, we will not include it in any
further discussion.
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As reviewed in Appendix B.3, the principal unitary series has the Plancherel measure given by

(27) s sinh(27s) ) 1 1
duds = dsd th —=—<u<-= 2.28
plu, s) dpds cosh(2ms) + cos(2mp) Sa b g =h=39 (2:28)
and for the positive and negative discrete series
) 1 . 1
p(N)d\ = (27) A— 3 X, with A = tpu, A> 3 (2.29)
where A = p for the positive discrete series and A = —pu for the negative discrete series.

Matching (2.25) to (2.24) can be done in two steps:

1. We first restrict the set of R that appear in (2.25) to representations with fixed 2™, As
mentioned above, this quantity represents the eigenvalue under the generator of the Z center

of SL2. After this step, (2.25) becomes

o (2r)2ssinh(27s) s WX 1 1\ 2 Cpem)—1
d 208 _ _ - o [(un) (1—p—n)— 1] 9.

/0 s cosh(27s) + cos(27ru)e + ;::1 oz \/ tnog)e » (2:30)
provided that we took € [—3, 3). In writing (2.30) we imposed a cutoff nmax on the discrete
series representations. A different regularization could be achieved by adding the square of
the quadratic Casimir in the exponent, with a small coefficient. As a function of u, Eq. (2.30)

can be extended to a periodic function of x with unit period.

2. We analytically continue the answer we obtained in the previous step to p — ico. When
doing so, the sum in (2.30) coming from the discrete series goes as e~ e m “)2, and the integral
coming from the continuous series goes as e~ 27" #l Thus, when Im . — oo the continuous

series dominates, and (2.30) becomes proportional to the partition function of the Schwarzian.

As was already discussed in [28, 35, 114, 40] and we review in Appendix B.1, fixing p — ioo
can also be understood in deriving the equivalence between the Schwarzian and a non-relativistic

. . s . . . 5 . . H B __
particle in 2D hyperbolic space, as fixing the magnetic field B to be pure imaginary, B = —52 = u,

with B — co. As we shall see below, on the gauge theory side, fixing the parameter 1 — 700 can be

done with an appropriate choice of the gauge group G and boundary conditions.
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2.3.3 PSL(2,R) extensions, one-form symmetries, and revisiting the bound-

ary condition

In Section 2.3.2 we have gained some insight about the SL2 representations that are needed in
order to write the Schwarzian partition function as in (2.25). We thus seek to choose a gauge
group and boundary conditions that automatically isolate precisely the same representations as in
Step 1 above. We then choose the defect potential for the 2D gauge theory to achieve the desired

analytically continued gauge theory partition function presented in Step 2.

Choice of gauge group

In a pure gauge theory the center of the gauge group gives rise to a one-form symmetry under which
Wilson loops are charged [116]. Thus, since an SL2 gauge group gives rise to a Z one-form symmetry,
fixing the charge under the center of the gauge group is equivalent to projecting down to states of a
given one-form symmetry charge. A well known way to restrict the one-form symmetry charges in
the case of a compact gauge group G is by introducing an extra generator in the gauge algebra and
embedding the group G into its central extension [116, 117].

In the case of non-compact groups we proceed in a similar fashion, and consider a new gauge

group which is given by the central extension of PSL(2,R) by R,*”

SL2 x R
Op=—7—, (2.31)

where the quotient, and, consequently, the definition of the group extension, is given by the identi-

fication

(ga 9) ~ (hnga 0+ BTL) . (2.32)

Above, g € SL2 and 6 € R, h,, is the n-th element of Z and B € R is the parameter which defines
the extension. The resulting irreducible representations of Gg can be obtained from irreducible
representation of SL2 x R which are restricted by the quotient (2.31). The unitary representations
of R are one-dimensional and are labeled by their eigenvalue under the R generator, I|k) = k|k).

In other words, the action of a general R group element UR(6) = ¢/ on the state |k) is given by

17Such extensions are classified by the Cech cohomology group H'(SL(2,R),R) ~ Hom(w(SL(2,R) — R) =~
Hom(Z — R) ~ R where Hom(Z — R) classifies the set of homomorphisms from Z to R. In other words, all extensions
by R will be given by a push-forward from the elements of Z center of SL2 to elements of R. A basis of homomorphisms
from Z to (R,+) are given by fp(n) = Bn for B € R. Such a homomorphism imposes the identification (2.31) for
different elements of the group [118].
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multiplication by UZ(0) = e™**.
Considering the representation Uy of R and a representation Uy , of the SL2, evaluated on the
group element (h,,6) we have Uiﬁf,fR(hn,Q) = Uz u(hn)UE(0) = > +ik?  We now impose the

quotient identification (2.32) on the representations, e™*? = e2minntik(6+Bn)

, which implies k =
=27 (u —p) /B, with p € Z. Thus, R irreps labeled by k restrict the label u of representations in

(2.26) to be'®

,u=—§+p7 withpe Z. (233)

Thus, by projecting down to a representation k£ of R in the 2D gauge theory partition function, we
can restrict to representations with a fixed eigenvalue e?™* for the center of the gauge group Z.
In order to understand how to perform the projection to a fixed & (or e2™*) in the BF theory, it
is useful to explicitly write down the Gg gauge theory action.
To start, we write the gauge algebra sl(2,R) ® R,
[0y, 0] = +0. (0,,0_] =20y — B e2milo — 1 [los 1] =0, (2.34)

™

where the condition e27ifo = 1, imposed on the group, enforces the representation restriction (2.33).
Of course at the level of the algebra, we can perform the redefinition ¢y = Oy — BI/(2m) and {4 = R
to still find that o, + satisfy an s[(2,R) algebra (2.7) from which we can once again define the set
of generators P; using (2.6). Considering a theory with gauge group Gp in (2.31), we can write the

gauge field and zero-form field ¢ as'®
a B2 R a 0 R
A:ePa+wPo+§A I, ¢=¢ P+ ¢"Py+ ¢~ 1, (2.35)

where a = 1, 2 and where « is the R gauge field. Thus, the gauge invariant action (2.3) can be

written as

Sp = —z’/ (‘WM +¢RFR) —e [ du V(¢°, ¢%F). (2.36)
>

2 o5

Since the sl(2, R) generators form a closed algebra, it is clear that under a general gauge transforma-
tion the e* and w transform under the actions of sl(2,R), while « transforms independently under

the action of R. Thus one can fix the holonomy of the sl[(2,R) gauge components independently

18For B = 0 one simply finds the trivial extension of PSL(2,R) by R which does not contain SL2 as a subgroup.
9Note that the normalization for the R component of A is such that the BF-action in (2.36) is in a standard form.
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from that of R.20

Revisiting the boundary condition

Since the two sectors are decoupled, we can independently fix the holonomy g of the s[(2,R) compo-
nents of the gauge field, as specified in Section 2.2, and fix the value of ¢® = kg on the boundary. In
order to implement such boundary conditions and in order for the overall action to have a well-defined

variational principle, one can add a boundary term

Spay. =i ¢ ¢FAR. (2.37)

o))
to the action (2.36). The partition function when fixing this boundary condition can be related to
that in which the Gp holonomy g = (g,6), is fixed, with § = §, A'P; € SL2 and 6 = §,.. A® € R,

as

Zi (G eB) = / d62((§,9), ef)e 0" . (2.38)

More generally, without relying on (2.38), following the decomposition of the partition function

into a sum of irreducible representation of Gp, fixing ¢ = ko, isolates the contribution of the

2mip

R representation labeled by kg, in the partition function, or equivalently fixes e with p =

_ Bk‘o
2

+ integer. This achieves the goal of Step 1 in the previous subsection 2.3.2.

To achieve Step 2, namely sending 1 — i00, or equivalently kB — ioo, we can choose

G=Gp with B—ooo, ¢f=ky=—i. (2.39)

Note that all the groups Gg with B # 0 are isomorphic. Therefore, one can make different choices
when considering the limits in (2.39) as long as the invariant quantity kB — ico.

Alternatively, instead of fixing the value of ¢® on the boundary, the change in boundary condition
(2.38) can be viewed as the introduction of a 1D complexified Chern-Simons term for the R gauge

field component «, Scg = iko §,5, A%, which is equivalent to the boundary term in (2.37). By adding

20We now briefly revisit the equivalence between the gauge theory and JT-gravity, as discussed in Section 1.4.1.
One important motivation for this is that Section 1.4.1 solely focused on an sl(2,R) gauge algebra while Gg has
an sl[(2,R) @ R algebra. The equations of motion for the s((2,R) components are independent from those for the R
components, namely F® = 0 and ¢® = constant. Thus, the s[(2,R) and R sectors are fully decoupled and, since
Fr = 0, the R sector does not contribute to the bulk term in the action. Finally, note that Gg indeed has a two-
dimensional representation with (X, u, k) = (—1/2,4+1/2,F7/B), as discussed in Section 2.2.2 when recovering the
Schwarzian action. Since we will be considering the limit B — oo throughout this chapter, the contribution from the
R component to Tr ¢2 in this two dimensional representation is suppressed. Thus, the classical analysis in Section 2.2
is unaffected by the extension of the group.
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such a term to the action and by integrating over the R holonomy we once again recover the partition
function given by (2.38) .

Thus, the choice of gauge group G (with B — 00) together with the boundary condition for the
field ¢® or through the addition of the boundary Chern-Simons discussed above, will isolate the
contribution of representations with k = kg in the partition function.?! Finally, note that in order
to perform the gluing procedure described in Section 2.3.1, one first computes all observables in the
presence of an overall G holonomy. By using (2.38) one can then fix ¢® = k¢ along the boundary

and obtain the result with kg = —i by analytic continuation.??

Higher order corrections to the potential V(o)

Finally, as shown in Section 2.2 in order to reproduce the Schwarzian on-shell the potential V(¢°, =, o%)
needed to be quadratic to leading order. However, as we shall explain below, one option is to intro-
duce higher order terms, suppressed in O(1/B), in order to regularize the contribution of discrete

series representations whose energies (given by the quadratic Casimir) are arbitrarily negative. Thus,

we choose
0 .+ R L1 2
V(¢ 7¢) a¢ ) = 5 + ZTI"(2,—%)¢
+ higher order terms in ¢ suppressed in 1/B, (2.40)
where Tr (2,-x) Is the trace taken in the two-dimensional representation with k = — %, and the shift

in the potential is needed in order to reproduce the shift for the Casimir seen in (2.25). Note that
in the limit B — oo, the trace only involves the sl(2,R) components of ¢. While observables are
unaffected by the exact form of these higher order terms, their presence regularizes the contribution

of such representations to the partition function.??

2.3.4 The partition function in the first-order formulation

Since we have proven that the degrees of freedom in the second-order formulation of JT-gravity can

be mapped to those in the first-order gauge theory formulation, we expect that with the appropriate

21Note that in such a case the representations of R with k € C\ R are not §-function normalizable.
22This analytic continuation is analogous to the one needed in Chern-Simons gravity when describing Euclidean
quantum gravity [119].

23 An example for such a higher-order term is given by e(2) ((¢0)2 + 29t + %) /B where e(2) ~ O(1) is a new
coupling constant in the potential .
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choice of measure and boundary conditions, the two path integrals agree:
/ D¢ DA e 5el9: Al / Dg,., Dp e~ 5719l (2.41)

Using all the ingredients in Section 2.3.3, we can now show that the partition function of the
gravitational theory (2.41) matches that of the Schwarzian. We first compute the partition function

in the presence of a fixed G holonomy is given by

e o ssinh(27s)  eBs?
Z dk d
(9, €B) ox /—oo /o Scosh(27rs) + cos(Bk)X(s’“:—%vk)(g)e ’

+ discrete series contribution , (2.42)

where, we remind the reader that the generators P; satisfying the s[(2, R) algebra are normalized by
Tro(P'P7) = —n% /2 with n¥ = diag(—1, 1, 1). When using the symbol “x” in the computation
of various observables in the gauge theory we mean that the result is given up to a regularization
dependent, but S-independent, proportionality constant.

Using this result, we can now understand the partition function in the presence of the mixed
boundary conditions discussed in the previous subsection. To leading order in B the partition
function with a fixed holonomy § and a fixed value of ¢® = ky = —i is dominated by terms coming

from the principal series representations,

R e 5‘2
Z1 (G, €B) x e B / ds s sinh(27s)x L= Bhko (f])e_% +0(e™?B), (2.43)
0 2

’ ™

where X, ,(g) is the character of the SL2 principal series representation labeled by (A =1/2+1s, u)
evaluated on the group element g, which can be parametrized by exponentiating the generators in
(2.7) as g = e?PoetPre= 0 For ¢ — n € [27(n — 1), 27n), the character for the continuous series
representation s is given by

omipn (o' 7+ 72
€ =1
[w—z=1] ’

for g hyperbolic,

Xs.u(9) = (2.44)

0, for g elliptic.

Here, z (and z71) are the eigenvalues of the group element §, when expressed in the two-dimensional
representation (see Appendix B.3). Note that for hyperbolic elements, x € R, with |z| > 1, and

the character is non-vanishing, while for elliptic elements, we have |z| = 1 (with ¢ R) and the
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character is always vanishing.?4
Note that since in the partition function only representations with a fixed value of y contribute,
when the holonomy is set to different center elements h,, of G, the partition function will only differ

2mwipn

by an overall constant e as obtained from (2.44). For simplicity we will consider § = 1. The
character in such a case can be found by setting n = 0 and taking the limit z — 1% from the
hyperbolic side in (2.44). In this limit, the character is divergent, yet the divergence is independent

of the representation, s. Thus, as suggested in Section 2.3.3, we find that after setting kg = —i via

analytic continuation in the limit B — oo,

Zy X 2 /00 ds p(s)e_# , p(s) = s sinh(27s), (2.45)
0
where = = lim,_,1+ ,—0 Xs,.(9) is the divergent factor mentioned above, which comes from summing
over all states in each continuous series irrep A = 1/2 + is. Note that we have absorbed the factor
of e in (2.43) by redefining our regularization scheme, thus changing the partition function by
an overall proportionality constant. In the remainder of this chapter we will use this regularization
scheme in order to compute all observables.

Performing the integral in (2.45) we find

3
27\ 2 ap2
Zi, :E(”) e (2.46)

Thus, up to an overall regularization dependent factor, we have constructed a bulk gauge theory
whose energies and density of states (2.45) match that of the Schwarzian theory (2.24) for & =,

reproducing the relationship suggested in the classical analysis.

2.4 Wilson lines, bi-local operators and probe particles
An important class of observables in any gauge theory are Wilson lines and Wilson loops,
Wr(C) = xr (7’ exp / A) : (2.47)
C

where R is an irreducible representation of the gauge group, C denotes the underlying path or loop,

and xg(g) is the character of G. When placing the theory on a topologically trivial manifold all

24In Appendix B.1 we confirm the expectation that (2.43) reproduces the partition function in the Schwarzian theory
when twisting the boundary condition for the field F'(u) by an SL2 transformation §g. We expect such configurations
with non-trivial holonomy to correspond to singular gravitational configurations.
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Wilson loops that do not intersect the defect are contractible and therefore have trivial expectation
values. A more interesting class of non-trivial non-local operators in the gauge theory are the Wilson
lines that intersect the defect loop and are anchored on the boundary.

To determine the duals of such operators, we start by focusing on Wilson lines in the positive
or negative discrete series irreducible representation of G, with R = (A%, :F%) where the + su-
perscripts distinguish between the positive and negative discrete series. In the B — oo limit, this
representation becomes R = (A*,0).2> As we will discuss in detail below, in order to regularize
the expectation value of these boundary-anchored Wilson lines, we will replace the character xg(g)
in (2.47) by a truncated sum Xp(g) over the diagonal elements of the matrix associated to the
infinite-dimensional representation R.

We propose the duality between such Wilson lines, “renormalized” by an overall constant Np,

Wy = WR(CTl,TQ)/NR =XR (Pexp/ A) /NR, (2.48)
C

and bi-local operators Oy (71, 72) in the Schwarzian theory, defined in terms of the field F(u) ap-

pearing in (1.19)

22
F/(Tl)F/(TQ)
@) = —/—7"F—F7— 2.49
M) = B - i) (249
Our goal in this section will thus be to provide evidence that 26
Ox(t1,72) <= Wi(Crm)s (2.50)

for any boundary-anchored path C;, ;, on the disk D that intersects I at points 73 and 75 (see the
bottom-left diagram in Figure 2.3).27

If imposing that gauge transformations are fixed to the identity along the boundary, the group

251f choosing the Wilson lines to be in the principal series representations, they would have imaginary correlation
functions whose meaning is not clear in the context of a physical theory where we expect the expectation value
of observables to be real. From the perspective of a particle moving on a worldline discussed in section 2.4.1 and
in appendix B.5, Wilson lines in the principal series representation are equivalent to probe particles whose mass is
imaginary.

26 As we will elaborate on shortly, when using the proper normalization, both Wilson lines in the positive or negative
discrete series representation Dit will be dual to insertions of Oy (71, 72). For intersecting Wilson-line insertions we
will consider the associated representations to be either all positive discrete series or all negative discrete series. Note
that the gauge theory has a charge-conjugation symmetry due to the Zs outer-automorphism of the s[(2,R) algebra
that acts as (Po, P1,P2) — (—Po, P1,—P2). In particular, the principal series representations are self-conjugate,
but the positive and negative series representations Di: are exchanged under this Zs. Since the boundary condition
A, = 0 preserves the charge-conjugation symmetry, the Wilson lines associated to the representations D;\t have equal
expectation values.

27Similar Wilson lines have been previously considered for compact gauge group [120]. They have also been
considered in the context of a dimensional reduction from 3D Chern-Simons gravity [121, 122].
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element g = Pexp fCA is itself gauge invariant. While so far it was solely necessary to fix the
holonomy around the boundary, to make the boundary-anchored Wilson lines (2.48) well-defined,
we have to now specify the value of the gauge field on the boundary.?® For this reason throughout
this section we will set A, = 0. With this choice of boundary conditions, we will perform the path
integral with various Wilson line insertions and match with the corresponding correlation functions of
the bilocal operators computed using the equivalence between the Schwarzian theory and a suitable
large ¢ limit of 2D Virasoro CFT [40]. We then generalize our result to any configuration of Wilson
lines and reproduce the general diagrammatic ‘Feynman rules’ conjectured in [40] for correlation

functions of bi-local operators in the Schwarzian theory .

2.4.1 Gravitational interpretation of the Wilson line operators

The matching between correlation functions of the bilocal operator and of boundary-anchored Wilson
lines should not come as a surprise. On the boundary side, the bilocal operator should be thought of
as coupling the Schwarzian theory to matter. After rewriting JT-gravity as the bulk gauge theory,
the Wilson lines are described by coupling a point-probe particle to gravity. A similar situation
has been studied when describing 3D Einstein gravity in terms of a 3D Chern-Simons theory with
non-compact gauge group [8, 123, 124, 125, 126, 127, 128, 129], and the relation is analogous in 2D,
in the rewriting presented in Section 1.4.1. Specifically, as we present in detail in Appendix B.5, the

following two operator insertions are equivalent in the gauge theory/gravitational theory:2°

Il

[da] ¢ ™ Jerim, @8V 900 (2.51)

i

Wi (CTsz)

paths ~ Cryry

The right-hand side represents the functional integral over all paths z(s) diffeomorphic to the curve
Crr, weighted with the standard point particle action (with ¢ = ddi:). In turn, this action is
equal to the mass m times the proper length of the path, where the mass m is determined by the

representation A of the Wilson line, m? = —Cy(A\) = A(A—1). In computing their expectation values,

the mapping between the gauge theory and the gravitational theory should schematically yield

/ DD Ae~SelAIXELI) XR / Dg, D / [da)e” 570 A e, o, 48V gapE AT (2.52)

paths ~ Cryry

28 More precisely we have to specify the holonomy between any two points at which the Wilson lines intersect the
boundary.

29Note that the discussion in appendix B.5 shows the equivalence of the two insertions beyond the classical level.
Typically, in 3D Chern-Simons theory the equivalence has been shown to be on-shell. See for instance [127].
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OK

Figure 2.3: Several Euclidean Wilson line configurations, equivalent to different finite tem-
perature correlation functions of the bi-local operator Oy(x1,x2): the top-left figure shows
(O(11,712))3 = Wa(Cry.rp)), the top-right figure yields the equality of the time-ordered correla-
tors (Ox, (71, 72)Ox, (73, 74)) g = (Wx, (Cry 7y) W, (Cry.ry)), the bottom-left figure shows a pair of
intersecting Wilson lines that can be disentangled to the top-right configuration, while the bottom-
right figure gives the out-of-time-ordered configurations. Note that the results are independent of
the trajectory of the Wilson line inside of the bulk and only depend on the location where the Wilson
lines intersect the defect.

Thus, the expectation value of Wilson lines does not only match the expectation value of bi-local
operators on the boundary, but it also offers the possibility to compute the exact coupling to probe

matter in JT-gravity (see [114] for an alternative perspective).

2.4.2 Two-point function

The correlation function for a single Wilson line that ends on two points on the boundary, in a

2D gauge theory placed on a disk D, is given by the gluing procedure described in Section 2.3.1.



Specifically, for the group G, the un-normalized expectation value is given by

(Waz 1(Crym))(9) = /th (hyem1) X, (M) Z (gh™ ', emia) (2.53)

where 797 = 75 — 71 is the length of I enclosed by the boundary-anchored Wilson line C., ,, and
T12 = f — T2 + 71 is the complementary length of I. Here and below, Z(h,er) is the partition
function computed in (2.42) on a patch of the disk, in the presence of a defect of length 7 inside the
patch, when setting the holonomy to be h around the boundary of the patch. The total G holonomy
around the boundary holonomy of the disk is set to g. Since we are interested in the case in which
the gauge field along the boundary is trivial, we will want to consider the limit § — 1 at the end
of this computation. As was previously mentioned, the Wilson line is in the positive or negative

% is the R representation mentioned

discrete series representation (A\*,k = 0) of G, where k = F
in Section 2.3 that becomes 0 due to the B — oo limit. Expanding (2.53) in terms of characters by

using (2.42), we find

Wit 1(Cry ) (g) = /dh/ dk;lde/ dsydss p (k’l 31> p (’“2 32>
' ’ oo 0 2m 27

—+ — —e[s2r 2
X Xy 251y (TR (D) X,y 2ia  (gh™ e BlEmrtsime]

2w 2w

+ discrete series contributions . (2.54)

As in the previous sections, we are interested in obtaining observables in the presence of mixed
boundary conditions in which we set ¢® = ko = —i. This isolates the representations with k; =
ky = —i and, the limit B — oo sets the R representation of the Wilson line k = F27\/B — 0.3°
However, an order of limits issue appears: since the G representation of the Wilson line is infinite
dimensional we have to consider the B — oo limit carefully. Thus, instead of inserting the full
character in (2.53) we truncate the number of states in the positive or negative discrete series using

the cut-off =, with = <« B,

- TN
ok o(9) = D UYSEN, @), (2.55)
k=0
where g = (g,0) with § an element of SL2 and 6 an element of R, U;(i’\&i)k)(g) is the SL2 matrix

element computed explicitly in Appendix B.3.

30Tn this limit, all contributions appearing as sums over the discrete series representations in (2.54) once again
vanish.
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Since the values of k; are fixed and the integral over the R component of A is trivial, we are thus
left with performing the integral over the SL2 components h of h. In order to perform this integral,
we use the SL2 fusion coefficients between two continuous series representations and a discrete series
representation that we computed in Appendix B.4 in the limit p;, pue — i00. When expanding the
product of an C£7%° continuous series and a Dy discrete series character into characters of the
52i>\ — ng—m'oo

continuous series C , we find the fusion coefficients between the three representations,

N> s1,s2 = IN°? 5, . Specifically, as we describe in great detail in Appendix B.4,

/dil‘X(sl,ul—n'oo)(il‘)Y)\i (iL)X(SQ,[LQ—)iOO) (gﬁ_l) = NAi N*2 51,A X(82,12—100) (g) (256)

+ discrete series contributions |, (2.57)

where N®2 ;5 is given by

At isy —iso)T(A+isy +isg)[?  T(ALisy £isy)

P LA
N ox = ['(2)) B ['(2)) ’

(2.58)

where 'z £yt z2)=T(e+y+2)(z—y—2)T(x+y—2)(z —y+ 2). The fusion coefficient has
an overall normalization coefficient, Ny+, that appears in (2.56) and is computed in Appendix B.4
and is independent of s; and s3. We can thus properly define the “renormalized” Wilson line, as

previously mentioned in (2.48),

Wit ;—0(Cry )
N,\j: ’

Wi (Cr ) (2.59)

for which the associated fusion coefficient N*2 4, » is independent of whether the discrete series
representation is given Dy+ or D,-. Furthermore, since all unitary discrete series representations
appearing in the partition function are suppressed in the B — oo limit, they do not contribute in
the thermal correlation function of any number of Wilson lines. Consequently, plugging (2.56) and

(2.43) into (2.54) we find
(WA(Cry )V ko (§) ¢ / ds1p(s1)dsap(s2) N2 o, x Xy (§)e 52T EH(Bomatrsd] (2.60)

where we have set the value of ¢® = —i along the boundary. When taking the limit § — 1, one can
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evaluate the limit of the SL2 characters to find the normalized expectation value

3/2 f
<W/\(%'177'2)>k0 x (;6> 67% /dSlp(Sl)d82p<52) N* e—%[(7’2—7’1)8%4‘(5—72-%7’1)83]
ko ™

3/2 | |
65 _2x2 . . T(\+is +is
x (277) e B /ds%ds% Slnh(27r31)31nh(27732)(r(21)\)2)

% e~ 5l(ra=m)si+(B—ratm)s3] (2.61)

where T'(\ £ is; & isy) was defined after (2.58). Using the correspondence e = 1/C, the result
agrees precisely with the computation [40] of the expectation value of a single bi-local operator
(Ox(71,72)) in the Schwarzian theory. The result there was obtained using the equivalence between
the Schwarzian theory and a suitable large ¢ limit of 2D Virasoro CFT and had no direct inter-
pretation in terms of SL2 representation theory.?! Here we can generalize their result and study
more complicated Wilson line configurations to reproduce the conjectured Feynman rules [40] in the

Schwarzian theory.

2.4.3 Time-ordered correlators

For instance, we can consider n non-intersecting Wilson lines inserted along the contours C;, -,, ...,
Cryp 1,70 With 71 < 75 < --+ < T9,. As an example, the Wilson line configuration for the time-
ordered correlator of two bi-local operators is represented in the top right column of Figure 2.3. The

n-point function is given by,

<H fok (CT27L—17T27;)> (9) = / (H dhi) (HZ(hi; €T24, 21’—)Xi7k(hi)>

i=1

X Z (g(hl e hn)717 67’172n) s (262)

where To; 9,1 = To; — To;—1 is the length of an individual segment along I enclosed by the contour
Crys_1,70:» While 7o, 1 = 8 — T12 — ... — Ton—1,2 is the length of the segment along I complementary
to the union of C;, ;,, ..., Cr,,_, m,- Once again, all Wilson lines are in the positive or negative
discrete series representation (A, k;) = limp o (A5, F27);/B) = (A\,0). Following the procedure

presented in the previous subsection, we set the overall holonomy for the s[(2, R) components of the

31However, the recent paper of [122, 121] offer an interpretation in terms of representations of the semigroup
SLT(2,R).
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gauge field to § — 1 and isolate the representations with kg = ¢® = —i. We find

& /dSOP(So) (H dSlP(51)> <H Nsosia)\i>

2

<H?:1 WM (CTQi—l,TZi)>kO . e 82 -
Zy,

X exp {—; [(Z S?(Tm - 72i1)> + S% (ﬁ — Z(T% — 7'22'1))1 } .
i=1 =1
(2.63)

This result does not only agree with the time-ordered correlator of two bilocal operators in the
Schwarzian theory, but it also reproduces the conjectured Feynman rule for any time-ordered bi-local
correlator [40] and gives them an interpretation in terms of SL2 representation theory. Specifically, to
each segment between two anchoring points on the boundary we can associate an SAE(Q, R) principal
series representation labeled by s;. Furthermore, at each anchoring point of the Wilson line, or at
each insertion point of the bi-local operator, we associate the square-root of the fusion coefficient.

Diagrammatically [40],

S S1

/—\ _ 6_82(7_2_7_1) ’ A — NSISQ,/\ . (264)
T2 T1

52

Finally, we integrate over all principal series representation labels s; associated to boundary segments
using the Plancherel measure p(sg)---p(s,). Since for time-ordered correlators, both anchoring
points of any Wilson line contributes the same fusion coefficient, we square the contribution of the

right vertex in (2.64), in agreement with our expression in (2.63).

2.4.4 Out-of-time-ordered correlators and intersecting Wilson lines

While for time-ordered correlators we have considered disjoint Wilson lines,3?

in order to reproduce
correlators of out-of-time-ordered correlators we have to discuss intersecting Wilson line configu-
rations. As an example, we show the Wilson line configuration associated to the correlator of two
out-of-time-ordered bi-locals in Figure 2.3 in the bottom-right. The correlator of intersecting Wilson

loops in Yang-Mills theory with a compact gauge group has been determined in [103]. Using the

gluing procedure, the expectation value of the intersecting Wilson lines in the bottom-right of Figure

32We will revisit this assumption shortly.
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2.3, when fixing the overall boundary G holonomy, is given by33

o~ o~

Wyt 0(Cri ) Whz (Cra ) (9) = / dhydhadhsdhy Z (hihy ', ers1) Z (hohy ', eTss) x
x Z (hshy', et1s) Z (g hahi", eTa1) X

X Yxf,o(hlh:?l)yxzi,o(hﬂ[l) ; (2.65)

where we consider the ordering 0 < 7 < 73 < 70 < 74 < B, with 741 = 8 — 74 + 7, and we are once
again interested in the limit § — 1. Using the formula (2.43) for the partition function, one finds that
performing the group integrals over hy, ..., hy gives eight Clebsch-Gordan coefficients associated to
the representations of the four areas separated by Wilson lines and to the two representations of
the Wilson lines themselves (see Appendix B.4.3 for a detailed account). Collecting the Clebsch-
Gordan coefficients associated to the bulk vertex one finds the 6-j symbol of S’E(Z R), which we call

R, s, [ e ﬁﬂ, which can schematically be represented as

S1 A1

S3 A2 A S4 — R83S4 |:52 )\2:| . (266)

As we discuss in detail in Appendix B.4.3, the 6-j symbol is given by [130, 131]

Rsasb |: 52 >\2] = W(S(M Sb; )‘1 + i827 )‘1 - 7;827 )\2 - islu )‘2 + Zsl) (267)

S1 A1

X \/P()\Q + iSl + iSa)F(Al + iSQ + isa)I‘()\l + iSl + ’L.Sb)F(AQ + iSQ + ZSb) y

where W(s,, sp; A1 + 982, A1 — 082, Ao — 181, Ay +i$1) denotes the Wilson function which is defined by
a linear combination of 4F5 functions. Thus, the expectation value of two intersecting Wilson lines

when setting the holonomy for the s[(2, R) components to § — 1 and setting ¢® = —i is given by

<W>\1 (CThTz)W)\z (67377'4)>ko (g) X /RS3 En [ i? :\\ﬂ \/NS4>\1,81NSB/\1782NS3>\2,81NS4>\2752

4
5% (ra=71)+83(Ta—72)+83(Ta—72) 55 (B—Ta+71)] H dsip(si)

i=1

X Xsb(g) 6_%[

(2.68)

330nce again the + signs for the two discrete series representation of the two lines are uncorrelated.
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where the exponential factors are those associated to each disk partition function Z(h, er;;) appear-
ing in (2.65), while the factors N*¢, s, are the remainder from the fusion coefficients after collecting
all factors necessary for the 6-j symbol. Evaluating the correlator with a A, = 0 on the boundary

and dividing by the partition function, we find

<W>\1(871,T2)W/\2(8T3,T4)> (65

32, R
— i 82 A2
7 o e <f /R8384 [ s1 Al} \/NS4>\1,81NSS)\l’SzNSBAz,Sle‘l)\z,Sz

0
4
% e—%[3?(73—T1)+S§(7'3—T2)+sg(T4—Tz)+si(5—‘r4+ﬁ)] Hdsi p(s;), (2.69)
i=1
which is in agreement with the result for the out-of-time order correlator for two bi-local operators
obtained in the Schwarzian theory in [40].

The result (2.69) is easily generalizable to any intersecting Wilson line configuration as one simply

S2 A2

needs to associated the symbol R, [ 2

} to any intersection.?* This reproduces the conjectured

Feynman rule for the Schwarzian bi-local operators,

S1 S1

53 54 = R5354 |:§? i\\?j| 53 ~ S4 - (270)

52 52

where one multiplies the diagram on the right by the 6-j symbol before performing the integrals
associated to the SL2 representation labels along the edges.?®

Finally, as a consistency check we verify that correlation functions are insensitive to Wilson lines
intersections that can be uncrossed in the bulk, without touching the defect loop I (as that in the

bottom-left figure 2.3). Diagrammatically, we want to prove for instance the Feynman rule

S1 S1

' wo= e ) 2.1

S2 52

We will denote the contours of two such Wilson lines as Cy, , and C,, -,, where we assume that

34Note that in the compact case discussed in [103] the gauge group 6-j symbol appears squared. This is due to the
fact that when considering two Wilson loops which are not boundary-anchored they typically intersect at two points
in the bulk.

35Note that the right diagram in (2.70) is just a useful mnemonic for performing computations that involve inter-
secting Wilson lines. It does not correspond to a configuration in the gauge theory since the representations s3 and
sq are kept distinct even though they would correspond to the same bulk patch in the gauge theory.
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0 <71 <79 <73 <74 < f. The expectation value in such a configuration is given by

—~ ~ o~ ~

Wit o(Cri ) Whz (Cra ) (9) = / dhydhadhsdhydhsdhe Z (hahy ', eta1) Z (hy'hy 'hi', er2)
x Z (hg 'hs, et23) Z (g hohahg, eTs3) Z (hshy*,0)

X y)\li70(h1h4h5)y>\2i,0(h2h3h6) . (2.72)

Using (2.43), we will associate the representation labeled by sy, s2, s3, s1, and s, in this order,
to the five disk partition functions in (2.72). Performing all the group integrals we once again
obtain a contracted sum of Clebsch-Gordan coefficients each of which is associated to a Wilson
line representation and the representations labelling two neighboring regions. Performing the con-

tractions for all of the Clebsch-Gordan coefficients we find two 6-j symbol symbols, R, { 52 ’\2}

51 A1

and R, [ 32 :\\ﬂ, each associated to the 6 representations that go around each of the two vertices.

The remaining sums over Clebsch-Gordan coefficients yield the product of four fusion coefficients,

\/NS4)\1 yS2 NS2 )\1 ,SgNSS )\2,51 NSI )\2,54 N
Using the orthogonality relation for the 6-j symbol that follows from properties of the Wilson

function (see [130, 131])

5(83 — 34)

p(ss,pz) (273)

/dsp(s,,u)RsSs [ 52 )‘2] R, s [ 52 )‘2] 4 discrete series contribution =

S1 A1 S1 A1

where p(s, 1) is the Plancherel measure defined in (2.28), we find that if there’s a bulk region enclosed
by intersecting Wilson that does not overlap with the defect loop, one can always perform the integral
over the corresponding representation label s to eliminate this region. The integral over ss or sy
then becomes trivial due to the delta-function in (2.73) and thus the remaining fusion coefficients
reproduce those in (2.63) for two non-intersecting Wilson lines.

Thus, putting together (2.71), (2.70), and (2.64), we have re-derived the diagrammatic rules
needed to compute the expectation value of any bi-local operator configuration. These rules are
simply reproduced combinatorially in the gauge theory starting from the basic axioms presented in

Section 2.3.1.

2.4.5 Wilson lines and local observables

While one can recover the correlation functions of some local observables by considering the zero
length limit for various loop or line operators, it is informative to also independently compute

correlation functions of local operators. In this section, we consider the operator Tr ¢?(x) which
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is topological (see (2.4)). Consequently correlators of Tr ¢?(x) are independent of the location of
insertion. Indeed they can be easily obtained by insertions of the Hamiltonian operator at various

points in the path integral, the un-normalized correlation function is given by

(Tr¢*(21) ... Tr ¢ (@n))ne = (e/4)" (H(x1) ... H(2n))k,

x E/ds p(5)52"676552/2 , (2.74)

where we first evaluated the correlator for a generic value of the boundary G holonomy and then
fixed the value of the field ¢® on the boundary and send B — oo as described in Section 2.3. At
separated points, the correlator (2.74) agrees with that of n insertions of the Schwarzian operator
[25, 40], thus showing that the Schwarzian operator and Tr ¢? are equivalent, as shown classically
in Section 2.2.2.3% This computation explains why the correlators of the Schwarzian operator at
separated points are given by moments of the energy E computed with the probability distribution
p(VE/e), as first observed in [25].

In the presence of Wilson line insertions, the operator Tr ¢ remains topological as long as we
do not move it across a Wilson line. Consequently the correlation functions of Tr ¢? depend only
on the number of Tr ¢? insertions within each patch separated by the Wilson lines. For instance,
we can consider the insertion of p = py + p1 + p2 + - - - + p,, Tr @2 operators in the non-intersecting
Wilson lines correlator considered in Section 2.4.3, as follows. Let us put py operators in the bulk
and outside of the contour of any of the Wilson lines, together with p; Tr ¢2, operators enclosed by

Cr,, r» D2 such operators enclosed by C,,, -,, and so on. The separated point correlator is then

(( - Tr¢>2(:rj)) (TT2 s Wi (Cra s 72)) ko _ (65)3/2 s /dsop(SO) (ﬁdsip(si)>

Zko 2w
n

x ST st st (H N) e 8 i) 430l ()] (2.75)
i=1

In the Schwarzian theory, such a correlator is expected to reproduce the expectation value

< H{FH

H OM (TQi_l, 7'21‘)‘| > 5 (276)

i=1

where 7 < 73 < ... < Tp, < T2 < .... Such a computation can also be performed using the

Virasoro CFT following the techniques outlined [40]. Following similar reasoning, one can consider

36However, the contact terms associated with these correlators are different. We hope to determine the exact bulk
operator dual to the Schwarzian in future work.
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Figure 2.4: An example of a three-particle bulk interaction vertex corresponding to the junction of
three Wilson lines defined by a Clebsch-Gordan coefficient at the vertex.

the correlators of the operator Tr ¢? in the presence of any other Wilson line configurations.

2.4.6 A network of non-local operators

While so far we have focused on Wilson lines that end on the boundary, we now compute the expecta-
tion values of more complex non-local operators that are invariant under bulk gauge transformations
that approach the identity on the boundary. Such objects, together with the previously discussed
Wilson lines, serve as the basic building blocks for constructing “networks” of Wilson lines that
capture various scattering problems in the bulk. The simplest such operator that includes a vertex

in the bulk is given by the junction of three Wilson lines

+ 3t + 3t
C)‘l Az A3 ( AT Az A3 >*
mi,ma,mi1+ma\~"ny,ng,n1+n2

Cxi o ns(9Cry 02 9Cry 00 9Cry ) = ) )

mi=\+ZE, mi=\+Z7,
m2:)\2+ZZ: na=X2+2Z"

AT AT

mi ma mi+ma

X UG 0),m0 960U GE ), 0y (900 U GE ) g (9€75.0) 5

(2.77)
with

ge.,. = Pexp ( / A) , (2.78)
Cr o

where C,, ,, is a contour which starts on the boundary, intersects the defect at a point 7;, and ends
at a bulk vertex point v. As indicated in (2.77), the sums over m; and my are truncated by the

cut-off =. Such a non-local object is schematically represented in Figure 2.4. For simplicity, we
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assume 0 < 7 < 7o < 73 < B and we consider A1, A2, A3 labelling the Wilson lines to be positive

discrete series representations. Once again, U&ﬂ)) (g9) is the G matrix element for the discrete

s T

+ 3t
representation (AT, 0), 013\1113252:),;%3 is the SL2 (or, equivalently, G) Clebsch-Gordan coefficient for

the representations A, A2, and A3, and N AP is a normalization coefficient for the Clebsch-
Gordan coefficients discussed in Appendix B.4. Note that the operator (2.77) is invariant under
bulk gauge transformations. This follows from combining the fact that a gauge transformation
changes gc,. , = gc,, ,hv, where h, is an arbitrary G element, with the identity
+ 3 + 3
STum (U (h)UTEET (b )Ope s = Ol (2.79)

(,\;50)7”1 (,\,:;,0)7”2 (A§70)7n1+n2 mi,mz,mi+msz ni,nz,n1+n2
mi,ma

Using the gluing rules specified in Section 2.3.1, the expectation value of the operator (2.77) with
holonomy g between the defect intersection points 3 and 1, and trivial holonomy between all other

intersection points, is given by

(Cxy aons)(9) = /dhldhgdth(hlhgl, et12)Z(hah3', eTi12)Z(ghshi!, ei2)

X Cxiagxa (1, ha, ha) - (2.80)

As before, we are interested in the case where we fix the SL2 component of G to § — 1. Expanding
(2.80) into G matrix elements we find the product of eight Clebsch-Gordan coefficients. Summing up
the Clebsch-Gordan coefficients that have unbounded state indices (those that involve that n; indices
instead of the m; indices in (2.77)) we obtain the 6-j symbol with all representations associated to
the bulk vertex, Ry, s, [ 2‘22 ?g’} , which is also related to the Wilson function as shown in [131]. Setting

the boundary condition ¢® = —i and take § — 1 we find that the 6-j symbol together with the sum

over the remaining four Clebsch-Gordan coefficients yield

(Crivanns)  (€B\Y? _2m2 S 9 S
T B % € NXT’A;A; dslp(sl)dSQp(SQ)d83p(33)\/N‘ Y182 N * 2,83 N 3 X3,81
0

X Ry [ 22 2] €7 3bAmmpelmmm nd o], (281)
where in the limit in which all continuous representations have pui, o, s — 200, N/\T/\;/\; is a
normalization constant independent of the representations s, so or s3 that can be absorbed in the
definition of the operator Cx, x, xs-

We expect that the same reasoning as that applied for boundary-anchored Wilson lines should

show that such a non-local operator corresponds to inserting the world-line action of three particles
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which intersect at a point in AdSy in the gravitational path integral (summing over all possible
trajectories diffeomorphic to the initial paths shown in Figure 2.4).3” Thus, such insertions of non-
local operators should capture the amplitude corresponding to a three-particle interaction in the
bulk, at tree-level in the coupling constant between the three particles, but exact in the gravitational
coupling. Similarly, by inserting a potentially more complex network of non-local gauge invariant
operators in the path integral of the BF theory one might hope to capture the amplitude associated

to any other type of interaction in the bulk.

2.5 Discussion and future directions

We have thus managed to formulate a comprehensive holographic dictionary between the Schwarzian
theory and the G gauge theory: we have shown that the dynamics of the Schwarzian theory is
equivalent to that of a defect loop in the G gauge theory. Specifically, we have matched the partition
function of the two theories, and have shown that bi-local operators in the boundary theory are
mapped to boundary-anchored defect-cutting Wilson lines. The gluing methods used to compute
the correlators of Wilson lines provide a toolkit to compute the expectation value of any set of
bi-local operators and reveal their connections to SL2 representation theory.

There are numerous directions that we wish to pursue in the future. As emphasized in Section 2.2,
while the choice of gauge algebra was sufficient to understand the on-shell equivalence between the
gauge theory and JT-gravity, a careful analysis about the global structure of the gauge group was
necessary in order to formulate the exact duality between the bulk and the boundary theories. While
we have resorted to the gauge group G with a simple boundary potential for the scalar field ¢, it
is possible that there are other gauge group choices which reproduce observables in the Schwarzian
theory or in related theories. For instance, it would be instructive to further study the reason for the
apparent equivalence between representations of the group G in the B — oo limit and representations
of the non-compact subsemigroup SLT(2,R) which was discussed in [121, 122, 132]. Both gauge
theory choices seemingly reproduce correlation functions in the Schwarzian theory. However, in the
latter case the exact formulation of a two-dimensional action seems, as of yet, unclear. Another
interesting direction is to study the role of g-deformations for the 2d gauge theory associated to
a non-compact group, which have played an important role in the case of compact groups [133].
Such a deformation is also relevant from the boundary perspective, where [134] have shown that

correlation functions in the large-N double-scaled limit of the SYK model can be described in terms

371t would be interesting to understand if this can be proven rigorously following an analogous approach to that
presented in Appendix B.5.
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of representations of g-deformed SU(1,1).

It is likely that one can generalize the 2D gauge theory/1D quantum mechanics duality for
different choice of gauge groups and scalar potentials [59]. A semi-classical example was given in
[22], where various 1D topological theories were shown to be semi-classically equivalent to 2D Yang-
Mills theories with more complicated potentials for the field strength. It would be interesting to
further understand the exact duality between such systems [135].

Finally, one would hope to generalize our analysis to the two other cases where the BF-theory with
an s[(2,R) gauge algebra is relevant: in understanding the quantization of JT-gravity in Lorentzian
AdS, and in dS,.3® By making appropriate choices of gauge groups and boundary conditions in the
two cases, one could once again hope to exactly compute observables in the gravitational theory by
first understanding their descriptions and properties in the corresponding gauge theory. We hope to

address some of these above problems in the near future.

38Gee [34, 136] for a recent analysis of the quantization of the two gravitational systems. Furthermore, recently
a set of gauge invariant operators was identified in the Schwarzian theory whose role is to move the bulk matter in
the two-sided wormhole geometry relative to the dynamical boundaries [137]. It would be interesting to identify the
existence of such operators in the gauge theory context.
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Chapter 3

Dilaton gravity in the second-order

formalism

3.1 Outline of results

This chapter expands on the ideas presented in section 1.5. Before outlining the main results of this
chapter, in order to further motivate our computation, it is useful to review some details about the

1d TT deformation.

3.1.1 Review 1d TT

In the past work of [70], a particular deformation of the Schwarzian quantum mechanics was shown
to be classically equivalent to JT gravity with Dirichlet boundary conditions for the metric and
dilaton. The deformation on the Schwarzian theory follows from a dimensional reduction of the
TT deformation in 2D CFTs . Explicitly the deformation involves a flow of the action S of the

quantum mechanical theory,

1 T2

where T is the trace of the stress-‘scalar’ of the quantum mechanical theory and A is the deformation

parameter. By going from the Lagrangian to the Hamiltonian formulation, we can write an equivalent

1 This reduction is valid in the classical limit and should be seen as a motivation for the proposed deformation. It
would be interesting to extend it to a precise statement using the methods of [84].
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flow for the Hamiltonian instead of S and find the flow of the energy eigenvalues,?

2

H=—""
O 1/2 = 2\H

= &)= ﬁ (1 FVI- SAE) . (3.2)

Here E are the energy levels of the undeformed theory and matching onto the original spectrum as
A — 0 results in picking the minus sign for the branch of the root in (3.2). In section 3.4 we will
see that the other branch of the root will also make its appearance. In the case of the Schwarzian

theory, which has a partition function that can be exactly computed [25],

foe) . 2C7r2/ﬁ
2(8) = IE sinh(27v2CE) o—BE _ € 7 (3.3)
0 V2073 B3/2
of the deformed partition function is,
e inh(27v2CFE
Z\(B) = dE Sm(ﬂ—c)e—ﬂ'&(k). (3.4)
0 V2C073

Let us make two observations. First, the integral over E runs over the full positive real axis and
therefore will also include complex energies £;(A) when A > 0, i.e. for E > 1/8X the deformed
spectrum complexifies. This violates unitarity and needs to be dealt with. We will come back to this
issue in section 3.4. Second, given that there is a closed from expression of the original Schwarzian
partition function, one can wonder whether this is also the case for the deformed partition function.
This turns out to be the case. For the moment let us assume A < 0 so that there are no complex
energies, then it was shown in [70] that the deformed partition function is given by an integral
transform of the original one, analogous to the result of [138] in 2d. The integral transform reads,

ﬂ (o] dﬁ/ (ﬁiﬁll)Q
= ), garee 2B, (3:5)

Z\(B) =

Plugging (3.3) into this expression and performing the integral over 5’ yields,

_ Be~ 1
206) = it CWQA)m( 4A¢m>. (3.6)

2Since the deformation is a function of the Hamiltonian, the eigenfunctions do not change under the flow.
3In the gravitational theory C is equal to ¢, the renormalised boundary value of the dilaton. Furthermore, here
we picked a convenient normalisation of the partition function.
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with the associated density of states given by

pA(E) = 1;\/% sinh (zm/QCEa - 2)\E)) (3.7)

Although we have derived this formula assuming that A < 0, we will simply analytically continue to
A > 0 to obtain the partition function of the deformed Schwarzian theory that describes JT gravity
at finite cutoff. One might be worried that this would not yield the same as (3.4) and indeed there
are a few subtleties involved in doing that analytic continuation as discussed in the end of section

3.3 and in section 3.4.

3.1.2 Summary of results

The purpose of this chapter is to give two independent bulk computation that reproduce the partition
function (3.4). In section 3.2 we present a derivation of the partition function of JT gravity (with
negative cosmological constant) at finite cutoff by computing the radial Wheeler-de Witt (WdW)
wavefunctional. Due to Henneaux it is known since the 80’s that the contraints of 2d dilaton gravity
can be solved exactly in the full quantum theory [68]. We will review this computation and fix the

solution by imposing Hartle-Hawking boundary conditions. In particular we find that

2_
o0 S du ¢2—M—(au¢b)2—amtan*1<\/¢b——1>}
/ dM sinh(27VM) e’ ’ Cuo® )1 (3.8)

0

Vynlgs(u), L] =

This wavefunction is computed in a basis of fixed dilaton ¢, (u), where u corresponds to the proper
length along the boundary, and L the total proper length of the boundary. The above results
obtained through the WdW constraint are non-perturbative in both L and ¢p(u).

When considering a constant dilaton profile ¢,(u) = ¢y, the wavefunction (3.8) reproduces the

TT partition function in (3.4), with the identification

M — 2CE, ¢§—>C L—>L, (3.9)

4N’ AC\

In terms of these variables, (3.8) matches with TT up to a shift in the ground state energy, which can

Tev. = e~ added to the gravitational theory. An

be accounted for by a boundary counterterm e~
important aspect that this analysis emphasizes if the fact that, for JT gravity, studying boundary
conditions with a constant dilaton is enough. As we explain in section 3.2.2, if the wavefunction

for a constant dilaton is known, the general answer (3.8) is fixed by the constrains and does not
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constain any further dynamical information [139].

The partition function (3.4) is also directly computed from the path integral in JT gravity at
finite cutoff in section 3.3. We will impose dilaton and metric Dirichlet boundary conditions, in
terms of ¢, and the total proper length L. For the reasons explain in the previous paragraph, it is
enough to focus on the case of a constant dilaton. It is convenient to parametrize these quantities

in the following way

, (3.10)

in terms of a renormalized length 5 and dilaton ¢,.. We will refer to € as the cutoff parameter
4. When comparing with the 7T approach this parameter is ¢ = V2 (in units for which we set
¢r — 1/2). In order to compare to the asymptotically AdS, case previously studied in the literature
[29, 37], we need to take ¢, L — oo with a fixed renormalized length L/¢,. In terms of the cutoff
parameter, this limit corresponds to € — 0, keeping ¢,- and [ fixed.

We will solve this path integral perturbatively in the cutoff €, to all orders. We integrate out the
dilaton and reduce the path integral to a boundary action comprised of the extrinsic curvature K
and possible counter-terms. We find an explicit form of the extrinsic curvature valid to all orders
in perturbation theory in €. A key observation in obtaining this result is the realisation of a (local)

SL(2,R) invariance of K in terms of lightcone coordinates z = 7 — iz, Z = 7 + ix:

(3.11)

Klo5 = K [az—i—b az—i—b} .

cz+d cz+d

Solving the Dirichlet boundary condition for the metric allows us to write K as a functional of the
Schwarzian derivative of the coordinate 2.5 As we will explain in detail, the remaining path integral
can be computed exactly using integrability properties in the Schwarzian theory to all orders in £2.

Thus, by the end of section 3.3, we find agreement between the WdW wavefunctional, the

Euclidean partition function and the TT partition function from (3.4):

non:pertA pert.

e Uynlpy, L) =" Zx(B) =" Zyr[de, L]. (3.12)

Here we emphasize again that we show that the first equality is true non-perturbatively in & (re-

spectively in A), whereas we prove the second equality to all orders in perturbation theory.

4In Poincaré coordinates € corresponds semiclassically to the bulk coordinate of the cutoff surface.
5This generalizes the computation of [29] which found the relation between the extrinsic curvature and the
Schwarzian derivative in the infinite cutoff limit.
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In section 3.4 we discuss various extensions of the deformed partition function including further
corrections. In particular we discuss two types of corrections in the path integral and in the integral
over energies in (3.4): first, we analyze non-perturbative terms in € coming from contributions that
cannot be written as a path integral on the disk (the contracting branch of the wavefunction) and
second, we speculate about non-perturbative corrections coming from the genus expansion. Related
to the first kind of ambiguity, given the exact results we obtained for the wavefunctional and partition
function, we explore how the complexification of the energy levels (that we mentioned above) can
be cured. In particular, we propose that it requires the inclusion of the other branch of the root
n (3.2), but still results in a negative density of states. The structure of the negative density of
states suggests that the (unitary) partition function is not an ordinary one, but one with a chemical
potential turned on. Related to the second type, we compute the partition function of the finite
cutoff “trumpet” which is a necessary ingredient when constructing higher genus hyperbolic surfaces.
Finally, we speculate about the range of the remaining Weil-Petersson integral which is needed in
order to compute the finite cutoff partition function when including the contribution of surfaces with
arbitrary topology.

Section 3.5 applies the computation from section 3.2 to the case of JT gravity with a positive
cosmological constant and finds the wavefunctional on a de Sitter time-slice at finite time. This
wavefunctional has some interesting behaviour, similar to the Hagedorn divergence present in (3.6).

We finish with a discussion of our results and future directions in section 3.6.

3.2 Wheeler-deWitt wavefunction

In this section, we will start by reviewing the canonical quantization of 2D dilaton-gravity following
the approach of [68, 69]. In these references, the authors find the space of exact solutions for both
the momentum and Wheeler-deWitt constrains. Later, in subsections 3.2.3 and 3.2.4, we will focus
on JT gravity, and we will explain how to impose the Hartle-Hawking condition appropriately to
pick a solution corresponding to finite cutoff AdS,.

Let us consider the more general two dimensional dilaton gravity in Lorentzian signature,

1 2
I=3 /M d*z\/glpR — U(9)] + /aM dun/Yuu OK, (3.13)

with an arbitrary potential U(¢). g is the two-dimensional space-time metric on M and + the induced

metric on its boundary M. The boundary term in (3.13) is necessary in order for the variational
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principle to be satisfied when imposing Dirichlet boundary conditions for the metric and dilaton. In
(3.13) we could also add the topological term 3 [, d*z\/g¢oR + Jonr Qun/Tuu oK = 2w which
will be relevant in section 3.4.3.

It will be useful to define also the prepotential W (¢) by the relation 93W(¢) = U(¢). In the
case of JT gravity with negative (or positive) cosmological constant we will pick U(¢) = —2¢ (or
U(p) = 2¢) and W(¢) = —¢? (W(p) = ¢?), which has as a metric solution AdSs (dS;) space with
unit radius.

We will assume the topology of space to be a closed circle, and will use the following ADM

decomposition of the metric
ds® = —N?dt* + h(dx + Ny dt)*>, h=e* (3.14)

where N is the lapse, N, the shift, h the boundary metric (which in this simple case is an arbitrary
function of z) and we identify « ~ x 4+ 1. After integrating by parts and using the boundary terms,

the action can then be written as

I = /d2x e"[%(NLawa—kale—d)

n 0z¢ ( NOLN
N 620

~ N19,NL + N6~ Niaza) - %NU(@} (3.15)

where the dots correspond to derivatives with respect to . As usual the action does not involve

time derivatives of fields N and N; and therefore
Iy =1y, =0, (3.16)

which act as primary constrains. The momenta conjugate to the dilaton and scale factor are

g = S (NLO,o + 0N = 6), Ty = S (NL06 - ). (3.17)

With these equations we can identify the momentum conjugate to the dilaton with the extrinsic
curvature Il ~ K, and the momentum of ¢ with the normal derivative of the dilaton I, ~ 0,¢.

The classical Hamiltonian then becomes

H= /dx [NLP + e " NHwaw] (3.18)
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where

P

,0,0 + y0p¢ — 0p11,, (3.19)

Hoow =TTl + 27 U() + 026 — 60,0, (3.20)

and classically the momentum and Wheeler-deWitt constrains are respectively P = 0 and Hyqw = 0.

So far the discussion has been classical. Now we turn to quantum mechanics by promoting field
to operators. We will be interested in wavefunctions obtained from path integrals over the metric
and dilaton, and we will write them in configuration space. The state will be described by a wave

functional ¥[¢, o] and the momentum operators are replaced by

5
do(x)

I, =—i I, = —i (3.21)

()’

The physical wavefunctions will only depend on the boundary dilaton profile and metric.

Usually, when quantizing a theory, one needs to be careful with the measure and whether it can
contribute Liouville terms to the action. Such terms only appear when in conformal gauge, which is
not what we are working in presently. Actually, the ADM decomposition (3.14) captures a general
metric and is merely a parametrization of all 2d metrics and so we have not fixed any gauge. The
quantum theory is thus defined through the quantum mechanical version of the classical constraints
(3.19) and (3.20) ®. As a result, we do not need to include any Liouville term in our action in the
case of pure gravity. If matter would have been present, there could be Liouville terms coming from

integrating out the matter, but that is beyond the scope of this thesis.

3.2.1 Solution

In references [68, 69], the physical wavefunctions that solve the dilaton gravity constrains are con-
structed as follows. The key step is to notice that the constraints P and Hwqw are simple enough
that we can solve for II, and Il separately. For instance, by combing II,P with the WdW con-

straint, we get

0s(e”27113) = 0u(e77(820)> + W(9)) = Iy = £/(0:0)? + €2 [M + W(9)], (3.22)

6From the path integral perspective, we are assuming an infinite range of integration over the lapse. Different
choices for the contour of integration can drastically modify the constrains after quantization. We thank S. Giddings
for discussions on this point.
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with M an integration constant that is proportional to the ADM mass of the system as we will see
momentarily. It is then straightforward to plug this into the WdW constraint to find an expression

for IIy. Quantum mechanically, we want the physical wavefunction to satisfy,

1/_\[U\I/phys = iQ[Mv ¢a O]thysa ﬁd)\pphys = ithA]\[}ﬁ?O;’L‘}\ijhys» (323)
where we defined the functions
1
QIE; ¢,0) = /(0:0)2 + 20 [M + W(9)], glo,0] = 562"U(¢) + 02¢ — 0,¢0,0. (3.24)

Wavefunctions that solve these constrains also solve the momentum and Wheeler de Witt constrains

as explained in [68, 69]. In particular they solve the following WdW equation with factor ordering,”
(g - @ﬁqﬁ@_lﬁo) Uphys = 0 (3.25)

The most general solution can be written as
UV=U,+V_, Uy :/dei(M)\Ili(M), (3.26)

where we will distinguish the two contributions

Uy (M) = exp [ii/dm (Q[M;¢,a] — Opptanh™! <W>)} (3.27)

with the function @ defined in (3.24) which depends on the particular dilaton potential. We will
refer in general to ¥, (¥_) as the expanding (contracting) branch.

This makes explicit the fact that solutions to the physical constrains reduce the naive Hilbert
space from infinite dimensional to two dimensional with coordinate M (and its conjugate). The
most general solution of the Wheeler-deWitt equation can then be expanded in the base Wy (M)
with coefficients py (M). The new ingredient in this thesis will be to specify appropriate boundary
conditions to pick p+ (M) and extract the full Hartle-Hawking wavefunction. We will see this is only
possible for JT gravity for reasons that should will be clear in the next section.

It will be useful to write the physical wavefunction in terms of diffeomorphism invariant quanti-

ties. This is possible thanks to the fact that we are satisfying the momentum constrains. In order

"Here we think of Cj as well as M as operators. The physical wavefunctions can be written as linear combinations
of eigenfunctions of the operator M with eigenvalue M.
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to do this we will define the proper length u of the spacelike circle as
1
du=e°dx, L= / e’dx, (3.28)
0

where L denotes the total length. The only gauge invariant data that the wavefunction can depend
on is then L and ¢(u), a dilaton profile specified as a function of proper length along the boundary.
The wavefunction (3.27) can be rewritten as

+i [k du[ W($)+M+(8u)2—0u¢ tanh*l( ”%)]
. u

U (M) = , (3.29)

which is then manifestly diffeomorphism invariant.

The results of this section indicate the space of physical states that solve the gravitational
constrains is one dimensional, labeled by M. In the context of radial quantization of AdSs that we
will analyze in the next section, this parameter corresponds to the ADM mass of the state, while
in the case of dSs, it corresponds to the generator of rotations in the spatial circle. Phase space is
even-dimensional, and the conjugate variable to F is given by

€211
Iy = —/dxip (3.30)
112 — 2(0,0)?

such that [M,I1/] = i.%

3.2.2 Phase space reduction

Having the full solution to the WdW equation, we now study the minisuperspace limit. In this

limit, the dilaton ¢ and boundary metric e2”

are taken to be constants. In a general theory of
gravity, minisuperspace is an approximation. In JT gravity, as we saw above, the physical phase
space is finite-dimensional (two dimensional to be precise). Therefore giving the wavefunction in the
minisuperspace regime encodes all the dynamical information of the theory, while the generalization
to varying dilaton is fixed purely by the constrains. In this section, we will directly extract the
equation satisfied by the wavefunction as a function of constant dilaton and metric, from the more

general case considered in the previous section.

If we start with the WdW equation and fix the dilaton and metric to be constant, the functional

8The simplicity of the phase space of dilaton gravity theories was also noted in [140].
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derivatives then become ordinary derivatives and the equation reduces to

(;ez"U(qb) — @a¢@—1ag> (¢, 0) = 0. (3.31)

with @ = (]\7—&— W ($))'/2. Due to the factor ordering, this differential equation still depends on the
operator M , which is a bit unsatisfactory. Fortunately, we know that a o derivative acting on V¥ is

the same as acting with Q2/ 9g0g. In the minisuperspace limit, we can therefore write (3.31) as
(LU(¢) — 2LAL(L™"05))¥ (¢, L) = 0, (3.32)

where L is the total boundary length. This equation is the exact constrain that wavefunctions with
a constant dilaton should satisfy even though it was derived in a limit. We can explicitly check this
by using (3.27) and noticing that any physical wavefunction, evaluated in the minisuperspace limit,
will satisfy precisely this equation.

This equation differs from the one obtained in [139] by Uhere = L¥there and, therefore, changes

the asymptotics of the wavefunctions, something we will analyze more closely in the next subsection.

3.2.3 Wheeler-deWitt in JT gravity: radial quantization

In this section, we will specialize the previous discussion to JT gravity with a negative cosmological
constant. We fix units such that U(¢) = —2¢. We will analytically continue the results of the
previous section to Euclidean space and interpret them in the context of radial quantization, such
that the wavefunction is identified with the path integral in a finite cutoff surface. Then, we will
explain how to implement Hartle-Hawking boundary conditions, obtaining a proposal for the exact
finite cutoff JT gravity path integral that can be compared with results for the analog of the 7T
deformation in 1d [70, 71].

Lets begin by recalling some small changes that appear when going from Lorenzian to Euclidean

radial quantization. The action we will work with is

1
Iy = —5 /M VIO(R+2) — /6M VYK, (3.33)

and the ADM decomposition of the metric we will use is

ds®> = N%dr? + h(df + Npodr)?, h=¢e*7, (3.34)
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(a) (b)

Figure 3.1: (a) We show the slicing we use for Euclidean JT gravity in asymptotically AdS2, which has
disk topology (but not necessarily rigid hyperbolic metric). (b) Frame where the geometry is rigid EAdS>
with r increasing upwards and a wiggly boundary denoted by the blue curve.

where r is the radial direction while 8 ~ 6 + 1 corresponds to the angular direction that we will
interpret as Euclidean time. We show these coordinates in figure 3.1. In terms of holography we will
eventually interpret 6 as related to the Euclidean time of a boundary quantum mechanical theory.
As shown in figure 3.1, and as we will explicitly show in section 3.3, the radial quantization
wavefunction is identified with the gravitational path integral at a finite cutoff (inside the black

circle) with Dirichlet boundary conditions

W[y (u), o(u)] = / DgD¢ e~ 19l with  ¢lp = gp(u),  glo = Yuu = ™. (3.35)

The geometry inside the disk in figure 3.1 is asymptotically EAdS,. From this path integral we can
derive the WdW and momentum constrains and therefore solving the latter with the appropriate
choice of state should be equivalent to doing the path integral directly.

The result of previous section implies that this path integral is given by a linear combination of

2_ M
deu[ ¢ng7(au¢b)Lau¢btan‘lQ/frl)]
o 0 (Ou bp) , (336)
2_
e—fOLdu[ ¢§—M—(au¢b)2—au¢btanfl( %—1)}

Expanding branch: ¥ (M) =

Contracting branch: ¥_ (M) = (3.37)

We will focus on the purely expanding branch of the solution (3.36), as proposed in [141] and

[139] to correspond to the path integral in the disk and therefore set p_ (M) = 0. We will go back
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to possible effects coming from turning on this term later. Thus, we will study the solutions

2_
foL du V d)%_M_(aud’b)z_au(Pb tan71 <\/ %_1>:|

Vaafgu(u),ofa)) = [ dMp(M) e (3.39)

To make a choice of boundary conditions that fix the boundary curve very close to the boundary of

the disk we will eventually take the limit of large L and ¢y.

3.2.4 Hartle-Hawking boundary conditions and the JT wavefunctional

To determine the unknown function p(M), we will need to impose a condition that picks the Hartle-
Hawking state. For this, one usually analyses the limit L — 0 [142]. Such a regime is useful
semiclassically but not in general. From the no-boundary condition, L — 0 should reproduce the
path integral over JT gravity inside tiny patches deep inside the hyperbolic disk; performing such a
calculation is difficult. Instead, it will be simpler to impose the Hartle-Hawking condition at large
L — oo. In this case, we know how to do the path integral directly using the Schwarzian theory. The
derivation of the Schwarzian action from [29] explicitly uses the no-boundary condition, so we will
take this limit instead, which will be enough to identify a preferred solution of the WdW equation.

To match the wavefunction with the partition function of the Schwarzian theory, it is enough to

consider the case of constant dilaton and metric. Then, the wavefunction simplifies to
Ugp, o] = / AMp(M) efo 0"V GF—M _ / AMp(M) elo du/9F=M (3.39)
with ¢, and o constants. Expanding the root at large ¢, and large L = e gives,
Wigp, 0] = Lo / AMp(M) ¢ Lot (3.40)

We find the usual divergence for large L and ¢, which can be removed by adding to (3.33) the
counter term, Iy = fOL du ¢p. In fact, we will identify the JT path integral with this counter term
as computing the thermal partition function at a temperature specified by the boundary conditions.

At large L and ¢y, we know that the gravity partition function is given by the Schwarzian theory:

D ™
/Dg'Dd) e~ litld.g] _y Léw / SL(QJ:R) ePv Jo du Sch(tan fffu), (3.41)

ua 1 2
where Sch(F'(u),u) = I;,, — % (%) . By rescaling time we can see the path integral only depends
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on L /¢y, which we will sometimes refer to as renormalized length. This result can be derived by first
integrating over the dilaton over an imaginary contour, localizing the geometry to rigid AdSs. Then
the remaining degree of freedom is the shape of the boundary curve, from which the Schwarzian
theory arises.

The Schwarzian partition function can be computed exactly and gives

D . x 3/2 4.2
Zsn(0) = Meﬁf duSch(tan 7 f,u) (%) e = /dk2 sinh(27rk)e_€k2/2 (3.42)

Applying this result to the JT gravity path integral with the replacement ¢ — L/¢, gives the
partition function directly in the form of equation (3.40) where we can straightforward identify the

Schwarzian density of states with the function of M as
pun(M) = sinh(2rvV M), (3.43)

where the subscript indicates that we picked the Hartle-Hawking state. It is important that we
are able to compute the path integral of JT gravity for ¢, L — oo but fixed L/¢,. This involves
an exact treatment of the Schwarzian mode since otherwise we would only obtain pyp(M) in some
limits. This ingredient was missing in [68, 69] making them unable to identify the HH state from
the full space of physical states.

To summarize, the solution of the gravitational constrains gives the finite cutoff JT gravity path
integral as

[ (([E3-1 )]

‘I/HH[(bb(’U,),L] :AzM sinh(27r M) (344)

By construction, this matches the Schwarzian limit when ¢, and o are constant.

When the dilaton is constant but o(u) is not, it is clear that we can simply go to coordinates
df = e”df in both the bulk path integral and the WdW wavefunction and see that they give the same
result. Since we can always choose time-slices with a constant value for the dilaton, this situation
will suffice for comparing our result to the analog of the TT deformation in the next subsection.

The more non-trivial case is for non-constant dilaton profiles. We provide a further check of our
result in appendix A.1.1, where we compare the wavefunctional (3.44) to the partition function of

JT gravity with a non-constant dilaton profile when the cutoff is taken to infinity.
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3.2.5 Comparison to 7T

Let us now compare the wavefunctional (3.44) to the partition function obtained from the 1D analog
of the TT deformation (3.4). First of all, let us consider configurations of constant ¢, so d,¢, = 0.

This will simplify ¥yy to

Uyn(py, L] = / T am sinh(2mV/ M )e®r LV 1-M/6F (3.45)

0

The partition function is then obtained by multiplying this wavefunction by e~fct = e¢=L%> . The

resulting partition function agrees with (3.4) with identifications:

M —2CE, ¢ — ¢ L— L, (3.46)

ax’ 40

up to an unimportant normalization. In fact, we can say a little more than just mapping solution onto
each other. In section 3.2.2 we showed that in the minisuperspace approximation the wavefunctions
satisfy (3.32). With the identifications made above and the inclusion of the counter term, the

partition function Zy (/) satisfies

4)\8)\8g + 253?3 — <4;\ — 1> 6)\} ZA(ﬂ) =0. (3.47)

This is now purely written in terms of field theory variables and is precisely the flow equation as
expected from (3.1), i.e. solutions to this differential equation have the deformed spectrum (3.2).
This is also the flow of the partition function found in two dimensions in [143], specialised to
purely imaginary modular parameter of the torus. We will analyze the associated non-perturbative
ambiguities associated to this flow in section 3.4.

Let us summarise. We have seen that the partition function of the deformed Schwarzian theory
is mapped to the exact dilaton gravity wavefunctions for constant ¢, and ~y,,. In fact, any quantum
mechanics theory that is deformed according to (3.1) will obey the quantum WdW equation (for
constant ¢, and o). This principle can be thought of as the two-dimensional version of [141]. Tt
is only the boundary condition at A — 0 (or large ¢, L), where we know the bulk JT path integral
gives the Schwarzian theory, that tells us that the density of states is sinh(27r\/M ). Next, we will
show that the wavefunction for constant ¢, and ~,, can be reproduced by explicitly computing the

Euclidean path integral in the bulk, at finite cutoff.
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3.3 The Euclidean path integral

We will once again consider the JT gravity action, (3.33), and impose Dirichlet boundary conditions
for the dilaton field ¢|ons, = ¢» = ér/e, boundary metric v, and proper length L = /e and with

the addition the counter-term,

Ii = / du/7, (3.48)

whose addition leads to an easy comparison between our results and the infinite cutoff results in JT
gravity. As in the previous section we will once again focus on disk topologies.

As discussed in section 3.2.4, the path integral over the dilaton ¢ yields a constrain on the
curvature of the space, with R = —2. Therefore, in the path integral we are simply summing over
different patches of AdSs, which we parametrize in Euclidean signature using Poincaré coordinates
as ds? = (dr? + dz?) /2. To describe the properties which we require of the boundary of this patch
we choose a proper boundary time u, with a fixed boundary metric 7, = 1/&2 (related to the fix
proper length L = foﬁ dun/Yuu). Fixing the intrinsic boundary metric to a constant, requires:

72 4 2'? 1 —t? 4+ 1

If choosing some constant € € R then we require that the boundary has the following properties:

e If working in Euclidean signature, the boundary should never self-intersect. Consequently if

working on manifolds with the topology of a disk this implies that the Euler number x(Mz) = 1.

e If working in Lorentzian signature, the boundary should always remain time-like since (3.49)
implies that — (/)% + (2/)? = (2/ — ¢/)(¢' + 2') > 0.° From now on we will assume without loss

of generality that ¢ > 0.

Both conditions are important constraints which we should impose at the level of the path integral.
Such conditions are not typical if considering the boundary of the gravitational theory as the world-
line of a particle moving on H? or AdS,: in Euclidean signature, the worldline could self-intersect,
while in Lorentzian signature the worldline could still self-intersect but could also become space-like.
These are the two deficiencies that [35, 36] encountered in their analysis, when viewing the path

integral of JT gravity as that of a particle moving in an imaginary magnetic field on H?.

9While fixing the metric vy, to be a constant is not diffeomorphism invariant, the notion of the boundary being
time-like (sgn~yy) is in fact diffeomorphism invariant.
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For the purposes of this chapter it will also prove convenient to introduce the light-cone coordi-

nates (with 2 = —ix + 7,Z = iz + 7), for which fixing the intrinsic boundary metric implies:
42'7 1

—_— == 3.50

(z—%)%2 &2 ( )

In Euclidean signature z = z*, while in Lorentzian signature z, Z € iR. The constraint that the

boundary is time-like implies that iz’ > 0 and iz’ < 0 (alternatively, if assuming ¢’ < 0, iz’ < 0

and iz’ > 0). In order to solve the path integral for the remaining boundary fluctuations in the

1D system it will prove convenient to use light-cone coordinates and require that the path integral

obeys the two properties described above.

3.3.1 Light-cone coordinates and SL(2,R) isometries in AdS,

As is well known, AdSs, even at finite cutoff, exhibits an SL(2,R) isometry. This isometry becomes

manifest when considering the coordinate transformations:

E&L: %LZer, §H7Gf+b,
cz+d cZ+d
) alx+it)+b alt+xz)+b
E: L AT To Littg— 80T 0TY 3.51
v clx+ir)+d e ct+x)+d (3:51)

It is straightforward to check that under such transformations the boundary metrics, (3.49) and
(3.50), both remain invariant. The same is true of the extrinsic curvature, which is the light-cone
parametrization of the boundary degrees of freedom can be expressed as

2277 + (- 2)72" + (227 + (2 — 2)7)

K[=(u), Z(u)] = et . (3.52)

Consequently, invariance under SL(2,R) transformations gives:

az+b az+b
Klz,z| =K .
[27] [cz—i—afcz—i—d} ’ (3.53)
Therefore, if solving for Z[z(u)] (as a functional of z(u)) we will find that
o) = Kl =k|ZF (3.54)
N cz+d )

As we will see in the next subsection, such a simple invariance under SL(2,R) transformations

will be crucial to being able to relate the path integral of the boundary fluctuations to that of

77



some deformation of the Schwarzian theory. An important related point is that when solving for

T[z(u)] as a functional of z(u), the resulting extrinsic curvature is not invariant under the SL(2,R)

aT+b

orrq- Rather this is only a valid symmetry in the & — 0 limit, for which

transformations, 7 —

x — 0, while 7 is kept finite. It is only in the asymptotically AdSs limit that the transformation in

the second line of (3.51) can be identified with 7 — Z:rrg If keeping track of higher orders in ¢, the

transformation on 7 would involve a growing number of derivatives on the 7 field which should be

proportional to the order of the e-expansion.

3.3.2 Restricting the extrinsic curvature

Next, we discuss the expansion of the extrinsic curvature K[z] to all orders in perturbation in &:

Klz] =) e"Kulz],  Knlz] =K, [

n=0

az—i—b]

cz+d (3:55)

We could in principle explicitly solve for Z[z(u)] to first few orders in perturbation theory in & and
then plug the result into (3.63). The first few orders in the expansion can be solved explicitly and

yield:

Kylz] =1, Ki[z] =0, Ks[z] = Sch(z, u),

1
Kslz] = —i 0, Sch(z,u), Kylz] = —§Sch(z, u)? 4+ 02 Sch(z,u) . (3.56)

The fact that all orders in K,[z(u)] solely depend on the Schwarzian and its derivatives is not a

coincidence. In fact, one generally finds that:
K, [z] = Kn[Sch(z,u), Oy . (3.57)

The reason for this is as follows. K,[z] is a local function of z(u) since solving for Z[z(u)] involves

only derivatives of z(u). The Schwarzian can be written as the Casimir of the s[(2, R) transformation,

z = ‘c‘jis [29]. Because the rank of the s[(2,R) algebra is 1, higher-order Casimirs of s[(2,R) can
all be expressed as a polynomial (or derivatives of powers) of the quadratic Casimir. Since local
functions in u that are SL(2,R) invariant, can also only be written in terms of the Casimirs of s[(2, R)
this implies that they should also be linear combinations of powers (or derivatives of powers) of the

quadratic Casimir, which is itself the Schwarzian.

Alternatively, we can prove that K, [z(u)] is a functional of the Schwarzian by once again noting
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that K, [z(u)] only contains derivatives of z(u) up to some finite order. Then we can check explicitly
how each infintesimal SL(2,R) transformation constrains K,[z(u)]. For instance, translation trans-
formations z — z+0b imply that K, solely depends on derivatives of z(u). The transformation z(u) —
az(u) implies that K, [z(u)] depends solely on ratios of derivatives with a matching order in z between
the numerator and denominator of each ratio, of the type ([, 2*)/(I1, 2(F)). Finally considering
all possible linear combinations between ratios of derivatives of the type ([, 2*9)/(I], z(f“i)) and
requiring invariance under the transformation z(u) — 1/z(u), fixes the coefficients of the linear
combination to those encountered in arbitrary products of Schwarzians and of its derivatives.

Once again, we emphasize that this does not happen when using the standard Poincaré parametriza-
tion (3.49) in 7 and xz. When solving for 7[z] and plugging into K[7(u)], since we have that
K[r(u)] # Klar(u) +b/(c7(u) + d)] and consequently K[7(u)] is not a functional of the Schwarzian;
it is only a functional of the Schwarzian at second-order in e. This can be observed by going to
fourth order in the e-expansion, where

G (w)? 27" (w)* T (u)r" (u) B 1173 (u) 7" (u)?
7/ (u)? 87/ (u)* 7/ (u)? 27/ (u)? ’

Ky[r(u)] = (3.58)

which cannot be written in terms of Sch(7(u),u) and of its derivatives.

3.3.3 Finding the extrinsic curvature
Perturbative terms in K[z(u)]

The previous subsection identified the abstract dependence of the extrinsic curvature as a function
of the Schwarzian. To quantize the theory, we need to find the explicit dependence of K,, on the

Schwarzian. To do this, we employ the following trick. Consider the specific configuration for z(u):'°

z(u) = exp(au), Sch(z,u) = —% . (3.59)

Since K[z(u)] is a functional of the Sch(z,u) and of its derivatives to all orders in perturbation
theory in e, then K,[z(u) = exp(au)] = K,[Sch(z,u), 8,] = Kp[a]. On the other hand, when
using a specific configuration for z(u) we can go back to the boundary metric constraint (3.50) and
explicitly solve for z(u). Plugging-in this solution together with (3.59) into the formula for the

extrinsic curvature K[z(u),z(u)] (3.52), we can find K,,[a] and, consequently, find the powers of the

10While (3.59) is, in fact, a solution to the equation of motion for the Schwarzian theory it is not necessarily a
solution to the equation of motion in the theory with finite cutoff.
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Figure 3.2: Cartoon exemplifying typical AdSs patches with a finite proper boundary length. The
surface on the left represents the K > 0 solution and the surface on the right corresponds to the
K < 0 solution.

Schwarzian in IC,,[Sch(z, u), 0,].

The metric constraint involves solving the first order differential equation

laes 1
_nae F o (3.60)

(e — 22 &2

whose solution, to all orders in perturbation theory in ¢, is given by

|

() = o (1 ~2a2e2 — 2ae\/—1 + a252> . (3.61)

We can plug this solution for Z(u) together with the configuration z(u) = exp(au) to find that
K [z(u) = exp(au)] = V1—¢e2a2. (3.62)

Depending on the choice of branch one can reverse the sign of (3.62) to find that K [z(u) = exp(au)] =
—/1 — €242 which corresponds to the considering the exterior of an AdS, patch as our surface
(instead of a regular AdSs patch). This is analogous to the contracting branch in of the WdW
functional in (3.37).

Consequently, it follows that in a perturbative series in & we find:'!

Kyifz(u)] ==+ (x/l + 2e2Sch(z,u) + derivatives of Sch.) ) (3.63)

1'The terms containing derivatives of the Schwarzian are not necessarily total derivatives and thus we need to
explain why they do not contribute to the path integral.
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where we find that the quadratic term in € for the + branch of (3.63) agrees with the expansion of K
in terms of ¢ in JT gravity in asymptotic AdSs [29] (which found that K[z(u)] = 1+2Sch(z,u)+...).
The + branch in (3.63) corresponds to compact patches of AdSy for which the normal vector points
outwards; the — branch corresponds to non-compact surfaces (the complement of the aforementioned
AdS5 patches) for which the normal vector is pointing inwards. While the + branch has a convergent
path integral for real values of ¢,, for a normal choice of countour for z(u), the path integral of
the — branch will be divergent. Even for a potential contour choice for which the path integral
were convergent, the — branch is non-perturbatively suppressed by O(e~ Jg du d/e) = O(e=V/).
Therefore, for now, we will ignore the effect of this different branch (—) and set K[z(u)] = K [z(u)];
we will revisit this problem in section 3.4 when studying non-perturbative corrections in €.

In principle, one can also solve for the derivative of the Schwarzian in (3.63) following a similar
strategy to that outlined above. Namely, it is straightforward to find that when Sch(z,u) = au™, for
some n € Z, then z(u) is related to a Bessel function. Following the steps above, and using the fact
that 9" *1Sch(z,u) = 0 for such configurations, one can then determine all possible terms appearing
in the extrinsic curvature. However, since we are interested in quantizing the theory in a constant
dilaton configuration, we will shortly see that we can avoid this more laborious process.

Therefore, the JT action that we are interested in quantizing is given by:

b a
I = 7/ E—ggbr <\/ 1+ 2¢2 Sch(z,u) — 1 + derivatives of Sch.) , (3.64)
0

where we have added the correct counter-term needed in order to cancel the 1/ divergence in the
€ — 0 limit.

While we have found K[z(u)] and I;r to all orders in perturbation theory in e, we have not
yet studied other non-perturbative pieces in e (that do not come from the — branch in (3.63)).
Such corrections could contain non-local terms in u since all terms containing a finite number of
derivatives in u are captured by the e-perturbative expansion. The full solution of (3.60) provides
clues that such non-perturbative corrections could exist and are, indeed, non-local (as they will not

be a functional of the Schwarzian). The full solution to (3.60) is

2e
= __ au _ 2.2 _ 2.2
Z(u) =e 1—2a%e” +2ae | V—1+a%e S ) (3.65)
v —1+aZ¢e

for some integration constant C;. When C; # 0, note that the correction to Z(u) in (3.65) are

exponentially suppressed in 1/e and do not contribute to the series expansion K,,. However, when
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taking C; # 0, (3.65) there is no way of making Z(u) periodic (while it is possible to make z(u)
periodic). While we cannot make sure that every solution has the feature that non-perturbative
corrections are inconsistent with the thermal boundary conditions, for the remainder of this section
we will only focus on the perturbative expansion of K[z(u)] with the branch choice for the square root
given by (3.63). We will make further comments about the nature of non-perturbative corrections

in section 3.4.

3.3.4 Path integral measure

Before we proceed by solving the path integral of (3.64), it is important to discuss the integration
measure and integration contour for z(u). Initially, before imposing the constraint (3.50) on the
boundary metric, we can integrate over both z(u) and Z(u), with the two variables being complex
conjugates in Euclidean signature. However, once we integrate out Z(u) we are free to choose
an integration contour consistent with the constraint (3.50) and with the topological requirements
discussed at the beginning of this section. Thus, for instance if we choose z(u) € R then the
constraint (3.50) would imply that z’(u) > 0 (or 2/(u) < 0); this, in turn, implies that we solely
need to integrate over strictly monotonic functions z(u). The boundary conditions for z(u) should
nevertheless be independent of the choice of contour; therefore we will impose that z(u) is periodic,
z(0) = z(B). Of course, this implies that z(u) has a divergence. In order to impose that the boundary
is never self-intersecting we will impose that this divergence occurs solely once.'? Such a choice of

contour therefore satisfies the following two criteria:
e That the boundary is not self-intersecting.

e The boundary is time-like when going to Lorentzian signature. This is because redefining
z(u) — 2" (u) = —iz(u) € R leaves the action invariant and describes the boundary of a

Lorentzian manifold. Since i(2°™)’ > 0, it then follows that the boundary would be time-like.

Furthermore, while we have chosen a specific diffeomorphism gauge which fixes v,, = 1/&2, the
path integral measure (as opposed to the action) should be unaffected by this choice of gauge and
should rather be diffeomorphism invariant. The only possible local diffeomorphism invariant path

integral measure is that encountered in the Schwarzian theory [144, 61, 25] and, in JT gravity at

12 All this is also the case in the Schwarzian theory whose classical solution is 7(u) = tan(wu/8). [29] has found
that if considering solutions where 7(u) diverges multiple times (7(u) = tan(nmwu/B) with n € Z) then the fluctuations
around such solutions are unbounded, and the path integral is divergent (one can still make sense of this theory
though, as explained in [63]).
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infinite cutoff [37]:

pull = ] if((;‘)) . (3.66)
z€[0,8)

In principle, one should also be able to derive (3.66) by considering the symplectic form for JT gravity
obtained from an equivalent s[(2,R) BF-theory. In [37] this symplectic form (which in turn yields
the path integral measure (3.66)) was derived in the limit ¢ — 0. It would however be interesting

to rederive the result of [37] at finite € in order to find a more concrete derivation of (3.66).
To summarize, we have therefore argued that both the path integration measure, as well as
the integration contour, in the finite-e theory, can be taken to be the same as those in the pure

Schwarzian theory.

3.3.5 Finite cutoff partition function as a correlator in the Schwarzian

theory

The path integral which we have to compute is given by

B
Zyr(bw, L] = / Dplz] exp {/ dggbr( 1+ 2¢2Sch(z,u) — 1+
2/ (u)>0 o €

+ derivatives of Sch. ﬂ , (3.67)

Of course, due to the agreement of integration contour and measure, we can view (3.67) as the

expectation value of the operator in the pure Schwarzian theory with coupling ¢,

ZJT[¢Z77L] = <Odeformation> = (368)

B
= <exp {/ C&%(bT (\/ 1+ 2e2Sch(z,u) — 1 — g2 Sch(z,u) 4 derivatives of Sch.) ] > .
0

A naive analysis (whose downsides will be mention shortly) would conclude that, since in the pure
Schwarzian theory, the Schwarzian can be identified with the Hamiltonian of the theory (—% =
Sch(z,u)), then computing (3.68) amounts to computing the expectation value for some function of
the Hamiltonian and of its derivatives. In the naive analysis, one can use that the Hamiltonian is
conserved and therefore all derivatives of the Schwarzian in (3.68) can be neglected. The conservation

of the Hamiltonian would also imply that the remaining terms in the integral in the exponent (3.68)
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are constant. Therefore, the partition function simplifies to

2 2
ZJT[¢ba L] —naive <€‘XP l:ﬁ;zr (W -1+ 2%& H):| > . (369)

which can be conveniently rewritten in terms of the actual boundary value of the dilaton ¢, = ¢, /e

and the proper length L = /e as

ZJTM)ba L] —naive <eXP |:L¢b( 1-— 512) —1 + Z]> . (370)

The result for this expectation value in the Schwarzian path integral is given by
Loy | J1-25—-1
Zi7(P6, L] =naive /ds ssinh(27s)e b( % ) (3.71)

where we have identified the energy of the Schwarzian theory in terms of the sl(2,R) Casimir for
which (for the principal series) E = Co(A = is+ 3) + 1 = s? (see [115, 35, 36, 1]). The result (3.71)
agrees with both the result for the WdW wavefunctional presented in section 3.2 (up to an overall
counter-term) and with the results of [70, 71] (reviewed in the introduction), obtained by studying
an analogue of the TT deformation in 1d.'3

As previously hinted, the argument presented above is incomplete. Namely, the problem appears
because correlation functions of the Sch(z,u) are not precisely the same as those of a quantum
mechanical Hamiltonian. While at separated points correlation functions of the Schwarzian are
constant (just like those of 1d Hamiltonians), the problem appears at identical points where contact-
terms are present. Therefore, the rest of this section will be focused on a technical analysis of the
contribution of these contact-terms, and we will show that the final result (3.71) is indeed correct

even when including such terms.

The generating functional

To organize the calculation we will first present a generating functional for the Schwarzian operator

in the undeformed theory. This generating functional is defined by

D .
Zualjw)] = [ oAt o s, (372

13We identify the deformation parameter A = 4‘252 in [70, 71].
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for an arbitrary function j(u) which acts as a source for Schwarzian insertions. This path integral
can be computed repeating the procedure in [25], which we also review in appendix A.1.1. The final

answer is given by

M _s2
Zsenlj(u)] ~ e 0 duit /dsssinh(Qﬂ's)e 7 I 5t (3.73)

We will use (3.73) to evaluate the integrated correlator (3.68), by rewriting it as

(Odeformation) = {GXP </05 g@ : ( 1+ 252% -14+K [%(Jgu)}) :)

X Zsch[j(u)]] s (374)

3 (u)=0

where |C [c’%%] is a placeholder for terms containing derivative terms of the Schwarzian and,

equivalently, for terms of the from ...J, 6j‘(;u) .... Finally, : O : is a point-splitting operation whose

role we will clarify shortly.

Computing the full path integral

To understand the point splitting procedure necessary in (3.77), we start by analyzing the structure

of correlators when taking functional derivatives of Z;p[j(u)]. Schematically, we have that

=a; + a2[5(uij)] + a3[3u5(uij)] + ..., (375)
J(u)=¢r

) 1) .
(mul) " i) ZSM“”)

where a; is a constant determined by the value of the coupling constant ¢, and az[d(u;;)]] captures
terms which have d-functions in the distances u;; = u; — u;, while a3[0,0(u;;)] contains terms with
at least one derivative of the same d-functions for each term.'* The ... in (3.75) capture potential
higher-derivative contact-terms.
If in the expansion of the square root in the exponent of (3.74) one takes the functional derivative
§/6;j(u) at identical points then the contact terms in (3.75) become divergent (containing §(0), §’(0),
..). An explicit example about such divergences is given in appendix A.3 when evaluating the
contribution of Ky[z] in the perturbative series. In order to eliminate such divergences we define the
point-splitting procedure
o 4] ]

P — = lim - e — . 3.76
dj(u)n (ury ey un)—=u 0j(ur)  6f(up) (376)

14For example, when n = 2 the exact structure of (3.75) is computed in [25] and is reviewed in appendix A.3.
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Such a procedure eliminates the terms containing §(0) or its derivatives since we first evaluate the
functional derivatives in the expansion of (3.77) at separated points.

The structure of the generating functional also suggests that when integrating the correlator
(3.75) the contribution of the derivatives of d(u;;) vanish after integration by parts since we will be
evaluating (3.77) for constant dilaton values. As we explain in more detail in appendix A.3, the origin

of the derivatives of §(u;;) is two-fold: they either come by taking functional derivatives ¢/dj(u) of

-/ 2
the term exp ( foﬁ du ]2;(13) ) in Zgen[j(u)], or they come from the contribution of the derivative terms
K [au%} . In either case, both sources only contribute terms containing derivatives of §-functions

(no constant terms or regular d-functions). Thus, since such terms vanish after integration by parts,

-/ 2
neither K {&lwéu)} nor exp ( fO’B duj2;22)) contribute to the partition function. Consequently, we

have to evaluate

<Odcformation>

B 2 1
= (/dsssinh(%’s) exp {/ (i;L¢r<: 1+ 22 .5 : —1)] e~ T 15 d'u.j(u)>
o € 67 (u)

To avoid having to deal with the divergences eliminated by the point-splitting discussed in the

(3.77)
J(w)=0

continuum limit, we proceed by discretizing the thermal circle into 3/§ units of length § (and will
ultimately consider the limit § — 0).1® Divergent terms containing d in the final result correspond
to terms that contain §(0) in the continuum limit and thus should be eliminated by through the
point-splitting procedure (3.76). Therefore, once we obtain the final form of (3.77), we will select
the universal diffeomorphism invariant §-independent term.

To start, we can use that

2 —c+1i00 / cwdn
e 500 — L day, |:7TY1(204u)} 6742 % (3.78)
2mi —c—i00 \/(Tu

where we have introduced a Lagrange multiplier a,, for each segment in the thermal circle. The

integration contours for all «, are chosen along the imaginary axis for some real constant c¢. The

15Sums and products of the type > uefo,p) and [L,epo,5) will iterate over all B/ intervals.
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next step is to apply the differential operator in the exponent in (3.77) to (3.78),

B D (. 2_98 ._ 2ayju
CECEN

u€[0,8)

B D (. 2_98 ._ B 204 ju
— (e 3 dus (/1422 5y 1)> e~ I du Zg5n

Ju=0

Gu=0

tJo 4oy, €2

=:exp Z g ( 1-— 252 1) 5 (3.79)
u€l0,8)

where : --- : indicates that we will be extracting the part independent of the UV cutoff, §, when

taking the limit 6 — 0. Thus, we now need to compute

oo —c+ioo T
Zir o, L] = 2%” :/O dsssinh(?ws)/ dau) [ Yl\(%aiu ]

x (Do (Vi) (3.80)

—c—100

In order to do these integrals we introduce an additional field o,, such that

e%( 1— 4(‘(214652 _1 / dg’/,[; / 26¢T2 20uau¢1 +23¢7E‘2 (1 Uu) (3.81)
e

where in order for the integral (3.81) to be convergent, we can analytically continue ¢, to complex

values. We can now perform the integral over «,, using (3.78), since «, now appears once again in

the numerator of the exponent:

Zyr [¢p, L] = : / ds ssinh(27s)
0

e dUu 6¢T > —;i-l-%(l—au)z .
></0 H 0-3/2  ore? € E[OYB)[ ot 2ous ] o (3.82)
u€l0,8) YU

We now change variable in the equation above from o,, — 1/5,, and perform the Laplace transform,
once again using (3.81). We finally find that (when keeping the finite terms in §) the partition

function is given by:'6

- ﬁ%"’( 1—#—1)
ZJT [¢ba L] ~ / dSSSiIlh(QT(‘s) e ° 2
0

~ ds ssinh(27s) e? <V - 4>‘52/¢’71) (3.83)

)
0

160nce again to integrate over &, we have to analytically continue ¢, to complex values. Finally, to perform the
integral over s in (3.83) we analytically continue back to real values of ¢, and, equivalently, ¢y.
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where we defined A\ = £2/(4¢,.). This partition function agrees with the naive result (3.71) obtained
by replacing the Schwarzian with the Hamiltonian of the pure theory. Consequently, we arrive to the
previously mentioned matching between the Euclidean partition function, the WdW wavefunctional

and the partition function of the 7T deformed Schwarzian theory,

e Wy (gn, L] = Za=c2/(49,)(B) = Zyr[n, L] . (3.84)

As a final comment, the Euclidean path integral approach hides two ambiguities. First, as we
briefly commented in section 3.3.3, the finite cutoff expansion of the extrinsic curvature might involve
terms that are non-perturbatively suppressed in €. As we have mentioned before, such terms can
either come from considering non-local terms in the extrinsic curvature K[z(u)] or by considering
the contribution of the negative branch in (3.63). Second, even if these terms would vanish, the
perturbative series is only asymptotic. Performing the integral (3.83) over energies explicitly gives

a finite cutoff partition function

Lo2e—Lov
Zyrldn, L) = %I@( — B2+ 47)). (3.85)

This formal result is not well defined since the Bessel function is evaluated at a branch cut '7. The
ambiguity related to the presence of this branch cut can be regulated by analytic continuation; for
example, in I — Le*, and the € — 0 limit we find different answers depending on the sign of €. The
ambiguity given by the choice of analytic continuation can be quantified by the discontinuity of the
partition function Disc Z for real ¢ and L.

A similar effect is reproduced by the contracting branch of the wavefunction from the canonical
approach, there are two orthogonal solutions to the gravitational constraint W, defined by their
small cutoff behavior Uy ~ e*?L'Z, where Z, is finite. In the language of the Euclidean path
integral, the different choice of wavefunctionals correspond to different choices for the square root
in the extrinsic curvature (3.63). Imposing Hartle-Hawking boundary conditions fixes ¥, which
matches the perturbative expansion of the Euclidean path integral. The corrections to the partition
function from the other branch are exponentially suppressed ¥_ /¥ ~ em ez,

As previously hinted, contributions from turning on W_ are not only related to the choice of

branch for K[z(u)], but is the same as the branch-cut ambiguity mentioned above for (3.85). To

17This can be tracked to the fact that we are sitting at a Stokes line. It is curious that this explicit answer gives a
complex function even though the perturbative terms we found from the path integral are all real (this phenomenon
also happens in more familiar setups like WKB).
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see this, we can notice that Disc Z is a difference of two functions that separately satisfy the WdW
equation and goes to zero at small cutoff. Therefore it has to be of the same form as the ¥_ branch

given in (3.37).

3.4 The contracting branch and other topologies

In this section, we will analyze two different kinds of non-perturbative corrections to the partition
function. First we will study corrections that are non-perturbative in the cutoff parameter e in
sections 3.4.1 and 3.4.2, which come from turning on the contracting branch of the wavefunction.
Then, we will comment on non-perturbative corrections coming from non-trivial topologies in section

3.4.3.

3.4.1 Unitarity at finite cutoff

Given the exact form of the wavefunction for general cutoff surfaces, we can study some of the more
detailed questions about 7T in AdSs>. One such question is whether the theory can be corrected to
become unitarity. As can be seen from the expression for the dressed energy levels (3.2), the energies
go complex whenever A > 1/(8F). This is unsatisfactory if we want to interpret the finite cutoff JT
gravity partition function as being described by a 0+ 1 dimensional theory, just like the Schwarzian
theory describes the full AdS; bulk of JT gravity. There are a few ways in which one can go around
this complexification.

Firstly, we can truncate the spectrum of the initial theory so that E is smaller than some Eyyay.
This is totally acceptable, but if we want to have an initial theory that describes the full AdSs
geometry, we cannot do that without making the flow irreversible. In other words, the truncated
Schwarzian partition function is not enough to describe the entire JT bulk. The second option is
to accept there are complex energies along the flow but truncate the spectrum to real energies after
one has flowed in the bulk. In 1D this was emphasized in [70] (and in [16, 145] for 2D CFTs). The
projection operator that achieves such a truncation will then depend on A and, in general, will not
solve the flow equation (3.47) of the partition function. A third option is that we use the other
branch of the deformed energy levels £_ (see (3.2)) to make the partition function real. In doing
so, we will be guaranteed a solution to the Wheeler-de-Witt equation. Let us pursue option three
in more detail and show that we can write down a real partition function Zy(8) with the correct

(Schwarzian) boundary condition at A — 0.
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The solution to the TT flow equation (3.47) that takes the form of a partition function is,
Znon—pert-(3) — / dEp, (E)e P&+EN 4 / dEp_(E)e P& (BN, (3.86)
0 —o00

Here, we took the ranges of F to be such that £ are bounded from below. As A — 0, we see that
the first term goes to some constant (as we already saw previously), but the second term goes to
zero non-perturbatively in A as e =#/(?Y)_ From the boundary condition A\ — 0 we can therefore not
fix the general solution, but only p (E) = sinh(27v/2CE). If we demand the partition function to
be real, then both integrals over E in (3.86) should be cutoff at E = 1/(8\) and it will therefore
not be a solution to (3.47) anymore, because the derivatives with respect to A can then act on the

integration limit. However, by picking

—sinh(2rvV2CE) 0< E < &
p = : (3.87)
p(E) E<0

with p(E) an arbitrary function of E, the boundary terms cancel and we obtain a valid solution to
(3.47) and the associated wavefunction ¥ = eX% Z will solve the WdW equation (3.32). The final

partition function is then given by (see appendix A.2 for details),

0

8
- 1
Zmon—pert. gy _ e I ( 2+16C7r2)\) +/ dEp(E)e PE- (BN (388

A () V2M(B2 + 16072 ) 24 ’ —o0 pLE) 353

Notice that when we redefine E such that we have the canonical Boltzman weight in the second

term of (3.88), the support of p is for F > %, because for this redefined energy £ = 0 maps to

%. Let us comment on this partition function. First, because of the sign in (3.87), the first part
of (3.88) has a negative density of states and turns out the be equal to (3.7) with support between
0<EL %, see Fig. 3.3. Second, there is a whole function worth of non-perturbative ambiguities
coming from the second term in (3.88) that cannot be fixed by the Schwarzian boundary condition.
From the Euclidean path integral approach, assuming that the extrinsic curvature does not receive
non-perturbative corrections, we could fix p(E) = 0 by choosing an appropriate analytic continuation

on L when defining the partition function.

3.4.2 Relation to 3d gravity

The analysis in the previous section can be repeated in the context of 3D gravity and TT deformations

of 2D CFTs on a torus of parameters 7 and 7. The deformed partition function satisfies an equation
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Figure 3.3: In orange, we show the undeformed density of states sinh(27r\/E) of JT gravity at infinite
cutoff. In dashed black, we show the density of states of the theory with just the branch of the root,
&€_, that connects to the undeformed energies, until the energy complexifies. In blue, we show the
density of states px(E) of the deformed partition function (3.88) which includes non-perturbative
corrections in A. Above we have set p(E) = 0 and A = 1/4 and C = 1/2, the black line therefore
ends at F = ﬁ = 1. The vertical dashed line indicates the energy beyond which p has support.

similar to (3.47) derived in [143]. This is given by
YN {sfzafée 14 (z‘(aT o) - ) /\3A] Z, (3.89)
The solutions of this equation, written in a form of a deformed partition function, can be written as

(9]
Z(r 7N =) / dEpy (E)e e (B k) amikn (3.90)
£, kv Eo

where 7 = 7, + imo and T = 7, — iTo. Here we have set the radius to one and

1
E+(Bk) = o (1 /1 —8)\E+647r2k2)\2>. (3.91)

As usual we pick the minus sign of the root as that connects to the undeformed energy levels at
A = 0. The energy levels of the deformed partition function complexify when E. = g5 + 8k?m2\2%.
So we would like to cutoff the integral there. Similarly, a hard cutoff in the energy will not solve
the above differential flow equation anymore. We can resolve this by subtracting the same partition
function but with the other sign of the root in (3.91). This is again a solution, but (again) with

negative density of states.
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3.4.3 Comments about other topologies

Finally, we discuss the contribution to the path integral of manifolds with different topologies. The
contribution of such surfaces is non-perturbatively suppressed by e~ ?0X(M) wwhere X (M) is the Euler
characteristic of the manifold.

We start with surfaces with two boundaries of zero genus, where one boundary has the Dirichlet
boundary conditions (3.10) and the other ends on a closed geodesic with proper length b. The
contribution of such surfaces to the partition function, referred to as “trumpets”, has been computed
in the infinite cutoff limit in [37]. We can repeat the method of section 3.2.4 to a spacetime with
the geodesic hole of length b by applying the WdW constraints to the boundary on which we have
imposed the Dirichlet boundary conditions. This constraint gives the trumpet finite cutoff partition
function

oL

Ztrumpet [¢b7 L7 b] = m[(l ( - (b%(LQ - b2)) . (392)

The partition function diverges as L — b, indicating the fact that the boundary with Dirichlet
boundary conditions overlaps with the geodesic boundary.

In order to construct higher genus surfaces or surfaces with more Dirichlet boundaries one can
naviely glue the trumpet to either a higher genus Riemann bordered surface or to another trumpet.
In order to recover the contribution to the partition function of such configurations we have to
integrate over the closed geodesic length b using the Weil-Petersson measure, du[b] = dbb. However,
if integrating over b in the range from 0 to oo for a fixed value of L we encounter the divergence at
L =0

One way to resolve the appearance of this divergence is to once again consider the non-perturbative
corrections in € discussed in section 3.4.1 for the trumpet partition function (3.92). We can repeat
the same procedure as in 3.4.1 by accounting for the other WdW branch thus making the density

of states of the “trumpet” real. Accounting for the other branch we find that

2w L

Znonfpert. 7L7b _
[(bb ] \/ﬂ

trumpet

11< $2(L2 — b2)) 7 (3.93)

where we set the density of states for negative energies for the contracting branch to 0. Interestingly,

the partition function (3.93) no longer has a divergence at L = b which was present in (3.92) and
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precluded us previously from performing the integral over b. We could now integrate '8

Znon—pert. [¢b1 s L17 ¢b2 s L2] —naive / dbb Znon_pert [¢b1 ) Lla b]ZHOD—Pert- [(bbw L27 b] ) (394)
0

cyl. trumpet trumpet

to obtain a potential partition function for the cylinder.!?

Besides the ambiguity related to the non-perturbative corrections, there is another issue with the
formula for the cylinder partition function (3.94). Specifically, for any value of the proper length L,
and Lo and for a closed geodesic length b (with b < L; and b < Ls) there exist cylinders for which the
Dirichlet boundaries intersect with the closed geodesic of length b. Such surfaces cannot be obtained
by gluing two trumpets along a closed geodesic as (3.94) suggests when using the result (3.92). Given
that the partition function (3.93) does not have a clear geometric interpretation when including the
contributions from the contracting branch, it is unclear if (3.94) accounts for such geometries. Given
these difficulties, we hope to revisit the problem of summing over arbitrary topologies in the near
future.

As another example of non-trivial topology, one can study the finite cutoff path integral in a disk
with a conical defect in the center. Such defects were previously studied at infinite cutoff in [63].

The answer from the canonical approach is given by

Zdefect [(bb, L] == \/%Kl ( — A /(b%(LQ + 47’(’2(){2))7 (395)

where « is the opening angle, and o = 1 gives back the smooth disk wavefunction. This function is

finite for all L.

3.5 de Sitter: Hartle-Hawking wavefunction

As a final application of the results in this chapter, we will study JT gravity with positive cosmological
constant, in two-dimensional nearly dS spaces. We will focus on the computation of the Hartle-
Hawking wavefunction, see [139], and [147]. The results in these references focus on wavefunctions
at late times, with an accurate Schwarzian description. Using the methods in this chapter, we will

be able to compute the exact wavefunction at arbitrary times.

18 Alternatively, one might hope to directly use WdW together with the results of [37] for arbitrary genus to directly
compute the partition function at finite cutoff. However, as pointed out in [146], the WdW framework is insufficient
for such a computation; instead, computing the full partition function requires a third-quantized framework which
greatly complicates the computation.

19While unfortunately we cannot compute the integral over b exactly it would be interesting to check whether the
partition function for the cylinder can be reproduced by a matrix integral whose leading density of states is given by
the one found from the disk contribution.
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Figure 3.4: Frame in which geometry is rigid dS2. Time runs upwards. We show the wiggly curve where
we compute the wavefunction in blue (defined by its length and dilaton profile).

The Lorenzian action for positive cosmological constant JT gravity is given by

1
= [ VasR-2)~ [ K. (3.96)
M oM
Following section 3.2.3, we use the ADM decomposition of the metric
ds* = —N?dt? + h(df + N, dt)?, h=e* (3.97)

where now t is Lorenzian time and 6 the spatial direction. We will compute the wavefunction of the
universe U[L, ¢y (u)] as a function of the total proper length of the universe L and the dilaton profile
¢p(u) along a spatial slice. The proper spatial length along the boundary is defined by du = e?df.

The solution satisfying the gravitational constrains is given by

—i [F du| /2 —M+(0udp)2—0udp tanh’1< 1+(z§%)42)]

where the index + indicates we will focus on the expanding branch of the wavefunction. This is
defined by its behavior ¥ ~ eiJo du @) i the limit of large universe (large L).

To get the wavefunction of the universe, we need to impose the Hartle-Hawking boundary condi-
tion. We will look again to the limit of large L, and for simplicity, we can evaluate it for a constant
dilaton setting 9, ¢, = 0 (this is enough to fix the expanding branch of the wavefunction completely).

As explained in [139], one can independently compute the path integral with Hartle-Hawking
boundary conditions in this limit by integrating out the dilaton first. This fixes the geometry to be
rigid d.Ss, up to the choice of embedding of the boundary curve inside rigid dSs, see figure 3.4. Then

the result reduces to a Schwarzian path integral parametrizing boundary curves, just like in AdS,.
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The final result for a constant dilaton and total length L is given by

M

U by, L] ~ e—wa/dM sinh (27 M)e'" 2%, Ly — 0o, ¢/ L fixed. (3.99)

This boundary condition fixes the function p(M) in (3.98), analogously to the procedure in section
3.2.4.

Then the final answer for the expanding branch of the Hartle-Hawking wavefunction of JT gravity
is

2_
i Jo du| /@ —M+(Bud)?~Oudy tanh*( 1+%)}

U [¢y, L] = / ~ dM sinh(2nVT)e (3.100)

0

The same result can be reproduced for constant values of ¢,(u) = ¢, by following the procedure in
section 3.3, writing the extrinsic curvature along the spatial slice as a functional of the Schwarzian
derivative. Following the same steps as in section 3.3.5, one could then recover the wavefunction
(3.100) by computing the Lorentzian path integral exactly, to all orders in cutoff parameter .

The procedure outlined so far parallels the original method of Hartle and Hawking [142]. First,
we solve the WdW equation, which for this simple theory can be done exactly. Then, we impose the
constrains from the no-boundary condition. The only subtlety is that, while Hartle and Hawking
impose their boundary conditions in the past, we are forced to impose the boundary condition at
late times. This is a technical issue since the limit L — 0 is strongly coupled. Nevertheless, we
could, in principle, do it at early times if we would know the correct boundary condition in that
regime.

A different procedure was proposed by Maldacena [148]. The idea is to compute the no-boundary
wavefunction by analytic continuation, where one fills the geometry with ‘—AdS’ instead of dS.2°
We can check now in this simple model that both prescriptions give the same result. For simplicity,
after fixing the dilaton profile to be constant, one can easily check that the result (3.100) found
following Hartle and Hawking matches with the analytic continuation of the finite cutoff Euclidean
path integral in AdS computed in section 3.3.

For a constant dilaton profile, we can perform the integral to compute the wavefunction

L 2
V[, L] = ﬁi’;_iem (z‘\/¢>§(L2 —4n2 — ie)), (3.101)

where the ie prescription is needed to make the final answer well defined (see also section 3.4). This

20For a review in the context of JT gravity see section 2.3 of [139].
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wavefunction satisfies the reduced WdW equation 2!
(Lé — LOL(L™10,))¥[L, 4] = 0. (3.102)

One interesting feature of this formula is the fact that it also satisfies the naive no-boundary condition
since W, [L — 0,¢p] — 0. Nevertheless, even though it behaves as expected for small lengths, it
has a divergence at Lgiy = 27 (the Bessel function blows up near the origin). Semiclassically, the
geometry that dominates the path integral when L = 27 is the lower hemisphere of the Euclidean S?
(dashed line in figure 3.4). This is reasonable from the perspective of the JT gravity path integral
since this boundary is also a geodesic, but it would be nice to understand whether this divergence
is unique to JT gravity, or would it also be present in theories of gravity in higher dimensions.

We can also comment on the TT interpretation of dS gravity. For large L it was argued in [139]
that a possible observable in a dual QM theory computing the wavefunction can be W [L] ~ Tr[e!LH],
with an example provided after summing over non-trivial topologies by a matrix integral (giving a
dS version of the AdS story in [37]). We can extend this (before summing over topologies) to a
calculation of the wavefunction at finite L by TT deforming the same QM system. This is basically
an analytic continuation of the discussion for AdSs given in previous sections.

So far we focused on the expanding branch of the wavefunction following [139]. We can also find
a real wavefunction analogous to the one originally computed by Hartle and Hawking [142], which

we will call Wi rea1. This is easy to do in the context of JT gravity and the answer is

2
\IJHH,real[L; d)b} = %12 (z\/ Q%(LQ - 47T2)) (3103)

This wavefunction is real, smooth at L = 27 and also satisfies Uyp yeal[L — 0, ¢p] — 0. We plotted
the wavefunction in Fig. 3.5. For large universes this state has an expanding and contracting branch
with equal weight.

Finally, the results of this section can be extended to pure 3D gravity with positive cosmological
constant A = 2/¢2. Using Freidel reconstruction kernel, the wavefunction W[e*] satisfying WdW, as

a function of the boundary frame fields e, is given by

U, [et] = ooy J ¢ /DE e ismay [ EIAET Z(E +e). (3.104)

21This differs from the wavefunction written in [139] since we found a modification in the WAW equation. The
solutions are related by ¥nere = LWipere- The Klein-Gordon inner product defined in [139] should also be modified
accordingly.
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Figure 3.5: Plot of the wavefuntion Wiy yea for ¢p = 1/4. The vertical dashed line indicates the
location, L = 2w, where the expanding branch U of the wavefunction (3.101) diverges, but Yy real
remains finite.

This is the most general, purely expanding, solution of WdW up to an arbitrary function of the
boundary metric Z(FE). We can fix ¥ uniquely by looking at the late time limit, or more accurately,
boundary metrics with large volume. In this limit Freidel formula gives W [Te*] ~ %+ (T:€) Z(e)
for large T'. The first term is rapidly oscillating with the volume T' at late times and we see the
finite piece is precisely the boundary condition we need Z(e). The path integral calculation of the
finite piece Z(e) was done in [147] for the case of a boundary torus (see their equation 4.121 and also
[149]) and gives a sum over SL(2,Z) images of a Virasoro vacuum character. We leave the study of

the properties of this wavefunction for future work.

3.6 Outlook

JT gravity serves as an essential toolbox to probe some universal features of quantum gravity.
In the context of this chapter, we have shown that the WdW wavefunctional at finite cutoff and
dilaton value in AdS; agrees with an explicit computation of the Euclidean path integral; this,
in turn, matches the partition function of the Schwarzian theory deformed by a 1D analog of the
TT deformation. Consequently, our computation serves as a check for the conjectured holographic

duality between a theory deformed by TT and gravity, in AdS, at a finite radial distance.

Finite cutoff unitarity

Beyond providing a check, our computations indicate paths to resolve several open problems related
to this conjectured duality. One such issue is that of complex energies that were present when

deforming by TT (both in 1 and 2D), and were also present in the WdW wavefunctional when solely
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accounting for the expanding branch. However, from the WdW perspective, one could also consider
the contribution of the contracting branch, and, equivalently, in the FEuclidean path integral, one
could also account for the contribution of non-compact geometries. In both cases, such corrections
are non-perturbative in the cutoff parameter ¢ or, in the context of TT, in the coupling of the
deformation A. Nevertheless, we have shown that there exists a linear combination between the two
wavefunctional branches that leads to a density of states which is real for all energies. Thus, this
suggests that a natural resolution to the problem of complex energy levels is the addition of the other
branch, instead of the proposed artificial cutoff for the spectrum once the energies complexify [16].
While the problem of complex energy levels is resolved with the addition of the contracting branch,
a new issue appears: the partition function now has a negative density of states. This new density of
states implies that, even with such a resolution, the partition function is not that of a single unitary
quantum system. In three bulk dimensions, one has a similar state of affairs. The energy levels
again complexify, and the other branch of the solution space can cure this, with the caveat that the
density of states will become negative. A possible resolution consistent with unitarity would be that
the finite cutoff path integral is not computing a boundary partition function but something like an
index, where certain states are weighted with a negative sign.

A related issue that leads to the ambiguity in the choice of branches is that the non-perturbative
piece of the partition function that cannot be fixed by the A — 0 boundary condition. This ambiguity
can be cured by putting additional conditions on the partition function. Fixing the A-derivative of
Z\" 7P (3) does not work, but for instance Zy°"P"(8) — 0 as 8 — 0 would be enough to
fix the partition function completely. One other possibility, motivated by the bulk, is to fix the
extrinsic curvature K at e — 0. This will eliminate one of the two branches and, therefore, also p
in (3.88).22 One can also try to foliate the spacetime with different slices, for instance, by taking
constant extrinsic curvature slices.?3 In 3D, this was done explicitly in [151] for a toroidal boundary
and in [152] for more general Rieman surfaces. In particular, for the toroidal boundary, it was
found that the wavefunction in the mini-superspace approximation inherits a particular modular
invariance, and it would be interesting to compare that analysis to the one done in [143].

In the AdS3/CFTy context, it would also be interesting to understand the non-perturbative
corrections to the partition function purely from the field theory. As the TT deformation is a

particular irrelevant coupling, it is not unreasonable to suspect that such corrections are due to

22However, such a resolution appears to bring back the complex energies.

23 Appendix A.1.2, in fact, provides a non-trivial check of the form of the extrinsic curvature K[z(u)] by considering
boundary conditions with fixed extrinsic curvature slices. We will provide further comments about such boundary
conditions in [150].
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instanton effects contributing at O(e~'/*). The fate of such instantons can be studied using, for
example, the kernel methods [138, 153] or the various string interpretation of TT [154, 155]; through

such an analysis, one could hope to shed some light on the complexification of the energy levels.

Application: Wavefunction of the universe

The techniques presented in this chapter also apply to geometries with constant positive curvature.
We do this calculation in two ways. On one hand we solve the WdW constraint that this wavefunction
satisfies, imposing the Hartle-Hawking boundary condition. On the other hand, we compute the
wavefunction as an analytic continuation from the Euclidean path integral on -AdS’. As expected,
we find that both results match. We also analyze two possible choices to define the wavefunction.
The first solely includes the contribution of the expanding branch and has a pole when the size of
the universe coincides with the dS radius. The second is a real wavefunctional, which includes the
non-perturbative contribution of the contracting branch and is now smooth at the gluing location.
It would be interesting to identify whether this divergence is present in higher dimensions or if it
is special to JT gravity. We also leave for future work a better understanding of the appropriate
definition of an inner product between these states.?* Finally, we outlined how a similar analysis
can be used to find the no-boundary wavefunction for pure 3D gravity with a positive cosmological

constant, the simplest example corresponding to a toroidal universe.

Sum over topologies

An important open question that remains unanswered is the computation of the JT gravity partition
function when including the contribution of manifolds with arbitrary topology. While we have
determined the partition function of finite cutoff trumpets using the WdW constraint, this type of
surface is insufficient for performing the gluing necessary to obtain any higher genus manifold with
a fixed proper boundary length. It would be interesting to understand whether the contribution of
such manifolds to the path integral can be accounted for by using an alternative gluing procedure
that would work for any higher genus manifold.

For the cylinder, we can actually avoid the gluing. From a third quantisation point of view,
one way to think about the cylinder partition function, or double trumpet, is as the propagator

associated to the WdW equation in mini-superspace,

[—Lo + LAL(L™'94)] eytinder (6, &', L, L) = (L — L')6(¢ — ¢'). (3.105)

241n the limit of large universes, some progress in this direction was made in [139].
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This avoids the integral over b and since the WdW equation (3.105) is just the propagator of a
massive particle in a constant electric field?>, we can solve it with standard methods. The resulting
propagator is proportional to a Hankel function of the geodesic distance on mini-superspace, but
does not have the same form as the double trumpet computed in [37] once L, L', ¢ and ¢’ are taken
large. In fact, it vanishes in that limit. Furthermore, there is a logarithmic divergence when the
geodesic distance in mini-superspace vanishes, i.e. when L = L' and/or ¢ = ¢’. There are several
reasons for this discrepancy. The obvious one would be that the cylinder is not the propagator in
third quantisation language, but this then raises the question, what is this propagator? Does it have
a geometric interpretation? It would be interesting to understand this discrepancy better and what

the role of the third quantised picture is.

Coupling to matter & generalizations

Finally, it would be interesting to understand the coupling of the bulk theory to matter. When
adding gauge degrees of freedom to a 3D bulk and imposing mixed boundary conditions between
the graviton and the gauge field, the theory is dual to a 2D CFT deformed by the JT deformation
[156].26 In 2D, the partition function of the theory coupled to gauge degrees of freedom can be
computed exactly even at finite cutoff; this can be done by combining the techniques presented
in this chapter with those in [3] 27 . It would be interesting to explore the possibility of a 1D
deformation, analogous to the JT deformation in 2D, which would lead to the correct boundary
dual for the gravitational gauge theory. Since gauge fields do not have any propagating degrees of
freedom in 2D, it would also be interesting to explore the coupling of JT gravity to other forms of
matter.?® In the usual finite cutoff AdSs;/TT deformed CFT correspondence, adding matter results
in the dual gravitational theory having mixed boundary conditions for the non-dynamical graviton
[158]. Only when matter fields are turned off are these mixed boundary conditions equivalent to the
typical finite radius Dirichlet boundary conditions. In 2D this was done for the matterless case in

[71] and it would be interesting to generalise this to include matter.

251n the coordinates u = ¢? and v = L2, (3.32) reduces to (au&, — % — iau) U = 0. This is the KG equation for

m? = 1/2 and external gauge field A = 2%dv. Notice that the mini-superspace is Lorentzian, whereas the geometries
WU describes are Euclidean.

26Here, JT is a composite operator containing J, a chiral U(1) current, and T, a component of the stress tensor.

27 Another possible direction could be to understand the result for 2D gravity as a limit of 3D (either for near
extremal states [84] or in relation to SYK-like models [157]).

28One intriguing possibility is to couple JT gravity to a 2D CFT. The effect of the CFT on the partition function
has been studied in [36, 4] through the contribution of the Weyl anomaly in the infinite cutoff limit. It would be
interesting to see whether the effect of the Weyl anomaly can be determined at finite cutoff solely in terms of the
light-cone coordinate z(u).
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Chapter 4

Coupling to gauge fields

4.1 Outline of results

As emphasized in the introduction, the geometry of the near-horizon region in near-extremal black
holes is universal: as we approach the horizon there is an AdS; throat with a slowly varying internal
space. The low-energy behavior of such black holes is expected to arise from the near-horizon
region which, in turn, can be captured by a two-dimensional effective gravitational action coupled

to Yang-Mills theory?

1 1
Sirym =— §¢0 /M d*z\/gR — 3 /M d*z\/g p(R + 2)
1  ¢o+9¢
— [ & mgre | — 4 2 PV Tr FFy 4 Shoundary (G, @, A) . 4.1
/M x/99"g 1e2 463@0 v Fnp + Sboundary (9, ¢, A) (4.1)

As we will rigorously show in the next chapter, the action (4.1) captures all the massless degrees of
freedom that can generically arise in such an effective description.? The first line in (4.1) describe the
bulk terms in pure Jackiw-Teitleboim (JT) gravity [38, 39], with a cosmological constant normalized

to A = —2. The dilaton ¢g + ¢ parametrizes the size of the internal space and is split into two-

Tt is instructive to consider how the action (4.1) arises from the dimensional reduction to AdSs in a specific
example of near-extremal black holes. The dimensional reduction of the near-horizon region in Reissner-Nordstrom
black holes in flat space is discussed extensively in the review [90]. The inclusion (in asymptotically flat or AdSy
space) of the Maxwell field under which the black hole is charged is discussed in [88, 92, 97], while the addition of the
massless gauge degrees of freedom appearing due to the isometry of the S? internal space is discussed in [89, 92].

2Through-out this chapter we solely work with the action (4.1) written in Euclidean signature. Above, g, is the
metric, R is the scalar curvature (here we use the notation R for the scalar curvature which should not be confused
with the notation R for unitary irreducible representations of G which will be used shortly) and Fj, is the field
strength associated to the gauge field A,. Further details about the conventions in (4.1) will be discussed in the
beginning of section 4.2. Details about the integration contours for the fields are also discussed in that section and
the meaning of the ¢ integral contour in the context of the low energy effective action of near-extremal black holes is
discussed in footnote 0.
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parts: ¢o parametrizes the size of the internal space at extremality, while ¢ gives the deviation from
this values. While generically, the dimensional reduction on the internal space gives rise to a more
complicated dependence in the action of the dilaton field ¢g + ¢, because we are solely interested in
describing the near-horizon region close to extremality, we may assume that ¢ < ¢y. Consequently,
we can linearize the potential for the dilaton field to obtain the effective gravitational action (4.1)
which is linear in the deviation ¢.

The gauge fields that appear in (4.1) through the field strength F' = dA— AA A have two possible
origins: (i) they are present in the higher dimensional gravitational theory, and the near-extremal
black hole could, for instance, be charged under them; for example, for Reissner-Nordstrom black
holes in AdSy or in flat space, the U(1) Maxwell field under which the black hole is charged is also
present in the dimensionally reduced theory; (ii) the fields can arise from the dimensional reduction
on the internal space, in which case, the gauge group is given by the isometry of this space; including
such degrees of freedom in the effective action describes the behavior of the black hole beyond the
S-wave sector [92].3

As mentioned in the introduction, beyond appearing in the effective action that describes the
dimensional reduction of the near-horizon region of such black holes, pure JT gravity serves as a
testbed for ideas in 2D/1D holography and quantum gravity. For instance, when solely isolating
contributions from surfaces with disk topology, the quantization of pure JT gravity can be shown to
be equivalent to that of the Schwarzian theory [29, 37]; in turn, this 1d model arises as the low-energy
limit of the SYK model [159, 160, 28, 20]. When considering the quantization of the gravitational
theory on surfaces with arbitrary topology, the partition function of the theory can be shown to
agree with the genus expansion of a certain double-scaled matrix integral [37, 113]. The solubility of
pure JT gravity is due, in part, to the fact that the bulk action can be re-expressed as a topological
field theory [54, 55, 161, 37, 1]. Consequently, all bulk observables in the purely gravitational theory
are invariant under diffeomorphisms and can oftentimes be shown to be equivalent to boundary
observables directly at the level of the path integral. The addition of the Yang-Mills term in (4.1)
provides an additional layer of complexity for a theory of 2d quantum gravity since the bulk action
is no longer topological. Consequently, there is a richer set of diffeomorphism invariant observables
that could be explored in the bulk.

In this chapter, we present an exact quantization of the gravitational theory (4.1), for an arbitrary

choice of gauge group G and gauge couplings, e, and e4.* By combining techniques used to quantize

3Depending on the origin of the gauge fields, the couplings e and e can be related to the value of the dilaton at
extremality ¢o.
4The bulk term in (4.1) is equivalent in the first order formalism to a Poisson-sigma model. The quantization
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pure JT gravity and the Schwarzian theory [38, 39, 37, 1], together with known results from the
quantization of 2D Yang-Mills [108, 109, 102, 103, 110, 111, 104, 112], we derive the partition
function of the new gravitational gauge theory (4.1) for surfaces with arbitrary genus. While in this
chapter we mainly focus on performing the gravitational path integrals over orientable manifolds,
our derivation can be easily generalized to the unorientable cases discussed in [113], and we outline
the ingredients necessary for this generalization.

The derivation of the partition function depends on the choice of boundary conditions for the
metric, dilaton and gauge field. In turn, this choice fixes the boundary term Shoundary (9, ¢, A) needed
in order for (4.1) to have a well-defined variational principle. For the metric and dilaton field, we

solely set asymptotically AdSs Dirichlet boundary conditions [25],

Gualoiy = 0 Oy = 2, 42)
where u € [0, 5] is a variable that parametrizes the boundary, whose total proper length is fixed,
foﬁ dur/Guu = B/e. In this chapter, we analyze the limit £ — 0 which implies that we are indeed
considering surfaces which are asymptotically AdS,.° However, for the gauge field, we study a
variety of boundary conditions for which the gravitational gauge theory (4.1) will prove to be dual
to different soluble 1d systems.

Specifically, when solely focusing on the contribution to the path integral of surfaces with disk
topology, we find that with the appropriate choice of boundary conditions for the gauge field, the
theory (4.1) is equivalent to the Schwarzian theory coupled to a particle moving on the gauge group
manifold. Based on symmetry principles, one expects such a theory to arise in the low energy limit
of SYK or tensor models with global symmetries [166, 167, 168, 169, 170, 171, 172, 173, 174]. For
instance, the low-energy limit of the complex SYK model with a U(1) global symmetry can be
described by the Schwarzian coupled to a U(1) phase-mode [166, 167, 97]; on the gravitational side,
such a theory arises from (4.1) when fixing the gauge group to be U(1) [89, 92, 97].

When considering the path integral over surfaces with arbitrary genus, we find that the partition
function of the gravitational gauge theory can equivalently be described in terms of a collection
of double-scaled matrix integrals. Each matrix is associated with a unitary irreducible representa-
tion of the gauge group, and the size of that matrix is related to the dimension of its associated

representation. Yet another equivalent description of this matrix integral, and consequently of the

of such theories was studied in the first order formalism in [162, 163] and in [164] for manifolds with boundary.
Nevertheless, the quantization of the Euclidean gravitational theory (in which a sum over all genera is required) or
its relation to matrix integrals has not been previously discussed in the literature.

5An analysis for any value of € is forthcoming [165].
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gravitational theory, can be obtained by considering Hermitian matrices whose elements are not
regular complex numbers,® but instead are functions which map group elements of G to complex
numbers. Such matrix elements are given by the complex group algebra C[G].” This construction
can easily be extended to include the contribution of unorientable manifolds by studying the same
matrix integral, this time considering symmetric matrices whose elements are functions mapping
group elements of G to real numbers (i.e., the real group algebra R[G]).

Beyond, our computation of partition functions, we construct several diffeomorphism invariant
bulk observables, compute their expectation value in the weakly coupled limit and discuss their
boundary dual. One such observable is obtained by coupling the gauge field to the world-line action
of a charged particle (for instance, a quark) moving on the surface M in (4.1). The resulting operator
is a generalization of the Wilson lines from pure Yang-Mills theory to a non-local diffeomorphism
invariant operator in the gravitational gauge theory (4.1). Studying such observables is crucial for
understanding the coupling of (4.1) to charged matter. From the perspective of the effective theory
describing the aforementioned black holes, such charged matter fields can arise from the Kaluza-
Klein reduction on the internal space and can play an essential role in the low-energy behavior of
near-extremal black holes [92].

The remainder of this chapter is organized as follows. In section 4.2 we discuss the preliminaries
needed for the quantization of the theory with action (4.1). As a warm-up problem which emphasizes
the role of boundary conditions in the gauge theory, we start by discussing the simple case in which
the gauge theory is weakly coupled. In section 4.3 we move on to discuss the case of general coupling,
compute the partition function of the gravitational gauge theory on surfaces with disk topology,
and describe the dual boundary theory. In section 4.4, we compute the partition function of the
gravitational theory on surfaces with arbitrary genus, g, and an arbitrary number of boundaries, n.
Next, we show how this result can be obtained from the genus expansion of the previously introduced
matrix integrals. We discuss the construction of several diffeomorphism invariant observables in
section 4.5 and compute their expectation values in a variety of scenarios. Finally, in section 4.6 we

summarize our results and discuss future research directions.

6In the case in which the path integral is solely over orientable manifolds.

"We thank H. Verlinde for providing the unpublished pre-thesis work of A. Solovyov [175] and for suggesting the
useful mathematical references [176, 177, 178]. While these works focus on an analysis of matrix integrals in the case
of discrete groups, they proved to be a valuable source of inspiration for our analysis of gauge theories whose gauge
groups are compact Lie groups.
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4.2 Preliminaries and a first example

Before, proceeding with the quantization of theory (4.1), we first recast the bulk action into a more
convenient form, by introducing the field ¢ as a G-adjoint valued zero-form [103]. The path integral

associated to the action (4.1) can be rewritten as:

Aomyan = / D,y DDA =S5l 4]

- /DgHVDgZ)DQSDA exp [;Qﬁo /M d*z\/g R + % /M d*z\/g p(R +2)
2635

1 e
+ T F‘i’* d2 o4 AN o T 2+S oundar 9 aA . 43
/MZ ro 2//\/1 x\/§<62(1+$))+62> ro boundary (9, @, A) (4.3)

Throughout the chapter, we use Tr(...) to denote the trace in the fundamental representation of
the group G. The trace in the fundamental representation can be explicitly expressed in terms of
the G generators T, normalized such that Tr (T°77) = N'n*, where N is the Dynkin index and 7%
is chosen such that % = diag(—1, ..., —1). The trace in all representations R of the gauge group
G is denoted by xg(...).

After (once again) considering the limit in which ¢ < ¢y, the action appearing in (4.3) can be

rewritten as,

Sirym = *%Qbo /M R — ;/M P(R+2) — /M iTr o F — ;/M d?x\/q (€ — E5¢) Tr ¢

+ Sboundary (ga ¢a A) ) (44)
where,
e2e2 02 et
~ [ ~ [
e = , Cp = ————F— . 4.5
e +ej * = bole? + e;)? (4:5)

In the remainder of this chapter we solely use é and é4 and we will quantize the theory (4.4) without
making any assumptions about these two gauge couplings.
As previously mentioned, in order to compute the partition function (4.3) we need to specify the
boundary term Spoundary (¢, ¢, A) which is needed in order for the theory to have a well-defined vari-
ational principle. When considering the boundary condition (4.2) for the metric and the dilaton field,
one needs to include a Gibbons-Hawking term in Syoundary (9, ¢, 4) 2 — [¢0 faM dun/Guu K + faM At /G P(K — 1)} .
Here, K is the boundary extrinsic curvature.

For the gauge field, we can, for instance, consider Dirichlet boundary conditions, in which we fix
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the value of the gauge field along the boundary, A, = 0. Equivalently, due to the invariance of the
partition function under large gauge transformations, instead of fixing A, |gm = Ay (u) all along the

boundary,® we solely need to fix the holonomy around the boundary?®

h="Pexp ( A Ta> (Dirichlet) . (4.6)

oM

As we will explain shortly, the states obtained by performing the path integral on surfaces with disk
topology and fixed boundary holonomy h, span the entire Hilbert space associated to Yang-Mills
theory; as we exemplify shortly, we can always compute correlators in the presence of a different set
of boundary conditions for the gauge field, by inserting a boundary condition changing defect [1] in
the theory with Dirichlet boundary.

With Dirichlet boundary conditions for the gauge field and the boundary conditions (4.2) for
the metric and dilaton, no other boundary term besides the Gibbons-Hawking term is needed in
order for the theory to have a well-defined variational principle. Thus, the action (4.4) can finally

be recasted as,

Dirichlet

S = 2o (M) -~ |5 [ Payiom e+ [ dugmmorc -

_ UM mquJr;/M d*x\/g (€ — E49) Tr¢2] , (4.7)

where x (M) is the Euler characteristic of the manifold M, which appears due to the Gauss-Bonnet
relation % fM VIR + fé)/\/l K = 2mx(M). From here on, we denote Sy = 2w¢y and eS0 serves as the
genus expansion parameter when discussing path integral over surfaces with arbitrary genus.

Our goal is thus to quantize the theory with action (4.7) and theories related to (4.7) by a
change of boundary conditions for the gauge field. Towards that scope, it is first useful to discuss
the symmetries of the problem in the weak gauge coupling limit € and €, — 0. In this case the
theory becomes topological: the third-term in the action (4.4) describes a BF topological theory and
in fact, as previously mentioned, the bulk JT gravity action itself, can also be recast as a BF theory
whose gauge algebra is s[(2,R) [54, 55, 161, 37, 1]. This limit proves useful for understanding the
boundary dual of the gravitational theory in a simpler setting and for the computation of various
diffeomorphism invariant observables in section 4.5. Therefore, as a warm-up, we discuss it first in

the next subsection.

8Here, we take Ay (u) to be an arbitrary periodic function on the thermal circle.
9We, however, need to fix gauge transformations on the boundary in section 4.5.3, when discussing correlators of
boundary anchored Wilson lines.
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4.2.1 A warm up: the weakly coupled limit on the disk topology

Because in the weakly coupled limit, the gauge theory is topological, we can proceed by separately
computing the path integral for the pure JT sector and the gauge theory sector. Thus, we first
review the computation of the path integral in JT gravity following [29, 37]. By integrating out
the dilaton field ¢ along the contour ¢ = ¢,/ + iR,!Y we find that the curvature of the surfaces

considered in the path integral is constrained:
Zyr = /Dg,wefaM du/F K] §(R + 2). (4.8)

The remaining path integral is thus solely over the boundary degrees of freedom of AdS, patches. In
order to simplify the path integral over the boundary degrees of freedom, we consider parametrizing
the AdS5 patches by using Poincaré coordinates, under which the boundary condition for the metric
becomes

B dF? + dz* (F")? + (2')? 1

D) 5 guu‘bdy. - T = 3 (49)

ds?
z

where the boundary is parametrized using the variable u, with F/ = 9F/0u. Solving the latter
equation to first order in €, we find z = e F" 4+ O(€?). Since z(u) is small in the € — 0 limit, the path
integral is thus indeed dominated by asymptotically AdSs patches. In this set of coordinates, the
extrinsic curvature can be expressed as

F/(F/Q + 22 +ZZ”) — 2
(F/Q +Z’2)3/2

K[F(u), z(u)] = =14 &%Sch(F,u) + O(€%). (4.10)

Thus, (4.8) can be rewritten as a path integral over the boundary coordinate F'(u)

Z3E (00, B) = Zscnw. (60, 8) = € /DF e Jstreed o pp = ] F/((Zj)) ' (4.11)
uEOM

10To understand the meaning of this contour in the context of the near-extremal black hole effective action it is
useful to review how the integral over ¢ behaves in Lorentzian signature. In that case, the contour for ¢ is restricted
from —¢o to oo, due to the fact that the internal space should have a positive volume (¢ + ¢o > 0). In the limit
considered in this chapter, ¢o — oo, the integral over ¢ indeed converges to §(R + 2) in a distributional sense. To
make this statement precise we could keep track of the higher powers of the dilaton in the action, whose coefficients
are suppressed in ¢g, and vanish in the limit ¢ — do0o. Then, the path integral over ¢ would be peaked around the
configurations where R = —2 + O(1/¢0). When in Euclidean signature, we have to analytically continue ¢ along the
complex axis in order to get a convergent answer, still peaked around R = —2 + O(1/¢g). While such a contour for
¢ does not have a nice geometric meaning when relating ¢ + ¢ to the volume of the internal space, it isolates the
same type of constant curvature configurations in Euclidean signature as those that dominate in the Lorentzian path
integral. We thank R. Mahajan and D. Kapec for useful discussions about this point.
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where the measure DF is obtained by using the symplectic form over flat gauge connections in the
5[(2,R) BF theory rewriting of JT gravity [37]. The path integral (4.11) can be computed by using

localization and has been found to be one-loop exact [25]. The solution obtained from localization

is given by
disk S, s —82 g 2/26272%
Z38 (90, ) = Zscin. (0, 5) = €™ / ds oz Sinh(2ms)e 500 = e (0 s (4.12)

where one can consequently read-off the density of states for the Schwarzian theory:

po(E) = ;577:2 sinh(27+/2¢p E) . (4.13)

We now move on to describing the gauge theory side. With Dirichlet boundary conditions, the
disk partition function is trivial, Zgr(h) = d(h) and, consequently, Z;rpr(h) = Zschw.0(h). In
order to obtain a non-trivial result, the boundary conditions imposed on the gauge field need to
explicitly break invariance under arbitrary diffeomorphisms in the topological theory. One such
boundary condition is obtained by relating the value of the gauge field on the boundary to the
zero-form field ¢

Aulom — Vguuicepdlom = Au (mixed) , (4.14)

for some constant A,,. We label this class of boundary conditions as “mixed”.

In order for the action to have a well-defined variational principle, one needs to add

St A = 3 [ duTroa,. (1.15)

to the aforementioned Hawking-Gibbons term specified in (4.7). As in pure JT gravity, we can
reduce the BF path integral to an integral over boundary degrees of freedom, whose action is given
by (4.15). The integral over the zero-form field ¢ in the bulk, restricts the path integral to flat gauge
connections, with A = ¢~ 'dgq, where ¢ is a function mapping M to group elements of G. Plugging

in this solution for A into the boundary term (4.15) and using the boundary condition (4.14), we
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find that

)

29k (8,h) = Za(B,h) = / Dy e I8 duyFimg T (47000 +Au(a ™ 0ua)]

mixed

Z?’%]%F(gbbaﬂ7h) = ZSChw.(¢b76)ZG(5ah) . (416)

mixed

Just like in the case of the pure JT gravity path integral, the measure for the boundary degree of
freedom Dh is obtained from the symplectic form in the BF theory with gauge group G.

The path integral in (4.16) describes a particle moving on the G group manifold, whose partition
function we denote as Zg (8, A, ); as we will explain shortly, A,, serves as a background gauge field

for one of the G symmetries present in this theory.

4.2.2 Reviewing the quantization of a particle moving on a group mani-

fold

To proceed, we briefly review the quantization of a particle moving on a group manifold G [179,
180, 181], in the presence of an arbitrary 1d background metric and of a G background gauge field.
In order to do so it is again useful to introduce a Lagrange multiplier a, valued in the adjoint

representation of G. The path integral (4.15) can be rewritten as
- joﬁ du(iTr (a q’lDAq)Jr\/guiu%Tr a2> N
Za(B,h) = | DgDae , Dag=0uq+qA,. (4.17)

At this point it proves useful to turn-off the background A, and analyze the symmetries of the action
appearing in (4.17). Firstly, we note that (4.17) is invariant under reparametrizations, u — F(u)
and thus, instead of using the variable v we can also use the AdS; boundary coordinate F'(u)
to describe the action in (4.17).11 Furthermore, for an arbitrary choice of parametrization of the
boundary, such that g, (u) is an arbitrary function of u, we can always perform a diffeomorphism
and assume a constant boundary metric g.,, as in the boundary condition (4.2). Invariance under
such diffeomorphisms also implies that the temperature dependence of the partition function appears
as Zg(€v, B, Au) = Zg (&, Au).

Expanding q(u) around a base-point, with gq(u) = e (W7Teq(ug) we find that the canonical

11 This is oftentimes done when discussing the low energy behavior of SYK models with global symmetries. For
instance, this appears when coupling the Schwarzian to a phase mode [89, 171, 92, 97, 174].
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momenta associated to z%(u) in the action in (4.17) are given by

7y = Tr (Tigag™ "), (4.18)

which are in fact the generators of the G symmetry which acts by left multiplication on ¢, as
q — Uq and @ — a. Similarly, one finds that the generators of the G symmetry that acts by right
multiplication on ¢, as ¢ — qU and a — U~'aU are simply given by a;. The background A,,
which appeared in the choice of mixed boundary conditions (4.14), gauges the right acting copy of
the symmetry group G (alternatively, we could choose to background gauge the left acting copy).
The Hamiltonian is time dependent and is given by H(u) = £€y\/guu It a?/4. In turn, this is

proportional to the quadratic Casimir associated to GG, given by

Cs NIy Ty 9 4 H(u)
e e om =7 4.19
NG G r(a”) e (4.19)

The Hilbert space of the theory, H&, is given by normalizable functions on the group manifold
that are spanned by the matrix element of all unitary irreducible representations R, Uﬁ’m(h). By
definition, such states of course transform correctly under the action of the left- and right- acting G
symmetry groups. Namely, we take the generators of the G symmetry that acts by left multiplication
to act on the left index, n, and those of the right-acting symmetry to act on m. Such states are
also eigenstates of the Hamiltonian with Cs Uk .m(h) = C2(R)UE ,,(h). Thus, the thermal partition

function at inverse-temperature 3 associated to the action (4.17) is given by,'?

Z6(B) = Tr yae™ 18 HOOI — 3™ (dim R)?e™ 18 I 4w/ = 3 (dim R)%e™ 1AL (4.20)
R R

Here, the sum is over all unitary irreducible representations R of the gauge group G. Because we
will encounter this situation when discussing the boundary dual of gravitational Yang-Mills theory,
we note that if we replace Tra? by a general function ‘A/(a) (that preserves the G symmetries by
being a trace-class function) in the action in (4.17), the resulting theory has a Hamiltonian that
can always be expressed in terms of the Casimirs of the group G. Thus, in the partition function,
the eigenvalue C2(R) of the quadratic Casimir is replaced by a function V(R) that can be easily be

related to V(a).!3

12Note that the path ordering which is needed in (4.20) does not affect the exponentiated integral since the
Hamiltonian is always proportional to the Casimir of G and, therefore, commutes with itself at any time.

3For instance, when G = SU(2) or SO(3), all higher-order Casimirs can be expressed in terms of powers of
the quadratic Casimir and, consequently, the potential can always be expressed as ‘7((1) = V(T‘roﬂ). In this case

V(R) = V(Ca(R)).
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We now re-introduce the background gauge field A which appeared through the boundary con-
dition (4.14), to obtain the partition function of (4.17) in the more general case. Just like in the
case of Yang-Mills theory with Dirichlet boundary conditions, the action in (4.17) is invariant un-
der background gauge transformations and, consequently, the partition function depends solely on
the holonomy of the background A, h = Pexp(¢ .A) through trace-class functions. The insertion
of such a background is equivalent to adding a chemical potential for the left-acting G-symmetry,
that exponentiates the associated charges of the left G-symmetry to a G group element in the same

conjugacy class as h. Thus, the partition function (4.17) becomes

_ &,BC(R)
EBCH ()

Zc(B, h) = Try (he— 15 H<u>du) = (dim R) xz(h)e (4.21)

R

where xr(h) are the characters of the group element h associated to the representation R. Similarly,

in the theory whose potential is XA/(a)7 the partition function is given by

Z5(B, h) =Y (dim R) xg(h)e~®V P IS duvsis = 37 (dim R) x a(h)e 7V (). (4.22)
R R

Thus, to summarize, in the weak gauge coupling limit, we have found that the gravitational gauge
theory (4.1) is equivalent to the Schwarzian theory decoupled from a particle moving on the gauge
group manifold. Its partition function, with boundary conditions (4.2) for the metric and dilaton

and (4.14) for the gauge field, is given by

mixed

32 é
55 (60, 5, 1) = ¢ ( = Sinh(27rs)e§¢b> [Z L e hﬁfﬁml . (423)
R

4.2.3 Reviewing the quantization of 2d Yang-Mills

While in the weakly coupled limit we were able to directly reduce the bulk path integral to a
boundary path integral, since the theory is not topological at non-zero gauge coupling, this cannot
be easily done more generally. Thus, it proves instructive to reproduce the partition function (4.23)
by performing the path integral directly in the bulk.

Before performing the bulk path integral, it is useful to review the well known quantization
of the gauge theory [108, 109, 102, 103, 110, 111, 104, 112], when fixing the metric g,, and the
dilaton as backgrounds. Thus, we seek to quantize Yang-Mills theory, SE,, = — f  TroF —

3 Jo *2/9j(2)Tr ¢, where j(z) = € — é4¢(x) is an arbitrary source for the operators Tr¢?.14

141n this chapter, we omit the possibility of adding a #-angle for the gauge field. This will be discussed in the study
of the weak gauge coupling limit [182].

111



The source j(z) can be absorbed by changing the surface form d2x\/§. Due to the fact that the
theory is invariant under local area preserving diffeomorphisms, the partition function can thus
solely depend on the dimensionless quantity a = | M d%\/g j(x). Tt is therefore sufficient to review
the quantization of the theory on a flat manifold with area @ and coupling e3;, such that a = e%,;a.

The quantization of this theory is similar to that of the particle moving on the gauge group
manifold discussed in the previous subsection and, for pedagogical purposes, it is useful to emphasize
these similarities. When using the Dirichlet boundary conditions (4.6) the partition function of the
gauge theory is a trace-class function of h and thus it is spanned by characters of the group xg(h).
Consequently, the characters xr(h) can be viewed as a set of wavefunctions which span the Hilbert
space HYM of the gauge theory.

The partition function on a manifold with arbitrary genus g and an arbitrary number of bound-
aries n can be computed using the cutting and gluing axioms of quantum field theory and by solely
using the partition function of the gauge theory on the disk with the Dirichlet boundary condition
(4.6). As previously mentioned, in the limit « — 0 the gauge theory becomes topological. In this
limit, the integral over ¢ imposes the condition that A is a flat connection, which yields h = e (where

e is the identity element of G), so [103]

. disk _ _ :
lim Z{5f (a, h) = 6(h) = XR: dim R xr(h), (4.24)
where d(h) is the delta-function on the group G defined with respect to the Haar measure on G,
which enforces that [ dhd(h)z(h) = x(e). This is the same as the partition function of the particle
moving on the G group manifold (4.20) in the limit &, — 0.
For non-zero a, note that the canonical momentum conjugate to the space component of the

gauge field A% (x) is ¢;(z), and thus the Hamiltonian density is just H = %{TMTr (¢;TH2. Tt then

2 ..
follows, from m; = —iN¢;, that H = 72‘5\1}4 n“mm;. Using m; = each momentum acts on the

0
SAT°
wavefunctions xr(g) as m;xr(h) = xgr(T;h). It follows that the Hamiltonian density acts on each
basis element of the Hilbert space xr(g) diagonally with eigenvalue e%,,C2(R)/(4N) [104], where
C3(R) is the quadratic Casimir, with C2(R) > 0 for compact groups. Note that the Hamiltonian of
the gauge theory is therefore closely related to that of the particle moving a group manifold (4.19).

One then immediately finds

_ IMECa(B) _Co(m)
AN

Z9E (a, h) = ZdimRXR(h)e = ZdimeR(h)e v S devai) (4.25)
R R
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Following from the relation between the Hamiltonian of the gauge theory and that of a particle
moving on the G group manifold, we of course find that (4.25) agrees with (4.21) for the appropriate
choice of &, or j(x).

The partition function of Yang-Mills theory on an orientable manifold M, ,, of genus g, with n
boundaries, can be obtained by gluing different segments on the boundary of the disk [102, 103, 110,
111, 104]. This is given by

ZED (@, - ha) = 3 (dim RNy g (hy)xr(g2) - Xr(hn)e™ 0 T E5v35@) - (4.96)
R

With these results in mind, we can therefore proceed with the analysis of the simplified case of
obtaining the contribution to the path integral of the disk topology in the weakly coupled limit by

directly performing the path integral in the bulk.

4.2.4 Quantization with a boundary condition changing defect

To determine the partition function with the boundary condition (4.14) we consider a boundary

changing defect

€€
Sgefect [97 (rb] = 771) | du\/ Guu LT ¢2 ) (427)

which we can insert along a contour I which is arbitrarily close to the boundary M. We now show
that the boundary condition changing defect indeed implements the change of boundary conditions
from Dirichlet to those listed in (4.14). By integrating the equation of motion obtained from the
variation of ¢ at the location of defect on an infinitesimal interval in the direction perpendicular to

the defect we find,

Au|8/\/l - Au|I = _i\/guugéb¢|17 (428)

where A,|gnm is the gauge field on the boundary on M that is fixed when using Dirichlet boundary
conditions for the action, A,|; is the gauge field in the immediate neighborhood inside of the defect
and ¢|; is the value of the zero-form field on the defect. Moving A,|; to the RHS and setting
Aulom = Ay, we reproduce the boundary condition (4.14). Thus, the theory with the defect and
Dirichlet boundary conditions should reproduce the results in the theory without the defect and

with the boundary condition (4.14) for the gauge field.
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As we further exemplify in section 4.5, the advantage of using the description of the BF theory
in the presence of the defect (4.27) is that the expectation value of any observable can easily be
computed by using standard techniques in 2d Yang-Mills theory. For example, when computing
the partition function of the theory with the defect (4.27) on a disk, we can use (4.25) setting
j(x) ~dé(x —xr) and h = Pexp([,,,A), to find that

&80 (R)

2% (B:h) =) _dim(R)xr(h)e” = (4.20)
R

mixed

Using this result together with the reduction of the JT gravity path integral on a disk to that of the
Schwarzian, we find the result (4.23). Moving forward, we fix the normalization of the Casimir by
fixing the Dynkin index, A" = 1/2.

More generally, we can consider adding a defect which depends on a general gauge invariant
potential XA/(gb), Sbefect[g, @] = ffl du\/gEsV(cb). In this case, the boundary condition which
the gauge field needs to satisfy is again given by the ¢ equation of motion, which implies that
(A, —iedV (¢)/0¢)|opm = Au. The quantization of Yang-Mills theory with such a general potential
was discussed in [111, 112] and closely follows the quantization of a particle moving on a group
manifold with the general potential ‘A/(a) discussed in the previous subsection. In fact the result for

the bulk partition function

2% (B,h) =) _dim(R)xg(h)e” PV (4.30)
mixed \7(¢) R

agrees with the partition function (4.22) obtained by considering a particle moving on the G group

manifold with a potential ‘7(a) and in the presence of the background gauge field A,. Therefore,

we obtain the first general equivalence which we schematically present in figure 4.1.

Schwarzian and a particle moving JT gravity with a BF theory
on G with potential V(a) and b.c. (A4, + ia‘gi((f))b/v{ =0

Figure 4.1: Schematic representation of the equivalence between the gravitational gauge theory at
weak gauge coupling and the Schwarzian decoupled from a particle moving on the group manifold

G.
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4.3 Disk partition function

4.3.1 2D Yang-Mills theory with Dirichlet boundary conditions

We finally arrive at the quantization of the theory (4.1) for arbitrary gauge group and gauge cou-
plings, when fixing the boundary conditions to (4.2) for the metric and dilaton and when using
Dirichlet boundary conditions for the gauge field A,|pay. = Au. Using (4.26) for x(M) = 1,
Jj(x) = & — éy¢(x) and setting h = Pexp( [, A), we find that after integrating out the gauge field

A,, and the zero-form field ¢, the partition function is given by'®

Ca () fp 4% alE—2.4]
Dirichlet

Z S8 (d0, B,h) = / Dy, D 577191 ¢] <Z dim(R)xr(h)e :
R
=%y dim(R)xr(h) / Dy Dp e Ja oI HRA244Ca(R)
R

o o= B [ P gt [y, duy/Guud(K—1) (4.31)

where the couplings é and é,4 are related to the initial couplings by (4.5). We can now view the
terms in the exponent in (4.31) as coming from an effective action for each representation R of the
gauge group.

Integrating out the dilaton field ¢, we once again find that the path integral localizes to AdSs
patches, whose cosmological constant is now given by A=-2- €4C2(R) and whose boundary
degrees of freedom is the sole remaining dynamical degrees of freedom in the path integral. Thus,
we are summing over AdS; patches whose curvatures depend on the representation sector from the
sum in (4.31).

After integrating out the dilaton field ¢ one can rewrite the remaining area term é [ M d%\/ﬁ

using the Gauss-Bonnet theorem

e e

sl a2 :_%/CF R—~{ VK = 2my(M)| 4.32
e/M o 2+ e4C2(R) =V 14 220 | o M) (432

where for the disk, the Euler characteristic is x(M) = 1. Thus, the path integral becomes,

2me CQ (R)
2+ é4C2(R)

4 (ib _ 2+ée%(cf()m) /W dun/GunK[F (u)) - % /BM du@] .

15Here we assume the path integral over the gauge degrees of freedom can always be made convergent with the
proper choice of integration contour for the field ¢.

(4.33)

2 385 (O 5u1) = e S dimn(Ryeah) [ Dullesp |
ricnle R
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where we have used the fact that the path integral over the gauge degrees of freedom does not affect
the measure for the Schwarzian field, Du[F], and we have added a counter-term — 2= 2 [opm dUn/Guu tO
cancel the leading divergence appearing in the exponent. It is convenient to define a “renormalized”
Casimir

~ C(R)

Co(R) = m (4.34)

to capture the dependence on the G-group second-order Casimir appearing in (4.33). The origin
of this modified Casimir comes from the R dependence of the cosmological constant that can be
seen through (4.32). Note that for compact Lie groups, when choosing the coupling e and e, to
be real, é’g(R) is a real positive function of R, which for representations with growing dimensions,
asymptotes to a constant value.

The path integral can then be rewritten using the relation (4.10) between the extrinsic curvature

and the Schwarzian derivative

Fle. _ B € B N
Z %5 (6v, 8, h) Zdlm )xr(h /Du [preCa(m =2t +(s0—ceCa(m) [ du(r4Seh(F)]

Dirichlet

(4.35)

For now, let’s ignore the fact that the coupling in front of the Schwarzian might be negative for
sufficiently large € and assume that ¢, > séég(R). Once again using the computation for the

Schwarzian path integral, which is one-loop exact, we find

—b 210y (R)(2n—£
Z Gk 1 (ow, B, R) E dim(R /ds—2 sinh(2ms)e (o recatmy * HEC(R) (21— %)
Dirichlet 2w

- /2,
= Z dim(R)xr(h) (27r1)1/2 <¢béR)> o eCa(R) (27— 2) , (4.36)
R

where we have defined
®(R) = ¢y —€eeCa(R), (4.37)

which can be seen as the “renormalization” of the boundary value of the dilaton ¢,. Thus, the
addition of the Yang-Mills term to the JT gravity action has the effect of “re-normalizing” all the
dimensionful quantities appearing in JT gravity by a representation dependent factor.

As previously mentioned, our result is reliable only in the regime in which ¢, > eeCy(R) for
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which the coupling in the Schwarzian action in (4.35) is positive. If this was not the case than the
path integral over the field F'(u) would no longer be convergent, at least when considering a contour
along which F'(u) is real. From the perspective of near-extremal black holes, this inequality is indeed
obeyed: namely, for representations with very large dimensions one expects Cz(R) — oo and thus
Cy(R) — 2/é4. Since é, > 0 when the couplings e and ey are real in (4.1) , Cy(R) asymptotes to a
negative constant and therefore satisfies ¢, > e6Ch (R) for sufficiently small e.

In the (¢/é — 0, é4 — 0) limit the singlet representation dominates in the sum in (4.36). This
1/e divergence in the exponent appears due to a divergence in the area of the nearly AdS; patches
that dominate in the gravitational gauge theory path integral. In the upcoming subsection, we show
that such a divergence can be eliminated using a change in boundary conditions for the gauge field,
which amounts to adding the appropriate boundary counter-term that cancels the divergence in the
action. In the limit (¢ — 0, é, — 0), with €¢/é kept finite, the partition function of the theory
matches the one we have found in section 4.2 when coupling JT gravity to a BF theory.

Going away from the strict € — 0 limit and instead viewing (4.36) in an £ expansion we note that
if we keep the next order terms in € in the extrinsic curvature in (4.10) they would only contribute
O(£?) in the exponent.'® Thus, the Casimir dependent terms shown in (4.36), which are O(1/e)
to O(e), are the most important contributions in the e expansion of the partition function of the

gravitational gauge theory (4.1).

4.3.2 Counter-terms from a change in boundary conditions

As is typical when analyzing theories in AdS in the holographic context, the action of the theory
under consideration is generically not finite on-shell and needs to be supplemented by boundary
terms, a procedure referred to as holographic renormalization. Given the appropriate boundary
terms, one could then use the variational principle to check what boundary conditions can be con-
sistently imposed in order for the variational problem to be well defined and in order for the overall
on-shell action to be finite. Although various boundary terms supplementing the Maxwell or Yang-
Mills actions have been considered in the past in the context of 2d/1d holography (for example, see

[183, 184, 185, 186, 30, 22]), here we take a different approach and show that, in order to cancel the

16This can be easily seen by computing the next order in the € expansion in the solution of (4.9), 7 = eF’ +
3 (F//)Q
€3

= + O(€%). Plugging this result in the extrinsic curvature formula (4.10), we find that

] (Fr)4 (F)2 (F")2 2(F")3 (4.38)

KIF ()] = 1+ £2Sch(F, u) + * (27 (F% (FGH2 p@Er 11(F7)2FG) > o)

Consequently the first correction on the gravitational side coming from ¢, /C[F(u)]/€? is O(g2). Work on computing the
partition function in pure JT gravity to all perturbative orders in ¢ is currently underway [165]. A similar perspective
can be gained by studying an analog of the T'T" deformation in 1d [70].
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divergence in the exponent in (4.36), it is sufficient to add a boundary condition changing defect
similar to the one considered in section 4.2.4. After stating the proper form of the boundary condi-
tion changing defect, we can immediately derive the necessary boundary conditions that the gauge
theory needs to satisfy.
Namely, we consider adding
Trp? 2
Sdefect - 35 / du\/ Juu W - Eéb’I‘r¢ 3 (439)
2
to the action (4.7) where, once again, I is a contour which is arbitrarily close to the boundary
OM and €, is an arbitrary constant. Similar to our analysis in subsection 4.2.4, multiplying &,
by Tr¢? instead of a more general trace-class function V(¢) is an arbitrary choice that is only
meant to regularize the sum over all irreducible representations appearing in the partition function.
Integrating the equation of motion on the defect yields
ép €€y ¢ Tro?

Au‘a/\/l - Au|[ =—1 Guu z - — €éb¢
L+ 5 Trg? (1+%¢”ﬁ¢2)2

(4.40)

I

Once again moving A,|; to the right hand side and denoting A, |oam = Ay, we find that by inserting

the defect the new “mixed” boundary condition in the resulting theory is given by

6 e, 0Trg?
1+ 5 Trg? 2(1+%I&~¢2)2

§ | Ay — i/Guu — 6y =0. (4.41)

Adding this defect modifies the path integral computation at the step (4.35). Following the procedure
presented in subsection 4.2.4, we find that after integrating out the gauge field degrees of freedom

we get

disk
Z51yMm, (96, B, h) Z dim(R

mixed

o /DFe [6C2(R) (2m+£)— &, Ca (R)— 2 +(dp—eCa(R) ) Oﬁdu(%g-i-{ﬂu})]‘ (4.42)

After performing the integral over F'(u) by following the steps in (4.36), we find

_ 3/2
is 1 op(R 7265 (R) 497563 —&
?T%?é\g o, 5, Z dlm W (é)> e B t2méC2(R)—&pAC:(R) (4.43)
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Note that, the 1/¢ divergence present in the exponent in (4.36) has vanished, the singlet represen-
tation is no longer the dominating representation and the sum over all irreducible representations
R is generically convergent for €, > 0. With these results in mind, we now discuss the boundary
dual of the 2d gravitational Yang-Mills theory (4.1), both with Dirichlet boundary conditions and

the mixed conditions discussed in this subsection.

4.3.3 Equivalent boundary theory

As extensively discussed in subsections 4.2.1-4.2.4, when adding a BF theory to the JT gravity
action, and using mixed boundary conditions between the gauge field and the zero-form scalar ¢,
the gravitational theory can be equivalently expressed as the Schwarzian theory decoupled from a
particle moving on the group manifold G. Here, we show how, by going to finite gauge coupling,
the two boundary theories become coupled.

To find the dual of JT gravity coupled to Yang-Mills theory it is useful to interpret the partition
functions (4.36) (Dirichlet) or (4.43) (mixed) in terms of the path integral of a particle moving on
a group manifold with a time dependent metric g,,. Towards that aim, we use this particle’s path
integral to reproduce the intermediate steps (4.35) and (4.42) in which we have integrated out the
gauge degrees of freedom, but have not yet integrate out the Schwarzian field F(u). To do this we

set \/guu(u) = j(u) for the particle moving on the group manifold G:'7

JDirichlet (¥) = % — %’r +&Sch(F,u), for dual of Dirichlet b.c. from (4.36), ( )
4.44

Jmixed (1) = f%ﬂ + e Sch(F,u) for dual of mixed b.c. from (4.43).

Fixing the action of the particle moving on a group manifold coupled to the Schwarzian theory to
be given by
S = [Pau|(% — _=ETred ) Seh(Fu) — iTr (ah~'Dah) + i) Tre
%ﬁ?fgﬁg — 0 2 2(1+¢4Tro?) ’ A 2(14+é4Tra?) |
€ 2 ; - e 2 e
Ssetwnc =y du (% = sy ) Sch(F,u) — iTx (@h™'Dah) + 5355580 — $Tra?] .
mixe

(4.45)

170ne should not be concerned about the invertibility of the 1d metric in (4.44). Rather one can view this metric
as an arbitrary source for the potential V(&) in the path integral of the particle moving on the G group manifold.
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After integrating out h and a that the partition function of this theory is given by,

et (B.h) = Y (dim R)xn(h) / Dp[F) e~ F - (F000 [ dug() (o0 Ji duseh(B) (4 46)
J(u) R

where j(u) is the source in (4.44). Comparing this partition function to (4.35) for Dirichlet boundary
conditions in the bulk or with (4.42) for mixed boundary conditions, we conclude that the partition
function of the particle moving on the group manifold coupled to the Schwarzian theory matches the
partition function of gravitational Yang-Mills theory, for an arbitrary G holonomy h: Z %1%1§{M (h) =
Dirichlet

Zschwxa, (h) and Zjiiﬁ{}M (h) = Zschwxa, (h). Based on this result we conjecture the result presented
Dirichlet mixed, mixed

in figure 4.2.

Schwarzian coupled
to a particle moving [

on G with potential JT-gravity coupled to YM theory ]

with Dirichlet or mixed b.c.

% _ éTra’
Vie) = 2(1+% Tra?

SN—

Figure 4.2: Schematic representation of the equivalence between the gravitational gauge theory and
the Schwarzian coupled to a particle moving on the group manifold G.
More generally, one can replace éTr ¢* and é5Tr ¢? in the action (4.7) by generic gauge-invariant

functions of ¢.'® In such a case we expect that the dual quantum mechanical theory be given by

General

Sschwrne = /0 ’ du [fm (@h™'D4h) — W(a) + V(a) Sch(F(u),u)| . (4.47)

The functions V() and W(a) are invariant under adjoint transformations of @ and can be straight-
forwardly related to the functions of ¢ that appear in the generalization of the action (4.7).*°
The action (4.47) is a generic effective action with a Gx SL(2, R) symmetry.2’ Based on symmetry

principles, we expect that such an effective action, preserving G x SL(2,R), appears in the low energy

18Such functions could appear when keeping tracks of higher field-strength powers in the effective action for higher-
dimensional near-extremal black holes.
9 Explicitly if considering replacing the terms in the action of the gravitational gauge theory (4.4)

Simvm 2 / Poyg(c—ipd) e — / g (Vi) — $Va(8)) (4.48)
M M

and considering the boundary condition §(Ay + iy/Guu 17;,((1))) = 0, we find that the the functions ﬁ(a) and W(a) in
(4.47) are given by

D) = o - L e - (1)

Vi@ V(e
1+42Vs(a)’ e B '

14 2V (a) e

(4.49)

201n fact, the global symmetry group in this action is enhanced to G x G' x SL(2,R).
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limit of a modification of SYK models which have a global symmetry G [166, 167, 168, 169, 170,
171, 172, 173, 174]. For instance, when G = U(1), (4.47) should appear in the low-energy limit of
the complex SYK model studied in [166, 167]; it would be interesting to derive the functions V(a)

and W(a) directly in this model.

4.4 Higher genus partition function

Following the same strategy of firstly integrating out the gauge field degrees of freedom and rewriting
the resulting area dependence from the Yang-Mills path integral in terms of the extrinsic curvature,

we determine the partition function of the gravitational gauge theory for surfaces of arbitrary genus.

4.4.1 The building blocks

In computing the contribution of the gravitational degrees of freedom to the higher genus partition
function, we follow the strategy presented in [37]. The basic building blocks needed in order to

obtain the genus expansion of the gravitational gauge theory are given by [37]:
e The disk partition functions computed in sections 4.2 or 4.3.

e The path integral over a “trumpet”, Mz, which on one side has asymptotically AdSs boundary
conditions specified by (4.2) and, on the other side, ends on a geodesic of length b. For the
gauge field, we first consider Dirichlet boundary conditions by fixing the holonomy on both
sides of “trumpet”: we denote hya4s, to be the holonomy of the side with asymptotically AdSs
boundary conditions and h; to be the holonomy on the other side. Following our analysis
in section 4.3.2 we then consider mixed boundary conditions on the asymptotically AdSs

boundary.

e The path integral over a bordered Riemann surfaces of constant negative curvature that has
n boundaries and genus g. For such surfaces, we fix the holonomies hi, hs, ..., h, and the

lengths of the geodesic boundaries by, ..., b,, across all n boundaries.

By gluing the above geometries along the side where the boundary is a geodesic, we are able to
obtain any constant negative curvature geometry that is orientable (with arbitrary genus g and an

arbitrary number of boundaries n) and has asymptotically AdSs boundaries.
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We start by computing the path integral over the trumpet geometry, by integrating out the gauge
field. Using (4.26) we find

Ztrumpet _ / Dg,u DeSmlonr: 9 (Z Xr(9nads.)XR(gv)e (4.50)

Ca () [png dzmﬁ[é—€¢¢(m)] )
- 2
Dirichlet R

where the area term depends on the bulk metric configuration. Integrating out the dilaton field ¢
in each representation sector R, we localize over trumpets with constant negative curvature (once
again, with A = —2 — €4C2(R)), whose boundary degrees of freedom are given by Schwarzian field
describing the wiggles on the nearly-AdSs boundary. The trumpet area term is given by Gauss-

Bonnet:

e

d*zé\/g = —%/ d*z\/gR = ~7/ dun/Guy I, (4.51)
/MT v 2+ €3C2(R) Jamy v 1+ %ﬂm oMy “

where, for the trumpet, we have used the Euler characteristic x(Mr) = 0 and the fact that the
extrinsic curvature has I = 0 along the geodesic boundary. Above we have denoted M to be the
boundary of the trumpet with asymptotically AdSs boundary conditions. Thus, the path integral

becomes

d 2 _ 50 U 1 —% U
Ztrumpet Z XR(hnAdSQ)XR(hb) / ;U’(T) €< b eCz(R)) faMT A \/Guu K— =2 faMT du \/Guu (452)
R

Dirichlet u(1) ’

The metric can be parametrized as ds? = do? + cosh?(0')dr?, with the periodic identification 7(u) ~

7(u) + b. Writing the extrinsic curvature (4.10) in these coordinates, the path integral becomes [37]

Ztrumpet ZXR(hnAdSQ)XR(hb) d/”/(T) efib—er(qbbfeéég(R)) . Oﬁdu(e%Jr{exp[fT(u)],u}) (453)
R

Dirichlet u(1) ’

where we note that the periodic identification of 7 breaks the SL(2,R) isometry of the disk down to

U(1) translations of 7. Once again performing the one-loop exact path integral over the Schwarzian
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field 7(u) [25, 37], we find

rum _Co(m)B ds B 42
th)‘]'T'{l\l?c ZWZXR(hnAdSQ)XR(hb)e e /mcos(bs)e 2(6p—<C2(R)
ricnle R
¢ *60 (R) 2 $pb? _ A B _ eb?
— ZXR(hnAdSQ)XR(hb) (b2;> e 2P —Cz(R)<€_W)
R ™
" s sscum
_ Pp(R)bZ BECH(R)
= ZXR(hnAdsz)XR(hb)< 2b7rﬂ ) e~ "2 ) (4.54)
R

where Cy(R) is given by (4.34) and ¢, (R) is given by (4.37). We again encounter a 1/¢ divergence
appearing in the exponent in (4.54) which is due to the divergence of the area of the trumpet at
finite values of b.

In order to eliminate such a divergence we consider the change of boundary conditions for the
gauge field given by (4.40) at the nearly-AdSs boundary. As explained in section 4.3.2 this change
can be implemented by inserting the boundary condition changing defect. The insertion of such a
defect indeed leads to a convergent term in the exponent in (4.54), as can be seen from the resulting

partition function

. 1/2

rumpe R 7(]3)(71?)172 —é

Z}TYI\Z{ (8, B0, hnaasy hw) = Xr(hnads,)xr(hs) <¢2b755)> e~ e PO (4.55)
mixe R

We now compute the partition function associated to the n-bordered Riemann surface of genus

g, which we denote by Z(%Q(M (bj, hj). Integrating out the gauge field by using (4.26) and then

Dirichlet
integrating out the dilaton, we find

290 (bjs hy) = > (dim B2 29X (ha) .. xr () X Mon)o
Dirichlet R

E02(R) [y d?z g
2

x / Dg"§(R+2+é4Ca(R) e 2| (4.56)

where [ M d%x.,/g is the area of the constant curvature manifold. From Gauss-Bonnet, we find
e

1 21(29 +n —2)
d? = d? R=—""——+= 4.57
/M 9 2+ éCa(R) /M o 14 8B 7 (4.57)

g, n g, n 2

where we have used x(My,) = 2 — 29 — n and have used the fact that the extrinsic curvature

vanishes on the geodesic borders of this Riemann surface. Thus, the partition function of the n-
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bordered Riemann surface is given by

~ = X(My,n)
2% (0, Z X(h1) X () VOl (B, - ., by) (dlim R e27eC2 () . (4.58)
where Volg (b1, ..., by) is the volume of the moduli space of n-bordered Riemann surfaces with

constant curvature. A recursion relation for these volumes was found in [41] (see [42] for a review).
It was later showed that this recursion relation can be related to the “topological recursion” seen in
the genus expansion of a double-scaled matrix integral [43]. As we discuss later, this relation proves
important when discussing the matrix integral interpretation of the genus expansion in pure and
gauged JT gravity.

Using (4.54) or (4.55), together with (4.58) we now determine the partition function on surfaces

with arbitrary genus.

4.4.2 The genus expansion

Using the gluing rules outlined above, the partition function when summing over all orientable

manifold is given by the genus expansion,

Zirise (90, B, h) = Z3be (90, B, h +Z / dh / dbb Zyy ™ (90, 5. h)Z;%’T%h? (b,h). (4.59)
mixet mixed lee irichlet

Putting (4.36), (4.54) and (4.58) together, we find the genus expansion for the gravitational partition
function for surfaces with a single boundary on which we fix Dirichlet boundary conditions for the

gauge field:

- 3/2
1 el eC 1 R 2n26,(R)
it (60,5, ) = 3wl S (i) oo (W) o

Dirichlet R
(4.60)
1
ad ~ = (Mg,l) (5 (R) 2 o0 7¢7b(R)’>2
27EC3(R) S X b LINCOL A
+; (dlm eCa(R), ) ( o /0 dbbe™ "3 Vol? (b) | .
It is instructive to express this result in terms of Zg 1(¢p,,- .., @b, .51, -, Bn), the contribution of

surfaces of genus g with n asymptotically AdSs boundaries to the pure JT gravity partition function.
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Thus (4.60) can be compared to the result in pure JT gravity:

Z55 (o, B) =D e5XMa) 74 (B /)
g=0

_Ca(R)B
€

n=1 — .
g N 2w (@5, h) XR:XRW (4.61)
- 6 (Mg,1) N
X [Z (dim(R)ezmc"‘(R)eSO)X o Zga (ﬂ/%(R)) ,
g=0

where we have absorbed the entropy dependence eX(Ms.n)S0 in Zgn( @by oy @by Biye oy PBn): Zg%’n)(@,l yees @by B, -
eXMam)Soz. (81 /s, B/ b, ) (from the partition function on trumpet geometries, one imme-

diately deduces that Z,, solely depends on the ratios f;/¢s,). The coefficients Zg,(3;/ds,) =

Zgn(B1/Pbys- - Pn/db,) are in fact those encountered in the genus expansion of correlators of the

partition function operator in the double-scaling of the certain matrix integral that we have previ-

ously mentioned.

We can also determine the partition function of the space which has n boundaries,

G Th 8 [ SN -
e ICOpY Y] |:Z(dlm Re2mEC2(R) S0 X(My, )

g=0

Ppi(R)...op1(R)\" [ e . Ly Fvatme?
(L) i [ v e S ]

Z"vrynt (D6 B h5) = xr(h) - xr(hn)e”
Dirichlet R

In terms of the coefficients Z ,,(8;/s,), this becomes

eCa(R) T _1 B

Z"ryw (06,5 B85, hi) =D xr(hn) ... xr(ha)e™ :
R

Dirichlet

x [i (dim(R)e%éC‘z(R)eSo)X(Mg’") Zgn (ﬁj/q%j(R)) (4.63)

9=0

In the € — 0 limit, ngj(R) = ¢y, for all j and, in the square parenthesis in (4.61) and (4.63), the
dependence on the irreducible representation R can be absorbed in the overall entropy on the disk
Sy — So —éCy (R) —log dim R; thus, the density of states associated to each representation sector is
the same as in pure JT gravity. As we explain shortly, this serves as a useful guide in determining
the matrix integral derivation of (4.60).

With Dirichlet boundary conditions and in the limit ¢ — 0, the singlet representation dominates
in the sum over representations due to the 1/¢ divergence in the first exponent of (4.60) or (4.62).

This behavior can be altered by the change of boundary conditions (4.41) presented in section 4.3.2
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or, equivalently, by the addition of a defect close to each one of the n boundaries of the manifold.
When using the boundary condition changing defect, the result in each representation sector gets

regularized such that

n

éCo(R) n N1 s )
Z}LTYM(%J,’ﬁj’ hj) = Z ZnJTYM (¢bj”8j, hj)R e( e )(ijl /3_7) %@(R)(ijl bjﬁy) , (4.64)
R

mixed Dirichlet

where Z]ZJTY}}Y[ (¢v,, 85, hj)r is the contribution of the representation R to the sum in (4.63). Above,
irichlet

the mixed boundary condition obtained from (4.41) with a coupling &, is considered for each of the

n boundaries.

The result (4.64) simplifies further in the (topological) weak gauge coupling limit

Co(R)Ti_; 8, Py
B R

mixed

Z3ree (06, 85:h5) = D xr(h1) .. xg(hn)e
R

(oo}

X Z(dim(R)eS")X(M‘q’n) Zyn(Bilon;)| (4.65)

9=0

where we have used the boundary condition (4.28)

5(Au + i/ Guu €b; ¢)|(8M)J =0, (466)

for each of the n-boundaries.

It is worth pondering the interpretation of (4.65). While for the disk contribution to the partition
function (4.29), the gravitational and topological theories were fully decoupled, the topological theory
of course couples to JT gravity through the genus expansion.

One case in which the sum over R can be explicitly computed is when é, = 0, for which the
sum over irreducible representations evaluates to the volume of flat G connection on each surface of
genus g. For instance, in the case when G = SU(2) all such volumes have been computed explicitly
in [103]. More generally for any G, when focusing on surfaces with a single boundary (n = 1)
and setting h # e, the contribution from surfaces with disk topology to (4.65) vanishes, and the
leading contribution is given by surfaces with the topology of a punctured torus. In this limit,
the contribution of non-trivial topology is, in fact, visible even at large values of €. In the limit
in which A — e, the contribution from surfaces with the topology of a disk or a punctured torus
are divergent; in the case when G = SU(2) such divergences behave as O(l/égm) and O(l/éé/Q)
respectively. The leading contribution for all other surfaces behaves as O(1). In other words, this

limit further isolates the contribution of surfaces with disk and punctured torus topology in the
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partition function.

4.4.3 Matrix integral description
Reviewing the correspondence between pure JT gravity and matrix integrals

In order to understand how to construct the matrix integral that reproduces the genus expansion in
the gravitational gauge theory (4.1) we first briefly review this correspondence in the case of pure
JT gravity, following [37]. Consider a Hermitian matrix integral over N x N Hermitian matrices

with some potential S[H]:

Z= /dHe*S<H>7 S[H] =N %TrNH2 +)° EENA (4.67)
Jj=3

where Trpy is the standard trace over N x N matrices. An observable that proves important in
the genus expansion of the gravitational theory is the correlator of the thermal partition function
operator, Z(3) = Try e #H. Correlators of such operators have an expansion in 1/N, where each
order in N can be computed by looking at orientable double-line graphs of fixed genus [44, 45] (for
a review see [46]). Consequently, this is known as the genus expansion of the matrix model (1.30).
For a general set of potentials S[H], each order in the expansion can be determined in terms of

a single function po(F). This function is simply the leading density of eigenvalues in matrices with
N — oo. Consider the double-scaling limit of (1.30), in which the size of the matrix N — oo and
in which we focus on the edge of the eigenvalue distribution of the matrix H, where the eigenvalue
density remains finite and is denoted by e%°. The expansion of the correlators mentioned above can
now be expressed in terms of €% instead of the size of the matrix N. In this double-scaled limit
the density of eigenvalues po(FE') is not necessarily normalizable and with an appropriate choice of

potential S[H], po(E) can be set to be equal to the energy density in the Schwarzian theory (4.11)

po(E) = ;’—7:2 sinh(27\/2¢, E) . (4.68)

In the remainder of this subsection, we follow [37] and normalize

dn, =1/2, Zgn(Bj) = Zgn(Bj/v,) (4.69)

for all the n boundaries of the theory, and use the short-hand notation in (4.69). As previously

—5So

emphasized, choosing (4.68) determines all orders (in the double scaled limit) in the e pertur-
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bative expansion for correlators of operators such as Z(3) = Try e ## [47]. The result found by
[37], building on the ideas of [43], is that the genus expansion in pure JT gravity agrees with the
e50 genus expansion of the double-scaled matrix integral whose eigenvalue density of states is given

by (4.68):

Z5p (B, B) =(Z(B1) ... Z(B)) = Y Zgn(By)e™ SoXxMom). (4.70)

g

The density of states (4.68) was shown to arise when considering the matrix integral associated
to the (2,p) minimal string. Specifically, this latter theory was shown to be related to a matrix

integral whose density of eigenvalues is given by [48, 49, 50, 51, 52]

po(E) ~ sinh (garccosh <1 + f)) , (4.71)

where k is set by the value of p and by the value of y from the Liouville theory which is coupled to
the (2, p) minimal model [53]. Taking the p — oo limit in (4.71) and rescaling E appropriately, one
recovers the density of states (4.68). Consequently, one can conclude that the double-scaled matrix
integral which gives rise to the genus expansion in pure JT gravity is the same as the matrix integral
which corresponds to the (2, 00) minimal string.

Our goal is to extend this analysis and find a modification of the matrix integral presented in
(1.30) such that the partition function includes the contributions from the gauge field that appeared
in the genus expansion of JT gravity coupled to Yang-Mills theory. As we will show below, there

are two possible equivalent modifications of the matrix integral (1.30):

e As shown in subsection 4.4.2, in the ¢ — 0 limit, the contribution of the gauge degrees of
freedom to the partition function can be absorbed in each representation sector R by an R-
dependent shift of the entropy Sy. This indicates that instead of obtaining the gravitational
gauge theory partition function from a single double-scaled matrix integral, one can obtain
the contribution of the gauge degrees of freedom from a collection of double-scaled matrix
integrals, where each matrix H? is associated to a different irreducible representation R of G.

The size of H? is proportional to the dimension of the representation R.

e In order to obtain such a collection of random matrix ensembles in a natural way, we consider
a different modification of the matrix integral (1.30). Specifically, instead of considering a
Hermitian matrix whose elements are complex, we rather consider matrices whose elements are

complex functions on the group G (equivalently, they are elements of the group algebra C[G]).
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Equivalently, as we will discuss shortly, one can consider matrices that in addition to the two
discrete labels characterizing the elements, have two additional labels in the group G and are
invariant under G transformations. By defining the appropriate traces over such matrices, we
show that such matrix integrals are equivalent to the previously mentioned collection of matrix
integrals, which in turn reproduce the genus expansion in the gravitational gauge theory. This

latter model serves as our starting point.

In our analysis, we first consider the necessary modifications of the matrix integral (1.30) which
reproduce the results from the weak gauge coupling limit and, afterward, we discuss the case of

general coupling.

Modifying the matrix integral: the weakly coupled limit

We start by modifying the structure of the Hermitian matrix H, by supplementing the discrete
indices 7,5 € 1,..., N that label the elements H;;, by two additional elements g,h € G.2' Thus,

elements of the matrix are given by H(; g ;). For such matrices, their multiplication is defined by

N
(HM)g).G.3) = D / dhH i), (k,0) Mk,1),(,5) (4.72)
k=1

where dh is the Haar measure defined on the group, normalized by the volume of group such that
Jdh=1.

The (left) action of the group element f € G on the matrix H(; g) (j») is defined as H; gy, (j,n) —
Hi t9),(j.sn), Wwhere we emphasize that the integer indices remain unaltered. In order to reproduce
the collection of matrix integrals that we have previously mentioned, in this work we are interested

in G-invariant matrices [175], defined by the property
Hig), 1) = Hitg), Gisny » (4.73)
for any f € G. For such matrices one can therefore, define H; ;(g) by using [175]
Hig), ) = Hi), (.- = Hij(97'h) € C[G] (4.74)

where C[G] is the complex group algebra associated to G. In other words, each element H; j,

instead of being viewed as a complex element, can be viewed as a function on the group G — C.

21Here we consider the case when G is a compact Lie group, while the past discussion of matrix integrals of this
type focused solely on the case when G is a finite group [175, 176, 177, 178].
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For G-invariant matrices, the product (4.72) simplifies to

(HM);5( Z / dhH;,(R)Myj(h~tg), (4.75)

where the integral over h simply gives the convolution of functions defined on the group G.

We wish to understand the free energy of a matrix model whose action is given by [175]

S[H] =N *Xcl +Z Lxa(HY)| | (4.76)

_]>3
where H is a G-invariant matrix defined through (4.74) and x. is the trace which, at first, we take
to be in the elementary representation of the group G. The trace in the (reducible) elementary
representation of the group is given by evaluating the H in (4.74) on the identity element e of the

group G,??

N ~
Xel(H) = /dh5 ZZ/dh (dim R)xr(h~)H, i (h)
R

i =1
N dim R

Z dimR)> " N (Hi )%, = > (dim R)Tr(gim gy v (HR) , (4.78)
i=1 j=1 R

Here, we have used the decomposition H; ;(g) = >, 2ifr;}f(d1m R)UE 1(9)(H; j)Rl where UR (9)
are the matrix elements of G.2> Thus, we can view Hg as an (dim R N) x (dim R N) matrix and,
above, Trgim r N (... ) is the standard trace over such matrices. Furthermore, to evaluate the trace

in the elementary representation for products of such matrices we can use

dim R
k . . .
(H 11,1k+1 Z Z dlmR Z ( 11,12)jR1,j2 e (Hik,ik+1)%c,jk+1 Ulj%l,jk_,_l (h‘) ’ (479)
ji 1+, 1 :1 ka: f

220ne might contemplate whether (4.78) is indeed a well-defined trace. We, in fact, show that the trace is still
valid when replacing §(h) in (4.83) by an arbitrary trace-class function, o(h=1). This can, of course, be viewed as a
trace in an arbitrary (most often) reducible representation of G. To show this, we have

Z Hij(h)Mp;(h™"h) ZUR/CUZ Z Hi (W) Ur(h™")(Myi) R

xf(HM) = /dhdha

i,k=1 i,k=1
n dim R
onR D> Hi)h (MR, = xp(MH) = x;([H, M]) =0, (4.77)
R i,k=1m,p=1

Wthh indeed implies that xei(...) is a well-defined trace. Above, we have used the fact that for trace-class function
o(h™1), there is a decomposition o(h~1) = > ROR xr(h™1) .

23Note that H; ;(g) is generically not trace class since H; ;j(h~ gh) # H; j(g), for generic group elements g and h.
Thus, H; ;(g) should be decomposed in the matrix elements of G, UR,l(g) instead of its characters xr(g).
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which yields

Xel(HY) = (dim R)(Hy, 5,)% 5, - (Hipin gy = O (dim R)Tr(ain iy (HR) - (4.80)
R R

Thus, the action (4.76) becomes [175]

R j>3

which is the same as a collection of decoupled GUE-like matrix integrals, where each matrix Hp is
Hermitian, is associated to the representation R, and has dimension (dim R N) x (dim R N). Such
matrix integrals are truly decoupled if the measure for the path integral in (4.76) associated to H(g)
is chosen such that it reduces to the standard measure for GUE-like matrix integrals associated
to dHg. To summarize, this result simply comes from the harmonic decomposition onto different
representation sectors of our initial Hermitian matrices whose elements were in C[G].

We now compare correlation functions in the standard Hermitian matrix model with N x N
matrices, to those in the model whose matrix elements are part of the group algebra C[G], when
having the same couplings in both models. Equivalently, we can compare such correlators to those
in the collection of matrix models in (4.81). In order to do this we compare correlation functions of
the trace of e #H to the gravitational answer. When H is an N x N Hermitian matrix the trace is

the standard Trye ##. However, when H has elements in C[G] the trace needs to be modified :

Z(B) =Try (e_ﬁH) = chl.(hv E) = Xcyl., h(e_ﬁH) ’ (482)

where,

5 0,2) 71 N - - =y _ &,BCa(R) N -
Xeyl, n(H) = [ dh 25 (h71 0) Y~ Hia(h) = / dhy “xr(h ™ )xr(h)e™ = > Hii(h)
mixed i=1 R i=1
_ &80y (R)
=> xr(h)e™ " 2 Trampn(Hr), (4.83)
R
where Z(OB7Fz) (g1, h) is the partition function of BF theory on the cylinder given by (4.26), where
mixed

on one of the edges we use Dirichlet boundary conditions and on the other we impose the mixed

boundary conditions discussed for BF theory.
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Consequently, using the multiplication properties for the C[G] matrices (4.80), we find

_ EpBC2(R)

Xegl, n(e 7P = ZXR(h>@ 2 Tr(dimR)N(e_ﬁHR)~ (4.84)
R

When h = e and &, = 0, one finds that Xcy1., n(H) = Xxei(H) and this will correspond to imposing
Dirichlet boundary conditions on the boundary on the gravitational gauge theory. The role of the
trace (4.82) is to reproduce results when setting mixed boundary conditions for each boundary of
My in the genus expansion of the partition function in the gravitational gauge theory.

We start by checking that by using the matrix ensemble given by (4.76), or equivalently (4.81),
together with the new definition of the trace we are able to reproduce this expansion for surfaces
with a single boundary (n = 1). Using (4.81), we find that in comparison to the initial regular

matrix integral the one-point function of Z.y (h, §) becomes

> 7
(2o ~ Y 22l
9=0

&,8C2 (R) B
<chl.(haﬁ)>conn. = ZXR(h)€7 3 <Tr(dimR)Ne ﬁHR>

Hij—H(i,g),(j,n) 7

Tr(e.) =Xl (-..)

)
~ 37 37 (dim RN Moty (h)e ™ Z,1(8), (4.85)
g=0 R

where Z, ,(3;) are the factors appearing in the genus expansion of the regular matrix integral
(1.30). Replacing N — e“° as the expansion parameter in the double-scaling limit, and using the
matrix integral discussed in [37], the coefficients Z, 1(3;) in (4.85) become Z, 1(;) which gives the
contribution of surfaces of genus g with n-boundaries to the JT gravity path integral. Thus, we find
that in the double-scaling limit the perturbative expansion (4.85) matches the genus expansion in
the weakly coupled gravitational gauge theory (4.65) when n = 1.

Next, we check that the genus expansion of the gravitational gauge theory and the matrix integral
matches for surfaces with an arbitrary number of boundaries. In order to obtain a match, we need
to specify what to do with the holonomies appearing in the traces (4.82). The procedure is to
associate each holonomy to the boundary of a separate disk; in order to obtain a single surface with
n-boundaries it is necessary to glue the boundaries of the n-disks, such that the holonomy of the
resulting n-boundaries are hi, ..., h,. This is precisely the same procedure used to glue n disks
into an n-holed sphere in Yang-Mills or BF-theory. Such a gluing implies that instead of having a

separate sum over irreducible representations for each insertion of Z.y1 (h;, 5;), we obtain a unique
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sum over R. We denote correlation functions after performing such a gluing as (...)8""d(hy, ... h,).

Thus, we find that the matrix integral results from pure JT gravity are modified such that?*

Z. o Dot (B )V (B hy) ~
H%j_)H(i,g),(j,h) < y1~(ﬁl) yl‘(ﬁ )>Conn.( 1 )

Tr(...)—xa(...)
Ca(R) 2;1=]_ ébj Bj

Z (hn) e 2 <Tr(dim R)NeiﬁlHR e Tr(dim R)Neiﬂ'"HR>
R
00 Ca(R) ST &y 85
— Z Z dim R e )XMondy p(hy) . xr(hn) e 2 Zyu(Bry-.- s Bn), (4.86)
g=0 R

where the dependence on ¢y, is realized through the overall re-scaling of the proper length f;
associated to each boundary. Of course one can use the second line in (4.86) as the definition of the
observable in the collection of matrix integrals (4.81).

Thus, if we consider the matrix integral associated to the (2, p) minimal string [48] in the p — oo
limit [37] and if we promote the matrix H to be of the form (4.73), we find we can reproduce the
genus expansion in the gravitational gauge theory with the mixed boundary conditions (4.66) for

the gauge field (or with Dirichlet boundary conditions when é&,, = 0 for all j).

Modifying the matrix integral: arbitrary gauge couplings

Similarly, we can reproduce the genus expansion with arbitrary gauge couplings € and €4 for asymp-
totically AdSs (¢ — 0) boundaries by modifying the matrix integral (4.76). We start by considering
mixed boundary conditions for the gauge field. Instead of taking the trace in the elementary repre-

sentation we can consider the more general trace for the matrix H:

xym(H) = /ngd“k ) Z ZZ/dg (dim R)xr(g~ ") (H)i.i(9) 02m€C2(R)

i=1 i=1 R

= Z(dim R) e27éC=(1) Tr(aim r)N (HR) , (4.87)
R

24In (4.86) when referring to the correlator (Zey1.(B1) - - chl,(ﬁn))gé';24 we have omitted to specify the holonomies
associated to the traces Xcy1.(...) appearing in Z.y1 . That is because there are multiple gluing procedures that can
be chosen to obtain a surface with the topology of the n-holed sphere starting from n-disks. We thus only specify the
final holonomies h1, ..., hy along the n-boundaries of Mg .
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where Cy(R) is given by (4.34). In such a case the action of the associated matrix model can be

rewritten as,

1 t; .
S[H] =N 3 xym(H?) + ; ZLxym(H?)
5>

= 1 .
> N(dim R)e*™e=() | = 5 Traim ryn (HR) + Z Troaim ryn (H) | (4.88)
R _]>3
Once again, this is a collection of decoupled matrix models, whose expansion parameter is given by
N (dim R)eéGQ(R). In order to produce correlators with mixed boundary conditions, we again use
the operator insertion ey, n(e#H). Thus, compared to the standard (2,p) double-scaled matrix

integral in the p — oo limit, correlation functions of Z.y (8;) become

(Ze1.(BY) - - Zext. (Br) oo (< o) =

Hij—=Hig),(j.n)
Tr( )_)XYM()

> _~ C2(R) ST & B
~ >N (dim R M eS0)XMondy p(hy) L oxp(hn)e™ 2 Zgu(Br. ..., Ba).-

g=0 R

(4.89)

Thus, the matrix integral (4.96) together with the cylindrical trace (4.83), describe the partition
function of JT gravity coupled to Yang-Mills on surfaces whose boundaries are asymptotically AdSs
(¢ = 0). However, in section 4.4.2 we have computed the first order correction in € which has led
to the renormalization of the dilaton boundary value (4.37), ¢» = ¢4(R) = ¢p — €& Co(R). This
renormalization changes the density of states that appears in the contribution of disk topologies in
each representation sector R, po(E) = 2 sinh(2my/2¢,E) = pi(E) = &;i{j) sinh (2#\ / QQZb(R)E).

This implies that when setting ¢, = 1/2, if rescale the temperature §; in each representation sector,

_g_Hr
such that in the cylindrical trace (4.84) we replace Trpim nye 7% = Trp(dim N)€ ﬁl—eéCz‘(R),

we can reproduce the genus expansion of the partition functions (4.60) and (4.62); as previously
mentioned, this accounts for the first order correction in € to correlators of Zgy1 ,(83). Therefore,
including this correction in € simply amounts to correcting the trace (4.83) for the matrix integral
operator insertion.

Thus, the equivalence between the genus expansion of correlators in the gravitational gauge

theory and the genus expansion of the matrix integral is schematically summarized in figure 4.3.
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A collection of GUE-like
matrix integrals, with Matrix integral for matri- ]

matrices [ HnpxNg ces with elements in C[G]
with N = (dim R) N

JT gravity coupled to Yang-
Mills in the genus expansion
with Dirichlet or mixed b.c.

Figure 4.3: Schematic representation of the equivalence between the gravitational gauge theory in
the genus expansion, a collection of Hermitian random matrix ensembles H% Hnpxny and a single
Hermitian random matrix ensemble with elements in C[G].

4.4.4 An interlude: the theory on orientable and unorientable manifolds

In subsection 4.4.3 we have reviewed the relation between the gravitational genus expansion on
orientable manifolds and matrix integrals over complex Hermitian matrices [37], for which the sym-
metry group that acts on the ensemble of such matrices is U(NN) (this is known as the g = 2
Dyson-ensemble [187], also referred to as GUE). Furthermore, we have shown how these matrix in-
tegrals account for the gauge degrees of freedom when considering Hermitian matrices with elements
in C[G] (i.e., G-invariant matrices (4.73) whose complex elements are labeled by two discrete labels
and two group elements).

To conclude our discussion about the equivalence between the genus expansions in the gravita-
tional gauge theories and the random matrix ensemble, it is worth schematically mentioning how
the results in the previous sections can be modified when also summing over unorientable manifolds.
Considering such manifolds in the path integral is relevant whenever the boundary theory has time-
reversal symmetry, T [113]. Thus, for pure JT gravity, the matrix integral which reproduces the
correct genus expansion should be over matrices in which time-reversal is assumed. The contribu-
tion of such surfaces to the partition function and the relation to matrix integrals with time-reversal
was studied in [113]. Depending on the way in which one accounts for cross-cap geometries, one
obtains two different bulk theories (whose partition function differs by a factor of (—1)¢ factor for

the contribution of surfaces that include ¢ cross-caps)?® which are related to two different random

25 As mentioned in [113], the gravitational computation in fact involves the factor (—1)X<M>, however, it is conve-
nient to replace the factor (—1)X(M) by (—1)¢. As noted in [113], the factors (—1)X(M) by (—1)¢ differs by a minus
sign for each boundary component, since 2 — 2g is always an even number. This replacement serves to make a more
clear map between JT gravity and random matrix resolvents.
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matrix ensembles [187]: (i) if T? = 1 then the integral was shown to be over real symmetric matrices
(H;; = Hj;) for which the associated group is O(N) (labeled as the f = 1 Dyson-ensemble or as
GOE-like); (ii) if T2 = —1 then the associated group is Sp(V) (labeled as the 3 = 4 Dyson-ensemble
or as GSE-like).

As was shown in [188, 189, 113], the volume of the moduli space of unorientable manifolds has
a divergence appearing from the contribution of geometries that include small cross-caps. A similar
divergence is found in the relevant double-scaled matrix integral, predicting the correct measure
for the cross-caps, but impeding the study of arbitrary genus correlators [113]. Nevertheless, when
coupling the gravitational theory to Yang-Mills theory, we can still determine the contribution of
the gauge degrees of freedom in the genus expansion of partition function even if the volume of the
moduli space is divergent. On the matrix integral side, we can also understand how to modify the
random matrix ensembles (i) or (ii) to account for this contribution (however, for matrix integrals
we will focus on (i)).

We start by analyzing the path integral in the gravitational gauge theory over both orientable and
unorientable surfaces. As before, the contribution of the gauge degrees of freedom to the partition
function of the gravitational gauge theory is simply given by dressing the gravitational contribution
ZjézlA) by the appropriate representation dependent factors. Here, Z/(\ﬁzl’4) is the contribution of
manifolds with the topology of M to the pure JT gravity path integral. Since we are also summing
over orientable manifolds, the partition function already includes all the terms in (4.62), but also
includes the contributions from unorientable manifolds which can always be obtained by gluing
together surfaces with the topology of trumpets, three-holed spheres, punctured Klein bottles and
cross-cap geometries (punctured RP?) [103]. Thus, we label such surfaces by Mg n.s.c, where s is
the number of Klein bottles and ¢ is the number of cross-caps.

When gluing together only trumpets, three-holed spheres, and Klein bottles, the contribution of
the gauge fields exactly follows from (4.26) [103], accounting for the contribution of the Klein bottles
to the Euler characteristic and only including the sum over representations that are isomorphic to
their complex conjugates, R = R (real or quaternionic). The non-trivial contribution comes from
the gluing of cross-cap geometries. Therefore, we first consider the example of a trumpet geometry,
glued to a cross-cap and will then generalize our derivation to surfaces with arbitrary topology. To
understand the contribution to the path integral in pure Yang-Mills theory of a surface with the
topology of a cross-cap, it is useful to understand how to construct such a surface by gluing a 5-edged

polygon [103]. Specifically, introducing the holonomies h; and hg, the cross-cap can be constructed
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by gluing the edges of the polygon [103]:

ho ha

(4.90)
hT? hy

Above, h is the holonomy on the resulting boundary of the cross-cap. Thus, the contribution of a

single cross-cap glued to a trumpet whose boundary is asymptotically AdSs is schematically given
by
27 (60,8 h) = SN0 [ Dy (R4 2 4 2 Co(R) ef ATk

mixed

. EC2(R) ang g g4 PP0VE

% (Z(dim R) e~ EBC2(R)— G0 /dhlthXR(h}hhghll)) )
R

(4.91)

where Mg 10,1 are surfaces with cross-cap topology (equivalent to RP? with a puncture) that
has genus 0, 1 boundary, 0 Klein bottles and, of course, 1 cross-cap component. Consequently,
X(Mo,101) = 0. Above, the measure over the gravitational degrees of freedom of course depends
on whether the bulk theory is defined to weight cross-cap geometries by a factor of (—1)¢.

After integrating out hy we are left with the group integral [ dhoxg(h3). Thus, in order to
compute (4.91) we need to identify the Frobenius-Schur indicator for the representations R of the

compact Lie group G:

1 3 symm. invar. bilinear form R® R — C,
frR= /dh xr(h?), frR=14 -1 3 anti-symm. invar. bilinear form R® R — C, (4.92)

0 A invar. bilinear form R® R — C.

Such an invariant bilinear form exists if and only if R = R. The representation is real, R € él,
if fr = 1 and quaternionic (equivalent, to a pseudo-real irreducible representation), R € @4, if
fr = —1. When the representation R is complex, R € ég and fr = 0.

Integrating out the the gauge field we thus find that the contribution of a single cross-cap-
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trumpet, with holonomy h, is given by

_x x(Mo,1,0,1)
Z(gﬁ}%\/} (v, B, h) Z frxr(h (dim Re® eQWeCQ(R)) oo
Dirichlet

e~ @B R 7,1 01(8/dp), (4.93)

where Zy101(8/¢s) is the (divergent) contribution of the cross-cap topologies to the partition
function [113]. As previously mentioned, depending on the definition of the bulk theory Zy 1.0.1(8/¢s)
could differ by an overall sign for this cross-cap geometry.

Thus, when gluing this cross-cap geometry to other surfaces, we dress the gravitational results
by the factors appearing in (4.93). Thus, the result in the gravitational gauge theory can be ob-
tained from the result in pure JT gravity, by introducing a sum over representations, dressing the
entropy factor €% — dim Re%ef“2(F) | introducing a factor (fr)¢ for geometries with ¢ cross-caps,
replacing the boundary value of the dilaton ¢, — qu(R) and adding the terms corresponding to the
introduction of the boundary condition changing defect (or to the use of mixed bounday conditions)
introduced in section 4.3. Thus, the result from pure JT gravity over orientable and unorientable

manifolds becomes

n, (f=1,4 n,8,¢
ZJT(B )(¢bj,ﬁ]) _ Z SOX(Mq )Z(Sf;n 8104)(6]/(#1)3)

Mg.n,s,c
n fixed
_—— Zna(B:L‘l) (¢b ﬁ) = Z Z (dlmR€27TeCQ(R) SO)X(MQ n) —M( ], 1eb ,B])
adding Yang-Mills 91 YM i i
term R Mo
n fixed
X Zéﬁn slf)(ﬁj/ﬂgbj (R))} + { Z (/) (dim Re2meC2(R) oS0 xX(My.n.o.c)
MQ,T:,,S,C
unorientable
n fixed
Ca(R) n s ) B B
e ) 2005, ()} (.9

where the first sum in the first parenthesis is over all orientable manifold M, , and the sum in
the second parenthesis is over all distinct topologies among the manifolds M, ,, s . which are unori-
entable. Above, the number of boundaries n is kept fixed.

Only real and quaternionic representations appear in the contribution of unorientable manifolds
to the path integral since fr = 0 for complex representations. In fact, due to the factor (fr)°,
switching between the 8 = 1 and 8 = 4 bulk definitions is equivalent to switching the role of real
and quaternionic representations.

As mentioned previously, the contributions from all geometries which contain a cross-cap have a

divergence appearing from small cross-caps, and thus, in practice, the contribution of higher genus
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or demigenus unorientable surfaces is impossible to compute. Nevertheless, we can still formally
reproduce the genus expansion over orientable and unorientable surfaces from matrix integrals. For
simplicity, we only discuss the limit € — 0, in which we consider ng(R) = ¢p = 1/2. Once again, for
this normalization, we use the shorthand notation Zgﬁn 5121 (85) = Zg(,ﬁn 5121 (Bj/Pv,). We also focus
on the case in which we start from a GOE-like matrix integral (8 = 1), for which matrices are real
and symmetric.

Our starting point is once again the same general matrix potential from subsection 4.4.3, however,
we now consider matrices whose elements are real functions on the group manifold G (describing
the real group algebra, R[G]), instead of complex functions; i.e. they are G-invariant matrices (4.73)
that have real elements which are labeled by two discrete labels and two group elements. Similar

to our derivation for C[G], we wish to decompose R[G], accounting for the contribution of each

representation R. Using the trace (4.87), we conclude that the decomposition is given by2%

N
xym(H / dh Z$E (W) (H)ia(h) = Y (dim R;) ™) Tri gy v (Her,), - (4.95)
=1 Rﬁ 2@

1

where @1 are all the real unitary irreducible representations of G, @2 are all the complex ones and
(A?4 are all the quaternionic (pseudo-real) representations of G. Consequently, the symmetry groups
associated to the matrices Hp, follow from the properties of U]]%Zyli(h): Hpg, is GOE-like, Hp, is
GUE-like and Hp, is GSE-like (also known as a quaternionic matrix) [176, 177, 178, 190]. Similarly,
the same decomposition follows for any power of H, following the convolution properties (4.80). The

matrix model (4.96) thus becomes

1 , t )
S[H]=N §XYM(H )+;4XYM(HJ)

E : wéC i 1 § :
= N(dlm Ri)€2 Ca(R) 5 T&r(dlmR )N(HR + Tr (dim R; )N(H ) . (496)
LE@ j>3
i=1,2

The appropriate choice of measure for the initial path integral dH (g) decomposes to give the standard
GOE-like matrix integral measure for Hg,, the GUE-like measure for Hpr, and the GSE-like measure
for Hg,. Once again we find that the matrix integral over H;;(g) is equivalent to a collection of
matrix integrals, where each integral is associated to a unitary irreducible representation R and the

associated symmetry group to each matrix is set by the reality of this representation. As was the case

260nce again, [176, 177, 178] list a similar decomposition to (4.95) for finite groups.
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for C[G], all the results presented so far in this subsection are due to the harmonic decomposition
of our matrices whose elements in R[G].

Compared to the (formal) topological expansion of correlators of Z(8;) in the matrix integral
associated to pure JT gravity, the expansion of correlators of the thermal partition sum Z. (5;) =

Xeyt. (e 7P ) becomes,

(Z(B1)... Z(B))P=D = > eSoxMamec) Z(B=1) (85 /)

glued, (8=1) ~
Hi,—Hg <ch1‘(ﬁ1) cee ZCyl‘(Bﬂ»conn‘ (hl? LR h’ﬂ) —

Tr( )—)XYM()

- |: Z Z (fRL)c(dlmRz €2ﬂéé2(Ri)eS0)X(Mg’n’S'C)XRi(hl) -+ XR; (hn)
M

gmse  Ri€G;
orientable & =14

unorientable
_702(Ri)2?:j Ebjﬁj B=1 : X 2ﬂééz(Ri) So\x(Mg.n)
X e z Z se(Bry oy Ba) | + Z Z (dim R; e €”°)
Mg.n Rye@y
C2(R2) i b, B _
X XR, (h]_) -+ XRs (hn)e_fZg’g}s’c(ﬁl, Ceey 6n):| . (497)

Since the matrix integrals over Hgr, and Hp, are GOE-like and GSE-like respectively, the sum
in the first parenthesis is over all distinct topologies among both the orientable and unorientable
manifolds My ,, s .. The factor of (fg, )¢ precisely accounts for the (—1) factor for the GOE and GSE
ensembles associated to the integrals over Hp, and, respectively, Hr,. Because Hp, is hermitian,
the sum in the second square parenthesis is solely over orientable manifolds. Noting that fr, = 0,
for complex representation Rs it is straightforward to realize that the sums in (4.97) reduce to
those in (4.94), in the limit in which ¢4(R) = ¢,. Thus, we indeed find a (formal) agreement
between the matrix integral and the gravitational gauge theory genus expansion. A similar proof is
straightforward to derive when starting with a GSE-like matrix integral (and, consequently, using
the other definition for the bulk theory).

Thus, we suggest the equivalence between the Euler characteristic expansion of correlators in
the gravitational gauge theory, on both orientable and unorientable surfaces, and the expansion in
the matrix integral discussed above. This relation is summarized through diagram 4.4. With this
generalization in mind, we now return to the usual situation in which we sum solely over orientable

manifolds, with the goal to analyze the diffeomorphism and gauge-invariant operators of the theory.
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A collection of matrix int:glrads/—\

with matrices [[% Hnpxng [ Matrix integral for GOE-like ]

with Np = (dimR) N, matrices with elements in R[G]
whose class is set by fr

JT gravity coupled to Yang-Mills
in the genus expansion with
Dirichlet or mixed b.c. on ori-
entable & unorientable manifolds

Figure 4.4: Schematic representation of the equivalence between the gravitational gauge theory in
the genus expansion on orientable and unorientable surfaces, a collection of random matrix ensembles
H% Hpypxny, whose class is specified by fr and a single GOE-like random matrix ensemble with
elements in R[G].

4.5 Observables

4.5.1 Diffeomorphism and gauge invariance

The goal in this section is to define a set of diffeomorphism and gauge invariant observables in the
gravitational BF or Yang-Mills theories. In order to do this it useful to first review how diffeomor-
phisms act on the zero-form and one-form fields in the theory. Under a diffeomorphism defined by

an infinitesimal vector field £, the zero form field and the one form field transform as,

¢ — ¢ +icdg,

A= A+icdA+d(icA) = A+ icF + Da(icA), (4.98)

where ¢ represents the standard map from a p-form to a (p— 1)-form. Since we are fixing the metric
along the boundary, we fix diffecomorphisms on M to vanish, g = 0.

To start, we first analyze the possible set of local operators. In Yang-Mills theory, the local
operator Tr ¢?(x) (which is also proportional to the quadratic Casimir of the gauge group G) is
indeed a good diffeomorphism invariant operator since d Tr¢?(z) = 0 (also valid as an operator
equation). Similarly, all other local gauge-invariant operators are given by combinations of Casimirs
of the group G. Since all other Casimirs are constructed by considering the trace of various powers
of ¢, they are also conserved on the entire manifold. Consequently, they also serve as proper

diffeomorphism and gauge-invariant observables in the gravitationally coupled Yang-Mills theories.
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We also analyze the insertion of non-local operators of co-dimension 1: i.e. Wilson lines and

loops,
Wr(C) = xr (Pefc A) (4.99)

where the meaning of the contour C will be specified shortly.

Before moving forward with the analysis of correlators for (4.99), we have to require that non-local
observables are also diffeomorphism invariant. In the weak gauge coupling limit (BF theory) the path
integral localizes to the space of flat connections, and thus the infinitesimal diffeomorphism (4.98) is,
in fact, equivalent to an infinitesimal gauge transformation with the gauge transformation parameter
given by A = i¢A. Since Wilson loops or lines are invariant under bulk gauge transformations, in BF
theory they are also invariant under diffeomorphisms (which, of course, also follows from the fact
that in BF theory the expectation value of Wilson loops or lines only depends on their topological
properties rather than on the exact choice of contour). When computing such correlators in the
genus expansion, one has to also specify the homotopy class of the Wilson line or loop. Since the
manifolds that we are summing over in the genus expansion, have different fundamental groups and,
therefore, different homotopy classes for the Wilson loops(or lines), there is no way to specify the
fact that the contour of the loop or line belongs to a particular class within the genus expansion. Of
course, the exceptions are the trivial classes in which the contour can always be smoothly contracted
to a segment of the boundary (for boundary anchored lines) or to a single point (for closed loops).

An even more pronounced problem appears in Yang-Mills theory where the observable (4.99) is
not diffeomorphism invariant, even when placing the theory on a disk; because the path integral
no longer localizes to the space of flat connections, the infinitesimal diffeomorphism in (4.98) is no
longer equivalent to a gauge transformation. Rather, the expectation value of a Wilson line or loop is
affected by performing the infinitesimal diffeomorphism (4.98). Therefore, we are forced to consider
generalizations of (4.99) which should be diffeomorphism invariant. Thus, we define the generalized
Wilson loops, by summing over all contours (either closed or anchored at two boundary points) on

the manifolds M, ,,, included in the genus expansion in (4.60) or (4.62):
Wr = /[dC] XR (Pefc A) , Wi.r = /[dC] e e ds/ gun ity (Pefc dsj““‘“) . (4.100)

where m? = A\(1 — \) the measure [dC] is chosen such that (4.100) is diffeomorphism invariant.?”

27Instead of expressing our results in terms of the mass m of the particle, it proves convenient to use the SL2
representation A [115, 165], which is the charge of the particle under AdSs isometries.
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When considering lines that are anchored, we can fix gauge transformations on the boundary in
order for (4.100) to be gauge invariant. When fixing gauge transformations on the boundary, we can

consider the more general diffeomorphism and gauge invariant operators2®

R,my

m2 = /[dC] Ugljnl (Pefc A) , U(T;?R),ml = /[dC] eimfc dsWUgl)fnl (P@fc A) ’ (4101)

where gﬁ;l (h) is the a matrix element of the R representation.

The first operators (4.100) and (4.101) can be associated to the worldline path integrals of
massless particle charged in the R representation, while the second corresponds to the worldline
of a massive particle. Because of this connection, we refer to these operators as “quark worldline
operators”. In (4.101), we not only specify the representation R but we also specify the states m and
n within the representation R in which the quark should be at the two end-points on the boundary;
(4.100) is insensitive to the states of the particle at the end-points as long as the two are the same.
When the worldlines are boundary anchored and the end-points of the contours C' are both kept fix
to w1 and ug, we denote such operators by Wi g(u1,uz) or by Z/{ginl (uy,us).

For simplicity, in this chapter, we solely focus on the expectation values of the quark worldline
operators when the theory is in the weak gauge coupling limit. Moreover, we take the contours
associated to the worldlines to be anchored at two fixed points on the boundary and to be smoothly

contractable onto the boundary segment in between the two anchoring points.

4.5.2 Local operators

To start, we consider correlation functions of local operators first on surfaces with disk topology,
then in the genus expansion, and, in both cases, we determine the equivalent observables on the
boundary side.

In section 4.3.3, we have proven that Z$%, (¢4, 8,h) = Zschwxc (8, h) for both Dirichlet and
mixed boundary conditions, for any choice of holonomy of the gauge field A,,. Given this equality, it
is straightforward to determine how to reproduce boundary correlators of G-symmetry charges from
the bulk perspective. By using functional derivatives with respect to the background gauge field on

the boundary side and derivatives with respect to the gauge field A, appearing in the boundary

281n fact, one only needs to fix gauge transformations at the anchoring points in order for (4.100) and (4.101) to
Ujt1
be gauge invariant. The expectation value of such operators in depends on the group elements h; ;11 = Pef“j A,
where u; and uj11 are all the pairs of neighboring anchoring points.
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condition for the bulk gauge field, we find the following match:

5kZ31’?$M(¢b767'P€faM A) 5kZSChwxg(ﬁ,PefaM -A)

A (ur) . O A% (up) SAT () . SAT () ¢ (@ (1) () (4102)

The equivalence above holds when choosing both Dirichlet or mixed boundary conditions for the
bulk gauge field and, as presented in subsection 4.3.3, when choosing the appropriate boundary
theory. Note that since a(u) is not invariant under background gauge transformations, in (4.102)
we should fix A, (u) at every point and not only its overall holonomy for any choice of gauge field
boundary conditions.

Similarly, we find a match between the conserved G quadratic Casimir in Yang-Mills theory and

the conserved G quadratic Casimir on the boundary side:

Tr¢? «+— Tra?. (4.103)

The correlators or such operators are obtained by inserting the G quadratic Casimir in the path

integral, to find that?®

- 3/2
. n R
(Tre? (1) . .. Trg?(x1)) (h) Z dim(R)xr(h)(2C2(R)) (éb; )>
R

o e%+2wéég(R)7ébﬁCg(R) _

= (Tra*(u1) ... Tra?(u,)), (4.104)
where we note that the correlator is independent of the bulk insertion points x1, ..., x, and of the
boundary insertion points u, ..., u,.>? Following the same reasoning, the correlation functions of
any gauge invariant operators match:

V(g) +— V(a). (4.105)

Correlation functions such as <‘71(d>(u1)) e Vn(gzﬁ(un))) can be matched by replacing the factor of
the Casimir (C3(R))™ in (4.104) by Vi(R)...V,(R). Since all diffeomorphism and gauge invariant
operators are of the form (4.105) we conclude that the correlation functions of local operators on

surfaces with disk topology match those in the boundary theory (4.45).

29For brevity, we use o to denote the solution to correlators, un-normalized by the partition function in the
associated theories.
30The factor of 2 in front of the Casimir comes from the normalization N = 1/2.
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We now consider such correlators in the genus expansion of orientable surfaces. With mixed
boundary conditions for the gauge field in the gravitational gauge theory, such correlators are given

by

(Trg?(a1). "ng(xk»wbw Bjs hj) o ZXR(hl) . "XR(hn>6_%

R

’ [i (dim(Rez=e@x e ) ooy 20 gy | aon)

g9=0

when considering surfaces with n-boundaries. For simplicity we assume £ — 0 such that we take
&bj (R) = ¢, This result can be reproduced from the random matrix ensemble (4.96) by considering

correlators of the operator

N
Xrrge p(e Pt = / dh (Tre?) B (B4 0) Y (e
=1

mixed
épBCa(R) N ~
-/ 3 e e CaR)eFE S (), ()
=1

2,80 (R) e
ZZXR(h)(—Cz(R))e_ T Tr(aim myn (e R (4.107)
R

where (Trgbz)(ol’ﬂ?)d is the expectation value of the operator Tr¢? on the cylinder (Mo,2)) in the
mixe:

BF-theory with the mixed boundary condition (4.14) on one of the sides of the cylinder and with

Dirichlet boundary conditions on the other. Plugging the above into the “glued” matrix integral

correlator, we indeed find that3!

(Trg? (1) .. Trg® (@) (b, Bjs hi) = (xmrgz (677H) oo Xmege (€M) &R (s, B, hy) (4.108)

Similarly, by modifying the trace function in (4.107) by replacing Tr¢? by the arbitrary function
V(¢), we can prove that for all gauge and diffeomorphism invariant observables on the boundary

side one can construct the equivalent set of operators on the matrix integral side.

4.5.3 Quark worldline operators in the weakly coupled limit

Since we have discussed the correlators of all gauge-invariant local operators, we can now move-
on to computing the expectation value of the aforementioned quark worldline operators (4.100)

and (4.101). As previously stated, in this subsection we solely consider boundary anchored quark

310nce again we omit to specify the holonomies associated to the traces XTr 2 (...). See footnote**

145



worldlines in the weakly coupled topological limit, with the mixed boundary conditions studied in
section 4.2. We again start by studying surfaces with disk topology and then discuss correlators of
such operators in the genus expansion. For higher genus manifolds, we only consider massless quark
worldline operators whose contours have both endpoints on the same boundary. Moreover, we solely
consider contours that can be smoothly contractible to a segment on the boundary when keeping
these boundary endpoints fixed.

Considering the weak gauge coupling limit offers two advantages.

The first is that the expectation value of operators with self-intersecting contours C' is the same
as the expectation value of operators with contours C that have the same endpoints and are not self-
intersecting; i.e., there is a smooth transformation taking C and C which vanishes at the endpoints.3?
Therefore, in the weak gauge coupling limit, we only have to consider the expectation value of lines
that are not self-intersecting.

The second advantage of the weak gauge coupling limit is that on surfaces with disk topology,
the contribution of the gauge field in the worldline operators (4.100) and (4.101) can be factorized:

R,m1 R,m1

Ry = / [AC] e Jo 45y o @ prma (Pech)( / [dc}eimfcdS\/W) na, (Pele).

(4.109)

The above equation holds for any contour choice C' which has the same end-points as the contours
C. Correlators of 0,(C) = (f[dC} eimle dng“”’““) have been studied in pure JT gravity on
disk topologies in [121, 1]. Such operators were shown to be equivalent to Wilson lines in a BF
theory with s[(2, R) gauge algebra. In turn, the expectation value of such lines were shown to match

correlation functions of bi-local operators in the Schwarzian theory [40, 64, 191, 1],

oA<c>z( / [dC]eimed8W> o 0A<u1,u2>z(|Ff;(f§1>F}((ﬁ))|2)A, (4.110)

where F'(u) is the Schwarzian field and vy and ug are the locations of the end-points for the countours
C.

Thus, by using the correlator functions of Wilson lines in s[(2,R) BF theory,?* together with

32 As previously discussed, when quantizing BF-theory each patch has an associated irreducible representation R.
As we will summarize shortly, for each Wilson line intersection, one associates a 6j-symbol of the group G which
includes the four representation associated to the patches surrounding the intersection and the two representations
associated to the two lines. When the line is self-intersecting, one instead uses two copies of the representation
associated with that line. The fact that Wilson lines with the contour C and € have the same expectation value
follows from orthogonality properties of the 6j-symbol.

330r, equivalently, the expectation value of bi-local operators in the Schwarzian theory [40].
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the expectation value of boundary anchored non-intersecting Wilson lines in G-BF theory,* we
determine arbitrary correlators of quark worldlines in the weak gauge coupling limit on surfaces
with disk topology. Using closely related techniques, we then move-on to the genus expansion when

setting the mass of the quark to m = 0.

A single line on the disk

When fixing the boundary conditions for the gauge field to be given by (4.14), the expectation value
of a boundary anchored quark worldline operator can be computed in two different ways.

The first follows the reasoning presented in subsection 4.2.1: we reduce the bulk path integral
in the presence of a quark worldline operator to a boundary path integral. Such a reduction was
studied in the case of pure BF theory in [120, 192, 121]. As mentioned in subsection 4.2.1 the path
integral over the zero-form field ¢ imposes a restriction to the space of flat connections, A = ¢~ 'dg.
For such configuration the path-ordered integral that appears in the Wilson-line becomes PelcA =
q ' (u2)q(uy), for any contour C' whose end-points are u; and up. Similarly, one can show that
the the Wilson line in the s[(2,R) BF-theory reduces to the bi-local operator (4.110). Thus in the

boundary path-integral (4.17), we need to insert the operator Uz (¢~ " (u2)q(u1)):*®

w| ¢ Tr -1 uu? T a?
UKy (1, 12) [/ DaDa U2, (g~ (ua)g(uy) f (T @0 DAt o5t o)

X UDFOA(ul,ug)efoB duSch(Fyu) |- (4.111)

The path integral in the first parenthesis was computed in [121, 120] when the background gauge
field A, = 0. Nevertheless, we follow the same reasoning as in [121, 120] to solve the path integral
for an arbitrary background. By using the quantization procedure from subsection 4.2.2 and using
Ug?, (@ Hu2)q(ur)) = U2 (¢~ (w1))UR, . (q(uz2)), we find that the first square parenthesis can be

rewritten as [121, 120]

(Urs)c =Trye E;(q‘l(ul))hue‘“”HUﬁ’ml (q(uz))hore ">, (4.112)
where his = Peﬂ? A and ho1 is given by the integral along the complementary segment. Further-

more, we have simplified notation by denoting u;; = |u; — u;| for ¢ > j and u;; = |8 — u; + w;|. By

34The expectation value of boundary anchored Wilson lines in the more general Yang-Mills theory with gauge
group G were studied in [120, 192, 121].

35Note that because the action in the first path integral in (4.111) is invariant under 1d diffeomorphisms, one
can equivalently use the AdS» coordinate given by the Schwarzian field F'(u) to parametrize the boundary and the
anchoring points.
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inserting the complete basis of eigenstates of the Hamiltonian H at various locations in (4.112) one
can easily compute the expression above [120, 121].

Before, discussing the final result (4.116) of the path integral in (4.111), we briefly summarize
how one can compute the expectation value of U{K?R)Jnl (uq,uz) by directly performing the bulk path
integral. By using the fact that the mixed boundary conditions are equivalent to the insertion of the
boundary condition changing defect (4.27), we find that the contribution of the gauge field is given

by the gluing formula

R,m1 E R,my :
mixed mixed

P2 Vg = / dhZ G (urg, haoh)UR2. (R) 2% (ugr, hath™ ). (4.113)
This, or equivalently (4.112), yields®¢

Ui mr = (UR,)o = Y (dim Ra)(dim Ry) 4t Colli s Ca(h)

mixed

R1, R

dim R; R R R R R R

1 2 1 2
X Z Ugfll P1 (hu)UIq?zz,pz (h21) ’ (4'115)
pj,¢;=1 \ P1 M1 —p2 q1 M2 —q2
j=1,2
Ri R R,
where is the 3j-symbol for the representations R;, R and Ry of the group G.

pP1 M1 —p2

Putting this together with the result for the expectation value of the bi-local operator in the
Schwarzian theory [40] or, equivalently, for the expectation value of a Wilson line in an sl(2,R)

BF-theory [121, 1], we find that

n TS . . —U1o (%4.%(31))
(UG Ry m (U1, u2)) o [ dsipo(sy) dsz2po(s2)N™ o, 5 Z (dim Ry )(dim Rz) e
R, Ro

cun (gm0 (R R OR Ri R R
X e o (s o)) ! ? ' Clum (U (har),(4.116)

pj,q;=1 \P1 M1 —pP2 g1 M2 —q2
5=1,2

where N*2 5, » can be viewed as the fusion coefficient for the principal series repesentations A\; =

36Here we have normalized the 3 — j symbol following [121], such that

. _ R R R R R R,
mq mo m 1\ 1 2 3 1 2 3
[ vz, o ot = (e ey (e e B (4.114)

148



1/2 4 sy and Mg = 1/2 + iso and the discrete series representation A in SL2, given by3”

|F(/\ + 151 — 'LSQ)F()\ + 151 + 7:82)|2 . F(/\ +1is51 £ ’iSQ)

NSQ = =
e T(2)) T(2))

(4.117)

A simplifying limit for (4.116) appears when considering the operator W, g(u1,uz), with A, =0

all along the boundary (h12 = ho1 = e):

(Wi rlus,u)) o< > (dile)(ding)/dslpg(sl)dSon(SQ)

Ry, R2

2 = 2 =
N L (u2,u1)<L+M>+(ﬁ,u2+ul)<i+m>}
x N p g N®2, ye ™ [ el 2 el ® . (4.118)

where NT2 R, R Is the fusion coefficient for the tensor product of representations, Ry ® R —
NE: r a2

Following the same techniques presented so far we can compute correlation functions of an
arbitrary number of quark worldline operators, Z/{(’B\’R)’m(uj, Ujt1) OF Wiy 7 (uj,uj11), by performing
the bulk path integral directly; alternatively, we can compute the expectation value of operators
such as Ug . (™" (u;)q(uj11))Ox(uj, uj11) on the boundary side. To better exemplify the power of
these techniques we give results for two other examples of quark worldline correlators on surfaces

with disk topology.

Time-ordered correlators

First we consider the case of multiple boundary anchored lines whose end-points are u; and w41
(with 7 =1,3,...2n—1) and the points are ordered as u; < us < --- < ug,. In such a configuration,

we find that when setting A, = 0, the correlation function of W, 5 is given by

n

<HWmi,Ri (ugi—1,u2;) ) o Z /dsop(so)(dimRo) (H dsip(si)(dimRi)>
i=1 RI,RO,RH, i=1

n n s2 | &,C0(Ry) n s2 | &,Co(Rg)
~ (H NRF) ~stOS“)\ ) e_<2i=1 U21ﬂ,2i—1(2q‘>b +%>>_(B_Zi=l “21\21'71)(%%"" b 22 0 ) ) (4_119)

Ri,R; B

i=1

This case corresponds to studying time-ordered correlators of the equivalent boundary operators,

Xr(h™ (uj)h(wjy1))Ox(uj, ujr).

37For details about the computation of (4.117), see [1].
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Multiple intersecting lines and out of time-ordered correlators

As our second example we consider the case of two set of boundary anchored worldlines whose
end-points are u1, us and ug, us and the points are ordered as u; < ug < us < uy. The Wilson
lines associated to the two quark worldlines operators are in a configuration that is homotopically
equivalent (when fixing the endpoints) to the case in which the contours of the two lines intersect
solely once. Therefore, we solely consider this latter configuration to compute the contribution of
the gauge degrees of freedom to the correlator. Once again, we find that when setting A, = 0 the

result simplifies. In particular, the correlation function is given by:

4
(VleJsi1 (Ul,UQ)sz’RQ (u3,uy)) Z / (H ds;po(s;) dim Ri> (4.120)
Ri,...,R4 i=1

2

- - - - ol R R R
X NS4A1,51NSS>\1,82N83>\2751Ns4)\2,82R5384{ }

S1 A1

Ry R Ry

s2 &, C9(Ry) 2 &,C9(R3) 2 &,C09(Ro) s2 &, C09(Ry)
« 67[<ﬁ+¥21 wis+( g+ 5 Juse+( 55+ 5 Juaat( g+ Jua

)

R3; Ry R
where is the 6 — j symbol for the representations of the group G and R, s, [ 32 iﬂ

Ry Ri Ry

is the 6 — j symbol for 4 principal and two discrete series representation of SL2.38

Moving to higher genus: massless quark worldlines in the genus expansion

To conclude our discussion about non-local operators in the gravitational gauge theory, we move
away from the disk topology and compute an example of a quark worldline correlator on the bulk-
side. Finally, we again show how this correlator can be reproduced through a matrix integral.
Specifically, we consider a boundary anchored quark massless (m = 0 and, consequently A = 0 or 1)
worldline operators with homotopically trivial contours in the weak coupling.?® By using the gluing

procedure described above we find that the correlator for a single quark worldline on a surface with

380nce again, for details about the appearance of the SL2 6j-symbol, see [1, 130, 131].

39The reason we are solely considering correlation functions of massless field is due to the divergence observed in
[37] when considering correlation functions of matter fields on higher genus surfaces for which the length of the closed
geodesic along which the trumpet is glued has b — 0.
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n-boundaries is given by,

mixed mixed

<Z/[(T(L))R))m(ul7 UQ)>(h12, h21, hg, ey hn) X Z ng@SOX(Mg’") /dhz(%;‘) (hlgh)Z(gP;z‘) (h_1h21>
g=0

n e . . Mg.n ,w
X Ug m(h) = ZZg,n Z (dim Ry) (dim R, eSO)X( ‘ )XR(hz)u-XR(hn)e =2 °;

9=0 Ri,R2

dim R;
 EpuypCa(Ry) _ Ehup; Ca(Ra) 7Rt R Ry Ri R R
2 2 E

U‘h

. R17p1(h12)U1%22,p2 (ha21) -

pj,q;=1 \ P1 M1 —pP2 qgr M2 —Qq2
j=1,2

(4.121)

Here, when g > 0, the contours are contractible to the segment of the boundary whose length is
U2, with uio + ug; = . Once again, while on the disk the the contribution of the gauge and
gravitational degrees of freedom are factorized, the two theories which are topological in the bulk
are once again coupled through the genus expansion. The gluing procedure in (4.121) is easily
generalized for any number of quark worldlines whose contours are each contractible to a boundary
segment. Specifically, results for time-ordered and out-of-time order correlators easily follow from
(4.119) and (4.120), respectively.

It is instructive to understand how such correlators can be reproduced from matrix integrals.
For simplicity, we focus on reproducing (4.121) for a single boundary (n = 1). Once again, we rely
on modifying the trace of of operator e “## that we have previously used in the correlator of matrix

integrals. Therefore we define

N
XU;L?mphlz, ha1 (e_ﬁH) /dil (U};%) BF (h127 hzlﬁ_l) Z (e_BH)i,i (il)

mixed |
= Z e_%b(UMCQ(R1)+u2102(R2))TT(dimRZ)N (e_ﬁHRZ) (4.122)
Ri,R2
dim R; R R R R R n
1 2 1 )
> Uk, pr (h12)UR, 4, (h21)
pj;quzl p1 mi —p2 G M2 —q2
J=1,

where (UE ) Br (hi2,ha1h™!) is the expectation value of the boundary anchored Wilson line
7 mixed

Ug (k) inserted in a G-BF theory with the mixed boundary conditions (4.14). Using the ma-

trix integral whose action is given by (4.96), it quickly follows that

U2y (w1, u2)) B (P12, har) = (X iy o, (€77)) (4.123)

mixed Rymy
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The construction of the traces in (4.107), corresponding to the insertion of the local operator
Tr¢?, and the trace (4.122), corresponding to the insertion of the massless quark worldline operator
suggest the general prescription needed in order to reproduce any gauge theory observable in the
weak gauge coupling limit. For an operator O, that can be entirely contracted to the boundary of

the gauge theory, one can schematically construct the operator

N
xo(e M) = /dil<(9> BF (ﬁ_l)z (), (). (O)yrer = (xo(e™1)). (4.124)

mixed 1 mixed
i=

Of course, it would be interesting to extend this construction and the analysis performed in this
subsection to worldline operators which cannot necessarily be contracted to the boundary and when
the gauge theory is not necessarily weakly coupled. We hope to report in the future on progress in

this direction.

4.6 Outlook

We have managed to quantize JT gravity coupled to Yang-Mills theory, both through the metric
and through the dilaton field, when the theory has an arbitrary gauge group G and arbitrary gauge
couplings.

When solely looking at surfaces with disk topology, we have found that the theory is equivalent
to the Schwarzian coupled to a particle moving on the gauge group manifold. Explicitly, we have
computed a great variety of observables in the gravitational gauge theory, ranging from the partition
functions presented in section 4.3, to correlators of quark worldline operators discussed in section
4.5. We matched each of them with the proper boundary observable. This boundary theory (the
Schwarzian coupled to a particle moving on a group manifold) is expected to arise in the low-
energy limit of several disordered theories and tensor models that have a global symmetry G; the
argument primarily relies on the fact that the resulting effective theory needs to have an SL(2,R)x G
symmetry.* Nevertheless, it would be interesting to understand whether one can derive the potential
and coupling to the Schwarzian theory that we have encountered for the particle moving on the group
manifold G directly from a specific disordered theory or a particular tensor model.*!

In parallel to our analysis of surfaces with disk topology, we also computed the same correlators in
the genus expansion, when considering orientable surfaces with an arbitrary number of boundaries.

For all such correlators, we have found two equivalent matrix integral descriptions. In both, the

403ee [166, 167, 168, 169, 170, 171, 172, 173, 174] for details
41We thank G. Tarnopolskiy for useful discussions about this direction.

152



starting point was to consider the matrix integral description of the (2,p) minimal string, in the
p — oo limit. In the first matrix integral description, one promotes the matrix elements H; ;
from complex numbers to complex group algebra elements in C[G]. Keeping the couplings in the
associated matrix model to be the same, but redefining the traces appearing in the model, after
some algebraic manipulation, we obtain the second equivalent matrix integral description.

This description is given by a collection of random matrix ensembles, where each matrix is
Hermitian, is associated to a unitary irreducible representation R of G, and has its size is simply
proportional to the dimension of the irreducible representation R. Using this latter matrix descrip-
tion, we have found that the genus expansion of correlators in the gravitational gauge theory on
surfaces with n boundaries matches the expectation value of n operator insertions e~ in the matrix
integral ensemble. Depending on which operators we include in the correlator on the gravitational
side, we have shown that one can construct the appropriate trace for the operator e ?# on the
matrix integral side.

Besides considering correlators in the gravitational gauge theory defined on orientable surfaces,
we have also briefly discussed the computation of the partition function of the theory on both
orientable and unorientable surfaces. In this case, we have recovered the partition function from a
GOE-like matrix integral with matrix elements in R[G]. It would, of course, be interesting to analyze
the same more general correlators as those studied in this chapter, both in this gravitational gauge
theory and in its associated random matrix ensemble. However, as mentioned in [113], when studying
unorientable surfaces, all computations are limited by the logarithmic divergence encountered due

to small cross-cap geometries.

Relation to SYK-like models

As discussed in [37], the random matrix statistics encountered when studying pure JT gravity only
qualitatively describe some aspects of the SYK model. Similarly, the random matrix ensembles that
we have encountered when analyzing the gravitational gauge theory reproduce the same features
of SYK models with global symmetries but do not adequately describe the disordered theory. One
example in which the matrix integral provides a qualitative description is for the ramp saddle point
encountered in SYK [19] which was found to be analogous to the double trumpet configuration from
pure JT gravity. When studying an SYK model with global symmetry, one expects similar ramp
saddle points in each representation sector; as can be inferred from our results, the contribution
of each representation sector to the double trumpet configuration in the gravitational gauge theory

indeed reproduces the linearly growing “ramp” contribution to the spectral form factor.
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Rewriting 2D Yang-Mills theory as a string theory

One significant development in the study of 2d Yang-Mills has been its reformulation as a theory
of strings [193, 194]. Furthermore, as presented in [19] and [113], and as reviewed in this chapter,
the genus expansion of pure JT gravity is related to the matrix integral obtained from the (2,p)
minimal string, in the p — oo limit. Consequently, it is natural to ask whether, when coupling
2d Yang-Mills to JT gravity, it is possible to rewrite the partition function or the diffeomorphism
and gauge-invariant correlators in this theory as a sum over the branched covers considered in

(193, 194].42

A further study of correlators

Regarding the classification of all diffeomorphism and gauge-invariant operators in the gravitational
gauge theory and the computation of their associated correlators, we have managed to understand
all local observables coming from pure Yang-Mills theory and have computed their expectation
values. For non-local operators we have defined a set of quark worldline operators which generalize
the Wilson lines from pure Yang-Mills theory. The purpose of this generalization was to obtain
observables which are diffeomorphism invariant. We have, however, only studied these operators
when considering worldlines that are boundary anchored and are smoothly contractible to a segment
on the boundary. It would, of course, be interesting to understand how to perform computations for
more general topological configurations. This brings up two problems. The first is to determine a
way to assign weights in the path integral to the different homotopy classes in which the contours of
the boundary anchored worldlines can belong. Such an assignment is well known for worldline path
integrals in quantum mechanics [195], however, considering worldlines in the genus expansion in 2d
quantum gravity adds a layer of complexity. This is because the first homotopy group for surfaces
with different genera is, of course, different. The second problem with studying worldline path
integrals with topologically non-trivial contours is that for certain homotopy classes such contours

3 Consequently, one needs to develop a bookkeeping device for

are necessarily self-intersecting.*
tracking the 6j-symbols associated with each intersection that would necessarily appear in the genus
expansion.

A further research direction that would lead to a better understanding of quark worldline opera-

421n fact, investigating the behavior of 2d Yang-Mills coupled to 2d quantum gravity is an open research direction
suggested in the review [104].

43For instance, consider a closed curve on the torus M1, for which 71(Mi,9) = Z X Z. Consider a curve that
winds p times around one cycle and ¢ times around the other with (p,q) € m1(Mji,0). Then the minimum number of
self-intersections for such a curve is ged(p, ¢) — 1 [196] for p, g > 0.
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tors would be to compute their associated correlators beyond the weak gauge coupling limit. Perhaps
one can use diffeomorphism invariance to simplify this computation. For instance, by working in a
diffeomorphism gauge where the metric determinant ,/g is concentrated around the boundary and
is almost vanishing in the bulk, it might be possible to reduce the computation at arbitrary gauge

coupling to the computation at weak gauge coupling.
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Chapter 5

Relation to near-extremal black

holes

5.1 Outline of results

This chapter expands on the ideas presented in section 1.6 and is organized as follows. In section
5.2, we describe the set-up for Reissner-Nordstrom black holes, discuss details about the dimensional
reduction, dynamics and boundary conditions for massless fields in the near-horizon region. In
section 5.3, we reduce the dynamics in the near-horizon region to that of a 1d system, the Schwarzian
theory coupled to a particle moving on a U(1) x SO(3) group manifold. We compute the partition
function and density of states in such a system in the canonical and grand canonical ensembles,
thus obtaining the main result of this chapter in section 5.3.2 and 5.3.3. In section 5.3.4, we also
account for deviations from the spinless Reissner-Nordstréom solution to Kerr-Newman solutions
with small spin, in a grand canonical ensemble that includes a chemical potential for the angular
momentum (or equivalently, fixing the boundary metric). More details about the connection between
the SO(3) gauge field appearing from the dimensional reduction and the angular momentum of the
black hole are discussed in appendix C. In section 5.4, we revisit the contribution of massive Kaluza-
Klein modes to the partition function. We show their effect is minimal and does not modify the
shape of the density of states. Finally, in section 5.5 we summarize our results and discuss future
research directions, focusing on possible non-perturbative corrections to the partition function and

speculating about the role that geometries with higher topology have in the near-horizon region.
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5.2 Near-extremal black hole and JT gravity

In this chapter, we will focus on several kinds of 4d black hole solutions. Specifically, in this section,
we will consider the Reissner-Nordstrom black holes solutions and Kerr-Newman solutions of low
spin, in both asymptotically AdS, spaces and flat spaces. While here we focus on black holes in
D = 4, the techniques used here apply to a broader set of near-extremal black holes in any number

of dimensions.

5.2.1 Setup

In this section we will study Einstein gravity in asymptotically AdS, coupled to a U(1) Maxwell

field. The Euclidean action is given by

1

Igy = — |:/ dix /9(My) (R+2A)—2/ \/haM4K:|
167G N |/, M,

1
— P/ d4$1/g(jw4) FMVF'LLV, (51)
e M,

where F' = dA and where we take A to be purely imaginary. The coupling constant of the gauge
field is given by e, and A = 3/L? denotes the cosmological constant with corresponding AdS radius
L. Tt will be more intuitive to sometimes keep track of Gy by using the Planck length instead,
Gy =2,

The focus of this chapter will be to compute the Euclidean path integral (fixing boundary con-
ditions in the boundary of flat space or AdSy) around certain background geometries. Throughout
this chapter, we fix the boundary metric h;; of the manifold My, which requires the addition of
the Gibbons-Hawking-York term in (5.1). For the gauge field, we will pick boundary conditions
dominated by solutions with a large charge at low temperatures, in the regime where the black hole

will be close to extremality. Specifically, the two boundary conditions that we will study will be:

e Fixing the components of A; along the boundary M. With such boundary conditions, (5.1)
is a well defined variational problem. As we will see shortly, dimensionally reducing the action
(5.1) to 2d, amounts to fixing the holonomy around the black hole’s thermal circle; in turn, this
amounts to studying the system in the charge grand canonical ensemble with the holonomy

identified as a chemical potential for the black hole’s charge.

e We will also be interested in fixing the charge of the black hole, which corresponds to studying

the charge microcanonical ensemble. Fixing the charge amounts to fixing the field strength
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F;; on the boundary. In this case, we need to add an extra boundary term for (5.1) to have a

well defined variational principle [197, 198]

~ 1 .
Iem =Ipm — — VhFI R A, (5.2)
" JoM,
where 7 is outwards unit vector normal to the boundary. To compute the free energy in the
case of black holes in AdS,, we could alternatively add the usual holographic counterterms in
the AdS4 boundary [199, 200]. A detailed analysis of all possible saddles was done in [201].

For our purposes, we will focus on the charged black hole contribution.

To start, we review the classical Reissner-Nordstrom solution of (5.1), obtained when fixing the
field strength on the boundary and consequently the overall charge of the system. The metric is

given by

dT2 QGNM GN Q2 7“2

ds%ékd) = f(’l“)dTQ + f(T') + 7"2dQ%, f(?“) =1- T + —— + = (53)

eQ

1~ * €2, With €2 the volume form

For concreteness we will pick the pure electric solution with F' =

on S2, while the magnetic solution has F = %@.1 Such black holes have two horizons r4 and 7_

located at the zeroes of f(ry) = 0. We will refer to the larger solution as the actual horizon radius

r, = r4. As a function of the charge, the temperature and chemical potential are given by
4 e Q

P=Femr M dm

(5.4)

In terms of the chemical potential the vector potential can be written as A = iu( — %) dt such
that its holonomy is e*? along the boundary thermal circle. The Bekenstein-Hawking entropy for

these black holes is given by

g A _mi

Gn ~ On (5.5)

However, as we will see below, if the entropy is defined through the Gibbons-Hawking procedure
instead, the result can be very different due to large fluctuations in the metric. To enhance this

effects we will consider the regime of low temperatures and large charge next.

Near-extremal Limits

1 As we will show shortly, in these units the charge is quantized as Q € e - Z.
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In the extremal limit, both radii become degenerate and f(r) develops a double zero at ro (which
can be written in terms of for example the charge). In this case, the extremal mass, charge and
Bekenstein-Hawking entropy are given by

47 3rd T 2r2 Tré
2 2 0 0 0 0
Q= — 4+ — My=— |1+ — So = —=. 5.6

This is the naive zero temperature extremal black hole. As we will see below, the small temperature
limit of the entropy will not be given by the extremal area Sy but it will still be a useful parameter
to keep track of.

Since the semiclassical description breaks down at sufficiently small temperatures, we will study
near-extremal large black holes with very large 3 = T—!. We will first review its semiclassical
thermodynamics in this limit. To be concrete, we will do it here by fixing the charge and the
temperature. We will write the horizon radius as rj, = rg + dr, where rq is the extremal size for the

given charge. Then the temperature is related to dry, as

27 Lrg
TR =10+ 0Th, orp = —L2+4+ ..., Ly= ——, 5.7
0 5 L2 N (5.7)

where the dots denote sub-leading terms in the large S limit and the physical interpretation of the
quantity La(rg) will become clear later. The energy and Bekenstein-Hawking entropy if we fix the
charge behave as

472
MSL(2)

272
MSL(z)

E(3,Q) = My + T +..., S(8,Q) =S+ TH+..., (5.8)

where the dots denote terms suppressed at low temperatures, and where we define the gap scale

Mot = Tl
SL(2) —/ b
(2) GN

(5.9)

where ro is a function of the charge given by (5.11). Due to this scaling with temperature, as
reviewed in the introduction, the statistical description breaks down at low temperatures 3 2 M;L}z)
so we identify this parameter with the proposed gap scale of [72] (as anticipated in the introduction,
we will see in the next section that this intuition is wrong). A similar analysis to the one above can
be done for fixed chemical potential.

Two limits of this near-extremal black hole will be particularly useful. The first is the limit

L — oo where we recover a near-extremal black hole in flat space, and large (). In this case the
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mass and entropy scale with the charge as

ro ~fpL@, Mo~ %7 So ~ Q. (5.10)

We will take the limit also of large charge ) for two reasons. First, we want the black hole to be
macroscopic with a large size compared with Planck’s length. Second, we want Sp > 1. As we
will see below, this will suppress topology changing processes near the horizon [37]. In this limit
Mgy ~ GN/Q3.

The second limit we will consider is a large black hole in AdS, keeping L fixed. Following [91]
we will take large charges such that ro > L. We achieve this by choosing boundary conditions such

that @ > L/¢p; (or p>> e/€p;). In this regime the charge and mass are approximately

4 37‘3 27"8 -~ QS/Q’ Sy = LT(% ~ 0. (511)

2—77 =
Q_GNL2’ eI )

For a bulk of dimension D = d + 1, the mass of the extremal state scales as My ~ Q% for large
charge. This scaling is dual to the thermodynamic limit of the boundary CFT, in a state with finite
energy and charge density, see for example [202]. Since L > ¢p;, then ro > L implies 1o > {p;
and therefore Sy > 1, suppressing topology changing processes near the horizon. In this limit

3/4
M2y ~ GN/ /Q1/2~
Near-extremal Geometry

Finally, in the near-extremal limit we will divide the bulk geometry in a physically sensible way
that will be very useful below [91]. We will separately analyze the near-horizon region and the far
region, as depicted in figure 5.1. They are described as:

Near-horizon region (NHR): This is located at radial distances r — ry < 7o and is approxi-

mately AdS, x S? with an AdS, and S? radius given by

LTO

L
Ji2rerz T

Ly = (5.12)

Indeed from the metric (5.3) we can approximate, defining p = r — rg, in the near-horizon region

2 p2 — (ST}QL ) L% 2 9
dstaay = — 7 4T+ 55 dp + (o + ) dShs (5.13)
2 h

where the first two terms correspond to the thermal AdS, factor with AdS radius Ls and the second
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NHR

AdS, x S? FAR
JT gravity Near-extremal
solution

Horizon Quantization is easy
(linear dilaton)

Figure 5.1: A cartoon of the near-horizon region (NHR) and the far-away region (FAR) separated
by a boundary at which the boundary term of JT gravity will need to be evaluated. In the throat
quantization is easy and necessary to account for at low temperatures. In the FAR quantization is
hard but quantum corrections are suppressed.

factor is a sphere with an approximately constant radius ro. For a black hole in flat space limit the
radius of AdSs is Ly ~ ry while for a large black hole in AdS it is given by Lo ~ L/\/é

We kept the slowly varying term in the size of the transverse S? since this small correction
breaks the AdS; symmetries and dominates the low-temperature dynamics [87, 29]. As indicated
in figure 5.1, we will review how the four-dimensional theory reduces to JT gravity in this region.
At positions p > drp,, the finite temperature effects can be neglected, and the geometry becomes
vacuum AdSs. Since we will take very low temperatures dr, < Lo and therefore the geometry
becomes approximately vacuum AdS, before we reach the asymptotic AdS, regime p > Lo.

We also look at the behavior of the U(1) field strength in this region F,, ~ Q/(4mr3). Therefore
the throat is supported by a constant electric field.

Far-away region (FAR): This is located instead at large r, where the metric can be approxi-

mated by the extremal AdS, metric

dr?

fo(T)

(r —rg)?

+ r2d92a fO (T) = r2[.2

(L* + 373 + 2rrg +12) (5.14)

dstyqy = fo(r)dr® +

with the identification 7 ~ 7 + 3. As the temperature is taken to zero this region keeps being well
approximated by the semiclassical geometry. This is appropriate for the case of large black hole

limit in AdS4. For the case of black holes in the flat space limit, we take L — oo of the metric
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above, finding the extremal geometry in asymptotically flat space.

Both the NHR and the FAR region overlap inside the bulk. We will match the calculations
in each region at a surface included in the overlap, denoted by the blue line in figure 5.1. This
happens at radial distances such that Lo < r —rg < rg. We will denote the gluing radius by
ToMyur = T0 + 0Tbdy, but as we will see below, the leading low-temperature effects are independent

of the particular choice of rgnryys as long as its part of the overlapping region.

5.2.2 Dimensional reduction

So far, we analyzed the semiclassical limit of large near-extremal black holes. We explained how the
full four-dimensional geometry decomposes in two regions near the horizon throat (NHR) and far
from the horizon (FAR). The parameter controlling quantum effects in the FAR region is Gy which
we always keep small, while in the throat the parameter becomes the inverse temperature SMgy ()
(due to the pattern of symmetry breaking). Since the geometry in the throat is nearly AdSy x S2
we can do a KK reduction on the transverse sphere, and the dominant effects become effectively two
dimensional.

In this section, we will work out the dimensional reduction from four dimensions to two dimen-
sions. With respect to [91], our new ingredients will be to point out that the reduction works for
low temperatures SMs. o) 2 1 where the semiclassical approximation breaks down, and to include
the SO(3) gauge mode associated to diffeomorphisms of the transverse sphere. We will begin by

analyzing the reduction of the metric and will include the gauge fields afterwards. The ansatz for

the four dimensional metric that we will use, following [203], is
r
Asfiay = 37 hde’ e’ + X hown(dy” + B € (dy" + BYES) (5.15)

where z# = (7, p) label coordinates on AdS, and y™ = (6, ¢) coordinates on S? with metric hy,, =
diag(1,sin?#). At this point 7 is a constant parameter which will later be chosen to coincide with
the extremal radius introduced above, when we look at solutions. The size of the transverse sphere
is parametrized by the dilaton x(z) while we also include the remaining massless mode from sphere

fluctuations B. We can use diffeomorphisms to make the gauge field independent of the coordinates
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on %, so B* = Bi(x)dz". Here £, = £'9,, are the (three) Killing vectors on S* given by

&1 = cos 0 — cot 8sin 0,
& = —sin0y — cot 0 cos 0,

§3 = 0p, (5.16)

and via the Lie bracket [£,,&] = €apclc they generate the Lie algebra of the SU(2) isometry group.
The consistency of this reduction was analyzed perturbatively in [204]. Some useful technical results
involving this ansatz were derived in [205]. The Einstein action after the reduction, keeping only

massless fields, is

1
g0 = — — / P\ /gIxR — 2U(x)] +2 /
4GN |, M

1

B 12G o

dux/ﬁxK}

/ d*x\/gx°>? Te(H,, H™), (5.17)
Mo

which has the form of a two dimensional dilaton-gravity theory coupled to SO(3) Yang-Mills field

with dilaton potential and field strength

3X1/2 1
U(x) = —ro ( 12 + /2 ) (5.18)

We also defined a SO(3) valued field B = BjT%dx", with T antihermitian generators in the adjoint
representation normalized such that [T%,T°] = e4,.7¢ and Tr(T*T?) = —$5°, and field strength
H =dB — B A B. We will see below how in the state corresponding to a large near-extremal black
hole this reduces to Jackiw-Teitelboim gravity [39, 85].

Finally, we can reduce the Maxwell term to the massless s-wave sector. In order to do this, we

decompose the gauge field as [204]?

1
Auz,y) = ap(@)—=+ Y a"™ (@)Y (y), (5.19)
ar T 8
An(z,y) = Y a"™M(@)en, VYY) + D @O (@) VY (), (5.20)
£>1,m £>1,m

where in the first line Y;™(y) are the scalar spherical harmonics in S?, and in the second line we
wrote the vector spherical harmonics in terms of the scalar ones. This decomposition shows that the

only massless field after reduction is the two dimensional s-wave gauge field a,(z). In the second

2The expansion in (5.19) assumes that no overall magnetic flux is thread through S2.
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line we see there is no component for A,, that is constant on S? (since such configurations would
yield a singular contribution to the action from the poles of S?) and therefore no other massless field
is generated. Therefore the s-wave massless sector of the Maxwell action becomes

1
0 =1z, / Ea g fu ', f = da (5.21)
4627’0 Mo

Putting everything together, the massless sector of the dimensionally reduced Einstein-Maxwell

action (5.1) is given by

du\/ﬁxK]

1
4e?r

1
Ig) = ——— / P /g[xR — 2U(x)] +2 /
4GN s, M
1

~ 12G N0

/ d2x\/§x5/2 Tr(H, H") — / d2x\/§x3/2f#l,f“”, (5.22)
]\/12 M2

where the first terms corresponds to two dimensional gravity, the second to the SO(3) gauge theory
generated from the KK reduction and the third to the reduction of the four dimensional U(1) gauge
field. The contribution of the remaining massive fields coming from the U(1) gauge field, metric or
other potential matter couplings is summarized in section 5.4 and their contribution to the partition
function is discussed in section 5.4.3. As explained in the introduction, such modes are shown to
have a suppressed contribution at low temperatures and, therefore, in order to answer whether or
not there is an energy gap for near-extremal black holes it is sufficient to study the contribution of
the massless fields from (5.22). Consequently, we proceed by studying the quantization of the 2d
gauge field in (5.22), neglecting the coupling of the SO(3) gauge field to the massive Kaluza-Klein
modes and coupling of the U(1) gauge field to other potential matter fields that can be present in
(5.1).

5.2.3 Two dimensional gauge fields

In order to proceed with the quantization of the gauge field in (5.22) it is necessary to introduce
two Lagrange multipliers zero-form fields, ¢V and ¢5°®), with the latter valued in the adjoint
representation of SO(3). The path integral over the gauge fields with action (5.22) can be related

to the path integral over A, B and ¢U(1):S9G) for the action

1
Iy = —~— {/ d*z\/g[xR — 2U(x)] + 2/ du\/ﬁxK]
AGN L m, OM;

y; <¢U(1)f+Tr¢SO(3)H) _ dzx\/g 3GnTo Tr(¢so(3))2 + e*ro (¢U(1))2 (5.23)
M, My 2X5/2 2X3/2 ’ '
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»SOB) " One subtlety arises in going between

by integrating out the Lagrange multipliers V(1)
(5.23) and (5.22). When integrating-out ¢U™)>59() there is a one-loop determinant which de-
pends on the dilaton field x which yields a divergent contribution to the measure (behaving as
exp 46(0) [ 1, dulog x(u)) for the remaining dilaton path integral. There are two possible resolu-
tions to this problem. The first is to define the measure for the dilaton path integral for the action
(5.22) in such a way that it cancels the contribution of the one-loop determinant coming from (5.23).
The second resolution is to rely on the fact that logarithmic corrections to the free energy (that are of
interest in this chapter) solely come from integrating out fields in the near-horizon region. However,
as we will see shortly, in the near-horizon region, the dilaton field x is dominated by its value at
the horizon and consequently the one-loop determinant is simply a divergent constant which can be
removed by the addition of counterterms to the initial action (5.22). Regardless, of which resolution
we implement, the gauge degrees of freedom in two dimensional Yang-Mills theory coupled to dilaton
gravity as in (5.23) can be easily integrated-out [3].

To begin, we fix the gauge field along the three-dimensional boundary which implies that we are
also fixing the holonomy at the boundary dMs, e/ = exp § a and take ePHso® 93 ~ [P exp(¢ B)].2
In such a case we find that by integrating out the gauge degrees of freedom yields an effective theory

of dilaton gravity for each U(1) charge @ and each SO(3) representation j:

. Q _ )
Zaxlm Bl = > (25 + )X (Hsow )™ / Dg, Dxe1@ilom, (5.24)
Q€eZ, jJEL

where x;(8) = W is the SO(3) character, and the gravitational action includes extra terms

in the dilaton potential from the integrated out gauge fields

1 1
Ioslox] = ——— | doygxR -2, ()] — —— / d/ixK,  (5.25)
7 AGN S, ’ 2GN Jou,
GN 3G . 3x1/? 1
Ug;(x) = 1o {47TX3/2 Q>+ X5/J\2[](] +1)— Iz 172 (5.26)

Fixing the field strength (which corresponds to studying the system in the canonical ensemble)
instead of the gauge field holonomy (the grand canonical ensemble) simply isolates individual terms
in the sum over () and j which corresponds to fixing the black hole charge and, as we will show

shortly, to its angular momentum.

3Here, and throughout the rest of this chapter, ~ specifies equality of conjugacy classes. The meaning of the
holonomy for the SO(3) gauge field arising from the dimensional reduction is that as one observer travels along OM>
the internal space S2 is rotated by an angle uso(s) around a given axis.
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The equations of motion corresponding to this theory are given by [206]

VuVoX = 9w V?X = 9 Ugi(x) = 0 (5.27)

R—-20Uq;(x) = 0. (5.28)

By fixing part of the gauge freedom, the most general static solution can be put into the following

form

B B /2 dr2
x=x(r), ds*= e |:f(’l“)d7’2 + f(?“)] )

The equation for the dilaton gives 0,2y = constant, and using remaining gauge freedom the solution

(5.29)

can be put in the form y(r) = 2. For this choice the metric equation becomes

10 = i [0 - o [ et (5.30)

where C' is an integration constant that can be fixed by the boundary conditions. This gives the
complete solution of the dilaton gravity equations. After analyzing some particular cases, we will
see why the specific ansatz (5.29) that we chose is convenient.

First, the simplest case is to study states with j = 0. Then the equation of motion for the metric

and dilaton for each effective action (5.25) yields

1 Gy Q> C

1 X X
10 = o5 [0 5= [ dxaato] =1+ 5+ 2L 4 T (5:31)

Using ¥ = 72 and the boundary conditions at large r we can fix the integration constant C' =
—2GN M. Replacing this in the equation above, and replacing the two dimensional metric (5.29)
into the four dimensional (5.15), we see that this precisely agrees with the Reinsner-Nordstrom
solution (5.3) described in section 5.2.1 for fixed charge Q.

We can now discuss the case of arbitrary small j. Up to subtleties about the backrection of the
SO(3) gauge field on the g, and g,, metric components, the states with fixed j can be identified as
the KN solutions reviewed in appendix C. Specifically, as we show in appendix C, the deformation
from Reissner-Nordstrom (5.3) is given by SO(3) gauge field solutions, plugged into the metric

ansatz (5.15):

Guv = 9551 + 0G0 dgudatde” = 4472 sin? 0(041 + a—;)dqbdr (5.32)
T
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a1 and g are two constants which are determining by the boundary conditions on the SO(3) gauge
field and by requiring that the gauge field be smooth at the black hole horizon. Turning on a
non-trivial profile for the SO(3) gauge field as in (5.32) breaks the SO(3) rotational isometry down
to U(1). This is the same as in the well-known KN solution reviewed in appendix C. Solving the
equations of motion in the semiclassical limit when fixing the field strength on the boundary to
H2 |on, = i%\@MQ, corresponds to fixing j in the sum in (5.24), and using that ap = %G]\;j2
yields a solution with a fixed 4d total angular momentum J = j/v/2.* Since the KN solution is
the unique solution with a U(1) rotation isometry and with fixed angular moment and charge, this
makes the metric ansatz that includes the deformation (5.32) agree (for sufficiently small j) with
the KN solution up to diffeomorphisms.

We can now address the subtlety about the SO(3) gauge field backreacting on the g, and g,
components of the metric. The reason why we need to account for such backreaction is that it can
source other massive Kaluza-Klein modes of the metric, which are not accounted for in the action
(5.25). In order to understand the SO(3) gauge field backreaction, we can repeat the analysis above
in which we studied the backreaction of the U(1) gauge field on f(r). For j # 0 we get a correction
to the metric §;f ~ W Since we do not want to source further backreaction on the massive
Kaluza-Klein modes, we will require that this correction is small everywhere far from the horizon

and require that the spin of the black hole satisfy j(j + 1) < (rn/fp;)*.

5.2.4 New boundary conditions in the throat

While quantizing the action (5.25) directly is out of reach, we can do better by separating the
integral in the action in the NHR and FAR. To conveniently manipulate the action into a form
where quantization can be addressed, we follow the strategy of [91]. Namely we choose the NHR
and FAR to be separated by an arbitrary curve with a fixed dilaton value x|oanus = X» and fixed
intrinsic boundary metric hy, = 1/¢2 and proper length ¢ = Ik duv/h.

In the NHR, the equations of motion fixes the value of the dilaton at the horizon to be

¢ = = ; (5.33)

which acts as a very large constant background. The function r¢(Q) obtained from dilaton-gravity

is equivalent to solving (5.6). In the NHR where r —rj, < 7, we can study small fluctuations around

4Where J is normalized as in the KN solution (C.1).
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this value x(r) = [¢o + ¢(r)]/Gxn. Expanding the action to first order we find that

. 2
IRlguw x] = i/M NG [—%R - ¢(R+ L%) +0 (2{))} : (5.34)

where the two dimensional AdS radius is Ly = \/%7 which in general (except for the case of
70

large black holes in AdS4) also depends on the charge of the black hole through r¢(@). From now,
Lo and 7o should be understood as functions of the charge. The last term captures a quadratic
correction in the dilaton variation. The quantization of the above action has been widely discussed
in the presence of an appropriate boundary term.

We will see next how this boundary term arises from including fluctuations in the FAR region. We
proceed by expanding the near-extremal metric and dilaton in the FAR region into their contribution

from the extremal metric and their fluctuation:

ext near-ext
+ dg

g;w — guu o , X = cht 4 6char—cxt . (535)

Both the extremal and near-extremal 4d metrics are solutions to the equations of motion at fixed 3,
i.e. with periodic Euclidean time 7 ~ 7 4+ . The extremal solution however contains a singularity
at the horizon if imposing any periodicity for the Euclidean time. Nevertheless, if separating the
space into the NHR and the FAR, the singularity would not be present in the latter region and we
can safely expand the action around the extremal solution. If expanding around the the extremal
metic, following from the variational principle the first order term in the expansion is solely a total
derivative term which when integrated by parts results in a total boundary term. Explicitly, the

action is given by

1

2GN OMNHR

I g0y X) = TR 1955, X =] —

duv'h [X(;K — (Onx — XK)(;\/E] )

0K = KNHR — Kext s 1) huu =0. (536)

The last equality follows from the fact that we have imposed Dirichlet boundary conditions for the
intrinsic boundary metric. Consequently, as sketched in figure 5.2, we obtained a surface which has
a small discontinuity precisely on the curve that separates the NHR from the FAR. Above, Kxpr is
the extrinsic curvature evaluated on the boundary of the NHR (defined with respect to the direction
of the normal vector nygr) and Key is the extrinsic curvature evaluated on the boundary of the

FAR with the extremal metric on it (wrt the normal vector npar).
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theory:
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Horizon

0K ~ Knur — Kext

Figure 5.2: A cartoon of the near-horizon region (NHR) and the far-away region (FAR) separated
by a curve along which the boundary term of JT gravity will need to be evaluated.

We can now understand the effect of the Dirichlet boundary conditions for the dilaton y; =
Gn(¢o + ¢b/(2¢)) and proper boundary length ¢ = fdux/ﬁ = BLy/e. Here, ¢ is some parameter
fixed by the value of £ and  whose role we will understand shortly. Curves of constant dilaton in the
extremal solution are fixed to have a constant value of roayun = 70 + d7bay and are parametrized
by 7 when using the coordinate system in (5.14). In the extremal solution, the dilaton value, proper

length and extrinsic curvature Kex on the extremal side are all fixed by the value of drpgy:

.0 . ®b,Q _ T00Tbdy
e 2.9 th ~ 2nQ _ T09bdy
Xb N(cbo + 96 ) ; wi 2% On
BLo . L3 -1 roL3
( = /dU\/E = ?7 Wlth £ = 5dey 9 (bb,Q = SL(2) = a7
1 44 L? + 25672 ors
Kext = *(1 Rt N ( 2 bay) 0 b3dy ) ) (5.37)
Lo 3 19 (12rg) ro

where we computed the extremal extrinsic curvature using the metric (5.14). In the near-extremal
limit we have that 8 > e and ¢ > . These inequalities will prove important in relating (5.37) to
a boundary Schwarzian theory.

We see here explicitly that the renormalized value of the dilaton is precisely given by the inverse
mass gap scale in the way defined previously by thermodynamic arguments. Consequently, the

overall action is given by
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; 1 2
133;:*1/ d1,/g {¢OR+¢(R+L2>]
MnuR 2
5 [ e+ )[R — - (14 37+ 18l (539)
2 OMn L2 3 o FAR I pv »

The quadratic fluctuations in the FAR region are suppressed compared to the contribution of
the first two NHR terms in (5.38).> Therefore, we will neglect the possible quadratic (or higher
order) fluctuations around the extremal metric in the FAR region and proceed by evaluating the
contribution of FAR action on-shell. To simplify the computation, we will, for now, focus on the
j = 0 sector where there is no backreation from the SO(3) gauge field on the other components of

the metric. On-shell, the bulk term in the FAR action evaluates to

IFQAR (Lulk[gz);thCXt = /d T/ Gext XR —2Uq, O[gexm eth
37“5M2,8( aM 2ro3 27"0 BOrpa 67“3
— 1 2) (1 7) - y (1 7) . (5.39
4G N + 1212 + Gn + L2 2G N + L? ( )

where, as we will see shortly, the divergent terms can be canceled by adding counter-terms to the
boundary term in the action (5.1) (which we have so far neglected). We now include this boundary
term from (5.1) (associated to the Dirichlet boundary conditions on dMs) together with possible

counter-terms. This evaluates to:

Q,j=0 t t 1 ‘3/4 rol?
IFAR bdy. [g;w » X } = ﬁ ont, duf(xK + Cl 3/2 + Co 1/4)
_ Brin, (201 - 3r3) | Brom, (L% + 2C2r0 —Lr3)  BCi (L +213) 5.10)
N 4GN LQT(% 4GNL’I"3 QGNLTQ ’ ’

where the terms including C; and Cy are the counterterms necessary to cancel the divergence in

(5.39). In order to cancel the divergence in (5.39) we set,

Ci="2 ¢=L. (5.41)

We can also find precisely the same terms with the right prefactors by dimensionally reducing the

holographic counterterm of [207], reproducing the same overall on-shell action. In total we thus find

5Even when we will integrate over order one fluctuations of the Schwarzian mode in the next section, the fluctua-
tions in the metric near the boundary of AdSs is suppressed by the cut-off. For example §g,+ ~ €2Sch(r,u). Therefore
fluctuations in the FAR region are always small, and become large only very close to the horizon far inside the throat.
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that

IQ,]'ZO — IQJ:O [gz);t7xext] + IQJ:O [g,ej;t;XeXt] _ rof (1 %) _ ﬁ(Sdey (1 + 6T8)

FAR FAR, bulk FAR, bdy. GN L2 QGN L2
_ BOrbay 67"8(@)
= fMo(Q) e (1 + ) : (5.42)

where in the last line we emphasize the charge dependence of the extremal mass and horizon radius,
given by (5.11). The drpqy dependent term in the action (5.42), %faMNHR duﬁ%ﬁ"iy, also
precisely cancels the 6rpqy term in (5.39). This is simply a consequence of the fact that the parameter
0Tbdy is chosen arbitrarily to separate Ms into the NHR and the FAR and, consequently, the fact
that all our results are independent of dry,q, can be seen as a consistency check.

Next, we can consider the contribution to the action of the SO(3) gauge fields and of the backre-

action of the field on other components of the metric. Corrections could appear in the contribution

to the partition function in the extremal area term or in the extremal energy. The former is of order

3o ~ SELj(j 4 1) (for a large black hole in AdS) or dgo ~ S&j(j + 1) (for a black hole in flat
0 9

space) and therefore is very small and can be neglected in either case. The term coming from the

correction to the extremal mass, originating from the backreaction on the metric and by the SO(3)

Yang-Mills term in the action, is multiplied by a large factor of 8 and gives the leading correction

GV G+ 1)+ 00", (5.43)

Mo(Q.3) = Mo(Q.j = 0) + 535
0

where (@) is the extremal horizon size for the RN black hole given by (5.6). In principle, the
backreaction of the SO(3) gauge field also affects the boundary value of the dilaton ¢ /(2¢). However,
such a contribution appears at the same order as other O(1/¢g) corrections, which we have ignored
in the NHR. Therefore, we will solely track the Q-dependence of ¢,(Q,7) — ¢v.q-

We find this result reliable for the case of large black holes in AdS with rg > L. For temperatures
of order the gap, the correction to the partition function is §log Z ~ S6M ~ M /Mgy = f—;j(j+1).
This way we can take large order one values of j while still not affecting the answer considerably.
We can check this by comparing with the result from the KN black hole since we know that the
SO(3) gauge field sources angular momentum. We get
o (LY +5L% +8ry) GnJ?

= (5.44)

KN .
oM, (Q,j) =GnJ 27"8’(L2+27“3)2 ~ r

This matches in the limit g > L with the result we found from the dimensional reduction when
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J > 1. For black holes in flat space or for smaller black holes in AdSy one has to in principle account
for the backreaction of the SO(3) gauge field on other Kaluza-Klein modes in (5.43), to recover the
exact correction (5.44).
Thus, in total we find that the dynamics of the near-extremal black hole is described by
Q,j [ ext . ext . 1 2 . 2 >
Igiilam s X7 = BMo(Q, j) — 1 d“z\/g |90(Q, j) R + ¢(R + ﬁ) +0| 3
Mnur 2 ¢O
1 1

. ®b,Q
3 /8MNHR duv'h {%(Q,]) KNur + — (KNHR - Lg)} ) (5.45)

where the on-shell contribution of the FAR action can be seen as an overall shift of the ground state
energy of the system. We can now proceed by using (5.39) to determine the exact ground state
energy of the system, and then by quantizing the remaining degrees of freedom in (5.38).

Before moving on, we can briefly comment on corrections coming from non-linearities in the dila-
ton potential present in the first line of (5.45). To leading order, we get the JT gravity action written
above. The next correction behaves like 6U ~ ¢?/¢. The contribution to the partition function
from such a term was computed in [208] and scales as §log Z ~ ¢2/(8%po). Such a contribution is
suppressed by the large extremal area ¢y > 1. Higher-order corrections to the dilaton potential are
further suppressed by higher powers of ¢y and, more importantly, decay faster at low temperatures.

Therefore, they can all be neglected.

5.3 The partition function for near-extremal black holes

5.3.1 An equivalent 1D boundary theory

We will now evaluate the contribution to the partition function of the quantum fluctuations from the
remaining graviton and dilaton fields present in the effective action of the NHR (5.45). We briefly
review this procedure by first reducing the path integral of (5.45) to that of a boundary Schwarzian
theory.

Integrating out the dilaton enforces that the curvature is fixed to R = —2/L2.% Thus, each near-

horizon region configuration that contributes to the path integral is a patch of AdSs cut along a curve

6In order to enforce such a condition, the contour for dilaton fluctuation ¢(z) needs to go along the imaginary

axis such that
ép+ico I d?z./g6(R+-2 2
/Dgw/ Do Mwan (r+5) _ /Dg‘w(;(Rf ﬁ) (5.46)
4 2

p—100

This choice of contour for ¢ isolates the same type of constant curvature configurations in Euclidean signature as
those that dominate in the Lorentzian path integral. More details about this choice of countour in the context of
near-extremal black holes are discussed in footnote 9 of [3].
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with a fixed proper length ¢. Following [29], we can write the AdSs metric by d5,24ds2 = L%W
and parametrize the boundary with a proper time u, with u € [0, 3) and h,, = 1/¢2. In this case,
one can solve for the value of z(u) in terms of F(u) on the boundary, in the limit in which g > ¢
to find that z(u) = eF’(u). The extrinsic curvature can then be written in terms of the Schwarzian

derivative [29]:

1 ) . P 3 /" 2
Knur = I [1+&?Sch(F,u) +O(*)] , Sch(F,u) = = 3\ 7 ) - (5.47)

The geometry we are working with in the NHR after reducing on S2 is actually the hyperbolic disk.

We can easily go from the Poincare coordinates to the disk by replacing

T(u+8)=7(u)+ 8 (5.48)

in the Schwarzian action. Here 7 parametrizes the Euclidean circle at the boundary of the NHR
which we glue to the FAR region. For simplicity we will mostly write the Schwarzian action in terms
of F(u) instead.

The path integral over the the metric reduces to an integral over the field F(u) and the partition

function becomes:”

i _Q . N .
ZRN[ﬁy,U,Mso(s)] — § : (2j + 1)Xj(,uso<3>)€ e Bremdo(Q,5) o =B Mo(Q,5)
Q€e-Z,5€Z
DulF] 4, o [ du Sch(Fou)
— % S 5.49
SL,R) S (549)

This relation shows that we can identify the term giving the extremal area Sy = m¢o coming from
the topological part of the dilaton gravity NHR action. The extremal mass term comes from the
action in the FAR region. The path integral over the Schwarzian theory includes finite temperature
near-extremal effects. The effective coupling of this mode depends on the charge and spin of each
black hole in the ensemble.

Before reviewing the quantization of (5.49), it is also interesting to study the possibility that
the sum over all the possible representations is reproduced by a single 1d theory. Reproducing the
sum over charges can be done by coupling the Schwarzian theory to a theory having a U(1) x SO(3)
symmetry. As explained in [89, 3], the theory that exhibits this symmetry and correctly captures

the sum over charges is that of a particle moving on a U(1) x SO(3) group manifold. To obtain

7Above, the path integral measure Du[F] over the field F((u) can be determined from the symplectic form associated
to an SL(2,R) BF-theory which is equivalent on-shell to JT gravity.
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this model, we introduce four additional fields: a compact scalar 8(u) ~ 6(u) + 27 together with
a Lagrange muliplier «(u) and a field h(u) € SO(3) together with another Lagrange multiplier
a(u) € SO(3). The general coupling between the particle moving on a group manifold and the

Schwarzian theory is given by:
B
IsenxU(1)x50(3) = — / du [iae’ +iTr (ah™'W') + V(a, Tra®) — W(a) Sch (F,u) | , (5.50)
0

where the potential W(«) is independent of the the SO(3) degrees of freedom since we are neglecting
the effect of angular momentum of the boundary value of the dilaton ¢ g.

When the generic potential V(a, Tra?) is of trace-class, the theory has a U(1) symmetry 6 —
0 + a and two SO(3)-symmetries generated by the transformations h — grhgr and @ — gglagR,
with g1, gr € SO(3). Consequently, the Hilbert space arranges itself in representations of U(1) x
SO(3) x SO(3). However, the quadratic Casimir of both SO(3)-symmetries is in fact the same.
Therefore, the Hilbert space arranges itself in representations of U(1) and two copies of the same
SO(3)-representation. If we are interested in reproducing the near-extremal black hole partition
function with Dirichlet boundary conditions for the U(1) and SO(3) gauge fields, then we need to
introduce a chemical potential for the U(1) symmetry of (5.50) and for one of its SO(3) symmetries.
This can be done by introducing a U(1) background gauge field, A with exp(§.A) = e’#, and an
SO(3) background gauge field, B with Pexp(§ B) ~ e#rso®s coupling the first background to
the U(1) charge through —i foﬁ dua A, and the second background to the SO(3) charges through
—i foﬁ duTr(aB,). In such a case, the partition function of the general theory (5.50) can be shown
to be [3]:8

Q.. _B8V(Q (i Q i s .
ZScth(l)XSO(B) _ Z ePr (27 + 1)Xj(Mso<3))€ BY(Z,3(+1)) W(F:3(G+1)) fy du Sch(F,u) , (5.51)

QeeZ,jel

which up to an overall proportionality constant corresponding to the extremal black hole entropy
agrees with the form of (5.49). Therefore, the potentials V(«, ) and W(a, @) need to be tuned in
order for the partition function of the theory (5.50) to reproduce the charge dependence in the sum

in (5.49). For example, for large black holes in AdS; we find that:

V(a,a) = a2 VIGNIGBT o gy = AP 2
(,a) = 7zt T3/2ap2 e (a) = R (5.52)
(ALY o] 6V2(37G})

8When taking the trace over the Hilbert space of the theory (5.50) and summing over states within the two copies
of some SO(3) representation j then the sum over the gauged copy yields x g(#) while the sum over the other copy
yields the degeneracy dim R in (5.51).
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For black holes in flat space we find:

/2
o A, aPay
Vie.e) = 5 5 VAT W) = =4~ (5.53)

We will see in the next section that for fluctuations around extremality the action for the U(1) and

SO(3) mode further simplifies.

5.3.2 The partition function at 7 =0

We have identified the effects that dominate the temperature dependence in the near-extremal limit.
In this section, we will put everything together to find a final answer for the partition function. To
at first simplify the discussion, we will pick boundary conditions in the four-dimensional theory that
fix the angular momentum j to zero. In the dimensional reduced theory this is equivalent to picking
only the j = 0 sector of expression (5.49). We will analyze fixed U(1) charge and chemical potential

separately.
Fixed Charge

This is the simplest case to consider where we fix the temperature, U(1) charge @ and angular

momentum to zero. From a Laplace transform of equation (5.49) the partition function is given by

3,Q] = eT%0(Q) ,—BMo(Q) DulF] %@ J§ du Sch(F,u) (5.54)

z
RN SL(2,R)

This means that for boundary conditions of fixed charge, the U(1) mode is effectively frozen and
does not contribute to the partition function, leaving only the Schwarzian mode. The path integral

of the Schwarzian theory can be computed exactly and gives

DulF 3/2 9.2
Zsch((bb,Q,ﬁ) = SLéH]i)em,Q ff du Sch(F,u) _ (ﬁbb?,Q> 623 ¢b,Qo. (5.55)

Then the final expression for the canonical partition function is

3/2 2x2
Zrn[B3, Q] = (QS;Q) e™0(Q)=BMo(Q)+5= b, (5.56)

Here the first term comes from the gravitational one-loop correction from the JT mode which
dominates at low temperatures. This gives a correction —%T log T to the free energy (equivalently

a %logT correction to log Z). The terms in the exponential are first the extremal entropy through
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So = mg, the extremal mass term —SMy(Q) and the third gives the leading semiclassical correction
near extremality. The temperature dependence of this expression is exact even for ¢ o/8 finite.

The result is valid as long as, stringy effects are not important, ro > £p; (equivalently, @ > 1) and

when the black hole is near-extremal, 5 > rq (equivalently, B2 > %2 [ 1+ 3GTF’Z§2 — 1} )

With this expression we can analyze the thermodynamics of the system. The entropy is given by

47T2¢b’Q _ 3 ﬁ

S5(8,Q) = (1-B0s)logZ =5y+ 3 5 log o’ (5.57)
_ 271'2(%7@ 3
B(f.Q) = Mo+ =5~ +53 (5.58)

This gives a resolution of the “thermodynamic gap scale” puzzle. At very low temperatures the
energy goes as E — My ~ %T (as opposed to ~ T?). Therefore the energy is always bigger than the
temperature and the argument of [72] does not apply. We will see this again in the next section when
we work directly with the density of states, showing explicitly that there is no gap in the spectrum.

Finally, there are well-known corrections to the partition function of an extremal black hole
computed by Sen [81] coming from integrating out matter fields. Those effects can correct the
extremal entropy Sy at subleading orders. These corrections are significant compared to the ones
coming from the Schwarzian mode but are temperature-independent in the limit we are taking (see
also the results of [100]) and can be absorbed by a shift of Sy. As previously stated, the goal of this
chapter is to study the leading temperature-dependent contributions to the free energy. Therefore,
we can neglect these possible shifts of Sy.

Fixed Chemical Potential

The partition function with fixed U(1) chemical potential p and zero angular momentum is given

by

Q . _
ZanlBoul = 3 o emn(@ 40 74, (6, 0. ) (5.59)
QceZ

As previously mentioned the terms in the sum for which the near-extremal black hole approximations
made above are those with @ > 1 and with &= (62 + %) > Q? (this is equivalent to 8> ro(Q)).
Consequently, in order for the sum (5.59) to be valid we need it to be dominated by charges within
this (very large) range. This problem is only well-defined when the sum converges, which only
happens at finite L (in flat space the integrand grows too fast with the charge). Therefore, when

fixing the chemical potential we will only consider finite L.
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In order to make contact with previous work in the literature and simplify the equivalent bound-
ary theory, it is interesting to study the dominating charge within this sum and the charge fluctua-
tions around it.

In the large charge limit the Schwarzian contribution is order one and balancing only the chemical

potential and mass term gives

Q o (4m)’L*p? 2 2
8(——M) —0 = = U 4rGp? — e?). 5.60
QK- )|o, Q5 i (A4rGnp” —e”) (5.60)
The near-extremal approximation is valid as long as u < 57 ngziﬁ ®. This formula is consistent

with (5.4) but now the extremal charge Qo should be thought of as a function of p. This extremal
value of the charge is not the true saddle point of the full partition function in (5.59). It is useful
anyways to expand around it @ = Qg + eq, such that ¢ € Z. Then keeping terms up to quadratic

order in ¢ we obtain

Q q?
Zx[B, ] = ePret emto(Qo) g=AMo(Qo) Zezﬂgq_ﬁﬁzsch(ﬁbb@weqa ), (5.61)
q€EZ

where following [97], we defined the coefficients

4m(L?* +6r3)  4wL?rg £ = eLroy/L? +3r3 Lf%QO

K= = — 2=
3e?rg 3e2L3’ VArGN (L2 +6r3) 4w ]

(5.62)

It is easy to understand in general the origin of these terms. The chemical potential and mass terms
do not produce linear pieces since Qg is chosen for them to cancel. Then the linear piece in ) comes

purely from expanding Sy = m(Qo + €g) to linear order. This gives

2mE = e(%)kd (5.63)

which we can verify also directly from (5.62) and matches with Sen’s relation between the charge
dependence of the extremal entropy and the electric field near the horizon [209]. A similar argument

gives the prefactor of the quadratic piece (coming to leading order from the 5u% — BM term) as

which also is consistent with (5.62) and with the results of [97].
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The first three terms of (5.61) give the extremal contribution to the partition function while the
sum includes energy fluctuations (through the Schwarzian) and charge fluctuations. These are not
decoupled since the Schwarzian coupling depends on the charge. Nevertheless it is easy to see that
corrections from the charge dependence of the dilaton are suppressed in the large Qo limit and can

be neglected (this can be checked directly from (5.55)). Then we have

Q 2
Zen B, ) = PHE em90(R0) o =BMo(Q0) 7o\ (g o B) Z e27Ea4—B 3% (5.65)
qEZ
The partition function in this limit can be reproduced by a one dimensional theory that is a simplified
approximation of the one presented in the previous section for small charge fluctuations around the
extremal value

B B 2
Tsenwu(1) qsto/ du sch(tanﬂ,u) +5/ du(e’(u)ﬂ'@#(u)) 7 (5.66)
0 2 Jo B

B

written in terms of the field 7(u). This matches the result of [97] obtained from a different perspec-
tive. As explained in the introduction the main point of this chapter is to present a derivation that
clarifies the fact that this analysis is true at energies lower than the gap scale. Therefore we conclude
that besides matching the semiclassical thermodynamics, the quantum corrections of this theory are
also reliable. The exact partition function of the Schwarzian mode was given in (5.55) and besides
the semiclassical term it only contributes an extra one-loop exact % log T to the partition function.
On the other hand the contribution from the U(1) mode is

Zuy (K, €,8) = Y 2 ¥0-Pix = gy QﬁK i€) (5.67)
qEZ

so the total partition function is given by

ZRN [67 M} = eﬁ#%‘FSO(Qo)—ﬁMo(QO) (Lb’ﬁQo )3/26%%,@0 03 (Z

QWK,’LS), (5.68)

where 63 is the Jacobi theta function. In this formula Qg is seen as a function of the chemical
potential.
In general we do not need the full result for the U(1) mode. The partition function is dominated

by a charge ¢ = 2n K&/ giving a saddle point contribution log ZU(l) = 271282K/B. We can define
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a U(1) scale by
3 e’L3

— -1 _
MU(I) = 2K - MSL(Z)%M.

(5.69)

For T' < My (1) charge fluctuations are frozen since their spectrum does have a gap of order My (1)
and thermal fluctuations are not enough to overcome it. For T' > My ;) the U(1) mode becomes
semiclassical and its one-loop correction can contribute an extra factor of %logT to the partition
function (see [63] for more details of these limits) from its approximate continuous spectrum.

For large black holes in AdS, My (1) ~ Mgy % and therefore is a tunable parameter depending
on e. If e is small but order one, then My () > Msy) and for T' ~ Mgy, there is no LlogT

contribution and charge fluctuations are frozen. If the theory is supersymmetric then e? ~ G and

MU(I) ~ Msr(2)-

5.3.3 Density of states at j =0

In the previous section we computed the partition function and free energy of the black hole. We can
also look at the density of states directly as a function of energy and charge, for states of vanishing
angular momentum. For this we can start from (5.59) and solve the Schwarzian theory first. This

gives

oo s2
ZrN|[B, 1] = Z eBnd emto(Q) g=BMo(Q) / ds* sinh(27rs)e_ﬂ2¢w (5.70)
Qece'Z 0
This can be used to automatically produced the Legendre transform of the partition function giving
the density of states. Now we can define the energy as E = My (Q) + % to rewrite this expression

in a more suggestive way as

dE %@ sinh [QW\/Q%,Q(E - MO(Q))} eEIE, (5.71)

ZgrN[B, ] = Z/

o}
QeeZ MO(Q)

From this expression we can read off the density of states for each fixed charge @) sector as

p(E, Q) = @ sink 27126, (E — Mo(Q))| O(E — Mo (@), (5.72)

where My(Q) and Sp(Q) are the mass and entropy associated to an extremal black hole of charge

Q while ¢pg = MS]}Q). At large energies we can match with semiclassical Bekenstein-Hawking

91f we consider a black hole in flat space L — oo and My )y — 0, leading to large charge fluctuations. This is
related to the fact that the sum over charges is divergent in flat space.
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expanded around extremality, while for E < Mg, the density of states goes smoothly to zero as
E—My(Q) — 0. Therefore there is no gap of order Mg, ,, in the spectrum. Finally, as we commented
above, the path integral over the matter fields can only produce temperature-independent shifts of
So and My in the partition function. This means that the energy dependence of the expression
(5.72) is reliable in this limit.

This result is not inconsistent with the analysis of Maldacena and Strominger [77]. In that paper,
the authors claim the first excited black hole state corresponds to a state with j = 1/2, with an
energy above extremality that coincides with the gap scale. Here, we have shown that a more careful
analysis of the Euclidean path integral shows the presence of excited black holes states of energy

smaller than Mg, ,,, and they are all within the j = 0 sector.

5.3.4 The grand canonical ensemble with fixed boundary metric

Finally we will comment on the situation when we fix the metric in the boundary of AdS,. For
simplicity we will consider the case of a large black hole in AdS; with r¢9 > L. In this case, the
dimensional reduction produces a partition function given by (5.49) setting the SO(3) chemical

potential to zero pgo) — 0'9. This gives

Zrn[B, 1] = Z (2] + 1)2ePre em90(@ud) =AM QD) 7oy (o, o, B) . (5.73)
QeeZjer

After repeating the analysis of section 5.3.2 we can obtain the following expression

RGN+
ZRN[ﬁ?M] = eﬁu%+ﬂ¢O(Q0)_ﬁN[O(QO)ZSch(¢b,Q75)ZU(1) (K757ﬂ)2(2j + 1)26 2T8 . (574)
JEL

Since the correction in the energy from spin §M = G j(j+1)/2rg is very small for large macroscopic
black holes (being suppressed by G and also by ry) we can approximate the contribution of the
SO(3) gauge field by

Gy )3/2.

e
Zrn[B, 1) = €ﬁ”70+ﬂ¢°(Q°)_BMO(QO)ZSch(¢b.,Q75)ZU(1)(K7575)<W (5.75)
0

10the result for the general case can be found in appendix C.2.
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Therefore at low temperatures, T' < Ty (1), the non trivial temperature dependence of the partition

functions is given by

Q _ ®b,00 GN \3/2 222
e G 1) B (5.76)

ZRN

As a final comment, in a similar manner to the previous section, we can write a simplified,
approximate, one dimensional theory capturing the physics of these states. We need to add an extra
term

Tsanu(mxso = Ohas /B du Sch( tan 77 u) + K /B au(0' + z‘ﬁf’f
0 B 2 Jo B
+%/Tr{hflh’+i%7’r, (5.77)

where Kso s = 75 /G . This is a simplification of the more general action written down previously
in equation (5.50) since it only captures fluctuations around the angular momentum saddle-point in

the sum (5.74). From the discussion here its clear that the prefactor of the SO(3) action is given by

1/9J?
Ko = 5(87E)T:0' (5.78)

Finally the gap scale for the SO(3) mode is given by

Gn L?
Msosy = 2? = Msumg <K Mgp5y (5.79)

for large black holes in AdSy. Therefore when we fix the boundary metric the sphere modes produce
an extra factor of %logT as long as T > Msoy. For T < Mgosy the thermal energy is not
large enough to overcome the gap of this sector, the angular momentum is frozen, and it does not
contribute to logT factors. If we are interested in scales of order, Mg, then we are always above

the gap for the SO(3) mode.

5.4 Contributions from massive Kaluza-Klein modes

In the previous section we neglected the contribution from massive Kaluza-Klein modes to the
the partition function at low temperatures 1" ~ Mg, ;). We will argue that this is correct in this
section. First, we will summarize the spectrum of masses for the remaining Kaluza-Klein modes

in the Reissner-Nordstrom solution, following the analysis of [204]. As an example, we perform

181



the dimensional reduction of the 4d scalar field in the theory, to obtain the contribution of the
Kaluza-Klein modes to the action of the 2d theory. Then, we will argue that the partition function

of massive fields does not contribute to the leading temperature dependence close to extremality.

5.4.1 A summary of the Kaluza-Klein spectrum of masses

The full analysis involving the metric KK modes and the gauge field KK modes is very complicated.
Instead, since we will be most interested in the spectrum of masses, a linearized analysis is enough.
This was done in detail by Michelson and Spradlin [204] (see also [210]). As we will explicitly show
for the case of a 4d scalar field, the dimensional reduction can be performed by decomposing the
fields into scalar or vector spherical harmonics (labeled by the spin #) on the internal S? space.

At the ¢ = 0 level [204] found two relevant modes. One is the dilaton and two-dimensional metric,
which combine into JT gravity and also the s-wave of the gauge field, which gives a massless 2d U(1)
field, as pointed out in section 5.2.2. At ¢ =1 level, we have a massive 2d scalar and vector coming
from the gauge field and a massless field from the metric which coincides with the 2d gauge field B
related to the SO(3) symmetry of S? (which we also already identified in 5.2.2). Finally, for ¢ > 2,
[204] found massive graviton KK modes (although they point out they are not independent degrees
of freedom on-shell) and massive vector degrees of freedom from KK modes of the dilaton and U(1)
gauge field. Therefore, besides the massless modes that we have already considered in section 5.2

and 5.3, we solely have massive fields whose minimum mass is given by m? = 1/x2.

5.4.2 An example: the dimensional reduction of a 4d scalar

To clarify the summary, we will give the simplest example of a massive mode appearing in the KK

reduction of a scalar field in four dimensions. The action for a scalar field X of mass m is

Ix = / d*r/g1(95P0a X0 X + m2X?). (5.80)

In order to carry out the KK reduction we wrote an ansatz for the metric (5.15). To compute the
action of the KK modes it is useful to write explicitly the inverse metric in this notation, which is

given by

ns v m a m mn 1 mn a men
g =Xk, gt = —X'"PBUEr, gy =h +x'2BLBMEE (5.81)
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where the p index of B is raised with the 2d metric. Also, the determinant of the metric is g4 = xg2h.

We will expand the scalar field into spherical harmonics as
X(z,y) =) X(x)- Yi(y) (5.82)
¢

where we use the (uncommon) notation of denoting the scalar spherical harmonics of spin ¢ as a
vector Y(y) = [Y4,(y),Y*, .1 (y),..., Y (y)]. Correspondingly, we denoted the modes of the scalar
field also a vector in a similar way Xy(z) = [X[é,X[“l, . ,Xf]. Then the inner product above
denotes Xy(z) - Yi(y) =X, XY™

We will begin by reducing the kinetic term. For this we need the inverse metric and its clear it

will produce terms linear and quadratic in the gauge field B. The following formulas for integrating

spherical harmonics will be useful
/ dyVhY (€0 - 0)Y o = iT 6y, / dyVh(€a - )Y (& - 0)Y o = =TT 64, (5.83)
S2 S2

where £, denote the Killing vectors of the sphere and since this is a matrix equation the T% are
matrices giving the spin £ representation of the rotation group. Then we can obtain the reduction

of the kinetic term as

[davaexy =3 [ #oyae [(DHXUT(DHXMW;DX}& NG
L

where we also used the fact that g2 Y = —¢(£41)Y, where Og= is the laplacian on the two-sphere.

We also defined the covariant derivative
DX =0,X- iBz(T“)gX, (5.85)

where (T%), are the spin ¢ representation matrices acting on the vector X. Adding the mass term,

we can obtain the full 2d action for the KK reduction of the scalar field as

f+1
Iy = 3 [ @oya DX + X, it =m? 4 (X> (5.56)
4

To summarize, a single scalar field KK reduces to a tower of massive fields X, of dimension (2¢+ 1)
with £ =0,1,2,... with increasing mass.

This is a complicated action: besides being coupled to the two-dimensional metric, it is also
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coupled to the dilaton. The dilaton coupling is not particularly useful in the FAR region since the
dilaton varies with the radius. Of course, in this region, the picture of a single scalar in the 4d black
hole background is more appropriate. In the NHR this becomes very useful since x &~ xo = 3. Then

we end up, after rescaling X, — r(;l/QXg in the NHR with a tower of KK modes with action

(+1
Be =3 [ daygUoX s miix?), mi=me 4 L, (557
4

7o

fixing the KK mode scale Axk ~ 1/rg. Naively it seems the correction to the mass is small, but
we will take such low temperatures that SAxk > 1. Then we end up with a tower of canonically
normalized free fields.

We can see what happens when turning on scalar field interactions in the initial 4d theory. To
simplify lets consider self interactions of the scalar field I,, = A, [ d4x\/gj ™. After KK reducing,
this produces a term of order A,rg. After rescaling the scalar field by r, /2 t6 make the 2d action
canonically normalized the effective two dimensional coupling becomes \2¢ = )\nré*n/ 2 Therefore
even if selfinteractions are large in four dimensions, the reduction to two dimensions gives A24 — 0
(for large ro) and therefore, in the NHR, its enough to consider free fields. Moreover, since we will

only consider states for which fluctuations in the gauge field are small B ~ j/r3 we will also neglect

its coupling to 2d matter.

5.4.3 The massive Kaluza-Klein modes in the partition function

As we have summarized in the previous subsection, besides the 2d massless gravitational and gauge
degrees of freedom, all other modes generated by the dimensional reduction have masses given by
the value of the dilaton field at the horizon 1/x?. Furthermore, as we observed in section 5.2, the
dominating background for the SO(3) gauge fields is that in which they are turned off, B* = 0.
Therefore, we will assume that the massive modes are decoupled from the SO(3) gauge field. With
this set-up in mind, we can now proceed to compute the contribution to the partition function of the
massive KK modes. To show that such fields do not yield any correction to the log(T") term, we will
solely focus on scalar fields and compute their contribution in the NHR. As discussed in preceding
subsections, in such a region, their mass is constant and given by m? = 1/r3. We will also ignore
the fluctuations of the Schwarzian boundary mode because the contribution of these fluctuations to
the massive modes is suppressed by the scale €/ry from (5.37).

Therefore, we will compute the contribution of the massive modes in a circular patch of the

Poincaré disk, where the proper length of the boundary is £ = SLs/e and its extrinsic curvature
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is constant. We will choose Dirichlet boundary conditions for the scalar field X|gpnur = 0 at
the boundary dMygr; this is consistent with the classical solution X for the field in the FAR
when fixing X, = 0. The contribution of a KK mode in the NHR is then abstractly given by
Zxk = det(g,Roro” + o 2) 2.

To compute the S-dependence of this determinant we will us the Gelfand-Yaglom method [211],
studying the assymptotics of solutions to the Klein-Gordon equation (Oxgr+m?)y = 0.1! Parametriz-
ing the AdSs coordinates by ds¥gg = L3 (er + sinh? (T)d(bQ), we find that the boundary is located
at roNnur = log ( )+O(B2/5 ) — oo. Expanding ¥(r, ¢) = ¢ (r)e’*® with k € Z, the Klein-Gordon

equation becomes

. k>
O, (sinh rd,y) — mwk + (mLg)*Yy =0, (5.88)

sinh r

whose regular solution at the horizon (r = 0) is given by !2

)
ot = S (18 k

Ly v 3 M Y L k), tank? 5.89
(cosh )2+ ittty ittty + [kl tan ) (5.:89)

where we define
1
~+(mLy)2, v=y7t (mLg)2. (5.90)

The Gelfand-Yaglom method requires that we normalize v such that its derivative at r = 0 is
independent of m; this is indeed the case, when expanding (5.89) to first order in r around the

horizon. Asymptotically, for r = rgngr — 00, the solution is given by

T(1 4+ |k[)2!*l 1 (A, —1/2) N 1 D(A_—1/2)
T (2coshrgnar)®~ T(AL +|k])  (2coshronar)?+ T(A_ + |k])

Yy = (5.91)

The Gelfand-Yaglom theorem states that the determinant with Dirichlet boundary conditions for
the scalar field is given by det(Onur + m?) = N(B,¢) [1,, ¥r(ronur), where N(B,¢) is a mass-
independent proportionality constant.

The contribution to the free energy coming from the determinant is then given by,

D1+ k)2 T(Ay —1/2)
2(:osh7"31\1H1:{)A T(AL + |k])

log Zrw = —= logN B,¢) Zl [ (5.92)

keZ

1 This strategy was previously used to study the mass-dependence of the determinant [136].
12The other solution diverges at the horizon.
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To determine N'(3,¢) we use the result for the partition function of a massless scalar on a circular
patch of the Poincaré disk [36]. Since the massless scalar can be treated as a 2d CFT, the result
can be determined by computing the Weyl anomaly when mapping a unit-disk in flat-space to the
circular AdS; patch of interest. The first few orders in the large 8 expansion of the free energy

obtained from the Weyl-anomaly are given by,

log Z,2—9 = i% + g[log (2Ls) — %} + O(%) ) (5.93)

where ¢ = 1 is the central charge of one free boson 3.

The term at order O(f/e) can in prin-
ciple be canceled by adding a cosmological constant counter-term to the boundary of the NHR,
Icounter-term, CFT = foﬂ du c\/hy./(247). However, since we are solely interested in reproducing the
log 8 dependence of the free energy we will not delve into how this term is reproduced by studying
the coupling of these scalars to the FAR.

At such low temperatures, the Schwarzian mode is strongly coupled, so we might be worried that
it can affect the answer. In [36] it was observed that the boundary Schwarzian fluctuations lead
to correction of O(e) to the partition function (5.93). Since we expect the same to be true when
turning on a mass, the contribution of the Schwarzian fluctuations to the partition function of the

Kaluza-Klein fields can be safely ignored.

Therefore, up to terms proportional to /e obtained from the counter-term, this fixes

- o1 1 T(1 + [K)
log Zicic = g log (2L2) = 5| = k%log [(QCOShraNHR)A s wy) - O

S| =

The sum in (5.92) needs to be regularized in order for it to converge; in principle, this can be done

by accounting for the divergent non-universal terms in the massless partition function (5.93). The

B

[-dependent factor in the sum appears through the relation rgngr = log <E>; consequently, the

sum is given by — 3, ., A_ log(coshrsnur) which vanishes in (-function regularization. Therefore,
the contribution of the KK-modes to the partition function is given by

1 1 (1 + |k])
[log (2Ls) — f} - = Zlog _— (5.95)

2l T2 T (A R

| =

IOgZKK =

which, to leading order, is S-independent. In conclusion, to leading order in O(1/¢¢), the KK modes

only affect the entropy of the black hole and not the shape of the density of states. Consequently,

13To get this result, we write the metric of the hyperbolic disk at finite cut-off g as g = €2°§ where § is the flat
unit disk metric. Then we evaluate the Liouville action for the particular choice of p associated to the hyperbolic disk
and expand for small .
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they also to do not change our prior conclusion about the absence of near-extremal black hole gap.

Finally, we will quickly go over a more direct (yet less rigurous) method to compute the functional
determinant following [79] **. The starting point is again dsfyg = L3 (dr? + sinhQ(r)dng) with a
cutoff at rgnur (for simplicity we turn off the Schwarzian mode). We will first take the large cut-off
limit for the matter fields and impose 9 ~ (coshrgngr) ™2+ giving eigenvalues that depend only on

Ls. Then the contribution from the matter field to the partition function is [79]

o oo [k
log Zmatter = (coshronur — 1)/ ds— / dA\(AtanhwA)e L3 (5.96)
EUV s Jo

The whole temperature dependence comes then from the prefactor through sinh(ronur) = Qﬁ and

TTE

this is true regardless of the mass. Expanding at large ronur gives

cosh(rongr) — 1 = 2£ — 14 O(e). (5.97)

TE

From this expression we can easily see the matter contribution is only a shift of the extremal
mass, or a temperature independent (Lo dependent) finite correction to the partition function which
potentially can only correct Sy. Following [79] one could even resum the whole tower of KK modes
and reach the same conclusion. One might wonder whether imposing boundary conditions for v at
a finite cut-off might affect the temperature dependence. However, we have already checked through

the Gelfand-Yaglom theorem that this does not happen.

5.5 Outlook

In this chapter, we have computed the partition function of 4d near-extremal charged and of slowly-
spinning black holes, in the canonical and grand canonical ensembles. By showing that we can
reliably neglect all massive Kaluza-Klein modes and by solving the path integral for the remaining
massless mode in the near-horizon region, we have shown that our result can be trusted down to
low-temperatures, smaller than the scale ~ Mg ). At this energy scale, we find a continuum of
states, disproving the conjecture that near-extremal black holes exhibit a mass gap of order Mgy,
above the extremal state. The existence of a continuum of states suggests that the degeneracy of the
extremal state is not given by the naive extremal entropy, fixed by the horizon area. Instead, the

horizon area fixes the scaling of the density of states and the level spacing of the states. However,

14We would like to thank A. Castro for discussions about the relation between the calculation in this chapter and
the previously studied log A terms [79, 80, 81, 82].
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as we will discuss in the following subsection, to make a quantitative statement about the scale of
this extremal degeneracy, we need to discuss possible non-perturbative contributions to the 2d path
integral.

The process of solving the path integral for the massless modes in the 2d dimensionally reduced
theory, involved obtaining an equivalent 1d theory which can be thought to live on a curve at the
boundary of the throat, between the near-horizon region and the far-away region. This equivalent 1d
theory is given by the Schwarzian coupled to a particle moving on a U(1) x SO(3) group manifold.
Generally, the potential of the particle moving on the U(1) x SO(3) is quite complicated. However,
when looking at the theory that approximates the charge and angular momentum fluctuations in

the grand canonical ensemble for black holes in AdSy, the theory is simply given by:

Isenxuyxso@) = Isen[7] + Ty [0, 7] + Iso) [k, 7] (5.98)

where we defined the Schwarzian, U(1) and SO(3) contributions of the action as

1 B
Isalrl = 37— / du Sch(tan%,u), (5.99)
L(2
2 2
Iywlo, 7] = M()/ 0’ ﬂgr’) , (5.100)
U1
l’l‘ 2
Isolh 7] = Mso<3> / du Tr(h I S;“) ’), (5.101)

where (u) is a compact scalar and h(u) is an element of SO(3) and the mass scales Mgy, ), My, and
M;os, are fixed by thermodynamic relations. Additionally, Mgy ), Myay and Mgos, can be viewed
as the breaking scales for each of their associated symmetries (SL(2,R), U(1) and, respectively,
SO(3)) for the near-horizon region of an ensemble of near-extremal black holes.

Beyond the goal of resolving the mass-gap puzzle for near-extremal Reissner-Nordstrom black
holes, the effective 2d dimensionally reduced theory of dilaton gravity (and its equivalent boundary
theory) provides a proper framework to resolve several future questions, some of which we discuss

below.

Other black holes and different matter contents

While we have successfully analyzed the case of Kerr-Newman black holes with small spin, for which
we could neglect the sourcing of massive Kaluza-Klein modes for some of the metric components,

it would be instructive to compute the partition function of Kerr-Newman black holes for arbitrary
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spin. An effective 1d boundary theory capturing the dynamics of such black holes was recently
described in [89, 96, 99]; however, the quantum fluctuations relevant for understanding the mass-
gap puzzle were not analyzed. In the framework described above, resolving such a puzzle for Kerr-
Newman black holes amounts to studying how the massive Kaluza-Klein modes are sourced and
whether their fluctuations could significantly affect the partition function. If the analysis in section
5.4 follows even in when such fields have a non-trivial classical saddle-point, then it is likely that
near-extremal Kerr-Newman black holes do not exhibit a gap for arbitrary angular momenta.

Perhaps an even more intriguing case is that of near-extremal (and, at the same time, near-BPS)
black holes in 4d A = 2 supergravity. As mentioned in the introduction, in such cases, microscopic
string theory constructions [75, 76] suggest that the scale Mgy, should genuinely be identified as
the gap scale in the spectrum of near-extremal black holes masses. While an analysis of the proper
effective theory describing such black holes is underway [78], perhaps some intuition can be gained
by looking at a related theory that has less supersymmetry: the AN/ = 2 super-Schwarzian. In such
a theory, the partition function was computed [25, 40] and its resulting spectrum indeed exhibits a
gap whose scale is fixed by the inverse of the super-Schwarzian coupling. Since the inverse of the
super-Schwarzian coupling coincides with the conjectured gap [72, 74, 88], it is tantalizing to believe
that the thermodynamic mass-gap observed in [75, 76] is indeed an artifact of supersymmetry 5.

It would also be interesting to study the contribution of charged scalar or fermionic fields to
the partition function of the near-extremal Reissner-Nordstrém black holes. In AdS, the presence
of such fields has been widely used to study the holographic dual for several phases of matter
[212, 213, 214, 215]. For black holes in flat space, it would be nice to compute the contribution from
charged matter with ¢/m > 1 and see its effect at the level of the microstates.

Finally, it would be interesting to consider black holes in AdSp, which have known CFT duals.
The result of this chapter can be interpreted as a universality of their spectrum when looking at
large charges and low temperatures. Those degrees of freedom should be properly described by the
effective theory found in this chapter. One approach to this problem can be to apply the conformal
bootstrap at large charge for higher dimensional CFT (this was done for the case of rotating BTZ
in [84]). Another, perhaps more ambitious, approach is to start directly with the boundary theory
and try to derive an equivalent quantum mechanical system in the extremal limit. Such a theory
would be similar to SYK (would reduce to the Schwarzian and be maximally chaotic) but would be

dual to a local bulk (as opposed to also other higher dimensional versions of SYK [216, 157, 217]).

15The exact density of states of the N' = 2 Schwarzian presents a delta function at extremality with weight 50
which would be consistent with a highly degenerate extremal black hole. This degeneracy is also consistent with
previous microscopic counting and shows that it also relies on supersymmetry to work.
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Non perturbative effects

It was recently made precise how including non-trivial topologies in the Euclidean path integral of
2d dilaton gravity can fix certain problems with unitarity [37] (the price to pay when accounting
for such non-trivial topologies is to allow for disorder in the boundary theory). In the case of JT
gravity the non-perturbative completion is given by a random matrix and one has to sum over all
two-dimensional topologies consistent with the boundary conditions. It would be tempting to trust
these corrections in the context of a near-extremal black hole. Then the spectrum would be random,
with an averaged level spacing of order e°° and a non-degenerate ground state (moreover there
is an exponentially suppressed probability of lying below the extremality bound, but this can be
avoided by considering supersymmetry).

Of course, this is too optimistic in the case of 4d near-extremal black holes. Other non-
perturbative effects can appear from the 4d perspective, which are not captured by JT gravity.
For example, one can consider multi-black hole solutions [73] or topology changes that involve the
whole 4D space.

Even within JT gravity, there can be configurations with conical defects in two dimensions, which
are smooth when uplifted to the higher dimensional metric. These can be important and hint into
solving problems with pure 3d gravity [218]. For near-extremal black holes in higher dimensions,

one would need to include similar geometries.

The replica ensemble and the Page curve

A procedure was recently found to reproduce the Page curve from the gravitational Euclidean path
integral in JT gravity. In order to reproduce the Page curve [219, 220] computed the radiation
Renyi entropy, including replica wormholes. In those calculations, one couples JT gravity in AdSs
with a bath in flat space, making the evaporation of the black hole possible. This setup can be
directly understood as an approximate description of an evaporating near-extremal black hole in
four dimensions (we can consider this at temperatures T' > Mg, 5, to simplify the problem so that
backreaction around each semiclassical saddle is suppressed).

To turn the recent calculations into a justified approximation, we have to make the following
changes. First, the gravitational part of the theory should be JT gravity coupled to the appropriate
gauge fields (both KK and the ones sourcing extremality) and coupled to a matter CFT. This
theory should then be glued to the 2d s-wave reduction of the four-dimensional extremal black hole

metric in asymptotically flat space (we assume in this region gravity is weak). This is justified as
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long as the dominant evaporation channel happens through s-waves (if higher angular momenta are
exponentially suppressed). Since this is usually the case, the calculation of [219] can be repeated in
the context of 4d near-extremal black holes. The main complication is to account for the contribution
from all the matter fields in this new geometry, and we hope to address this in more detail in future

work.
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Appendix A

The analysis of JT gravity at finite

cut-off

A.1 Additional checks

A.1.1 WdAW with varying dilaton

In this section we will check our formula (3.44) in the case of a varying dilaton with an arbitrary
profile ¢p(u). We will still work in the limit of large L and ¢ such that we are working near the

boundary of AdS>. Expanding the solution of the WdW equation gives

L 2
Uynlgp(u), L] = /deHH(M) exp [/0 du (¢b — % + (a;zz) + .. )

(A1)

where the dots denote terms that are subleading in this limit. The first term produces the usual diver-

gence piece fOL du ¢p(u). The second term after integrating over M would produce the Schwarzian

partition function with an effective length given by ¢ = OL #&J’ which can be interpreted as a
renormalized length. The final answer is then
Lg L du 1rr du(au¢b)2
Uyn[L, ¢] = el () Zg o, / e’ o e (A2)
o 9n(u)

Now we will show the full answer, including the last term in (A.2), % fOL du%, can be reproduced

by the Euclidean path integral through the Schwarzian action.
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For a varying dilaton the bulk path integral of JT gravity can be reduced to

D
/DQD¢ e—I.]T[¢79] N efOL dugy (u) m efOL dugyp(u) Sch(F(u),u)7 F = tan ﬂ.f (A3)

For simplicity we will assume that ¢5(u) > 0. Following [25] we can compute this path integral using

the composition rule of the Schwarzian derivative
Sch(F(a(u)), u) = Sch(F, @) (0,a)? + Sch(a, u). (A4)

We can pick the reparametrization to be 9,4 = 1/¢p(w). This implies in terms of the coordinate @
the total proper length is given by L = fOL du/¢gp(u). This simplifies the Schwarzian term and we

can write the second term as

/0 du ¢p(u)Sch(a,u) = %/0 du (au(;ib) (A.5)

up to total derivative terms that cancel thanks to the periodicity condition of the dilaton. Then we

can rewrite the path integral as

" 1 (Budp)? D A ~
/IDQDQS 67[JT [¢ag] — ef()L d ¢b(u)+% fOL du ¢bb / SL(Q{IR) efoL di SCh(F,’U,)7 (A.6)
2 L
_ efoL duqbb(u)-ﬁ-%foL du%zsch (i - / Zu> (A.?)
0 b

which matches with the result coming from the WdW wavefunction (A.2). This is a nontrivial check

of our proposal that ¥yy in (3.44) computes the JT gravity path integral at finite cutoff.

A.1.2 JT gravity with Neumann boundary conditions

To provide a further check of the form of the extrinsic curvature K at finite cutoff (3.64), we can study
the theory with Neumann boundary conditions, when fixing the extrinsic curvature K[z(u)] = K,
instead of the boundary dilaton value ¢, and when fixing the proper length L to be finite in both
cases.! We will work in Poincaré coordinates (3.49). Since K} > 0 it means (in our conventions) that
we are considering a vector encircling a surface with genus 0 (normal vector pointing outwards). On

the Poincaré plane, curves of constant K} are circles, semi-circles (that intersect the Hy boundary)

1A more detailed analysis of the theory with such boundary conditions will be presented in [150].
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or lines. All of them can be parametrized in the Poincaré boundary coordinates 7(u) and z(u) as:

b

d
T(u) = a+ beos(u), x(u) = d+ bsin(u), Ky, =—, You = Ty

> (A.8)

with b, d € R. Note that if we want the circle above to be fully contained within the Poincaré
half-plane (with > 0) we need to require that d > 0 and d > b which implies K, > 1. Thus, for
contractible boundaries which contain the surface inside of them we must have K, > 1.

For this value of K}, the boundary proper length is restricted to be

B " _ 2m
gf/d NG 7 . (A.9)

(K + 1) (Kp — 1)

Therefore, the partition function with Neuman boundary conditions should solely isolate configura-
tions which obey (A.9). A non-trivial check will be to recover this geometric constraint by going
from the partition function with Dirichlet boundary conditions (for which we obtained the action
(3.64)) and the partition function with Neumann boundary conditions.

In the phase space of JT gravity K[z(u)] and ¢(u) are canonical conjugate variables on the
boundary. Therefore, in order to switch between the two boundary conditions at the level of the
path integral, we should be able to integrate out ¢, () to obtain the partition function with Neumann
boundary conditions. Explicitly we have that,?

Gp+ioco N
ZN[Kb(’LL), L} :/ D¢b(U)Z.]T[¢b(U), L]e? OB du ¢y (u)(1—Kp(u))

dp—ico
Pptico
:/ D¢b(U)/D¢DgW e¢OX(M)—Sbulk[ﬁbvguu]"l‘éfdu‘fbb(u)(K_Kb(u))
$p—ico
~ /D¢Dg/w ePoX(M) = Sbuik[d,gpu0] H (K (u) — Kp(u)) . (A.10)

u€EOM

which of course fixes the extrinsic curvature on the boundary. To simplify our computation, we will
work with the “renormalized” extrinsic curvature Kj,, defined as K; = 1 + ssz,T and choose a
constant value for Ky ..

Using the formula (3.64) for K[z(u)] in (A.10) we can rewrite the second line in terms of a path

2Where ¢;, is some arbitrary constant which is used to shift the contour along the real axis.
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integral for the Schwarzian mode z(u):

Zn [Ky =1+’ Ky,, L=f/e] = % H 6(\/1 + 2¢2Sch(z(u),u) — 1 — 2Ky,
( ’ ) u€dM
+ derivatives of Sch. > . (A.11)

One set of solutions for which the d-function in (A.11) are the configurations for which the Schwarzian
is a constant (related to Kj,.) for which all the derivatives of the Schwarzian vanish.? Specifically,

for such configurations which obey z(0) = z(5), we have that z(u) = tan(wu//), which yields:

2 2 2
14422 1=K, = b i = il (A.12)
B € VK 2+ Ky,) /(K +1)(Kp — 1)

which exactly matches the constraint (A.9). This is a strong consistency check that the relation

between the deformed Schwarzian action (3.64) and the extrinsic curvature when moving to finite

cutoff.

A.2 General solution to (3.47)

In this appendix we present a more general analysis of the differential equation (3.47), which we

reproduce here for convenience,

4N

[4A6Aaﬁ + 2803 — (6 — 1) aA} Z\(B) = 0. (3.47)

In particular, since (3.4) appears (at least naively) to not converge and the integral transform (3.5)
is not well-defined for the sign of A, i.e. A > 0, which is appropriate for JT gravity at finite cutoff,
the solution to the differential equation provides a solution for the partition function for that sign.

To solve the differential equation (3.47) it is useful to decouple A and 8. This can be done by
defining R = 8/(8)) and e¢? = 5/(2C) and writing the problem in terms of R and o. The differential

equation becomes,

~R*(0% 4+ 40R)Z + (02 — 0,)Z =0 (A.13)

31t is possible that there are other solutions which we do not account for in (A.11) that do not have Sch(z(u),u)
constant but have the sum between the non-derivative terms and derivative terms in (A.11) still yield the overall
constant 1 + €2Kb,r~ While we do not analyze the possible existence of these configuration, it is intriguing that they
do not affect the result of (A.12). We will once again ignore non-perturbative corrections in e.
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By using seperation of variables we find that the general solution is,
Z(R,0) = / dve "V Re R (a, K, /9y, (—2R) + b, K1 /21, (2R)) (A.14)

where v is the related to the seperating contant. We are interested in find the solution with the

Schwarzian boundary condition at R — oco. Expanding the above general solution for R — oo we

find

Zy= lim Z(R,0)= 2\27?/ dve ™ "%a,,. (A.15)

R—o0

Notice that the b, coefficients do not play any role, since the Bessel function with positive argument

goes as e~ 4. The function Z, is given by Schwarzian partition function,

1 \*? .,
Zoy = e Al
0 (206") ¢ ’ (A.16)

Expanding this in e? fixes the coefficients a, and after resumming using the multiplicative theorem

for the Bessel K(z) functions,

o Ko(az) =) (;1173'” (@® = 1)"2"K 4 n(2), (A.17)
n=0 .

we find the solution with the boundary condition (A.15) to be,

1 R3/2¢—2R-0/2

7 =1
R0) =i 55 Reo a2

K, (—2 R? + 7T2R6_‘7)

+ / dve b, VRe P K, 5(2R). (A.18)
0

The first term is precisely the deformed Schwarzian partition function found in [70]. The second
term is there because the boundary condition at R — oo is not enough to fully fix the solution. They
are non-perturbative corrections to the partition function, discussed in 3.4. In that same section a
proposal is presented how to fix, or at least partially, the b,. In particular, by requiring Z(R, o) to
be real. We know that K(z) is real for z > 0 and since R > 0, we need b, to be complex in general.
The Bessel K (z) functions have a branch cut at the negative real axis and furthermore for integer

s we have,
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where we used z > 0 and real after the implication arrow. Notice that here we also picked a particular
branch of the logarithm so that log(—z) = log(z) + iw. This choice is motivated by the fact that as
R — oo the density of states of the corresponding partition function is positive. Consequently, to

make Z(R, o) real we need the imaginary part of b, b, to satisfy.

1 R3/2¢—2R-0/2

V2rC3 Re + 72

[e9)
K, (2 R? + 7T2R€_U) +/ dve " bV Re 2P K, 1 5(2R) = 0. (A.20)
0

But this is the same matching as we did to implement the boundary condition (A.15), up to some

signs. In fact, picking b'™ = —(—1)"a, does the job and we get

R3/2¢—2R—0/2

Z(R,0) = 203 Re + 72

L (2VRZ+ 7 Re=7) + Z(R,0), (A.21)
where
- o0
Z(R,0) = / dve=""\/Re e, K, 4, (2R) (A.22)
— 00

with ¢, real. Going back to the A and § variables, we find

\/>ﬁ2 —66162%2)\ ( L /57 1607 ) Y Z(BN). (A.23)

If one insists on getting a partiton function as a solution, i.e a solution that can be written as a sum
over energies weighted by some Boltzman factor, we can find solution in a simpler way. The ansatz

is then

Zx(B) = _g(\e PArE), (A.24)

E

Plugging this in the differential equation (3.47) we precisely find the energy levels in (3.2) and
g(\) = 1, i.e. the density of states is not changed under the flow. If we consider a continuous

spectrum we thus find (3.86).
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A.3 Details about regularization

Some explicit perturbative calculations for K[z(u)]

Since the discussion is section 3.3.5 is mostly formal, in this appendix we will compute the finite
cutoff partition function to leading order in the cutoff €. The unrenormalized quantities are L = (/e
and ¢, = ¢,/c. We want to reproduce the answer from WdW or 7T which is given in (3.85).

Expanding at small € gives

2%¢, 3 Or o (20,7t 5r? 15 n
log Z, = — + Slog (%) = ¢( + o+ ) + 0 A.25

TT g 2 g B3 B 898 () (4.25)
We want to reproduce the 2 term evaluating directly the path integral over the mode z(u).

Removing the leading 1/&2 divergence we need to compute

Dz B4 2 2 (B
VA _ o dupr K e [ dugprKz+e® [ dudrKa+... A.26
nlel = [ sropaged e , (A.26)
where Ks[z(u) = Sch(z,u) gives the leading answer and Kj[z(u)] and Ky4[z(u)] are both given in
(3.56) and contribute to subleading order. This integral is easy to do perturbatively. First we know
that the expectation value of an exponential operator is equal to the generating function of connected

correlators. Then any expectation value over the Schwarzian theory gives

2

log <eaO[Z]>SCh = log Zo + £(O[2]) + %<O[Z}0[z]>conn T (A.27)

Using this formula we can evaluate the logarithm of the partition function to order £? in terms of

K3 and Ky as
5 2 B E
log Zyr = log Zsen + 6/ du ¢ (K3) + ?/ dudu’ (K3K3%) + 52/ du ¢, (K,) +O(3). (A.28)
0 0 0

The first correction is K3 = —id,Sch(z,u), which is a total derivative. This guarantees that, for a
constant dilaton profile, the first two terms vanish since [ du(K3) = 0 and [ [ dudu’ (K3K%) = 0.
The second correction is

1
K, = —iSCh(,z,u)2 + 92Sch(z,u) (A.29)
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Then, since the second term in Ky is a total derivative it can be neglected, giving
&2
log Zyr = log Zsen — = ¢r / (Sch(z,u)?) + O(£3). (A.30)

Using point-splitting we can regulate the Schwarzian square. Schwarzian correlators can be obtained

using the generating function. The one-point function is

1 272 3
Sch(z,u)) = =04, log Z = — + A.31
(Seh(z,u)) = 505 =t 50g (A31)
The two point function is given by
2 1 " 2
(Sch(z,u)Sch(z,0)) = _¢T<SCh(Z’ 0))d(u) — (ZT(S (u) + (: Sch(z,u)* :) (A.32)
where we define the renormalized square schwarzian expectation value as
47t 1072 15
. 2.\
(: Sch(z,u)* 1) = BT + o, + 15252 (A.33)
This term only gives the right contribution matching the term in the 7T partition function
g2 2¢,m%  5r? 15
—¢, | {: Sch 2y =¢? - — . A.34
o [ Sch(au)? ) = 2 (2 4 B 22) (A39)

If evaluating K4[z(u)] without using the point-splitting procedure prescribed in section 3.3.5 then one
naviely evaluates (A.33) at identical points. The divergent contributions can precisely be eliminated

with the point-splitting prescription (3.76).

Why derivatives of the Schwarzian don’t contribute to the partition function

Here we discuss in more detail why terms in K[z(u)] containing derivatives of the Schwarzian do
not contribute to the partition function (with constant dilaton value ¢,.) after following the point-
splitting procedure (3.76). As mentioned in section 3.3.5 the schematic form of Schwarzian correla-

tors is given by

=ay + a2[5(uij)] + as [8u6(uzj)] + ... 5 (A35)
J(u)=¢r

) 1) .
(wl) - aj(un>ZS°h“(””)
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where the derivatives in the J-function terms above come by taking functional derivatives of the

term exp ( f05 du]2,](22)2 ) in Zscn[j(u)]. After following the point-splitting prescription (3.76) none
of the functional derivatives of the form (A.35) that we will have to consider in the expansion of
the exponential will be evaluated at identical points and therefore (A.35) will not contain terms
containing §(0) or its derivatives.

Consequently, note that when series-expanding the exponential functional derivative in (3.74),

terms that contain derivatives in IC {au%} would give terms with contributions of the form

5 5 5 5
duy ... dua.../ du (...8% - A u)
o | [y RO |

B B B
= ; a3[026 (ug; Ugi U
=, duy .. ./o dug .. ./0 dun [ag[(?ué(um)] + a3[050(Uqi), 0u0 (Uqi)Oud(Uar)] + ]

I
o

(A.36)

where we note that a; vanishes after taking the derivative 0,,.

In the second to last line we have that a2[0,0(ug;)] contains first order derivatives in §(uq;) and
a3[02(uai), 0ud(114i)0u6(uak)] contains second-order derivatives acting on é-functions involving wu,.
Since the functions above only contain §-functions involving other coordinates than u,, all terms in
the integral over u, vanish after integration by parts; consequently, the last line of (A.36) follows.
Note that if we consider dilaton profiles that are varying ¢, (u) such derivative of -function in fact
would contribute after integration by parts. Consequently, it is only in the case of constant dilaton
where such derivative terms do not give any contribution.

A very similar argument leads us to conclude that all other terms containing derivatives of 6-

functions in (A.35), vanish in the expansion of the exponential functional derivative from (3.74) when

-/ 2
the é-function is evaluated at non-coincident points. Therefore, since the term exp ( foﬁ dug;zg) )
only gives rise to terms containing derivatives of d(u), this term also does not contribute when

evaluating (3.74).
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Appendix B

The analysis of JT gravity in the

second-order formalism

B.1 A review of the Schwarzian theory

In this section, we review the Schwarzian theory, its equivalence to the particle on the hyperbolic
plane H;r placed in a magnetic field and the computation of observables in both theories. The
partition function for the Schwarzian theory on a Euclidean time circle of circumference f is given

by

- Dplf]
ZSchw.(ﬁ) - /f€ Diff(s1) m

SL(2,F)

exp

C’/Oﬁdu ({f,u}Jng;(f')Z)] : (B.1)

where C is a coupling constant with units of length, {f,u} denotes the Schwarzian derivative,
f' = 0uf(u) and the path integral measure Dy[f] will be defined shortly. The field f(u) obeying
f(u+pB) = f(u)+f parameterizes the space Diff(S!) of diffeomorphisms of the circle. By performing
the field redefinition F'(u) = tan (7 f(u)/8) with the consequent boundary condition F(0) = F(5),

as suggested in (1.19), one can rewrite (B.1) as

S[F| = —C / C dulF ) (B.2)
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Classically, the action in (B.1) can be seen to be invariant under SL(2,R) transformations!

aF +b
cF+d

. (B.3)

In the path integral (1.19) one simply mods out by SL(2,R) transformations (1.19) which are
constant in time (the SL(2,R) zero-mode). As we will further discuss in Section B.1, such a quotient
in the path integral is different from dynamically gauging the SL(2,R) symmetry. An appropriate
choice for the measure on diff(S')/SL(2,R) which can be derived from the symplectic form of the

Schwarzian theory is given by,

Fu)

ouin =Ly =T

where the product is taken over a lattice that discretizes the Euclidean time circle.
Finally, the Hamiltonian associated to the action (B.2) is equal to the s[(2, R) quadratic Casimir,
H = 1/C [—03 + ((_ty +€40_)/2], where {; and {1 are the s[(2,R) charges associated to the

transformation (B.3), which can be written in terms of F(u) as

ZC 'FII/F FF//2 F//
=77 r  Fr T
ZC 'FII/F2 Fl/2F2 2FF// ,
£+:\/§_ 2 [ +2F:|’
C r F//l F// 2
=" 2_( L], (B.5)
V2 LE)? (F)

The equality between the Hamiltonian and the Casimir suggests a useful connection between the
Schwarzian theory and a non-relativistic particle on the hyperbolic upper-half plane, H;r , placed in
a constant magnetic field B. In the latter the system, the Hamiltonian is also given by an s[(2,R)

quadratic Casimir. Below we discuss the equivalence of the two models at the path integral level.

An equivalent description

The quantization of the non-relativistic particle on the hyperbolic plane, H;r , placed in a constant

magnetic field B was performed in [221, 222]. Writing the H;r metric as ds? = d¢? 4+ e 2?dF? where

1SL(2,R) is the naive symmetry when performing the transformation (B.3) at the level of the action. We will
discuss the exact symmetry at the level of the Hilbert space shortly.
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both ¢ and F take values in R, the non-relativistic action in Lorentzian time?
Sp = /dt (i(q&)g + ie_%’(F)Q + BFe ® 4+ B? + i) . (B.6)
The Hamiltonian written in terms of the canonical variables (¢, 7,) and (F,7f), is given by3
Hy = wi + W%62¢ — 2B7TF€¢ — i . (B.7)

The thermal partition function at temperature T'= 1/8 can be computed by analytically continuing
(B.6) to Euclidean signature by sending ¢ — —iu and computing the path integral on a circle of
circumference 8 with periodic boundary conditions ¢(0) = ¢(5) and F'(0) = F(/5). At the level of

the path integral, the partition function with such boundary conditions is given by

Z5(B) :/ D¢DF ¢~ Jo (567 +i(e™*F'=2B)%) (B.8)
#(0)=¢(8),F (0)=F(8)
with the sl(2,R) invariant measure,

DeDf = [] do(w)dF(u)e *™ (B.9)

u€[0,8]

For the purpose of understanding the equivalence between this system and the Schwarzian we

will be interested in the analytic continuation to an imaginary background magnetic field B = —%
with B € R,
Z5(B) z/ D¢DF e~ Jo w36 +1(e™*F'=B/m)?)
B(0)=¢(8),F(0)=F(8) (B.10)

foﬁ du<i¢'2+ﬁ%6_2¢(Flfe¢)2)

)

N/ D¢DFe
#(0)=¢(B), F(0)=F(B)

where we have shifted ¢ — ¢ — log % in the second line above and dropped an overall factor that
only depends on B.

The Schwarzian theory emerges as an effective description of this quantum mechanical system
in the limit B — oco. Indeed, we can apply a saddle point approximation in this limit to integrate

out ¢. This sets F’ = e? and gives, after taking into account the one-loop determinant for ¢ around

2For convenience, we distinguish Lorentzian time derivative f from Euclidean time derivatives f'.
3We have shifted both the Lagrangian and the Hamiltonian by a factor of B2 in order to set the zero level for
the energies of the particle on H;' to be at the bottom of the continuum.
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the saddle,

F S au( 3 () -
ZB(IB)N/ d/(u) - Jo (4(F ) > :/ D‘LL[F]eéjoﬂdu{F,u}, (Bll)
0=rp) - F'(u) (0)=F(8)
where to obtain the second equality we have shifted the action by a total derivative.
Thus, as promised, we recover the Schwarzian partition function with the same measure for the

14 However, the

field F(u) in the B — oo limit (and B — i00), when setting the coupling C' = 5

space of integration for F'(u) in (B.11) is different from that in the Schwarzian path integral (1.19).

This is most obvious after we transform to the other field variable f(u) = gtan_1 F(u) and

) Z/ Dulfle? Jau({ru+27 (1)?) (B.12)

net —f(B)+nB

While for the Schwarzian action f(u) € Diff(S'), obeying the boundary condition f(u + 3) =
f(u) + B, the path integral (B.12) consists of multiple topological sectors labeled by a winding
number n € Z such that f(u+ 8) = f(u) + S n. In other words, the (Euclidean) Schwarzian theory
is an effective description of the quantum mechanical particle in the n = 1 sector.

Reproducing the partition function of the Schwarzian theory from the particle of magnetic field
thus depends on the choice of integration cycle for F(u) (or f(u)). As we explain below, the
integration cycle needed in order for the partition function of the particle of magnetic field to be
convergent is given by B = iB — ico. In order to do this it is useful to consider how the wave-
functions in this theory transform as representations SL2.

When quantizing the particle on H;r in the absence of a magnetic field, the eigenstates of the
Hamiltonian transform as irreducible representations of PSL(2,R) [222]. When turning on a mag-
netic field, the Hamiltonian eigenstates transform as projective representations of PSL(2,R), which
are the proper representations of S’E(Z R) mentioned in Section 2.3.3 [222].° Specifically, the wave-
functions for the particle in magnetic field B € R transform in a subset of irreducible representa-
tions of 5’2(2, R) with fixed eigenvalues under the center of the group e = e2miB 6 Guch unitary

representations admit a well-defined associated Hermitian inner-product and the Hamiltonian is a

4Note that the meaningful dimensionless parameter g is unconstrained.

5Note that not all unitary irreducible representations of SL2 need to appear in the decomposition of the Hilbert
space under SL2. While there exist states transforming in any continuous series representation of SL2, there are also
states transforming in the discrete series representations as long as A = —B +n with, n € Z and 0 <n < |B| — 1.

6The fact that states transform in projective representations of the classical global symmetry can be understood
as an anomaly of the global symmetry. An straightforward example of this phenomenon happens when studying a
charged particle on a circle with a 6-angle with § = 7 [117]. Note that when B = % € Q states transform in absolute

irreps of the g-cover of PSL(2,R), which are also abolute irreps of 5'2(2, R). It is only when B € R\ Q that these
irreps are absolute for the univesal cover SL(2,R).
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Hermitian operator. Up to a constant shift, their energies are real and are given by the SL2 Casimir
in (2.26), B\ = —(A —1/2)2.

When making B € C\ R the Hamiltonian is no longer Hermitian and the representations of SL2
do not admit a well defined Hermitian inner-product. However, the partition function defined by
the path-integral (B.6) is convergent. As we explain in Section 2.3.3, if we analytically continue
the Plancherel measure and Casimir to imaginary B — ico, the thermal partition function in this
limit reproduces that of the Schwarzian theory (2.24). Thus, the theory makes sense in Euclidean
signature where the correlation function of different observables is convergent, but a more careful

treatment is needed in Lorentzian signature.

An SL2 chemical potential

While the classical computation performed in Section 2.2.2 suggests the equivalence between im-
posing a non-trivial PSL(2,R) twist for the Schwarzian field and the gauge theory (2.3) with a
non-trivial holonomy around its boundary this equivalence does not persist quantum mechani-
cally. Instead, in the presence of a non-trivial holonomy, the gauge theory is equivalent to the
non-relativistic particle in the magnetic field (B.6) with B — ico and in the presence of an SL2
chemical potential. Note that in the derivation performed above, in order to prove the equivalence
between the Schwarzian and the action (B.6) with B — ico, we have assumed that the field F(u) is
periodic: specifically, if one assumes a PSL(2,R) twist around the thermal circle for the field F'(u),
one can no longer use the equality in (B.11). Specifically, (B.11) assumes that when adding a total
derivative to the action, the integral of that derivative around the thermal circle vanishes — this is
no longer true in the presence of a non-trivial twist for the Schwarzian field.

In order to study (B.6) with B — ico in the presence of an SL2 chemical potential, we start
by considering the case of B € R and then we analytically continue to an imaginary magnetic field

B € iR. The partition function is given by

oo

1 1
Z:5(g, B) ~ /dspB(s)e’%s2 Z <5 +is, m|§|§ + s, m) + discrete series contributions
m=—0o0
o0 B8 .2
:/ dspp(s)xs(g)e 2¢® + disrete series contributions, (B.13)
0

where xs(g) = Trs(g) is the SL2 character of the principal series representation labelled by A =

1/2+is (see Appendix B.3 for the explicit character xs(§)). To recover the partition function when

B = —% — 400 we again perform the analytic continuation used to obtain (2.24). Once again
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the discrete series states have a contribution of O(Be=#B8°/C) and can be neglected. Thus, up to a

proportionality factor

B .2

Zis(3, B) o / " dsp(s)xe(§)e 2 (B.14)

This formula generalizes (2.24) for any g and matches up to an overall proportionality factor, with

the result obtained in the gauge theory in Section 2.3.3 (see (2.43)).

B.2 Comparison between compact and non-compact groups

For convenience, we review the schematic comparison between various formulae commonly used
for compact gauge groups (which we will denote by G) with finite dimensional unitary irreducible
representations and the analogous formulae that need to be used in the non-compact case (which

we denote by G) with infinite-dimensional unitary irreducible representations:

0(9) = > p dim R xr(g) = [ dRp(R) xr(g)
o /9, n’énn 6 R.R 5mm nn’
fvolGURm UR/ ’( 1) - RRdlrrylL';R fvolgURm UR/ /( 1) ( P)(R)
29 Xr(9)Xr(97") = Orm vog XR(OxR(971) = =B
/ (6) =0 [ <5 (97") = =5
hia—Lhy) — Xr(hxr(R2) hia—Lho) — Xr(h)xr(h2)
J v xr(ghig " ha) dim J vaigxr(ghig™" ho) =
_ SRy .o X1ty (RLP _ 5(Ri,R2)xr, (Fik
J 52X, (9 X, (g~ ) = P X TR Tl (ghy ), (9 tha) = 2T Oule)

where xr(g) are the characters of the group G or G, Uy, ,,,(g) are the associated matrix elements and
= is a divergent factor, which can be evaluated by considering the limit limy_,1 xr(g9) = E. In the
case of SL2 and G the limit needs to be taken from the direction of hyperbolic elements and for the
group Gp we have shown that = is independent of the representation R. We consider an in-depth
discussion of the above formulae and their consequences in 2D gauge theories with the non-compact

gauge group Gp below.

B.3 Harmonic analysis on SL2 and Gp

We next describe how to work with the characters of SL2 and its R extension, Gg (and consequently
the group G = Gp when taking the limit B — o0). In order to get there we first need to discuss

the meaning of the Fourier transform on the group manifold of SL2 or Gg. Given a finite function
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x(g) with g € SL2,7 for every unitary representation Ug of the continuous and discrete series we can

associate an operator

Un(z) = / 2(§)Ur(§)d3 (B.15)

The operator Ur(x) is called the Fourier transform of x(g). Just like in Fourier analysis on R,
our goal will be to find the inversion formula for (B.15) and express x(g) in terms of its Fourier
transform. To start, we can express the Delta-function §(g) on the group manifold, in terms of its

Fourier components

5) = / p(R)tr(Ur(3))dR, (B.16)

where as we will see later in the subsection that p(R) is the Plancherel measure on the group
and xgr(g) = Tr (Ugr(g)) will define the character of the representation R. The integral over R is
schematic here (see later section for explicit definitions) and represents the integral over the principal

and discrete series of the group. The Delta-function is defined such that,
[ a(@as(@)dg = (o). (B.17)
Multiplying (B.16) by x(ggo) and integrating over the group manifold we find that
o(g0) = [ PR(Un(e)Un(y )R, (B.15)

We will review the calculation of the matrix elements Ug',, (), characters x r(g) and of the Plancherel

measure p(R) in the next subsections.

B.3.1 Evaluation of the matrix elements and characters

As explained in [115], one can parameterize §E(2,R) using the coordinates (&, ¢,n), where we can
restrict ¢ +n € [0,47). The SA’E(Q,]R) element § takes the form § = e?f0efP1e=m0 where the

generators P; are given by (2.7). In this parameterization, the metric is

ds? = de? — dp? — dn® + 2 cosh Edpdn (B.19)

"Here finite means that it is infinitely differentiable if the group manifold is connected and is constant in a
sufficiently small domain if the group manifold is disconnected.
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and the Haar measure is

dp = sinh € d¢ de dn . (B.20)

For the full group Gp, we normalize the measure by,

dg = dpdf (B.21)

As shown in [115], the matrix elements in the representation with quantum numbers A and p are

given by

~ i(nd— n—m F(H*AJrl)F(nJr)\)
m — oi(np—mn) 1— A F(\ — A — 1:
Uin(g) =e (1—u)tu= \/F(m—)\—i-l)l"(m—i—)\) A =mn+ X —m+n+liu),

(B.22)

where, F(a,b,c,z) = [(c) '9Fy(a,b,¢;2), v = tanh?(£/2) and m,n € u+ Z. We can similarly
parametrize elements Gg by g = (0,g) where x is an element of R. The matrix element for the

representation (A, p = _%}: + ¢, k) in Gp is thus given by,

U\ e85 g1y, n(9) = €M UL (9) (B.23)

Once again, this expression depends on p only in that m, n, k € p+ Z. The diagonal elements are

thus given by
UBR oy m(9) = (L= w) ™M™ s By (X —m, A+ m; 1) (B.24)

The characters of the various representations are obtained by summing (B.24) over m. Because
the characters are class functions, they must be functions of the eigenvalues =, ! of the SL2 matrix

g, when g is expressed in the two-dimensional representation. = can be obtained from the angles ¢,
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n and £ for any representation to be®

cos Lgn + \/u — sin® Lg” )
i , if u > sin % ,
—u
x = . . (B.25)
cos &5 £isin 2571 /1 — sinQu% ,
- , if u < sin % ,
—u

where one of the solutions represents = and the other 2~!. Note that for hyperbolic elements, z € R,

which happens whenever u > sin® % Simple examples of hyperbolic elements have ¢ = n = 0, and

in this case z = e™¢/2. For elliptic elements, we have |z| = 1 (with 2 ¢ R), which happens whenever

u < sin? % Simple examples of elliptic elements have v = 1 = 0, and in this case x = e=¥/2,

Lastly, for parabolic elements, we have 2 = +1, and in this case u = sin® @ For convenience, from
now on we choose z such that |z| > 1 and |z~!| < 1 for hyperbolic elements. For elliptic elements,

we choose z to be associated with the negative sign in the 2nd equation of (B.25).

Continuous series

To obtain the characters for the continuous series, we should set A\ = % +4s and sum over all values

of m = p+ p with p € Z. The sum is given by

Liis i i - 1. 1.

Xsk(g) = (1 —u)2Tiseih® Z eintp)(@ 77)2F1(§ Tis—p=pg st ptp Liu), (B.26)
pEL

where we consider ¢ —n € [2m(n — 1),27n), with n € Z. This sum can be evaluated using the

generating formula for the oF; hypergeometric function. Evaluating the sum defined in (B.25)

yields, in terms of the eigenvalue = associated to g group element, the R element 6 and the branch

number, n, for the angle ¢ — 7,

. X 1—2X —1+4+2X - .
eihtezminn (Ll el ) for g hyperbolic,

ez T]
Xs,u,k(.g) = (B27)
0, for g elliptic,
where \ = % + is and, we remind the reader about the restriction that u = _25 k7.
8(We wrote two distinct formulas depending on whether u is greater or smaller than sin? @ in order to make

explicit the choice of branch cut we use for the square root.)
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Discrete series

For the positive discrete series, we have u = A and the sum over m goes over values equal to A + p

with p € Z™:

[ee]
X)\ k — (kb Z Ui\-&):ip (1- U)Aez‘keei)\(qb—n) Z eip(¢—77)p1§0,2)\—1)(1 — 2u), (B.28)

p=0

where P{*?) (x) are the Jacobi polynomials. We can once again evaluate the sum using the generating
formula for the Jacobi polynomial to find that in terms of the eigenvalue x, the character is given

by

eik6z172)\

XZ,,\(Q) B — (B.29)

for both hyperbolic and elliptic elements. This expression is identical to the first term in (B.27).
For the negative discrete series, we have y = —\ and so we should take m = —\ — p, with p € Z7,

and sum over p:
X];A(g) — (1 _ u) 1k9 —iX(¢p—n) Z —ip(¢ 7])PI§O,2)\—1)(1 _ 2’LL) ) (B?)O)
Comparing (B.30) with (B.28), we conclude that

1'172/\ *
o) = e (@) = e <) : (B.31)

z—a 1

This expression is identical to the second term in (B.27).
Before we end this subsection, we summarize a few identities satisfied by the characters above.

We have

xr(9) = xr(g™") (B.32)

which follows from the unitarity of the representations. We also have

Xogik(97) = Xormuk(9)s Xia(07) =xTpa(9) - (B.33)

B
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B.3.2 The Plancherel inversion formula

The normalization of the matrix elements Ug given by (B.22) - (B.24) can be computed following

[115]. For the continuous series one finds that,

/

m m’ m n -1
U tispuoy Ul it o oy ) = /dg Uk sy DU isr ey me (97)
cosh(27s) + cos(Bk)

= 47°B 5(s — 861w — 1)k Oms S 5
T ssinh(27s) (5 = )0 = 1)k
with s, s’ > 0 ! <u< 1
b b 2 —_ /’[/ —_ 27
2 Z
k, K e —%, m,n,m',n eu +7. (B.34)

Similarly, for the positive/negative discrete series one finds that,

m m’ 872B
<U(/\,k:),n)|U()\’,k’),n’> = mé()‘ - )‘/)5kk’57nm/6nn’
1 2n(EA+ Z
with A, X > 3 k, kK € f%, m,n,m',n € £AN+Z7). (B.35)

Given the orthogonality of the matrix elements one can then write the d-function in (B.16) as,

5g) = i/oo dk ds ssinh(2ms) (o)t
9= 21 J_o (27)2 cosh(2ms) +cos(Bk)X(S’“:*%7k) 9
+/1; (277)23 <)\ B 2) q;oo (X()\,k:_ZW(ngq)))(g) + X(A,k:— 2W(B>\+q))(g)> ) (B36)

For the purpose of evaluating the partition function of the gauge theory in Section 2.2 it is more
convenient to write all the terms in (B.36) under a single k-integral. To do this one can perform a

contour deformation [223] to find that d(g) can also be expressed as

. > > Bk . Bk .
o(g) = 712/ dk / ds (27r +p+ zs) tanh(ms) U(Q%—Tp-i-is-{-l ﬂ+q,k)%+p(g> ,  (B.37)

_ 2772
PEL " i

with ¢ € Z. Using §(g) from (B.36), the Plancherel inversion formula for SL2 can be generalized to

functions acting on the group Gp,

z(1) =

ey (2)+

1 /°° dk ds ssinh(2ms)
oo (2m)2 cosh(2ms) + cos(2mk) X(s,u=— Bk,

2

i /;O % (A - ;) qioo (X(+A7k——2“<ii‘“)>(f”) + X(A,k_—W)(x)> , (B.38)
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with

Xr(z) = /dg/o doz(g)xr(g™"). (B.39)

In practice, in order to keep track of divergences evaluating the characters on a trivial we introduce
the divergent factor =, for which X (s p=— BE k)(x) = =. One can check this s-independent divergence
by taking the limit
2is —2is
10T T 1
e”“e% =lim —==. (B.40)

P Xew@) = g

Similarly, for n € Z,

lm X, (9) = 2N Jim = e2mirngE (B.41)

g_>e21rin€0 r—+1 |x — xil‘ -

Another operation that proves necessary for the computations performed in Section 2.2 is per-

forming the group integral

1
volGp

1
/dQXs,k:z'(ghlgflhz) = =Xs,k=i(h1)Xs,k=i(h2) , (B.42)

for principal series representation s and for group elements h; and hs. The normalization of this
formula is set by taking the limit h; — e and hy — e and using the normalization for the matrix

elements Ug, (B.34) and (B.35).

B.3.3 An example: Isolating the principal series representation

The goal of this appendix is to use the techniques presented in the previous subsections to show
that we can isolate the contribution of principal series representations in the partition function.
Specifically, we want to show that the regularization procedure suggested in Section 2.3.3 by adding
higher powers of the quadratic Casimir leads to suppression of the discrete series. Using the rewriting

of §(g) as in (B.37) we find that the partition function with an overall Gg holonomy g is given by,

. > & Bk . — Bk -
Z(g, eB) ~—i Z / dk/ ds (—27T +p+ ’LS> tanh (ms) U_§+;_is+%’_%+p(g)
pez = —o0 " i

e

x eikQGT[(eris)Qf ] , (B43)
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where g = (g, 0) and - - - captures the contribution of higher powers of the quadratic Casimir. Setting

the boundary condition ¢® = ky = —i, we find that the partition function becomes

- . o . B Bitp .
Zio (g, €B) N—ZZ /Oods (p + is) tanh <7rs - 2) Up2+is+%’%+p(g)

peEL v
X e%ﬁ[(p+i5)2* -] , (B.44)
where, in order to obtain (B.44), we have also performed the contour re-parametrization s — s — %.
The form of higher order terms captured by - - - is given by higher powers of the quadratic Casimir:

thus, for instance the first correction given by the square of the quadratic Casimir is given by
~ (p+1is)*/B. For each term in the sum, we can now deform the contour as s — s —ip. Such a
i icks . _ 1 (2n+1)i . 9
deformation only picks up poles located at s, = 5-B — *=—— withn € Z and 2n +1 < p.” The
residue of each such pole gives rise to the contribution of the discrete series representations to the

partition function. However, by choosing the negative sign for the fourth order and higher order

e 2
terms in the potential the resulting contribution is suppressed as O(Be~ =3 ). This is the reason
why the partition function is finite and is solely given by the contribution of principal unitary series

representations.

~ oo B Siyp o\ _eBs?
Z1o (G, eB) NZZ - ds stanh | ws — ) Uis+%7%+p(g)e 2+
pe

_eBB?

+O(Be= 7). (B.45)

Note that the integral is even in s and that tanh (s — £) = (sinh(27s) — sinh(B))/(cosh(27s) +
cosh(B)). Thus, when considering the B — oo limit the Plancherel measure becomes dss sinh(27s) /e~ 5.
Thus, summing up all matrix coefficients in (B.45) we recover the fact that the partition function

only depends on characters, and we recover the result in Section 2.3.4.

B.4 Clebsch-Gordan coefficients, fusion coefficients and 6-j
symbols

The purpose of this section is to derive the fusion coefficients and the 6-j symbols needed in the main

text. To do so, we find it convenient to represent the states in the unitary representation (u, A) of

9The only poles in (B.44) come from the measure factor tanh(ms — B/2).
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SL2 as functions f(¢) on the unit circle obeying the twisted periodicity condition

flo+2m) = ™ f(9), (B.46)

with the rule that under a diffeomorphisms V' € ]/)\iﬁ’+ (S1) of the unit circle, these functions transform

as

A

(V@) = (0VH(e))" FVT(9)). (B.47)

Such a transformation property can be thought of arising from a “u-twisted A-form,” namely an
object formally written as f(¢)(d$)*. We denote the space of such forms as F§'. In infinitesimal
form, a diffeomorphism is described by a vector field v(¢) = v?(¢)d,, which acts on f via the

infinitesimal from of (B.47):

vf = —v?0sf — MOgv?)f . (B.48)

To see why the space FY is isomorphic with the representation (u,A) of SL2, note that (B.48)

implies that the vector fields LY = —ie’™® with n = —1,0, 1 obey the commutation relations

[L41,Lo] = £L41, [L1,L_1] = 2Ly (B.49)

so the transformations (B.48) corresponding to them generate an SL2 subalgebra of ﬁm(sl). By
comparison with (2.7), we can identify ¢y = Lo, {4 = L1, {— = L_; when acting on F{'. From

(B.48), we can also determine the action of the quadratic Casimir

~ LiL_1++L_4L

Cof = (—L3+1 b 1>f=A<1—A)f. (B.50)

This fact, together with e=27Lo f(¢) = €29 f(¢) = f(¢ + 2m) = e2™" f($) implies that F§ should

be identified with the representation (A, u) (or with the isomorphic representation (1 — X, 1)) of SL2.
Let us now identify the function corresponding to the basis element |m) in the (u, A) represen-

tation. This basis element has the property that Lo|m) = —m|m), which becomes id,f = —mf, so

it should be proportional to fy . = e™?. (Recall that m € u + Z for the irrep (i, A), S0 fi.m obeys
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the twisted periodicity (B.46).) In other words

|m) corresponds to mfam(@) = (¢|m) (B.51)

for some constant ¢y ,,,. To determine cy ,,, note that from (B.48), we obtain

Lan,m = 7(m + n/\)fA7m+n' (B52)

By comparison with the action (2.27) of the raising and lowering operators on the states |m), we

conclude that ¢, ) obeys the recursion relation

(A+m)
Cx,m+1 = Cax;m B.53
AT NE (1 — A+ m) (B-53)
with the solution!®
(A +
At m) (B.54)

A= A At m)

Note that this expression holds both for the continuous series which we will denote as ¢y, and for

the positive discrete series cj\'m. For negative discrete series we have instead
;

X1 = Cx (m —A) (B.55)
Am—1 Am \/(m — )\)(m “ 1+ )\) ) .
which leads to
o =(=1)" 0 VU= m = ATG ~ m) (B.56)

T(1—XA—m)
form=-\-A—-1,-A—2,....
From these expressions and (m|n) = 0,,,, we can infer the inner product on the space FY'.

Indeed, any two functions f and g obeying (B.46) can be expanded in Fourier series as

flo) = Zameimd’ <— Ay = % /dgb efimd’f(gb) ,
" | . | (B.57)
9(@) = bme™? = by = o / dpe™™Pg(e).

m

10The recursion formula only fixes cx,m (similarly for Cy oy I (B.56)) up to an m independent constant that could
depend on A\. Here we have chosen a particular normalization for convenience. The physical observables we compute
are however independent of such normalizations.
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Then we can write

(floy=>_ fm—b”<m|n> => Sinbm, (B.58)

m,n A,mExn m ‘C)\’m|2.

Writing a.,, and b, in terms of f; and f5 using the Fourier series inversion formula, we obtain

(f19) = [ dén doz 1(61)"9(62)G (61 ~ ) (B.59)
where G(¢) given by
1 elme
G(d) =13 o] (B.60)

For the continuous series, |cxm|” = 1, and the sum is over m € y + Z. We obtain

: . L intor—oa)p (01— 92
. = 1=¢2)p (| = B.61
continuous series G(o) 47T2€ or ) (B.61)

where D(z) = ., 0(x — k) is a Dirac comb with unit period. For the positive discrete series,

m € A+ Zy and p = A > 0. We find that (B.60) evaluates to

_ eiAqSQFl(la 17 2Aa €Z¢)
42T (2))

positive discrete series: G( (B.62)

To obtain the fusion coefficients, we need to consider tensor products of representations. As a

warm-up, let us consider the tensor product

Citisu ®Chpis,—p (B.63)

and identify the state corresponding to the identity representation. This state is

S ()" m)| - m), (B.64)

mepu+27Z

and it can be obtained as the unique state invariant under LSLI ) + Lg)7 where the LS ) (with n =
—1,0,1 and ¢ = 1,2) are the SL2 generator acting on the ith factor of the tensor product.

The state (B.64) can also be found in a more indirect way by first constructing the two-variable
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function Y (e*?1, e?®2) representing it. This function obeys the conditions
2 2
Z D, Y (€91, e'92) = 0, Z (iei“z” O, F )\ei“j’i) Y (e, e'2) =0, (B.65)
i1 i=1

(with A = % + is) representing the invariance under the SL2 generators, as well as the periodicity
conditions (B.46) in ¢; and ¢9 individually. When 0 < ¢1 — ¢2 < 27, the solution of the equations
(B.65) is

—2A
Y(ei¢17ei¢2) — C'sin <¢1 ; ¢2> (B66)

for some constant C. Away from this interval, the expression (B.66) should be extended using
the periodicity condition (B.46). The state corresponding to this function is generally of the form
ZmleMJrZ Zmze—u+z Chnyims M) me), with coefficients Cy,, m, obtained by taking the inner prod-

uct with the basis elements:

1 , , . A
Crymy = P / doy /dgf)Q C;mlcim2671ml¢l671m2¢2Y(€Z¢1,6“152) (B.67)
Because Y depends only on ¢; — ¢2, the only non-zero C,,, n, are those with m; = —msy. Using
27 —2A i .
_ ) —2e~""7 gin(mm)['(1 — 2A)T(A — m)

d ime hed — B.68
/0 pe (SIDQ T(1—\—m) ’ (B.68)

and A = 3 + s, the expression (B.67) with m; = —my = m evaluates to
Cr i sin(7r.u) . \/cos(27r,u) + cosh(27s) ' (B.69)

’ 2ssin(m(u — N)) sinh(27s)T'(2is) 2

We see that up to an m-independent constant, Cy, _, < (—1)™, so (B.69) agrees with (B.64).

B.4.1 Clebsch-Gordan coefficients: Cf\‘ll

+ %
@Dy, = CA:%HS

=3+is
In [115] a general recipe was outlined for obtaining the “Clebsch-Gordan” coefficients for SL2.!!
and, in particular, Ref. [115] constructed the decomposition of the tensor products Dj\'l ® Dj\'z and
D;\rl ® D, Here we follow the same recipe to determine the Clebsch-Gordan coefficients and fusion

coefficients between two continuous series representations and a positive/negative discrete series

11 Alternatively, see [224] and [225] for a more mathematical approach.
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representation:

Clh

)\1=%+i31

® Dy, = C (B.70)

=1tis?

with p = pi1 & X. The state |s,m) that is part of C{_, . in the tensor product (B.70) must take

2+is
the form
S1, /\Qi, s
|S, m> = Z Cmfmg,mg,m m — m2>|m2> (B?l)
ma=t(A+Z+)
+
where Cf,;’_i‘j 2’7;27m is the Clebsch-Gordan coefficient and the range of my depends on whether it

comes from the positive or negative discrete series.

Csl,)\g:,s

As in the previous section, we determine C,,” 2" "

in a rather indirect way by first constructing
the functions Y, (e, e**2) that represent the state (B.71). This function can be found using the

conditions that

LOYs,m = _mY;,my

(—L% + “L*;L*Ll) Yom = ML= N, e
where L,, = LS) + Lg) and \ = % + is. Let us first solve these equations for 0 < ¢; < 27 and
0 < ¢1 — ¢p2 < 2m. (The expression for Y can then be continued away from this range using the
appropriate periodicity condition (B.46) in both ¢; and ¢5.)

The first equation in (B.72) implies that Vs, equals ¢! times a function of ¢1 — ¢2. The
second condition gives a second order differential equation for this function of ¢; — ¢o with two

linearly independent solutions

A—A1—A
Y., (1%, e'92) = BT, e™mP1eih2(91792) (1 - ei((bl*@)) b

s,m s,m

(B.73)
X oF1(A = A+ A, A+ m, 1+ m — Ay + g, e/(P1792))
and
Vin(e%,69) = B, cmtsiOamesan) (1 _ gitor-en)
’ ’ (B.74)

X 2F1()\— A+, A=—m, 1 —m— X\ +)\2’ei(¢2*¢1)).

for some constant B;t’m. Both of the solutions are linearly dependent under s — —s, thus from
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now on, we will restrict to s > 0. As suggested by the notation, this specific basis of solutions
correspond precisely to the generating functions for Clebsch-Gordon coefficients for the tensor prod-

uct C}* ® Di. This is fixed by requiring that Y%, (z,w)w™? and Y, (z,1/w)w™>* to be

1,
1=5tis1

holomorphic inside the unit disk |w| < 1, as suggested by the one-side bounded sum in ms in (B.71),
with mo = +(X2 + Z7) [115].

The dependence of B, ,, on m is fixed by requiring Y, ,, to transform appropriately under the

m

action of the raising and lowering operators. Explicit computation shows that

A+ 11—+ B, . _
Ly, = -AEmU At m) Fam o (B.75)

14+m—MA + X B;m+1

Comparing with the desired relation LY, = —/(A+m)(1— A + m)Y, 11, We obtain the recur-

sion formula

. JOrma i m

= BT . B.76
s,m+1 1 +m — )\1 T )\2 s,m ( )
Up to an overall constant which we denote by B, this recursion is solved by
B - VI +m)T(1 f)\er)B;' (B.77)
’ F(l—)\1—|—/\2+m)
Similarly we can determine B, by recursion relations
Bt
LlY:,rm = 7(>‘1 — A+ m) +577”' Y:—erl : (B78)
s,m+1
to be
Ay —A+m
B, = M —dotm) gy (B.79)
’ VIO +m)T(1 =X +m)
Normalization

We would like to compute the normalization constant A (s) for the inner product of states (B.71),

(s,m|s’,m")y = N(5)d(s — ") Spmm (B.80)
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For this purpose, it is sufficient to consider m = m/, and take the inner product of the functions

representing the LHS of (B.80). Using (B.71), we can write this inner product as

s,)\i,s * s,/\i,s’
<s,m|s’,m> = Z(lefnig,mg,m) lef'erLz,mz,m (BSl)
ma
(The answer should be independent of m.) The expected delta functions in (B.80) arise from the

large mo terms in the sum. Thus, let us compute

Csl,)\Qi,s

1 1
+
m—mag,mo,m <m - m2|<m27 |s,m> = x

etma @2 %
2

/ 061 Gy TNV E (i1 i)
C)\g,'m

(B.82)
at large meo.

We first start by considering Ao in the negative discrete series. After plugging in the expression

for Y and writing ¢1 = ¢ + ¢, we obtain

cotes g Gumems VIO )L = A+ m) /277 d eimateirad (1 — ¢iv) M
0

m—ma,ma,m — s 27CS, s L1 =X+ Ao +m) (B.83)

X oF1 (A=A + Ao, A+ m, 1 +m — A + Mg, e'?).

The large mo behavior of the ¢ integral comes from the regions where the integrand is singular or
non-analytic (because the ¢ integral extracts a Fourier coefficient, and in general, Fourier coefficients
with large momenta come from singularities in position space). In this case, the singularities of the

integrand are at e’® = 1, where the integrand is approximately

, o T =20T(1+m — A1 + A2)
i(matA2)¢ | (1 _ i) A—A— A2 1— . B.84
¢ [( ¢ T m- NI —A— i ay = ALY (B.84)

The integral fozﬂ dp e~ 9 (1 — ¢?)® has the same large k asymptotics as the integral
] ] 0 )
[ aoe i iol s [ oo ol (B.85)
0 —00

Using the formula [;° d¢ ¢p*e o= = %, the integral in (B.83) gives, approximately at

large mo,

— 2[mo|M TR A sin (A — AL — M) T(A = Ay — Ag + 1)

L D =200 +m =M+ o)
T+ m—MD1—A— A+ \2)

(B.86)

+ Ao 1-N).
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The prefactor in (B.83) gives

B;Cil,m_mze_”(m“") \/F()\ +m)L(1— X+ m)

—A2t3 B.87
o L1 =A+ X2 +m) el 2 ( :
In total, we have
. o s , (A=A — Ao +1)
1 51,05, — _dum=ma p— —im(ma+As) A=A — A
mzl—>nloo Cmfm%m%m = s € Sin 77( 1 2) F(l — ) — )\1 T AQ)
o (B.88)
) D(1—20) —L A h p Ao 1— )\))
I'l—X+m)
Thus, the large mg asymptotics of the product (Cf,;’_?ni’jnz7m)*cf,;’_?,§2’7f;2,m are,
o I'(—2is) 2 o[ s s
B, is=s)—1 , B.89
|Bs| {'7"2' T(iss s + M)l (—is — s +2) | | oy (B.89)

where we kept s # s’ only in the power of my, anticipating that the sum over ms gives a term
proportional to §(s — s’). To see why the sum ) (mg2)~ ' gives a delta function, note that we

can regularize the sum by taking e > 0, thus writing 3" m5 '™ ™¢ = ¢(1 —ia — €). Close to a = 0,

this becomes aiié — PL 4 76() as e — 0. The PL cancels from the final answer. We finally find

I(—2:
R e ) (B.90)
$1:42,8 [(—istis1 + A2)
S T s S T S .
Similarly, we compute N'* by focusing on the large ms limit of (C:r;i);ﬁ;,mQ,m)*cmlii\z;mz,m with
51,0 s Ay ym—m LA — X2 +m) o i(Ao—m i\ AT AL—A
Oml—'rrsz,mz,m = B;‘F 27TC+ 2 \/F )\ F 1 )\ d(ZSG ()\2 2)¢ (1 — € d)) ! 2
Nosms VIA+m)T(L =X 4m) Jo (B.91)
X gFl()\—Al + X, A—m, 1 —m — X\ +>\2,€i¢).
We find after similar manipulations that when fixing Ay to be in the positive discrete series,
(-2 i Ao+ )|
Noat s =2|BE o (Z2is) __sin(r(u £ + 1)) (B.92)
LAz, D(—is+isy + A2) sin(m(p1 + A1))
Clebsch-Gordan coefficients in the p; — ico limit
In order to compute the expectation of Wilson lines value once fixing the the value of ¢ = —i along

the boundary we are interested in analytically continuing the product of Clebsch-Gordan coefficients
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for imaginary values of uy. Specifically, we would like to compute

+ + +
ISl,)\Q,S = (N A2i7s)—161311>‘273 (C*"'lvAst )* (B93)

m—msa2,Mm2, M 81, m—ma2,Mmz, M m—msz2,Mmz2,Mm

in the limit p; — ioco, with m — mgy = p1 + Z. Note that in the above expression we will first take
conjugate, and then take the limit p; — ioco.

We start with (B.83) and (B.91) and use
1l>m 2F1(a,b—|—z,c—|—1:,z):(l—z)fa, (B94)

which holds away from z = 1. In this limit the Clebsch-Gordan coefficients become

s pe G VIO WA= ATm) (7

) . b\ —2A2
z dgpeim29eirod (1 _ ¢id) 2
m—msz,ma,m 2770;2’7”2 F(l — A+ + m) 0 ¢ ( )

)

AT s s /T m)T(L — A 27 ) , o
(C;T;Li\732, ;WQ m)* ~ (BS—)* c>\177 2 \/ ( + m) ( + m) / d(b 6_‘m2¢€_1/\2¢ (1 — €_l¢) 2 )
Y 27 (Cxy my)* L(Ar+ A2 +m) 0
(B.95)

Now using

2m . 2mia Tia
iab (1 ie\b i(1—e™)(a)l(b+1) 2re™ T (b+ 1)
0 dpet? (1—e') = F(l+a+b) CT(1-a)l(1+a+b)’ (B-96)

valid by analytic continuation in b, and

lim T(z) ~e 727 ﬁ(l +0(1/2)), (B.97)

z—00,z¢R_

we have that in the limit y; — 700, and consequently in the limit m — ico,

C;i;i\g’;m m ™ BS_ m_)\zeﬂi(m2+/\2)4r(l _ 2)\2) )
2,M2, 0;27"” F(l — )\2 + mg) (B 98)
(Csh_)\;,s )* N (B;)* m*>\2eﬂ'i(m2+)‘2) F(]_ — 2)\2) .
meme,ms,m (6;2,"12)* F(l — AQ i mg)
Putting this together, we obtain
Isl,)\;,s —— ,u_2>\2 F(l — Mo — )\2) 1—‘(1 — 2)\2)2
m—ms,Ma,m - M1 T A _ (1 — A T 2
(Ao —mg) ( 2 £mpy) (B.99)

I'(1—2\)

*2>\2(_1)m2+>\2
F(Z)\Q)F(]. — )\2 + mg)

= M
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with
7 _L|T(is £isi + ) 2
2 I'(—2is)

inh(2
ELULICLO PR (B.100)
™

Similarly we have in this limit

" 2m
Csl, >\2+, s ~ B+ C)\l,mfﬂu F(Al — )\2 + m) / d¢ 672(A2_m2)¢ (1 - ei¢)_2/\2 )

e 2mex, my /TN m)T(1— A+ m) Jo
(B.101)

which, together with the conjugate relation, yields in the limit p; — ¢00 and m — mgy — 700,

Cslv A;rv s ~ B: m—)\zeﬂ'i(mz—)\g) F(l — 2)‘2)

s mam T~ h L)
(0817/\378 )~ (Bj)*m—,\zem(mz—,\z) [(1—2))

m—mso,ma,m * ’
C)\z,mz F(l — AQ + MQ)

(B.102)

and

7oA P T(ma+1—X2) T(1—2X)?
e ma,m L(mg+ X2) D(1— Ay £ my)?
(1 —2)s)
T(2X)T(1 = Ay £ my)

7z

(B.103)
=py 2 (=1

. P . S1, )\;, s
which is identical to I, 175"~ .

B.4.2 Fusion coefficient as y — ico

We are interested in generalizing the simple Clebsch-Gordan decomposition of the product of matrix
element for some group element g (given by U}’%’”Ll,n(g)Ung/) v (g)) for compact groups, to the case of
SL2. To do this we start by inserting two complete set of states to re-express the product of two

SL2 matrix elements

U81:%+’L'51,,U«1)7n1 (g)Ugt27n2 (g) = <<>\17M1)7m1;>\§t7m2|g|()\17,ul)7n1;)\3:7n2> =
ds ds'
= /N N <(/\1aM1)am1;/\§Eam2|()‘7M1 i)‘2)7’”11 +m2>
51,>\§:7S 81,>\§:78'

X <(A17M1)7n1;)‘3:7n2|()‘/a,u/1 + )\2),711 + n2>*<)‘am1 + mQ‘g‘)‘/vnl + n2>

+ discrete series contributions . (B.104)
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Thus, the product of two matrix elements is given by

ds s1, AT s s1,0L,s 4
UET;l:%Jrishm),nl (g)U;\Z?HQ(g) = /N lemiz,m1+m2(Cnl,nz,n1+n2)* UF/\llz%n-&l-is,lL+>\2)7m+n2<g)

51,)\;,5

+ discrete series contributions . (B.105)

In the limit u; — ioco we are interested in computing the fusion between the regular character
X(s1,11)(9) and the truncated character Xt (g) defined in (2.55). Thus, the product of characters is
given by

_ 81, Az,
X(s1.) (9)Xp2 (9) = /ds (Z I;1+12,i(Aerk),m%i(/\ﬁk)) X(smi+22)(9)

+ discrete series contributions |, (B.106)

where we identify my = py + k and mg = +(\o + k) with k € Z and k € ZT. We note that the
sum over k yields a result that is independent of k, therefore leading to the separation of the sums
in (B.105). Alternatively, the results above can be recasted as the group integral of three matrix

elements given by

mi m ni+n -1
/ dg U(isla K1), na (g)U)\;)nz (g)U(Svﬂl‘i)ﬂ)’ my+ma (hg™")

sl,)\i,s 31,/\i,s +n’
Cm177312,m1+m2 (Cnl,nz,n1+n2 )*U&:é+is,u+kz), m+m/ (h)
= , (B.107)
p(s, i+ AN ar

S

where p(s, o + l2) is the SL2 Plancherel measure in (B.38), and where we note that the product

p(s, 1w+ A2)N. AT is symmetric under the exchange of s; and s. Consequently, the product of two

regular continuous series characters and a regularized discrete series character is given by

_ —1 X(s,m1+A )(h) s, AT s
/ng(sl,m)(g)XA;c(Q)X(S,M+A2)(h9 )= m > s - (B.108)

mi1—ma

Using Eq. (B.99) and (B.103) we thus find that by taking the 1 — oo limit and truncating the

sum over mp — Mo,

NAzi Nssl,,\zi
)X(37M1+/\2) (h) ) (Blog)

li d < L ha 1) = 22 SuAs
1m gX(shul)(g) X)\Qi (g)X()\_%—Hs,ul—&-)\z)( g ) p(S’Ml NI

U1 —200
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where we define the fusion coefficient N51*1 in the p1 — 100 limit,

s B ‘F()\Q + 181 — iS)F()\Q + 151 + ’LS)‘2
N s AE = F(Q)\Q) , (B.llO)

up to a )\ét dependent normalization constant,

T(1—k—2))  EN(-E-2))

= (1 — 2\ 1)Ep 222D (=2
]\/")\;t — Z,Uq 2)\2(71 k (1 + k( 2) ( ) ,LLl ( 2) (Blll)

As we take the cut-off, = — 0o, the normalization constant becomes

MIQ)QEQ)\Q
Ny+ = ——— B.112
AT T T+ 2)h) (B.112)

Using the fusion coefficient, together with the normalization factor, we compute the expectation

value of the Wilson lines in Section 2.4.

B.4.3 6-j symbols

To obtain the OTO-correlator in Section 2.4.4 we need to consider the integral of six characters in

(2.65),

/dh1dh2dh3dh4 Xy (hihy )Xy (hahs ™ 8)Xsy (hshg )Xy (ghahy )X (g )Xoz (hehi!) =

— [ dmndhadhadiy 3D U, ()02, (0 U () U o B U ()

M4,y

X U;?mg(hAL )U;Z4n4( )Ui4q4(h4)U5:7rL4(h;1) )\:(: ~ (hl) m (hiﬁ_l) ;EE = (hQ) )\:(: ~ (h4)7

1 [RLLSE

(B.113)

where, for the case of interest in Section 2.4.4, s1, s3, s3, and s4 label continuous series representa-
tions, and /\1i and )\5t label representations in the positive/negative discrete series. As in the case of
computing the time-ordered correlators of the Wilson lines we first consider the result when puq € R
and only afterwards analytically continue the final result to pu; — ico.

The sums over my and n1, as well as that over my and no are truncated according to the

regularization prescription for the characters associated to the Wilson lines. Evaluating the integrals
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we find

Sl)\it,sax ( Sl)\it,m)* 0527)\3:551 ( 82,>\§:,S1 )*

Z Uum (g) mi, M, ma\ Ny, N, ga mi, iz, M1\ N2, M1, M1
$4,9
i p(547 IU/4)N$17 >\1i7 54 p(317 Ml)NSQv )“ziv S1

MG, M, T, T, qa

+ + + +
053’)\1 )52 (083,)\1 )52 )* 054)\2 ,53 ( S4,A3 ;83 )*
mgz, mi, Mo ng,ni, N2 Mg, N2, M3 g4, M2, N3

0(52, ,u2)/\/;,37,\1i,s2 0(53, Ms)/\/‘%,\;,ss ’

(B.114)

Performing the sums over the ni, ny, ng, N1 and ns states we obtain the 6-j symbol associated to
the six representations s, s, S3, S4, )\f, and /\Qi. Furthermore, the sum also imposes the constraint
my4 = 4. The remaining sum over four Clebsch-Gordan coefficient yields the square root for the

factor present in (B.109). Specifically, we obtain that (B.114) equals

Nyt Mg a9 /N N0 NS NP R, (23] (B.115)
The 6-j symbol for SL2 is given by [131]
R8384 |: i? if] = W(Sg, S4;3 )\1 + iSQ, )\1 - iSQ, AQ — i517 )\2 + iSl) (Bllﬁ)

X \/F()\Q + iSl + ng)F(Al + ng + ng)F()\l + iSl + iS4)F(}\2 + iSQ + ZS4> 5

where the Wilson function W(s,, $p; A1 + 82, A1 — @82, Aa — @81, A2 + is1) is given by [130]

a+b atc a+c 14a—d
D(a+b)(a+ )T(d £ if)T(d + ia)

F(d N CL)4F3 [aJriB a—if3 a—if a+ic &7ia; 1
W(Oé, 6; a, ba ¢, d) =

t(aed)), (B.117)

with @ = (a+b+c—d)/2 and d = (b+ ¢+ d — a)/2. The normalization for the 6-j symbol in
(B.116) is obtained by imposing the orthogonality relation (2.73) using the orthogonality properties
of the Wilson function [130, 131]. Such an orthogonality condition on the 6-j symbol follows from
its definition in terms of a sum of Clebsch-Gordan coefficients as that shown in (B.114).

Firstly we note that the result is the same when considering \; or Ay in the positive or negative
discrete series. Furthermore, since the result is explicitly independent of uq, pa, ps and py one can
easily perform the analytic continuation to 1, ps, i3, g — 300 as required by our boundary condi-
tions on the field ¢®. Putting this together with the analytic continuation of the fusion coefficients

presented in the previous sub-section we find the final results from Section 2.4.
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B.5 Wilson lines as probe particles in JT gravity

As mentioned in Section 2.4, the insertion of a Wilson loop in 3D Chern-Simons theory with gauge
algebra s0(2,2) (or an isomorphic algebra) can be interpreted as the effective action of a massive
probe in AdS; (or other spaces with an isomorphic symmetry algebra) [8, 123, 124, 125, 126, 127].
In this Appendix we extend this interpretation to 2D. Specifically, we outline the proof of the
equivalence, as stated in section 2.4.1, between the boundary-anchored Wilson line observables
Wi (Cryr,) in the G = Gp BF theory formulation, and the boundary-to-boundary propagator of a
massive particle in the metric formulation of JT gravity. The latter is given by the functional integral
over all paths z(s) diffeomorphic to the curve C.,., weighted with the standard point particle action

(here ¢ = df:)

Sz, 9] = m/ gm,x“x (B.118)

7'17'2

Concretely, we would like to demonstrate that

Wie—o(Cryry) = Tr 3 im0 (73 eXp/ A) = / [da] e~ Slm9ne], (B.119)
c

T2 paths ~Cr 7,

where the mass of the particle is determined by the Gp representation (A\,k = —27\/B) as m? =
AN —1) = —C5(\).*2 From now on we assume |A| > 1 in order for m? > 0. In the equation
above, we have taken the limit B — oo thus set & = 0. Consequently the Wilson line WA,k:O(CnT?)
only couples to the s[(2,R)-components of the Gg gauge field. In the rest of this Appendix, we will
implicitly assume that A take values in s[(2,R). For notation convenience, we will refer to these
Wilson lines as W (Cy,r,) from now on.'3

The congruence symbol 2 in (B.119) indicates that we want to prove an operator equivalence
inside the functional integral of JT gravity. Indeed, the right-hand side of (B.119) depends only
on the diffeomorphism class of the path C.,.,, whereas the Wilson line operator 17\/\,\ (Crry) On the
left-hand side follows some given path. So in writing (B.119), we implicitly assume that WA(CTW)
is evaluated inside the functional integral of a diffeomorphism invariant BF gauge theory.

To start proving (B.119), following [226, 227], we rewrite the Wilson line 17V\,\(CTIT2) around a

given space-time contour C;,,,, parametrized by an auxiliary variable s, as a functional integral over

12For notational simplicity, we take all Wilson lines to be in the positive discrete series representations in this
section. We also emphasize that the Wilson line in the representation (A, k) is a defect operator (external probe),
thus k is not constrained to be kq.

13Equivalently, one can think of the boundary-anchored Wilson lines Wi (Cryr,) as PSL(2,R) Wilson lines in the
discrete series representation A (projective for A ¢ Z) of PSL(2,R).
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paths g(s) € PSL(2,R) via 14

Tr ) (PeXp 74 A) = / [dg)q e Sal9:4] (B.120)
C @

T172 T172

where S, [g, A] denotes the (first order) coadjoint orbit action of the representation A, coupled to a

background sl(2,R) gauge field As(s) = A, (x(s))i"(s)

Salg, Al = /c dsTr (ag 'Dag) = /c ds (Tr(ag '0s9) — Tr (Asgag™)). (B.121)

T172 T17T2

Here a = o; P* € s5[(2,R) denotes some fized Lie algebra element with specified length squared equal

to the second Casimir

Tr (@?) = —Ca(A) = —=A(A = 1) (B.122)
The classical phase space in (B.121) is over the (co)adjoint orbit of the Lie algebra element a

Oq = {gag™'|g € PSL(2,R)} (B.123)

Consequently the path integral is over maps from C,,,, = Oq which can be equivalently described
by their lift g : C;,r, = PSL(2,R) up to an identification due to local right group action by the
stabilizer of & on g. This is the meaning of path integral measure [dg]s in (B.120).

Let us briefly recall why equation (B.120) holds. Expanding ¢g around a base-point, with g =

e (Pag(s0), we find from (B.121) that the canonical momenta associated to z¢(s) are give by
7z = Tr (Plgag™?), (B.124)

which are in fact the generators of the PSL(2,R) symmetry which acts by left multiplication on g,

as ¢ — Ug. The Casimir associated to sl(2,R) component of Gpg is given by C NIy =

sI(2R)
5 =

—Tr (a?). The Hilbert space of the theory is spanned by functions on the group Gp which are
invariant under right group actions that stabilize a. The Hilbert space of the quantum mechanics

model on O, thus forms an irreducible (projective) PSL(2,R) representation A. Since the functional

integral around a closed path g(s) € PSL(2,R) amounts to taking the trace over the Hilbert space,

14Note that coadjoint orbits of a connected semisimple Lie group are identical with those of the universal cover
groups, as evident from the definition (B.123) for the PSL(2,R) case and its coverings.
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we arrive at the identity (B.120).15
Since the identity (B.120) holds for any choice of Lie algebra element @ with length squared
given by (B.122), we are free to include in the definition of Wy (C;,r,) a functional integral over all

Lie algebra elements of the form

a(s) = au(s)P* = a1 (s) P! + aa(s) P? (B.125)

subject to the constraint (B.122). This leads to the identity (up to an overall factor that does not
depend on A)

Wi (Cryry) ~ / [dovy 2dgd@] e~ 5=l9:0:4] (B.126)
with
Salg,©,A] = }l{ ds (Tr (a g_lDAg) + 10 agap — m2)) . (B.127)
c

T172

Here m? = A(A — 1) and © denotes a Lagrange multiplier that enforces the constraint (B.122). This
already looks closely analogous to the world line action of a point particle of mass m.

So far we have considered a general background gauge field A in the bulk. In the context in which
we make A dynamical and perform the path integral in the BF-theory in the presence of a defect
(2.3), the path integral (after integrating out the adjoint scalar ¢) localizes to configurations of flat
A, away from the defect. Similarly, on the JT gravity side (in the metric formulation), integrating
out the dilaton ¢ forces the ambient metric on the disk to be that of AdSs. Thus for the purpose of
proving (B.119), we can take A to be flat on the BF theory side, and the metric to be AdSs on the
JT gravity side.

The action (B.127) is invariant under gauge transformations U (s) for which g — U(s)g, together
with the corresponding gauge transformation of A which leaves the connection flat. Note however
the gauge transformation mixes the components of A associated to the frames and spin connection.
We can always (partially) gauge fix by setting ¢ = 1 by choosing U(s) = g~!(s) along the curve

Cr,r, and smoothly extending this gauge transformation onto the entire disk.'® After such a gauge

15This is because we are considering a boundary condition with A, = 0. Consequently, the boundary-anchored
Wilson line has the same expectation value as a Wilson loop that touches the boundary.
16 There’s no obstruction for such extensions since Gp is simply connected.
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fixing, the action (B.127) simply becomes,

Sylx, kA g = / ds(k,i" 4+ i0(g" k,k, —m?)) (B.128)
c

T172

= /c ds (nabaaéz " +i0(n®agay — mz)) ,

T17T2

where g, = nabeZeg is the AdS; metric associated to the background flat connection A and k, =

agef. The action (B.128) agrees with the first order action for a particle moving on the world-line
Cryr,- To finish the proof, we need to show that the path integral over flat A in the BF theory
reproduces the integral over paths diffeomorphic to C;, -, for the particle in the JT gravity.

As mentioned in Section 1.4.1, space-time diffeomorphisms can be identified with field dependent

gauge transformations in the BF theory when the gauge field is flat
ot = geavee (B.129)

where the the vector field £#(x) generating the diffeomorphism transformation and the infinitesimal

gauge transformation parameter €®(z) (vanish on the boundary) are related by

“(0) = el@)¢h (@), Q) = wa@)e (x). (B.130)

Since flat connections A are generated by gauge transformations, the equivalence (B.129) acting on

'éz implies that,

J

where (éZ)€ denotes the finite gauge transformation of éZ generated by e, and Cﬁlh denotes a path

ds (17(11,0/1(651)E M + i@(nabaaab — m2)) = /5 ds (naba“éz ot + i@(nabaaab - m2))
C

179 172

diffeomorphic to C;, -, generated by displacement vector field £&. Consequently integrating over flat
connections A of the BF theory in the presence of the Wilson line insertion is equivalent to integrating
over all paths diffeomorphic to the curve C, r,, which precisely gives the first order form of (B.118)
that describes a particle propagating between boundary points in AdS,.'”

Alternatively, to get the second order formulation for the world-line action we can directly perform

the Gaussian integration over «y in (B.127) and then integrate out the Lagrange multipler ©. The

17Note that in the world-line action (B.128), the fields (2, k. (z)) take values in the co-tangent bundle T*%. The
path integration measure is the natural one induced by the symplectic structure of T*X.
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world-line path integral (B.126) becomes (up to an A independent factor),
Wa(Criry) ~ /[dg] e~ S2loAl, (B.131)

where the action S3[g, A] is specified by

Salg. Al =m [ ds[uala= Dag) (g~ Dag)". (5.132)

T172

Due to the integration over g(s), this is a gauge invariant observable as expected. Note that while
(B.132) is exact on-shell in order for the path-integral (B.131) to agree with (B.120) one has to
appropriately modify the measure [dg] in (B.131).

Once again performing the gauge transformation with U(s) = g~!(s) along the curve C,,,, to
gauge fix g(s) = 1 and smoothly extending the gauge transformation onto the entire disk, the action

(B.132) simply becomes,

Salg, A] = m/c ds \[Naped e ih = m/c ds\/ gapte@? , (B.133)

T172 T172

which agrees with the 2nd order action (B.118) for a particle moving on the world-line C., ,,. Follow-
ing the same reasoning as before, the gauge transformation can be mapped to a diffeomorphism, and
integrating over flat connections in the BF theory path integral with the Wilson line insertion, is once
again equivalent to integrating over all paths diffeomorphic to the curve C, -,. Using this, we finally
arrive at the desired equality between the Wilson line observable and the worldline representation

of the boundary-to-boundary propagator given by (B.119).'8

18 As usual in AdS/CFT, the worldline observable (boundary-to-boundary propagator) requires appropriate regu-
larization and renormalization due to the infinite proper length near the boundary of AdS2. Here in the gauge theory
description, we also require a proper renormalization of the boundary-anchored Wilson line to remove the divergence
due to the infinite dimensional representation carried by the Wilson line (see (2.55)). It would be interesting to
understand the precise relation between the two renormalization schemes.
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Appendix C

Gravitational interpretation of the
SO(3) gauge fields for

near-extremal black holes

C.1 The Kerr-Newman solution

When reducing the Einstein action in four dimensions to two dimensions a SO(3) gauge field emerges
from the symmetries of the transverse sphere S?. We denoted the charges associated to this field
by J. In this appendix we will explicitly check that two dimensional solutions with charge J can
be uplifted to KN solution in four dimensions. In the approximation where all SO(3) charged fields
can be neglected, the angular momentum J on the black hole is directly related to the value of the
SO(3) field strength given by the SO(3) Casimir [89].

The KN solution in AdS, with radius L is given by

by

2A~A 2 2 _ ~ N
(as"N)? = 220072 &de + Z—écw? +5in’ 0ot (46 + By diY, (C.1)
where the mass, angular momentum and charge are parametrized as
Y L S ) SO = S (C.2)
- GnE? GnE?’ CE T LY '
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and the functions appearing in the metric are

p* = +a*cos® 0, A;:(f2+a2)<1+£2)—2m7’;+q2, Aé:1—%00829,
3 =[(a? + 72) A5 — As
5= (P 4 a?)P0p - ?Arsin?d, By =S T8 Al (C.3)

)

For small a the relation between the angular momentum is given (to first order) by J = Ma. At
small a the metric (C.1) can be seen as a deformation of the RN solution from (5.3) in which one
turns on a non-trivial profile for the SO(3) gauge field with

2B:Ysin% 0

8gudatde” = ———dgdF = 2iasin® 0(1 — f(7))dpd7, (C.4)
pr

where f(7) is the function appearing in equation (5.3).

As we will show the deformation in (C.4) does not precisely match with the solution for the
SO(3) gauge fields inserted into the dimensional reduction ansatz (5.15). Nevertheless, as we will
explain in the next subsection, the perturbed solution for the KN metric gffl,N = gff,/N + 0g, will
turn to be equivalent, up to diffeomorphisms, with the solution for the SO(3) gauge fields inserted
into the dimensional reduction ansatz.

Thus, to first order at small J (or equivalently in small a), the partition function is well approx-
imated by considering the quantization of the SO(3) gauge field coupled to the standard RN metric
given in each sector with fixed ). In the next subsections we further show that this approximation
is valid by studying the solutions to the equations of motion for the SO(3) gauge field. Furthermore,
we show that the average value of angular momentum contributing to the grand canonical partition
function does not strongly backreact on the metric (i.e. its contribution is much smaller than that

of the U(1) charge).

C.2 Classical SO(3) gauge field configurations

In order to compare the perturbed RN solution to the ansatz for the dimensional reduction (5.15)
we need to solve the equations of motion for the 2d SO(3) gauge fields whose contribution to the

action is given by (5.22),

SO(3) _ 1 5/2 nz
I = Tr(H, H . C.5
EM 12G N0 ” VIx r( 3 ) (C.5)
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We first start with the case in which we fix the boundary holonomy of the SO(3) gauge fields
(which corresponds to fixing the boundary metric on dMy) rather than the overall charge of the
system.! For practical purposes, it proves convenient to choose the boundary component of the gauge
field to be constant with Bloa, = i%TSdT such that the holonomy is given by exp(§,,, B) =
exp(ipiso@ o) with pisos, € [0,27) (according to our conventions 7% = %a“ with o the Pauli
matrices).

We can find the solution in the gauge in which B, = 0 and make the ansatz that B =
i%s)wf(r)dr for some function £(r) satisfying &(roar,) = 1. Then, the field strength is H =
i%wﬁrf(r)dr A dr and the equation of motion d*H = 0 implies that [5’(r)/\/§x_5/2]/ = 0.

Using the solution x(r) = r2, this implies that

. Q2 L Hso@) 3023
§(T)—a1+r7, HTT__ZT’/‘T
(595,,0(3)dx“dx” = 2r%isin?(f) 'uS;(g) (a1 + %) drde. (C.6)

Demanding that the gauge field has unit holonomy around the point with » = ry imposes that

tso (o1 + ag/ry) = 2mn with n € Z. Furthermore imposing that &(r|oa,) = 1 implies that

a1 = 1, and, consequently, as = rg(uzgg) - 1). Consequently, we have that
iT3 r
B, = 7 {Mso(s) + 7‘% (27”7' - ,Uso(s)):|
.2 3
. osin“(6 r
695,,0(3)d:c”d33” 2ir? 5( ) |:,Uso(3) + T—g (2mn — Mso<3>)} drde. (C.7)

Gauge field configurations with different n correspond to different instanton configurations for the
SO(3) gauge field and different metric solutions, all obeying the same boundary condition on 9Ms.

As a consistency check, when adding the metric defomation in (C.6) to the RN metric as in
the ansatz (5.15) Einstein’s field equations are still satisfied to first order in an expansion in 1/8,
meaning that the action (5.22) resulting from the dimensional reduction is correct. The total action

(C.6) evaluates to

133
HE‘F = _ZBTf (2mn — psoe)
B 00 6 3 2
SO(3)  _ 1 9rg 2 _ 2r5 (271 — psos))
v = 6GN/0 . / U B2 (T~ o) = G s

1We thank Silviu Pufu and Yifan Wang for sharing notes during a past project about instanton solutions in 2d
SO(3) Yang-Mills theory.
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in each instanton sector. To make contact with the effective action in each j sector in the sum over
SO(3) representations we can evaluate the sum over j for the contribution of each representation to

the partition function (5.25) for the on-shell solution x(r) = r2:

GNB

GNB . ard GNB
SO(3 . - €70 ~ar
Zpd? = Z(ZJ + 1)x;(ksoe e *m% (</2a e ®8 )
>0
_ Z 2\F /~Lso(3) - 2””) e—%gﬁ(/iso(g)—Qﬂ'n)z (C 9)
3 ’ :
neZ GNﬁ) & sin(pso) — 2mn)

where ¥%(u, ¢) is the derivative with respect to u of ¥3(u,q) and where to obtain the final equation

GTNS,B . Consequently, we find that the sum over instanton saddle
in the partition function (C.8) precisely agrees with the sum over SO(3) representations appearing
in the partition function associated to the action (5.25).2

To find the relation between the SO(3) representation j and the angular momentum it proves

convenient to also analyze the classical solutions in the case in which we fix the field strength at the

boundary (or equivalently the Lagrange multiplier zero-form ¢° 0(3)). In this case, we will fix gauge

such that H,.dr A dr|an, = i/go3 \3/%:;’;/02]'@1\/[2 =1 \fofj |oar,, for some constant j. The resulting

gauge field, field strength and 4d metric perturbation is given by

. 'T3 \/iGNj + 2mn _ \/EGNJ H o .3GN03j
Br=il" | —5—+—F5~—35 | rr =t 1
T 153 r V2r
L9 . Gnj 2 mm  GpnJ
50503 dptda? = 4ir? sin? |: W drd¢ , C.10
Gy dztdx ir® sin®(6) Vo NG Tdg ( )

where we have fixed gauge such that B, = 0 and have once again obtained the first r-independent
term in B, by requiring unit holonomy around the point with r = 7, (i.e. nowhere is H singular).
Next we determine the contribution of the SO(3) gauge field to the action. As for the U(1) gauge

field (5.2), in order for to have a well defined variational principle we need to add a boundary term

so(s) N ISO(3) n

to the action: I, Ik duy/gn,Tr H* B,. Accounting for this boundary term

12G To

we find that the

6 .
S0 _ / dT/ GNJ / dr GNgJ 4 2an j~ G fs? +2mnj . (C.11)
0 37“0 6 7"0

We need to be careful about the n-dependent term appearing in the final result in (C.11). If the

2The prefator in front of the exponent in (C.9) can in fact be obtained by computing the one-loop correction to
each instanton saddle. The fact that the one loop expansion recovers the complete result is related to the fact that
the path integral in 2d Yang-Mills theory can be obtained using localization techniques.
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solutions (C.11) are gauge inequivalent then, in order to obtain the partition function, we truly
have to sum over all different instanton solutions; since the sum over n is unbounded, the partition
function would be ill defined. Consequently, the only possibility is that the gauge field solutions in
(C.10) are in fact all gauge equivalent. This can only happen if the holonomies around any closed
curve on M, are the same for all solutions. This, in turn, implies that j € Z and we can fix gauge
transformations on the boundary in such a way that we only get contributions from the solution
with n = 0.

Consequently, there is a unique SO(3) gauge field solution for which the action is given by

SOGLN _ Gnpi®
E - ’r‘3

M . For sufficiently large j > 1, this agrees with terms in the exponent in the sum

0
over j (C.9). Since the r-dependence of the gauge field in (C.10) is the same as that in (C.7) we can
once again check that when j is sufficiently small that it does not backreact on f(r),® then Einstein’s

equations are indeed satisfied for the 4d metric ansatz when using the solution (C.10).

C.3 Uplift of the SO(3) solution

In this section we will take the solution for the SO(3) gauge field and show that it can be understood
as a solution of the higher dimensional metric for small angular momentum. The KN solution is the
unique solution with fixed U(1) charge and angular momentum that also has a U(1) spatial isometry
[228, 229]. Therefore, by finding the angular momentum for the solutions analyzed in C.3 in which
we either fix the SO(3) holonomy or the SO(3) field strength we will determine the diffeomorphic
equivalent KN solution.

We saw above a solution for the gauge fields appears in the metric as
5g590) dutda = 2ir? sin? () (al n O‘%) drdé (C.12)
r

to linear order in the angular momentum (i.e. no backreaction to f(r)), with respect to the charged
black hole solution. The equation of motion for the four dimensional Einstein Maxwell theory is
Gag = Rap— %gABR— %QAB = 8rGNT s where Thg = ﬁ(FACFg—gABF% is the stress tensor
of the U(1) gauge field. Expanding this to linear order in a; and as we can check this corrections
satisfies the equation of motion to linear order
1 2
S 7Gro = T = 8

3j(j + 1) < (rp/Lpy)* as discussed in section 5.2.3.

a2\ . o
a1 + 7“73) sin” 0, (C.13)
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and all other components for both 6G and §7T vanish. The uniqueness of KN solution suggests (C.1)

is the correct non-linear completion of this correction, written in a different gauge.
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