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1
Introduction

The universe has always exerted a special fascination on humankind, especially far-away objects such
as active galaxy nuclei, star bursts, or super novae. Messengers coming from these objects are pro-
duced, propagate through the universe, and reach Earth despite the huge distances. This enables
investigating fundamental questions of astro- and astroparticle physics.
Cosmic rays are the most energetic particles in the universe and thus of special interest. They reach
energies of more than 1020 eV which is several orders of magnitude higher than the particle energies
produced in human-build accelerators, e.g., the large hadron collider (LHC) [1]. They have firstly
been observed by Victor Hess in 1912 [2]. Despite the long elapsed time since their first observation,
there are still open questions concerning the comprehension of cosmic rays which are of great interest
in physics and are in the focus of current research.
The Earth is constantly bombarded by cosmic rays with a cosmic-ray flux rapidly decreases with the
particle energy to only a few cosmic rays per century and square kilometer at highest energies of more
than 1019 eV. The small flux is one of the reasons why large ground-based detectors are necessary to
observe such high-energy cosmic rays.
When high-energy cosmic rays hit the Earth’s atmosphere, they interact with air molecules and mil-
lions of secondary particles are produced which form a so-called extensive air shower. The atmosphere
acts as a giant calorimeter that is typically readout by stochastic measurements of particles on ground
and by direct measurements of fluorescence light emitted by air molecules which are excited by
secondary particles. Both detection techniques are established at the Pierre Auger Observatory [3].
Complementary to these baseline detection techniques, the measurement of radio signals from cosmic-
ray induced air showers recently gains in importance for reconstructing cosmic-ray properties [4–10].
The Auger Engineering Radio Array (AERA) [6] is the radio detector of the Pierre Auger Observatory
and consists of more than 150 radio stations covering about 17 km2.
The radio emission of air showers primarily stems from its well-understood electromagnetic part. Two
mechanisms contribute to the coherent radio emission. Firstly, the dominant geomagnetic emission
process originates from the propagation of charged secondary particles through the Earth’s magnetic
field [4, 11–15]. Secondly, a time-varying negative charge excess is present due to the knock out of
electrons in the shower front and due to the fact that positrons of the shower front partly annihilate in
the atmosphere [16–20]. The atmosphere is transparent to radio waves which offers a great potential
for accurate measurements, e.g, of the primary cosmic-ray energy. That the radio emission is related
to the primary cosmic-ray energy has meanwhile been shown by several experiments [21–25]. More-
over, the radiation energy, which is the amount of energy transferred from the primary cosmic ray into
the radio emission, has been determined [25]. By combining such accurate measurements with the
predictions of the radio emission by calculations based on first principles of classical electrodynamics
[26–29] the cosmic-ray energy scale is determinable [25, 30, 31].
For such high-quality measurements of the cosmic-ray properties, the antenna used in the radio sta-
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tions and an accurate knowledge of the frequency and directional-dependent antenna sensitivity are
essential. The so-called antenna response pattern is obtained in an absolute antenna calibration. In this
work, the absolute calibration of the radio stations equipped with logarithmic periodic dipole antennas
(LPDAs) using a remotely piloted octocopter is presented. All components involved in the calibration
have been quantified with respect to their uncertainties. The antenna calibration uncertainty directly
impacts the cosmic-ray energy scale. Thus, a reduction of the uncertainties is most desirable. A
new calibration setup has been developed which enables more polarization measurements, a higher
sampling of different arrival directions and reduced systematic uncertainties compared to previously
performed calibrations. The uncertainties have been reduced to the level of 10 % which is a significant
improvement compared to calibration uncertainties obtained at other radio experiments [32–34].
Radio stations typically consist of two horizontally aligned but perpendicular polarized antennas. The
vertical component of the radio emission from air showers is not measured directly but is reconstructed
by the measurements in the horizontally aligned antennas. Radio stations consisting of three separated
antennas are called 3D radio stations. They enable direct measurements of all three components of the
radio signal which potentially reduces the reconstruction uncertainties and furthermore extends the
field of view of the radio detector to signals with arrival directions close to the horizon. Air showers
coming from that directions are called horizontal air showers (HASs) and are of special interest in ra-
dio experiments because the shower information viewed at large distances is only saved in the muonic
and radio component and measuring both then enables a reconstruction of the cosmic-ray mass. Fur-
thermore, HASs have a large footprint on ground and thus offer a great potential for future large-scale
radio experiments [35, 36]. For AERA, a new 3D radio station has been developed and deployed in
the field. The antenna response pattern is discussed and the antenna functionality has been proven.
Furthermore, first measurements of cosmic-ray candidates are presented.
This work is structured as follows. In Chap. 2, the current status of knowledge about cosmic rays is
briefly summarized, recent measurements are presented, and the air shower development is explained
with focus on the radio emission. In Chap. 3, a theoretical overview of antennas and the signal pro-
cessing in antennas is explained. The vector effective length is introduced as measure of the frequency
and directional-dependent antenna sensitivity. Afterwards, the Pierre Auger Observatory and AERA
are presented in Chap. 4. The mechanical and electrical properties of the antennas used in the radio
stations are discussed. One of the challenges measuring cosmic-ray induced air showers at AERA is
the handling of the local environmental conditions, e.g., temperature changes impact the signal gain
of the amplifier used in the stations. The temperature drift of the amplifier gain has been investigated
and is presented in Chap. 5. Furthermore, a thorough knowledge of ground conditions and their vari-
ation, e.g., due to rain fall, is necessary for an accurate description of the antenna response pattern. In
Chap. 6, measurements of the permittivity of ground at the AERA site are presented. The influence
of several effects on the antenna, e.g., varying ground conditions or antenna misalignment, has been
investigated in multiple simulations using the NEC-2 simulation code [37] which are discussed in
Chap. 7. The absolute calibration measurements using the octocopter are presented in Chap. 8. This
chapter includes a detailed discussion of the calibration uncertainties and its influence on the radio
signal reconstruction. In Chap. 9, the development and first measurements of a new 3D radio station
are presented. Finally, the results of this work are concluded in Chap. 10.
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Cosmic rays are particles which have their origin in outer space and some of them propagate to Earth.
The Earth is constantly bombarded by cosmic rays. The cosmic-ray flux decrease with the cosmic-ray
energy from some thousands per square meter and second at small energies of about 109 eV to a few
cosmic rays per century and square kilometer at highest energies of about 1020 eV. Cosmic rays have
firstly been observed by Victor Hess in 1912 [2]. In seven balloon flights he ascertained an additional
ionizing radiation beside the terrestrial radiation increasing with the flight height of the balloon. He
concluded that the source of this radiation must have its origin outside of the Earth. This cosmic radi-
ation makes up about half of the natural radiation on the Earth’s surface.
The comprehension of cosmic rays is of great interest in physics and in the focus of current research
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in several experiments. Due to the large energy range of cosmic rays, different kinds of experimental
setups are necessary to investigate the cosmic-ray properties. Balloon-based experiments (e.g. [38–
41]) and space-born experiments (e.g. [42–45]) enable to detect cosmic rays with energies below
1015 eV whereas cosmic rays at highest energies are measured in large ground-based detectors on
Earth (e.g. [3, 46–48]).
The fundamental questions physicists worldwide would like to answer are: what is the chemical com-
position of cosmic rays, where do they come from, how are they accelerated to their extreme energies,
and how do they propagate through the universe to Earth.
In this chapter, the recent status of knowledge about cosmic rays is briefly summarized, in particular
for cosmic rays at the highest energies. In the first section, the cosmic-ray energy spectrum measured
on Earth as well as the cosmic-ray composition are presented. In Sec. 2.2, possible sources and ac-
celeration mechanisms are discussed. The propagation of cosmic rays through the universe is covered
in Sec. 2.3. Finally, the cosmic-ray interaction with the Earth’s atmosphere and the development of
so-called extensive air showers are discussed in Sec. 2.4.

2.1 Energy Spectrum and Chemical Composition

Energy and mass are characteristic properties of cosmic rays and thus are of great interest in current
research. The energy of cosmic rays covers a range to more than 1020 eV for a single particle. The
respective cosmic-ray flux decreases rapidly to a few cosmic rays per square kilometer and century at
highest energies. For energies of more than some tens of GeV, the cosmic-ray flux F follows a simple
inverse power law:

F pEq “
dN

dE
9E´γ , (2.1)

where E is the energy per nucleus and γ the spectral index.
The experimental detection of cosmic rays is divided into two categories of experimental setups. Cos-
mic rays with energies below 1015 eV are directly measurable using balloon-based or satellite-based
experiments. Such direct measurements of cosmic rays enable reconstructing the cosmic-ray energy
as well as the cosmic-ray mass with small uncertainties. In Fig. 2.1, the particle flux of cosmic rays
is shown as a function of the energy in the case of different cosmic-ray masses. Cosmic rays with
energies below 1015 eV consist mostly of protons and helium.
Above 1015 eV, cosmic rays are not directly measured anymore for two major reasons: Firstly, the

statistics is reduced due to the low particle flux at highest energies. Secondly, the energy of these
particles is so high that the particle just fly through the detector as balloon-based or satellite-based
experiments are too small to absorb the particle. Therefore, cosmic rays at highest energies have to
be measured indirectly in large-scale experiments on Earth. The primary cosmic ray hits the Earth
atmosphere creating lots of secondary particles forming a so-called extensive air shower (EAS). The
atmosphere acts thereby as a giant calorimeter which is read out by large ground-based detectors. EAS
are described in more detail in Sec. 2.4.
In Fig. 2.2, the cosmic-ray flux at highest energies as function of the cosmic-ray energy measured
by different experiments is shown. Clear characteristic properties of the flux become visible when
multiplying the flux with a factor of E2.6. The measurements of the particle flux at high energies
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Figure 2.1: The flux of cosmic rays with different masses as function of their energy obtained by direct mea-
surements. Plot taken from [49] based on data from [50–62].

exhibit four characteristic energies where the power law is broken and the spectral index is changed.
For cosmic rays with energies smaller than 5 ¨ 1015 eV, the spectral index is γ « 2.7. For larger
energies, the spectral index changes to γ « 3.1 which is called the knee region [75]. The knee re-
gion was firstly observed in 1958 [83]. A 2nd knee is found close to 8 ¨ 1016 eV. Here, the spectral
index increases to γ « 3.24 [79]. Typically, the particle flux is interpreted in the way that cosmic
rays with lower energies have mostly a galactic origin. In the knee region, cosmic rays are accelerated
to the maximal energy of most galactic accelerators. As the cosmic-ray acceleration scales with the
cosmic-ray charge Z, iron nuclei can be accelerated to higher energies than protons. Hence, the knee
position depends on the particle type [84–86]. At the so-called ankle of the cosmic-ray spectrum,
the extragalactic component becomes dominant and at about 5 ¨ 1018 eV the spectral index decreases
to γ « 2.6 again which has been measured at the HiRes experiment [76], at the Telescope Array
experiment [81], and at the Pierre Auger Observatory [82]. At highest energies, the particle flux de-
creases rapidly to zero. There are no observations of cosmic rays with energies above some 1021 eV.
The cutoff energy E1{2 is defined as the position at which the cosmic-ray flux has dropped to half of
the cosmic-ray flux if no cutoff would be present. Here, significant differences between the experi-
ments have been observed [87]. The HiRes experiment and the Telescope Array experiment found a
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cosmic-ray cutoff energy of E1{2 « 6 ¨ 1019 eV [76, 81]. At the Pierre Auger Observatory a cutoff
energy of E1{2 « 2.5 ¨ 1019 eV is observed. A possible explanation of such a cutoff is the interaction
of the cosmic rays with photons of the cosmic microwave background (CMB) which was predicted
by Kenneth Greisen, Georgiy Zatsepin and Vadim Kuzmin in 1966, called the GZK-cutoff or the
GZK-suppression [88, 89]. The GZK-suppression is explained in more detail in Sec. 2.3. A different
explanation is a simple die-out of possible sources which are able to accelerate particles to such high
energies.
Due to the indirect measurement setup, the cosmic-ray reconstruction of energy and chemical com-
position is less accurate than those of direct measurements. Nevertheless, indirect cosmic-ray mea-
surements enable determining the cosmic-ray composition. One characteristic parameter correlated
to the cosmic-ray mass is the so-called slant depth X . The slant depth measured from the top of
the atmosphere to the shower maximum, which is the position within the shower where the maximal
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line fit to the data. The systematic uncertainties are illustrated by the brackets (left plot) and by the green dashed
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number of particles is achieved, is described by the parameter Xmax. The average Xmax of an iron
nucleus induced air shower is less deep in the atmosphere than those of a proton induced air shower
with the same energy. The slant depth of the shower maximum Xmax as function of the cosmic-ray
energy measured at the Pierre Auger Observatory as well as at the Telescope Array is presented in
Fig. 2.3 and is compared to different predictions from air-shower simulations as EPOS-LHC [90],
QGSJET [91–94] and Sibyll2.1 [95]. The measurements reveals a mixed composition getting heavier
at the largest energies. Both data sets from the Pierre Auger Observatory and from the Telescope Array
have been compared to each other and an agreement within their uncertainties has been found [96].

2.2 Origin and Acceleration Processes

The kinetic energy of cosmic rays can exceed the cosmic-ray mass by several orders of magnitudes. A
main question is how these particles gain such high energies which corresponds to the question of the
origin of cosmic rays. There are two approaches to explain the highest energies of cosmic rays. On the
one hand, the cosmic ray could be produced by high-energy processes, e.g., during the early universe.
Super-massive particles with masses beyond 1020 eV decay into quarks and leptons producing jets.
From this decay high energy cosmic rays are produced without any further acceleration processes.
Nevertheless, this model is disfavored as also a large number of gamma rays are predicted which is
excluded by the low rate of gamma-ray observations [99–101]. More favored is a model where the
cosmic ray is accelerated to highest energies by stochastic acceleration processes. Thus, the question
for the cosmic-ray source and for possible acceleration processes of galactic and intergalactic objects
are coupled to each other. The idea is that the cosmic ray gains energy with each phase of acceleration.
The acceleration process takes place as long as the cosmic ray is in the region of influence of the
source and is bound by its magnetic field B. The deflection of a particle with a charge Z within a
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Figure 2.4: The Hillas plot illustrates the capability of different objects in the universe to accelerate cosmic
rays with respect to their size and magnetic field strength. The objects located above the dashed (dotted dashed)
line are able to accelerate protons (iron nuclei) to 1020 eV. Plot taken from [102] (modified from [105]).

homogeneous magnetic field is called Larmor radius rL for which the following relation holds:

rLrkpcs “ 1.08
1

Z

ErEeV s

BrµGs
. (2.2)

The higher the energy, the larger is the Larmor radius of the cosmic-ray. At the point when the Larmor
radius exceeds the size of the region of influence of the source, the cosmic ray can escape and is not
accelerated any more. The maximal cosmic-ray energy Emax of a source constrained by its magnetic
field B and the size of its region of influence R is estimated using the following equation:

EmaxrEeV s “ 2.16Z β BrµGsRrkpcs. (2.3)

where β describes the velocity of the scattering center [102]. Whereas most low-energy cosmic rays
have a galactic origin, the magnetic field of the Milky Way is too small to capture cosmic rays at high-
est energies and thus, they have an extragalactic origin. In 1984, A.M. Hillas illustrated the question
of possible source candidates in relation to their magnetic field and their size considering Eq. (2.3)
in a graphical way [103]. The so-called Hillas plot is shown in Fig. 2.4. The dotted (dashed) line
indicates the source requirement to accelerate a proton (iron nucleus) to at least 1020 eV. All sources
above this line are possible source candidates of cosmic-rays with highest energies, e.g., neutron stars,
gamma-ray bursts, active galactic nuclei, or gravitational shocks [104].
The idea of a stochastic energy gain of the cosmic ray was formulated by E. Fermi in 1949 [106].
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He stated that a cosmic ray with initial energy E0 gains a constant energy ∆E for each acceleration
phase. The cosmic-ray energy after n accelerations is then given by:

E “ E0p1`∆Eqn. (2.4)

Two types of acceleration models are formulated. The first acceleration model is based on elastic
scattering of the cosmic ray with interstellar magnetized clouds moving with the speed of β. Whereas
the momentum, and the energy of the cloud do not change due to the scattering, the cosmic ray is
accelerated and the energy gain is proportional to the square of β: ∆E9β2. Due to the squared
dependency, this model is called 2nd order Fermi acceleration.
In a second more efficient model, the cosmic-ray energy gain is explained by diffuse shocks. These
shocks are propagating with supersonic speed through a plasma. The space is divided in a shocked
region and a region without shock with different densities of the plasma. A cosmic ray is reflected
at the shock which results in an energy gain proportional to β: ∆E9β where β is the velocity of
the center of the scattering [107]. This model is called 1st order Fermi acceleration due to the linear
correlation between energy gain and velocity.

2.3 Propagation and Arrival Directions

The propagation of cosmic rays through the universe until they reach the Earth is influenced by mag-
netic fields and interactions with background radiations. According to Eq. (2.2), charged cosmic rays
are deflected in extragalactic and galactic magnetic fields. The degree of influence depends on the
cosmic-ray charge, on the cosmic-ray energy, on the magnetic-field strength and on the coherence
length. The magnetic-field strength of extragalactic magnetic fields (EGMF) is poorly known. The
magnetic fields in the center of galaxy clusters are measured by Faraday rotation measurements result-
ing in a magnetic-field strength on the level of 1µG to 40µG [104]. The magnetic fields in voids are
much smaller. Here, γ-ray observations confine the magnetic-field strength to less than 1 nG [108].
From models of the EGMF, the cosmic-ray deflection due to the EGMF can be estimated [102, 109].
It is found that the cosmic-ray deflection due to EGMFs is small for cosmic rays at highest energies
and with small charge. Thus, the arrival direction still points back to the source [110].
The galactic magnetic field (GMF) is better known than EGMFs. It is constrained by Faraday rotation
measures of extragalactic sources [109, 111]. The strength of the GMF is on the order of µG on a
coherence length of some kpc. Common GMF models are made by Pshirkov, Tinyakov and Kronberg
in 2011 (PTK11) [112] and by Jansson and Farrar in 2012 (JF12) [113–115]. The JF12 is based on
large-scale regular fields following the spiral arms of the galaxy, a halo field as well as additional
random fields. From these models, the cosmic-ray deflection in the Milky Way can be estimated. The
average cosmic-ray deflection ăβą scales with the cosmic-ray charge Z and correlates inverse with
the cosmic-ray energy E: ăβąr˝s « 300 ¨ Z ¨ pErEeVsq´1 [109] which allows for a correction of the
deflection if the cosmic-ray charge and energy is known [116].
Cosmic rays lose energy due to interaction with background radiations, e.g., the cosmic microwave
background (CMB) which for this process is the most important extragalactic background radiation.
A radiation from the intergalactic space with a temperature of about T “ 2.8 K was firstly pre-
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Figure 2.5: Proton energy as a function of the propagation distance of three protons with different initial
energies of 1020 eV, 1021 eV, and 1022 eV. Plot taken from [30] and adapted from [119].

dicted by E. Regener in 1933 [117] and then observed by A.A. Penzias and R.W. Wilson in 1965
[118]. The CMB is the radiation left over from the early universe from about 380.000 a after the big
bang and is deemed to be the confirmation of the big bang theory. The CMB has a temperature of
T “ 2.725p2qK [49] which corresponds to a photon energy of about ε “ 0.2 meV. The CMB is
mostly opaque for protons at highest energies leading to a cosmic-ray suppression at highest energies.
This effect is explained by Kenneth Greisen, Georgi Sazepin and Wadim Kusmin [88, 89] and is called
the GZK-suppression: A proton at highest energy interacts with a photon of the CMB and creates a
delta-resonance. The delta particle then decays into a pion and a proton or neutron of lower energy.
The neutron further decays into protons:

p` γCMB Ñ ∆`p1232q Ñ p` π0

Ñ n` π` Ñ p` e´ ` ν̄e ` π
`

(2.5)

The lower energy threshold Eth of the proton is calculated by:

Eth “
mπp2mp `mπq

4ε
« 1020 eV (2.6)

where mπ is the pion mass, mp is the proton mass, and ε the photon energy as given beforehand. In
Fig. 2.5, the proton energy loss due to the proton interaction with CMB photons is illustrated. The
proton energy of three different initial energies is shown as a function of the propagation distance. In
all cases, the proton energy drops below 1020 eV within a propagation distance of about 100 Mpc.

The energy loss of cosmic-ray nuclei with mass number A and with charge Z is described by the
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Figure 2.6: The sky map of cosmic-rays with energies above 5.7¨1019 eV in equatorial coordinates measured by
the Pierre Auger Observatory and the Telescope Array [123]. The color code represents the excess significance
above isotropy as described in [120]. In both hemispheres an excess is observed: The northern excess is
observed by the Telescope Array. The southern excess points in direction of Centaurus A and is measured by
the Pierre Auger Observatory. Plot is taken from [109].

effect of the photo disintegration which results in an energy loss similar to the proton energy loss:

A
ZX ` γCMB Ñ

A´M
Z´N X `MN X (2.7)

Thus, cosmic rays observed with energies above about 1020 eV must have their origin within a dis-
tance of about 100 Mpc from Earth.
The origin of cosmic rays is of great interest in astrophysics research. Due to the small event horizon
of cosmic rays at highest energies, anisotropies in the cosmic-ray arrival direction are expected. Anal-
yses of the Pierre Auger Observatory and Telescope Array show indications of anisotropy for cosmic
rays at highest energies. In the following, the results of some of the anisotropy analyses are briefly
presented. For more information refer to the respective analyses given in the following.
The Telescope Array Collaboration reported a hot spot of 20 ˝ radius at α “ 147 ˝ and δ “ 43 ˝ in
equatorial coordinates for cosmic rays exceeding 5.7 ¨ 1019 eV with a post-trial significance of 3.4σ.
In the first five years of data taking, 19 events have been measured coming from the hot spot while 4.5

were expected [120, 121]. With a new data set considering nine years of data taking, the number of
events coming from the direction of the hot spot has almost doubled [122]. The sky map of event ex-
cesses from cosmic rays exceeding 5.7 ¨ 1019 eV in relation to the expectation from isotropy is shown
in Fig. 2.6.
At the Pierre Auger Observatory, an excess for cosmic rays above 5.8 ¨ 1019 eV into the direction of

Centaurus A have been found. In this direction within a distance of 50 Mpc, a large number of galac-
tic clusters are present. The excess has been determined with a post-trial significance of 2.5σ above
isotropy [124] (see Fig. 2.6). Recently, the Pierre Auger Collaboration reported an update of the
anisotropy analysis of the region close to Centaurus A. The significance increased to almost 3σ [125].
Within an analysis of the Pierre Auger Collaboration the arrival directions of the most energetic cos-
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Figure 2.7: Sky map of the cosmic-ray flux in equatorial coordinates for cosmic rays with energies above
8 ¨ 1018 eV in units of pkm2 yr srq´1 measured at the Pierre Auger Observatory. The data are smoothed with a
radius of 45 ˝. The dashed line marks the Galactic plane and the asterisk denotes the Galactic center. Plot is
taken from [133].

mic rays above 5.9 ¨1019 eV have been compared to the positions of active galaxy nuclei (AGN) listed
in the VCV catalog [126] with distances smaller than 75 Mpc. After several years of data taking, an
agreement of 28.13.8

´3.6 % has been found which is about 2σ above the expectation from isotropy [127,
128]. Recently, the Pierre Auger Collaboration reported an analysis update comparing the arrival di-
rections of these most energetic cosmic rays with AGN listed in the swift-BAT catalog considering
the most luminous AGN with distances smaller than 190 Mpc. The anisotropy in the arrival direction
has been confirmed with increased significance of more than 3σ [125]. Furthermore, the measured ar-
rival directions of cosmic rays at highest energies have been compared to the directions of gamma-ray
AGN listed in the 2FHL-catalog [129] and star forming galaxies. For the gamma-ray AGN an excess
is found with a significance of 2.7σ and for the star forming galaxies an excess at the level of 4σ is
reported [125].
Achieved by harmonic analyses of the arrival directions decomposed in multipole moments, the Pierre
Auger Observatory found a large-scale anisotropy in the dipole moment when analyzing the arrival
direction of cosmic rays with energies above 8 ¨ 1018 eV at α “ p95˘ 13q ˝ and δ “ p´39˘ 13q ˝

in equatorial coordinates with a significance of 4σ [130, 131]. The dipole has been confirmed by a
needlet-wavelet analysis which is reported in [132]. Recently, the Pierre Auger Collaboration reported
a further analysis confirming the presence of the dipole with an amplitude of 6.5`1.3

´0.9 % and a signifi-
cance of 5.2σ [133]. A sky map of the observed cosmic-ray flux in equatorial coordinates illustrating
the large-scale anisotropy is presented in Fig. 2.7. This is the first observation with high significance
of anisotropy in the cosmic-ray arrival directions at energies above 8 ¨ 1018 eV.

2.4 Extensive Air Showers

When high-energy cosmic rays hit the Earth’s atmosphere, they collide with air nuclei and secondary
particles are produced. Due to the high energy of the primary cosmic ray, the secondary particles
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Figure 2.8: The primary particle enters the Earth’s atmosphere and interacts with air molecules producing a
cascade of secondary particles forming a so-called extensive air shower (EAS). The EAS is divided into three
subcomponents: a muonic component, a hadronic component and an electromagnetic component. Picture taken
from [135].

can thereby interact with air molecules and thus a particle cascade of millions of secondary particles
is created, a so-called extensive air shower (EAS). The Earth’s atmosphere acts thereby as a giant
calorimeter of about „11 hadronic interaction lengths. The first interaction usually takes place at a
height of 15 km to 35 km [134]. The EAS is divided into three subcomponents: a muonic component,
a hadronic component and an electromagnetic component. The muonic component is composed of
charged muons and muon neutrinos which stems from the decay of pions and kaons. The neutrinos
rarely contribute to the shower development due to their small cross section in air but they carry a
significant part of the initial energy and thus are important for reconstructing the primary cosmic-ray
energy. The hadronic component is composed of long-life baryons. Furthermore, pions and kaons have
a lifetime of τπ˘ “ 2.6 ¨ 10´8 s and τK “ 1.2 ¨ 10´8 s [49] respectively. Thus, they live long enough
to produce new pions and kaons. The electromagnetic component is composed of electrons, positrons,
and photons created by bremsstrahlung, pair production as well as the decay of charged pions and
kaons into muons which then further decay into electrons and positrons. Furthermore, neutral pions
have a small lifetime of τπ0 “ 8.5 ¨ 10´17 s [49] and thus directly decay into two photons. A scheme
of an EAS is shown in Fig. 2.8.
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2.4.1 Extensive Air Shower Development

The shower development correlates with the properties of the primary cosmic ray, e.g., the cosmic-ray
energy and the cosmic-ray particle type. From the lateral and longitudinal particle density distribu-
tion, information about the primary particle can be concluded. In Fig. 2.9, simulations of the shower
development for different initial particles with an energy of 1014 eV using the CORSIKA [26, 136]
simulation code are shown. In the case of photons, the shower maximum is reached relatively deep in
the atmosphere and the lateral shower distribution is smaller compared to EASs induced by protons or
iron nuclei on average. The larger the cosmic-ray mass, the higher is the probability to interact with
the atmosphere. Thus, the particle cascade starts earlier and the shower maximum is reached higher
up in the atmosphere. Furthermore, the lateral extension of the EAS is getting significantly larger with
increased mass of the primary cosmic ray.
The number of particles produced in an EAS can be estimated according to the Heitler model [137,

138]. The Heitler model is a simple shower model and is based on photon pair production: γ Ñ e` ` e´

and bremsstrahlung: e˘ Ñ e˘ ` γ in the case of the electromagnetic cascade. After each splitting
length d “ X0 ¨ lnp2q where X0 “ 36.7 g

cm2 is the radiation length of air [49] two new particles are
created which carry the same amount of energy. The model of the electromagnetic cascade is illus-
trated on the left side of Fig. 2.10.
The total number of particles N is doubled after each splitting length:

Npnq “ 2n, (2.8)

where n is the number of splitting lengths. For the corresponding particle energy E at iteration n the
following equation holds:

Epnq “
E0

Npnq
, (2.9)

where E0 is the initial cosmic-ray energy. The particle cascade stops as soon as a critical energy
Ec “ 85 MeV is reached. The critical energy is defined as the particle energy where the electron
energy loss due to bremsstrahlung is equal to those of ionization. According to Eq. (2.8) and Eq. (2.9),
the maximal number of iterations is then given by

nc “
lnpE0

Ec
q

lnp2q
(2.10)

and the maximal number of particles is determined to be

Nmax “ 2nc “
E0

Ec
. (2.11)

Considering a correction factor deduced from measurements g « 13 [140] for electrons, the total
number of electrons Ne is then estimated to be

Ne “
Nmax

g
« 9 ¨ 105E0rPeVs. (2.12)
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Figure 2.9: Simulation of the longitudinal (top) and lateral (bottom) shower development of (from left to right)
photon, proton and iron induced air showers with a primary cosmic-ray energy of 1014 eV using the CORSIKA
[26, 136] simulation code. The color represents the particle type: red “ e˘, γ, green “ µ˘, blue “ hadrons.
The darker the color, the higher is the particle density. The shower development differs for different initial
particle types. The heavier the primary cosmic-ray the shower development reaches its maximum higher up in
the atmosphere and has a larger lateral extension. Picture taken from [135].

The Heitler model can be extended so that also the hadronic component of the shower development
can be described. In the case of a hadronic cascade, mostly pions are produced followed by kaons
which then decay into pions. Similar to the electromagnetic cascade, it is assumed that after the fixed
pion interaction length λπ “ 120 g{cm2 in air [141] a new interaction takes place. The pions interact
with air molecules in a hadronic interaction producingNch new charged pions and 0.5Nch new neutral
pions. Thus, the total number of particles produced in each interaction is Ntot “

3
2Nch. The charged

pions live long enough to create new particles whereas the neutral pions decay immediately into two
photons and thus contribute to the electromagnetic cascade. The principle is illustrated on the right
side of Fig. 2.10. The number of pions after n interactions is determined to be

Nπpnq “ pNchq
n (2.13)
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Figure 2.10: Schematic view of the air shower development by the Heitler model. In the (left) panel, the
electromagnetic cascade is shown. The curly lines represent photons and the straight lines mark e˘. In the
(right) panel, the hadronic cascade explained by the extended Heitler model is illustrated. The solid lines
represent charged pions (π˘) and the dashed lines mark neutral pions (π0). Pictures taken from [139].

and each pion carries an energy of

Eπpnq “
E0

pNtotq
n
. (2.14)

The critical energy of a pion where the decay is more probable than the interaction isEπc “ 20 GeV [139].
Thus, the maximal number of interaction nc can be calculated for which the following equation holds:

nc “
lnp E0

Eπc
q

lnpNtotq
. (2.15)

As charged pions decay mostly into muons [142] and high-energy muons rarely interact in the atmosphere,
the number of muons in the hadronic cascade is approximately equal to the number of charged pions:
Nµ « Nπ. By plugging Eq. (2.15) in Eq. (2.13), the total number of muons is estimated to be

Nµ “

ˆ

E0

Eπc

˙β

(2.16)

with β “ lnpNchq

lnpNtotq
« 0.9 for protons as the primary cosmic ray. In the case of a primary cosmic ray

with mass number A, the cosmic ray can be assumed as A protons with reduced initial energy E0{A

for each proton. The number of muons created in the hadronic shower cascade is then estimated by:

Nµ “ A

ˆ

E0

AEπc

˙β

« 1.7 ¨ 104A0.1pE0rPeVsq0.9 (2.17)

The neutral pions produced during the shower development contribute to the electromagnetic cascade,
and the energy EEM saved in the electromagnetic cascade is given by:

EEM

E0
“
E0 ´NµE

π
c

E0
“ 1´ p

E0

AEπc
qβ´1. (2.18)
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Figure 2.11: Energy deposition of the electromagnetic (blue line), the hadronic (green dotted line) and
the muonic (red dashed line) cascade of an iron induced air shower with a primary cosmic-ray energy of
1.3 ¨ 1018 eV and a zenith angle of 49 ˝ as a function of the atmospheric depth. Plot taken from [30].

The total number of electrons Ne is estimated from Eq. (2.18) (refer to [140]):

Ne “
EEM

gEec
“ 6 ¨ 105A´0.046pE0rPeVsq1.046 (2.19)

Thus, the ratio of the number of electrons to the number of muons at the shower maximum is a good
estimator for the initial cosmic-ray mass. The heavier the primary cosmic rays the earlier the shower
maximum is reached. Furthermore, the number of muons is increased whereas the number of electrons
is reduced. Even such simple shower models explain the shower development well. Nevertheless, the
shower development can significantly vary for the same type of primary cosmic rays due to shower-
to-shower fluctuations. Thus, the cosmic-ray mass is typically not determined event-by-event but in
average. Hence, the cosmic-ray mass is usually referred to as the cosmic-ray composition.
Usually, the lateral shower distribution is determined by measuring the particles which reach ground
level, e.g., using water-Cherenkov detectors (refer to [3]) or scintillation counters (refer to [48]). The
longitudinal shower distribution is determined by measuring fluorescence light, which is emitted from
air molecules excited by the particle cascade, using fluorescence telescopes [3, 48]. The emitted
light intensity is proportional to the shower energy deposition dE/dX in the Earth’s atmosphere and
thus, enables to observe the longitudinal shower profile. The longitudinal shower profile of an iron
induced air shower with a primary cosmic-ray energy of 1.3 EeV is shown in Fig. 2.11 exemplary. The
energy deposition is dominated by the electromagnetic cascade of the EAS whereas the hadronic and
muonic cascade do not contribute significantly to the energy deposition [30]. Nevertheless, muons and
neutrinos can carry a significant fraction of the primary cosmic-ray energy depending on the primary
cosmic-ray energy and particle type (cf. Eq. (2.17)). Thus, from the integral of the energy deposition
measured by fluorescence telescopes, the energy transferred from the primary cosmic ray into the
electromagnetic shower component can be determined.
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2.4.2 Radio Emission of EAS

During the shower development also radio emission in the megahertz (MHz) regime is produced [25].
Two mechanisms contribute to coherent radio emission from air showers. Firstly, charged secondary
particles are deflected in the Earth’s magnetic field. This forms a radiating dipole perpendicular to
the shower axis and a signal polarized towards the vector product of the incoming direction ~v and
the Earth’s magnetic field ~B: ~egeo9~v ˆ ~B. The amplitude scales with sinpαq, where α describes the
angle between the arrival direction and the Earth’s magnetic field. This emission process is called
geomagnetic emission [4, 11–15].
Secondly, secondary particles knock out electrons from air molecules. These electrons move along
with the shower front and positively charged air molecules remain. Furthermore, positrons partly
annihilate in the atmosphere which leads to a time-varying negative charge excess in the shower front
forming a dipole along the shower axis and a radially polarized signal ~ece. This emission process is
called charge excess or Askaryan emission [16–19].
The complete radio signal ~E is a superposition of both processes:

~E9 sinpαq~egeo ` a~ece (2.20)

where a describes the relative strength of the charge-excess emission in relation to the geomagnetic
emission process. Both processes are sketched in Fig. 2.12. The radio emission primarily originates
from the well-understood electromagnetic part of the air shower. The contribution of muons deflected
in the Earth’s magnetic field is negligible due to their large mass. Thus, the theoretical aspect of radio
measurements is on solid grounds [9, 10]. The radio emission can be calculated from first principles
using classical electrodynamics [27–29]. As the atmosphere is transparent to radio waves, the radio
technique has a high potential for precision measurements in cosmic-ray physics.
The relative strength of the charge-excess emission has been measured at the radio array of the Pierre

Auger Observatory. From signal polarization measurements the average strength of the charge ex-
cess has been determined to a “ 0.14 ˘ 0.02 [20]. The measurements are shown on the left side of
Fig. 2.13. On the right side of Fig. 2.13, a measurement of the relative charge-excess strength from the
LOFAR experiment is shown. The data exhibit a dependency of the relative charge-excess strength on
the distance to the shower axis as well as on the incoming zenith angle [19].

Correlation of the strength of the radio signal with the primary cosmic-ray energy has meanwhile
been demonstrated by several observatories [21–25]. Furthermore, at the radio detector of the Pierre
Auger Observatory the radiation energy, i.e., the energy contained in the radio signal, has been deter-
mined [25].
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Figure 2.12: Schematic view of the radio emission processes: (upper left) Geomagnetic emission process.
Charged particles are deflected in the Earth’s magnetic field forming a moving dipole along the shower axis.
(upper right) Charge excess process. A time varying negative charge excess in the shower front forms a dipole
oriented along the shower axis resulting in a radially polarized signal. (lower panels) The corresponding signal
polarization and signal strength due to the emission processes transformed into the shower plane. Pictures taken
from [30].
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Figure 2.13: Relative strength of the charge-excess components. (left) Relative charge-excess strength a de-
termined from polarization measurements in different radio stations of the radio array of the Pierre Auger
Observatory. Plot taken from [20]. (right) Relative charge-excess strength a as a function of the distance to the
shower axis r for different zenith angles measured at the Lofar experiment. Plot taken from [19].
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Antenna Theory
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In this chapter, a theoretical overview about antennas is given. In the first section, antennas are briefly
described and the definition of the antenna far-field region is discussed. Then, the absolute antenna
gain and the vector effective length (VEL) are introduced as measures of the frequency and directional-
dependent antenna sensitivity. It is explained how the VEL is obtained for an uncalibrated antenna in
a transmission measurement and in transmission simulations. Furthermore, the influence of electrical
components on the VEL is discussed and the influence of ground conditions on the VEL is described.

3.1 Overview

Electromagnetic waves consist of an electrical component ~E and a magnetic component ~B which
are oriented transversally to the propagation direction. Hence, the electric field can be expressed in
spherical coordinates as a superposition of a horizontal polarization oriented along the ~eφ direction
and a component oriented perpendicular to the horizontal component along the ~eθ direction which is
called meridional component:

~E “ Eφ~eφ ` Eθ~eθ (3.1)

The energy density and the direction of the energy transfer of electromagnetic waves is described by
the so-called Poynting vector ~S:

~S “
1

µ0

~E ˆ ~B (3.2)

where µ0 “ 4π ¨ 10´7 H
m is the magnetic constant.

Antennas are technical devices which enable to transmit or to receive electromagnetic waves. Thus,
they represent the transition of guided and unguided propagating electromagnetic waves and are made
of conductive material. Due to incoming electromagnetic waves, a current is produced within the
antenna. Vice versa, due to a current within an antenna an electromagnetic wave is radiated. For
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antennas, the principle of reciprocity is valid. This means that the antenna behavior is the same for
receiving as well as for transmitting [143]. Depending on the issue, it makes sense to switch the
perspective between transmitting and receiving antenna to characterize the antenna.
One simple antenna type is a combination of two conductive wires forming a dipole antenna. The
wire length then defines the frequency range for which the antenna is most sensitive. Other antenna
structures as the combination of several dipole antennas to one single antenna or horn antennas are
typical antenna types. In principle, each object made of conductive material can be used as an antenna.
The optimal antenna type depends on the application field for which the antenna is used, e.g., if
a directive or an isotropic antenna is needed, or if single frequencies or a broad frequency band is
measured. The optimal antenna design also depends on further circumstances as antenna complexity,
antenna dimensions and production costs which have to be taken into account. For an overview about
several different antenna types and their properties refer to [144–147].
The space around the antenna is divided into a near-field and a far-field region. In the following, both
regions are explained in the case of a transmitting antenna. There is no effective radiation close to the
antenna. Nevertheless, there is an exchange of idle power between the antenna and the environment.
This means, the local environment has a direct influence on the antenna response pattern. This local
region is called near field of the antenna. Here, the electric and magnetic field are related in a complex
way. In contrast, in the so-called far field of the antenna the electric and magnetic component of the
electromagnetic wave are coupled by the impedance of free space Z0 « 120πΩ: | ~B| “ µ0

Z0
| ~E|. The

energy density ~Sk of an electromagnetic wave with an electric-field polarization of k “ pφ, θq is then:

|~Sk| “
| ~Ek|

2

Z0
. (3.3)

The electric and the magnetic fields are oriented perpendicular to each other and the field strengths are
decreasing with the distance.
There is a smooth transition between the near-field region and the far-field region. The transition limit
of the far-field region varies for different definitions and depends on the antenna dimension and the
respective wavelength. In the case of large-dimensioned antennas with a maximal antenna dimension
L larger than the wavelength λ, a common definition is given by the Kraus definition [148]:

R ą
2L2

λ
. (3.4)

In the case of small antennas with L ă λ, Eq. (3.4) is not valid anymore. Here, the far-field region is
defined according to [149] for distances with

R ą
λ

2π
. (3.5)

Further definitions of the far-field region of middle-sized antennas with L « λ are given in [150]
and [146]:

R ą 5L

R ą 1.6λ.
(3.6)
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3.2 The Antenna Gain

For each antenna, an effective area Aeff,k can be associated which describes the power taken from
an incoming electromagnetic wave with polarization k “ pφ, θq and captured by the antenna. The
effective area already accounts for structural and electrical losses within the antenna. For the power
Pi,k applied at the antenna, the following equation holds:

Pi,k “ Aeff,k|~Sk|. (3.7)

The effective area depends on the frequency f and the so-called spatial antenna gain Gk of the respec-
tive polarization k “ pφ, θq. The effective area is given by (refer to [147]):

Aeff,k “
c2

4πf2
Gk (3.8)

where c is the speed of light. Both spatial antenna-gain components sum up to the total antenna gainG:

G “ Gφ `Gθ. (3.9)

The total antenna gain is a characteristic antenna parameter and differs for different incoming direction
with the azimuthal angle Φ and the zenith angle Θ to the antenna: G “ GpΦ,Θ, fq. Thus, the antenna
gain is a measure of the frequency and the directional-dependent antenna sensitivity.
The applied power is measured using a read-out system connected to the antenna. Reflection effects
arise in the case of differences between the antenna and read-out system impedances which is called
impedance mismatch. Only a fraction ε of the power Pi,k is transferred to the read-out system while
a further fraction, depending on the reflection coefficient Γ, is reflected back to the antenna. The
reflection coefficient is discussed in detail in the following section. For the response power Pr,k

transferred from the antenna to the read-out system, the following equation holds:

Pr,k “ εPi,k “ p1´ |Γ|
2qPi,k. (3.10)

In the so-called absolute antenna gain Gabs the antenna characteristics given by the antenna gain G
and reflection effects due to the impedance mismatch between antenna and read-out system described
by the Γ parameter are combined. The absolute antenna gain of the respective polarization k “ pφ, θq

is then given by:
Gabs,k “ p1´ |Γ|

2qGk. (3.11)

The response power transferred to the read-out system is then obtained by combining Eq. (3.3) and
Eq. (3.7) to Eq. (3.11):

Pr,k “
c2

4πf2
Gabs,k|~Sk|

“
c2

4πf2
Gabs,k

| ~Ek|
2

Z0
.

(3.12)



24 Chapter 3. Antenna Theory

Figure 3.1: Illustration of the signal reflection between source and load in a reflection measurement. (left)
Respective Thévenin circuit diagram of a reflection measurement. A source with impedance ZS is connected to
a load with impedance ZL. A fraction of the initial current IS “ IL` Iref passes the load and a further fraction
is reflected back to the source due to impedance mismatch. Picture adapted from [151]. (right) Illustration of
the applied voltages and the reflection coefficient Γ due to impedance mismatch between source and load.

The absolute antenna gain relates the response power with the incoming electric field strength for
all incoming directions. Thus, it is a characteristic antenna parameter to classify the frequency and
directional-dependent antenna sensitivity and accounts for electrical and structural losses within the
antenna as well as reflection losses due to impedance mismatches between antenna and read-out sys-
tems.

3.3 Impedance Mismatch

In this section, the principle of the impedance mismatch is explained in the case of a source generator
with an intrinsic impedance ZS producing a current IS and connected to a load with impedance ZL.
The respective Thévenin circuit diagram is shown on the left side of Fig. 3.1. On the right side of
Fig. 3.1, the signal reflection due to different impedances is illustrated. The reflection coefficient Γ is
defined by the ratio of the reflected voltage Uref to the initial voltage US:

Γ “
Uref

US
. (3.13)

Due to the impedance mismatch, the current from the source IS is split into a fraction induced into the
load IL and a fraction Iref reflected to the source:

IS “ IL ` Iref . (3.14)
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For the voltage at the load UL, the following equation holds:

UL “ ZLIL

“ US ` Uref .
(3.15)

The reflected voltage Uref is measured at the source generator and measured at the source with
impedance ZS:

Uref “ ZSIref . (3.16)

Plugging Eq. (3.14) to Eq. (3.16) together, the following relation is found:

US ` Uref “ UL

“ ZLIL

“ ZLpIS ´ Irefq

“ ZLp
US

ZS
´
Uref

ZS
q.

(3.17)

ô p
ZL

ZS
´ 1qUS “ p

ZL

ZS
` 1qUref (3.18)

and the reflection coefficient is given by:

Γ “
Uref

US
“
ZL ´ ZS

ZL ` ZS
. (3.19)

Often, the so-called standing wave ratio (SWR) is calculated to describe the impedance mismatch
between a technical device as an antenna and a 50 Ω read-out system. For the SWR, the following
equation holds:

SWR “
1` |Γ|

1´ |Γ|
(3.20)

where Γ is the reflection coefficient determined according to Eq. (3.19) with ZL “ 50 Ω. Small values
of SWR indicate a good matching and thus, small signal losses due to impedance mismatch. The
frequency where SWR is minimal is called the antenna resonance frequency.

3.4 The Vector Effective Length

A further description of the frequency and directional-dependent antenna sensitivity is given by the
vector effective length (VEL) ~H . In contrast to the absolute antenna gain, the VEL relates the response
voltage instead of the response power at the antenna output and the incoming electric field. In Fourier
space, the following equation holds:

UpΦ,Θ, fq “ ~HpΦ,Θ, fq ¨ ~Epfq, (3.21)

where U and ~E are the Fourier transform of the voltage trace U and the electric-field trace E respec-
tively. The VEL ~H is a vector which is oriented in the plane perpendicular to the arrival direction
of the signal. As illustrated on the left side of Fig. 3.2, the VEL can be expressed as a superposition
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Figure 3.2: (left) Illustration of the vector effective length ~H for an arrival direction with an azimuth angle Φ

and a zenith angle Θ in a coordinate system where the antenna is centered. The vector effective length is split
in two components aligned along the unit vectors ~eφ and ~eθ. (right) The vector effective length of a logarithmic
periodic dipole antenna for multiple arrival directions. The vector length indicates the antenna sensitivity and
the vector direction illustrates the sensitive signal polarization of the given antenna. Pictures taken from [152].

of a horizontal component Hφ and a component Hθ oriented perpendicular to Hφ which is called
meridional component:

~H “ Hφ~eφ `Hθ~eθ. (3.22)

The VEL is a complex quantity Hk “ |Hk|e
iαk with k “ φ, θ and accounts for the frequency-

dependent electrical losses within the antenna as well as reflection effects which arise in the case of
differences between the antenna and read-out system impedances. Both effects lead to dispersion
of the signal shape. On the right side of Fig. 3.2, the VEL of a horizontally aligned logarithmic
periodic dipole antenna (LPDA) for multiple arrival directions are shown. The vector length indicates
the antenna sensitivity and the vector direction illustrates the most sensitive signal polarization of the
antenna for the respective arrival direction. Such a horizontally aligned LPDA is most sensitive to the
zenith direction and horizontally polarized signals.
With the combination of Eq. (3.12), Eq. (3.21), Eq. (3.22), and the quadratic relation between voltage
and power, the absolute antenna gain and the absolute value of the VEL are related by:

|HkpΦ,Θ, fq|
2 “

c2ZR

4πf2Z0
Gabs,kpΦ,Θ, fq. (3.23)

Here, f is the signal frequency, c is the vacuum speed of light, ZR “ 50 Ω is the read-out impedance,
Z0 « 120πΩ is the impedance of free space, the index k “ φ, θ indicates the polarization, and Φ

and Θ denote the azimuth and zenith angle of the arrival direction.
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3.5 Calculating the Absolute Value of the Vector Effective Length from
Transmission Measurements

The frequency and directional-dependent antenna sensitivity of an uncalibrated antenna under test
(AUT) is determined by measuring the antenna response of the AUT in a transmission setup using a
calibrated transmission antenna. The radiated power density ~Sk of a transmitting antenna in a distance
R is then given by:

|~Sk| “
Gabs,tPt

4πR2
(3.24)

with the transmitted power Pt induced on the transmission antenna and the known absolute antenna
gain Gabs,t of the calibrated transmission antenna. The polarization k depends on the alignment of
the transmitting antenna. By plugging Eq. (3.12) in Eq. (3.24), the so-called Friis equation [153] is
obtained. With the Friis equation, the ratio of the transmitted power to the response power at the AUT
for the respective incoming direction (Φ, Θ) is described and accounts for the free-space path loss in
vacuum:

PrpΦ,Θ, fq

Ptpfq
“ Gabs,tpfqGabs,rpΦ,Θ, fq

ˆ

c

4πfR

˙2

, (3.25)

with the response power Pr at the AUT, the unknown absolute antenna gain Gabs,r of the AUT, the
distance R between both antennas and the signal frequency f .
By combining Eq. (3.23) and Eq. (3.25), the VEL of the AUT in a transmission setup is then deter-
mined by:

|HkpΦ,Θ, fq| “

c

4πZR

Z0
R

d

Pr,kpΦ,Θ, fq

PtpfqGabs,tpfq
. (3.26)

3.6 Calculating the Absolute Value of the Vector Effective Length from
Simulations

In this work, the NEC-2 simulation code [37] is used to simulate the response pattern of the passive
part of the AUT. With the passive part of the AUT, the antenna without a then following read-out
system is meant. These simulations provide information about the response voltage directly at the
antenna footpoint (AF) which is the location where the signal is converted from the antenna to the
then following 50 Ω system of the read-out system. Usually, further electronic devices are connected
to the AF, e.g., transmission lines (TL) or amplifiers (AMP) which are denoted as active part of the
AUT in the following. Then, the voltage at the output of the last additional electronic component is
the parameter of interest. In the simulation, the signal transformation within the additional devices as
well as impedance mismatch effects have to be considered separately.
In the following subsections, the NEC-2 simulation code is briefly introduced and the transfer func-
tions ρi of different active antenna parts are described in detail and finally combined to an overall
transfer function ρ. The function ρ transfers the simulated voltage at the output of the passive part of
an AUT to the voltage at the output of an amplifier connected to the antenna footpoint via transmission
line. Due to the linear correlation between voltage and VEL given in Eq. (3.21), the absolute value
of the VEL | ~Hρ| at the respective position, where the VEL | ~Hnec| at the antenna footpoint is obtained
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from NEC-2 simulations and combined with the transfer function ρ, is determined by:

| ~Hρ| “ ρ| ~Hnec|. (3.27)

3.6.1 Numerical Electromagnetics Code - NEC

The numerical electromagnetics code (NEC) [37] is a software for the numerical simulation of anten-
nas with wire structures. Surfaces can be realized by a grid of many wires. The code was developed by
the Lawrence Livermore Laboratory in the 1970s and further developed in different versions: NEC-2,
NEC-3 and NEC-4. The NEC-2 code is an open-source software and available as a Debian package
in Linux called NEC2++ [154]. Thus, this version is used for the simulations presented in this thesis.
In NEC-2, an electric-field integral equation [155, 156] is used to model the electric field in a distance
~r to the antenna and solved numerically by the so-called method of moments [157] which is based on
segmentation of the antenna. The antenna response is then calculated for each antenna segment and
finally superposed.
In the NEC input file, the antenna parameters as wire lengths, wire radii, wire material, and the fre-
quency range are defined. Then, the applied voltage, current, and the impedance of each segment as
well as the electric field strength of both polarizations and of each direction is calculated and stored in
the NEC output file. Beside the simulation of the antenna response pattern, NEC-2 enables investigat-
ing environmental effects on the antenna response pattern, e.g., by adding a ground plane with a given
ground permittivity and ground conductivity which impacts the antenna response.
The 4nec2 simulation tool is a NEC-based antenna modeler and optimizer [158]. It delivers a graphical
user interface for the NEC-2 software and allows a 3D representation of the antenna and the simulation
results. In Fig. 3.3, the antenna gain of a simple dipole in free space with a length of l “ 2.5 m is
shown using the 4nec2 tool. On the upper left side, the horizontal gain and on the upper right side, the
meridional gain is color coded (cf. Eq. (3.9)). The total gain is shown in the lower panel. The pinker
the color, the larger is the gain and thus, the larger is the antenna sensitivity to the respective direction.
The given dipole is mostly sensitive in the directions perpendicular to the antenna alignment.

3.6.2 The Vector Effective Length Extracted from NEC-2 Simulations

The NEC-2 simulation software enables calculating the antenna VEL of an AUT in two different ways:
from the original simulation and from a transmission setup.
In the original simulation, only the AUT is considered. The electric field ~E in a distance R emitted by
the antenna is determined according to [145] by:

~E “ ´i
Z0f

2cR
I ~He´i

2πfR
c (3.28)

with the impedance of free space Z0 « 120πΩ, the frequency f , the speed of light c, the simulated
current at the AF I and the VEL ~H . Hence, for the VEL ~H follows:

~H “ ´i
2cRI

Z0f
~Eei

2πfR
c . (3.29)
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Figure 3.3: Simulated antenna gain of an one-wire dipole antenna in free space with a wire length of 2.5 m

using the 4nec2 simulation tool. In the (upper left) panel, the horizontal antenna gain Gφ, in the (upper right)
panel the meridional antenna gain Gθ and in the (lower) panel the total gain G “ Gφ ` Gθ are shown. The
respective gain is indicated by the color code and is given in logarithmic units. The pinker the color, the larger
is the gain and thus, the larger is the antenna sensitivity to the respective direction.

The electric field ~Enec calculated within the NEC simulation is normalized to a distance ofR0 “ 1 m [37]:

~Enec “ Rei
2πfR
c ~E. (3.30)

By plugging Eq. (3.30) into Eq. (3.29), the VEL from the original NEC simulations is obtained by:

~Hnec “ i
2c

Z0If
~Enec. (3.31)

In this work, an LPDA is calibrated in a transmission measurement using an additional transmission
antenna. Further influences due to the presence of the transmitting antenna and its antenna charac-
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Figure 3.4: (left) Thévenin-circuit diagram of a receiving antenna with an antenna impedance ZA connected
to a read-out system with impedance ZL. (left) Thévenin-circuit diagram when the antenna is read-out by a
transformer with a transfer parameter r. Picture adapted from [159].

teristic have to be taken into account and thus, the transmission antenna has to be included in the
simulation. In NEC-2, the signal transmission from the transmitted antenna to the AF of the AUT is
calculated. Hence, the absolute value of the VEL from NEC-2 simulations is determined equally to
the measurement according to Eq. (3.26):

|Hk,necpΦ,Θ, fq| “

c

4πZR
Z0

R

d

Pr,kpΦ,Θ, fq

PtpfqGabs,tpfq
. (3.32)

In both cases, a following read-out system connected to the AF and possible mismatch effects are not
taken into account and have to be considered separately. The respective VEL transfer functions are
explained in the following subsections.

3.6.3 Antenna Read Out

In the NEC-2 simulations, the AUT is used as receiving antenna and the received signal is read-out
at a load connected to the AF. The voltage UL applied at the load ZL is calculable by Thévenin’s
theorem. Typical loads are transmission lines and amplifiers which are explained in later subsections.
The antenna impedance ZA and the load impedance ZL are connected in series to a voltage source U0.
A sketch of the equivalent Thévenin’s circuit is shown on the left side of Fig. 3.4. As antenna and load
are connected in series, both impedances are combined to the overall system impedance Z:

Z “ ZA ` ZL (3.33)

and the current stays constant at each position in the circuit:

I0 “ IA “ IL. (3.34)
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From Eq. (3.33) and Eq. (3.34), the voltage applied at the load UL is determined by:

UL “ ZLIL

“ ZLI0

“
ZL

ZA ` ZL
U0.

(3.35)

The transfer function ρCM describes the signal fraction transferred from the received signal at the
antenna to a load connected at the AF and is determined by the ratio of the voltage applied at the load
UL and applied at the source U0:

ρCM “
UL

U0
“

ZL

ZA ` ZL
. (3.36)

The optimal signal transfer from the antenna to the load is given for the case of the so-called conju-
gate matching [145]. In this case, the load impedance and the antenna impedance are the complex
conjugated of each other: ZL “ Z˚A. Often, an impedance transformer is used to optimize the sig-
nal transfer. The transformer is connected at the AF and thus, the antenna impedance is modified
by the transformer parameter r which describes the ratio of the impedance matching. The respective
Thévenin circuit diagram is shown on the right side of Fig. 3.4. In the case of an additional trans-
former, the factor 1?

r
has to be multiplied to Eq. (3.36) and the antenna impedance has to be divided

by r [160]. Then, for the transfer function, the following equation holds:

ρCM “
1
?
r

ZL
ZA
r ` ZL

. (3.37)

3.6.4 Transmission Lines

In this subsection, the influence of a TL with length lTL connected to the AF on the response voltage
is discussed. Typically, TLs have an impedance of ZTL “ 50 Ω. One the one hand, a TL attenuates the
signal strength of the incoming signal by the attenuation parameter γ. On the other hand, the signal is
delayed depending on lTL, the frequency f , and the transfer rate cn inside the TL which impacts the
signal phase of the complex voltage. For the respective transfer function ρTL, the following equation
holds:

ρTL “ e´pγ`i
2πf
cn
qlTL . (3.38)

3.6.5 Signal Amplification by Amplifiers

In this subsection, the signal amplification within the amplifier itself of a voltage transferred into the
amplifier is explained. Amplifiers are characterized by its four S-parameters [161] which are typically
given in the case of a Z “ 50 Ω system:

S11: reflection coefficient at the input port
S21: signal amplification from the input to the output
S12: signal transfer from the output to the input
S22: reflection coefficient at the output port
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Figure 3.5: Illustration of the S-parameters of an amplifier. Picture adapted from [151].

The principle of the amplifier S-parameters is illustrated in the sketch shown in Fig. 3.5. In the case of
a receiving antenna, the signal source delivers a voltage US and is applied to the amplifier input. The
S11 parameter describes the relation of the reflected voltage Uref to the source voltage US:

S11 “
Uref

US
. (3.39)

According to Eq. (3.19), the S11 reflection coefficient is related to the amplifier impedance ZAMP and
the read-out impedance Z:

S11 “
ZAMP ´ Z

ZAMP ` Z
. (3.40)

Hence, ZAMP is then determined by:

ZAMP “
1` S11

1´ S11
Z (3.41)

According to Eq. (3.41), the amplifier impedance differs from theZ “ 50 Ω system and only a fraction
of the source voltage is transferred into the amplifier. The amplifier S21 parameter relates the amplified
voltage UAMP at the amplifier output in a Z “ 50 Ω system to the source voltage US:

S21 “
UAMP

US
. (3.42)
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Figure 3.6: Multiple signal reflections due to impedance mismatches between the antenna footpoint (AF) with
an impedance transformer (r) and the amplifier (AMP) connected via a transmission line (TL) with length lTL

described by the reflection coefficients ΓAMP and ΓAF. The overall voltage transferred from the AF into the
AMP is a superposition of several voltage fractions. Picture adapted from [159].

The voltage UL transferred into the amplifier is a superposition of the source voltage US and the
reflected voltage Uref at the input of the amplifier:

UL “ US ` Uref . (3.43)

The transfer function describing the relation of the output voltage UAMP to the voltage transferred into
the amplifier UL is then determined by combining Eq. (3.39), Eq. (3.42), and Eq. (3.43):

ρAMP “
UAMP

UL
“

S21

1` S11
. (3.44)

3.6.6 Combined Transfer Function and Signal Reflections

In this subsection, the transfer function ρ is discussed when connecting an amplifier with impedance
ZAMP to the antenna footpoint with impedance ZAF{r via transmission line with impedance ZTL. Be-
sides the influence of each single electronic component on the signal which has been discussed in the
previous subsections, also multiple reflections due to impedance mismatch between the components
have to be taken into account. The signal transfer between the electronic components is sketched in
Fig. 3.6.
In the case of a receiving antenna, a voltage U0 is induced at the AF. The voltage U` transferred into

the then following TL due to impedance mismatch between AF and TL is determined according to
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Eq. (3.37) by:

U` “
1
?
r

UTL

UTL `
UAF
r

U0. (3.45)

In the TL, the signal is attenuated as well as delayed and according to Eq. (3.38) for the voltage UTL

at the TL output follows:
UTL “ e´pγ`i

2πf
cn
qlTLU` (3.46)

with the attenuation parameter γ, the frequency f , transfer rate cn and the cable length lTL. Due
to impedance mismatch between TL and AMP, only a fraction of the voltage is transferred into the
AMP while the other part is reflected back propagating through the TL towards the AUT. Also here a
fraction of the voltage is reflected and transferred back through the TL to the AMP. The reflection co-
efficient ΓAMP “

ZAMP´ZTL
ZAMP`ZTL

describing the signal reflection at the AMP and the reflection coefficient

ΓAF “
ZAF{r´ZTL

ZAF{r`ZTL
describing the signal reflection at the TL are determined according to Eq. (3.19).

At the AMP, further reflections take place. Thus, the overall voltage transferred into the AMP is a
superposition of several voltage fractions UAMP,m:

UAMP “
ÿ

m PN0

UAMP,m

“
ÿ

m PN0

e´2mpγ`i 2πf
cn
qlTLΓmAMPΓmTLp1` ΓAMPqUTL

“ p1` ΓAMPq
e2pγ`i 2πf

cn
qlTL

e2pγ`i 2πf
cn
qlTL ´ ΓAMPΓAF

UTL.

(3.47)

Finally, the signal is amplified in the AMP and the voltage UL at the AMP output is determined
according to Eq. (3.44):

UL “
S21

1` S11
UAMP (3.48)

By plugging Eq (3.45) in Eq (3.48), the combined transfer function ρ “ UL
U0

is determined to be:

ρ “
1
?
r

ZTL
ZTL ` ZAF {r

p1` ΓAMP q
epγ`i

2πf
cn
qlTL

e2pγ`i 2πf
cn
qlTL ´ ΓAMPΓAF

S21

1` S11
(3.49)

which is a general description of the signal transferred from the antenna footpoint to an amplifier
output through a transmission line. By choosing a cable length of lTL “ 0, a transformer parameter
r “ 1, or the reflection coefficients Γi “ 0 with i “ pAMP, or TLq, the impact of single components
on the transferred voltage can be switched off.

3.7 Influence of Ground on the Antenna Response Pattern

The ground acts as a conductive element and thus directly impacts the antenna response pattern. Elec-
tromagnetic waves are reflected on the ground surface. Such secondary signals then interfere with the
primary signal and therefore impact the total measured signal at the antenna. The mechanism is illus-
trated in Fig. 3.7. The strength of the signal reflection on ground is described by the Fresnel reflection
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Figure 3.7: The electromagnetic signal of a signal source measured at the antenna is a superposition of a
primary signal and a secondary signal due to signal reflections on ground.

coefficient and depends on the ground conditions described by ground permittivity and ground con-
ductivity. In this section, the influence of different ground conditions on the antenna response pattern
is discussed and the corresponding theoretical overview is given. In the first subsection, the complex
permittivity is introduced which combines the information about ground permittivity and ground con-
ductivity. Then, the signal reflection on ground based on the Fresnel equations is deduced and the
reflection coefficients with respect to different ground conditions are determined. In the last subsec-
tion, the NEC-2 simulation code is used to investigate the influence of different ground conditions on
the antenna VEL which is exemplary presented for the case of a simple dipole antenna.

3.7.1 The Complex Permittivity

The relative permittivity of a specific material indicates the transmittance for electromagnetic waves
through this material. If an electric field is applied to a dielectric, the dipoles within the dielectrics
align according to the electric field. In contrast to the response of vacuum, the material response
- and thus the relative permittivity - depends on the frequency of the applied electric field. As the
polarization of the material does not response directly to the applied field, the material response flag in
phase. This effect is called polarizability of the material. The complex permittivity εc,r is a frequency-
dependent quantity describing both the transmittance for electromagnetic waves through the material
as well as its polarizability:

εc,r “ ε
1

r ` iε
2

r . (3.50)
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To deduce the complex permittivity of a conductive material, an electric-field ansatz of

~Ep~r, tq “ ~E0e
p´i2πft`~k¨~rq (3.51)

with amplitude ~E0, the signal frequency f , the time t, the wave vector ~k, and the position vector ~r is
chosen. The Maxwell equation describing the Ampère’s circuital law is given by:

1

µ
rot ~B “ ε0εr

d ~E

dt
`~j (3.52)

where ~B is the magnetic field, µ is the magnetic permeability, ε0 is the vacuum permittivity, and εr is
the relative permittivity. There are no free charges in a conductive material. Thus, the charge density
of a conductive material is given by

ρp~r, tq “ 0. (3.53)

In a conductive material with conductivity σ, the current density ~jp~r, tq induced by an electric field
~Ep~r, tq is calculated by:

~jp~r, tq “ σ ~Ep~r, tq. (3.54)

Plugging Eq. (3.51) and Eq. (3.54) into Eq. (3.52) yields:

1

µ
rot ~B “ ´i2πfε0

ˆ

εr ´ i
σ

2πfε0

˙

~E. (3.55)

The relative permittivity is extended by an imaginary value depending on the material conductivity
and the angular frequency. The combination of the relative permittivity and the imaginary extension
of the relative permittivity is called the complex permittivity:

εc,r “ εr ´ i
σ

2πfε0
. (3.56)

The complex permittivity combines the information about the ground permittivity and ground conduc-
tivity in one parameter. From comparing Eq. (3.50) and Eq. (3.56), it follows:

ε
1

r “ εr ^ ε
2

r “ ´
σ

2πfε0
. (3.57)

3.7.2 Fresnel Equations

The Fresnel equations describe the reflected and transmitted signal amplitudes Er and Et of elec-
tromagnetic waves relative to the incoming signal amplitude Ei on the interface of two materials
(j “ 1, 2) with different refraction indices Nj . The mechanism is illustrated in Fig. 3.8. The refrac-
tion index is coupled to the material permittivity εc,r and thus is a complex quantity as well:

Nj “
?
µr,jεc,r,j (3.58)

where µr,j is the magnetic permeability of the material. The complex refraction index is a measure
of the wavelength reduction as well as the signal absorption within the material. As the signal reflec-
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Figure 3.8: Signal reflection and transmission on the interface between two materials with different refraction
indices Nj with j “ 1, 2 of an incoming electromagnetic wave polarized parallel (p) or perpendicular to the
plane of incidence (s) at an incoming zenith angle of Θ. Picture adapted from [162].

tion on ground is the parameter of interest, for the following calculations the refraction index of air
N1 “ Na “ 1.000292 is used as initial material property and for the ground a non-magnetic material
is applied describing by µr,j“2 « 1.
Considering Snell’s law, the reflection coefficient rp of a signal polarized parallel to the plane of
incidence is then calculated by:

rp “

ˆ

Er
Ei

˙

p

“

NgcospΘq ´Na

c

1´ N2
a

N2
g

sin2pΘq

NgcospΘq `Na

c

1´ N2
a

N2
g

sin2pΘq

. (3.59)

Similarly, the reflection coefficient rs of a signal polarized perpendicular to the plane of incidence is
obtained by:

rs “

ˆ

Er
Ei

˙

s

“

NacospΘq ´Ng

c

1´ N2
a

N2
g

sin2pΘq

NacospΘq `Ng

c

1´ N2
a

N2
g

sin2pΘq

(3.60)

where Ng is the complex refraction index of the ground material and Θ denotes the zenith angle of
the incoming signal. In the panels of Fig. 3.9, the absolute value of the reflection coefficients rp
and rs of an incoming signal with a zenith angle of Θ “ 45˝ at a frequency of f “ 55MHz as a
function of the ground conductivity ranging from 0.1 mS{m to 100 mS{m and ground permittivity
ranging from 1 to 81 (water) are shown. Both reflection coefficients exhibit a dependency on ground
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Figure 3.9: Absolute value of the ground reflection coefficients |rp| (left) and |rs| (right) of an electromagnetic
signal as a function of the ground conductivity and ground permittivity at a zenith angle of Θ “ 45˝ and at a
frequency of f “ 55 MHz.

conditions especially on the ground permittivity. Whereas the signal reflection is about 10 % at small
permittivites it rapidly increase to more than 80 %. In contrast, the signal reflection on ground is
less sensitive on different ground conductivities especially for values smaller than 10 mS{m which is
typically the case for several ground consistencies [158, 163, 164].

3.7.3 Ground Influence on the Antenna Vector Effective Length

In this subsection, the influence of different ground conditions on the antenna VEL in the exemplary
case of a dipole antenna is discussed. The NEC-2 simulation code is used to simulate the antenna
VEL for different ground conditions. On the left side of Fig. 3.10, a visualization of a horizontally
polarized dipole antenna with a dipole length of l “ 2.5 m used in the NEC-2 program without ground
and on the right side the dipole antenna placed 1 m above ground with a ground conductivity set to be
1.4 mS{m and a ground permittivity set to be 5.5 is shown. Color coded is the total dipole antenna
gain at 55 MHz. The pinker the color, the larger is the antenna sensitivity to the respective direction.
The antenna sensitivity decreases with the zenith angle if ground is introduced.
To investigate the influence of different ground conditions on the dipole antenna VEL multiple NEC-2

simulations with ground conductivities ranging from 0.1 mS{m to 5 mS{m and ground permittivities
ranging from 2.5 to 81 have been performed which are typical values of different ground conditions
from dry sand to water. The antenna VEL is calculated according to Eq. (3.31) and then modified with
Eq. (3.49) considering the transfer function to a 50 Ω read-out system without impedance transformer,
additional transmission line, or amplifier. To switch off their influences in Eq. (3.49), the transfer
parameter r is set to one, the transmission line length ltl is set to zero, and the amplifier parameters
are disabled. In Fig. 3.11, the horizontal component of the dipole antenna VEL |Hφ| at a frequency of
55 MHz is shown exemplary. The antenna VEL shape changes if ground is introduced: The antenna
sensitivity decreases for large zenith angles towards the horizon but increases at small zenith angles.
Different ground conductivity marginally influences the dipole antenna VEL whereas the simulations
of different ground permittivities exhibit a significant influence on the antenna response pattern es-
pecially at small zenith angles. Thus, the simulations confirm that for an accurate description of the
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Figure 3.10: NEC-2 realization of a horizontally aligned dipole antenna with a dipole length of l “ 2.5 m

without ground (left) and placed 1 m above ground (right). Color coded is the total antenna gain in logarithmic
units. The pinker the color, the larger is the antenna sensitivity to the respective direction. The pink dot in the
middle of the dipole marks the antenna footpoint.
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Figure 3.11: Horizontal component of the dipole antenna vector effective length |Hφ| for different ground
conditions obtained from NEC-2 simulations. (left) Multiple simulations of different ground conductivities
with a constant ground permittivity of 5.5. (right) Multiple simulations of different ground permittivities with
a constant ground conductivity of 1.4 mS{m.

antenna response pattern especially the ground permittivity has to be known.

3.8 Electric-Field Reconstruction using Calibrated Antennas

An electric field generated by an air shower induces a voltage in antennas. For an accurate reconstruc-
tion of the incoming electric field, a thorough knowledge of the frequency and directional-dependent
antenna sensitivity described by the horizontal and meridional component of the antenna VELHφ and
Hθ is necessary. The electric-field is then reconstructed in the following way: Referring to Eq. (3.1),
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the electric field can be written in spherical coordinates and is split into two polarizations Eφ and Eθ
aligned along the unit vectors ~eφ and ~eθ respectively. According to Eq. (3.21) and Eq. (3.22), for the
measurable voltage U in Fourier space follows:

U “ Uφ ` Uθ
“ HφEφ `HθEθ.

(3.61)

where Ui and Ei are the Fourier transform of the voltage trace Ui and the electric-field trace Ei with
polarization i “ φ, θ respectively. Typically, the radio emission of air showers is measured in radio
stations consisting of two perpendicularly aligned and horizontally polarized antennas (j “ p1, 2q)
which result in a system of two equations for the voltage Uj :

U1 “ Hφ,1Eφ `Hθ,1Eθ
U2 “ Hφ,2Eφ `Hθ,2Eθ.

(3.62)

With a known arrival direction described by the zenith angle Θ and the azimuth angle Φ, both VEL
components are read out at the respective arrival direction and the electric-field components are then
calculable by solving the given system of equations. The arrival direction can be taken from external
measurements or by a time analysis of the signal time of at least three radio stations triggered in
coincidence. For the reconstructed electric field follows:

Eθ “
Hφ,2 U1 ´Hφ,1 U2

Hφ,2Hθ,1 ´Hφ,1Hθ,2

Eφ “
Hθ,2 U1 ´Hθ,1 U2

Hφ,1Hθ,2 ´Hφ,2Hθ,1
.

(3.63)

As the electric field is a transversally aligned wave, it can be combined with the information about the
arrival direction, and be transformed into Cartesian coordinates.
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The Pierre Auger Observatory [3] is a physics large-scale experiment to detect high-energy cosmic
rays. The observatory is located on a high plateau in the Argentinian Pampa close to the city Malargüe
with an average height over sea level of about 1400 m which corresponds to an atmospheric depth
of about 875 g{cm2 [3]. Hence, the observatory is ideally placed for ground-based observations of
secondary particles shortly after the shower maximum in the case of vertical incoming cosmic-rays
(cf. Fig. 2.11 in Sec. 2.4.1).
In Fig. 4.1, a map of the Pierre Auger Observatory is shown. At the observatory, two baseline de-
tection techniques are used to measure cosmic-ray induced extensive air showers (EAS). These are a
surface detector (SD) [165] and a fluorescence detector (FD) [166]. The SD consists of 1660 water-
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Cherenkov detector stations which enable stochastic measurements of particles at ground level with
a duty cycle close to 100 %. These detector stations are set up in a hexagonal grid with a spacing
of 1500 m covering an area of more than 3000 km2. Thus, the Pierre Auger Observatory is currently
the largest cosmic-ray experiment world wide. The SD array is overlooked by 27 fluorescence tele-
scopes which are located at four different positions at its edge. The telescopes enable measuring the
ultraviolet fluorescence light emitted by air molecules excited by the particle cascade of the EAS and
thus provide information about the longitudinal shower development. The FD is restricted to operate
in clear and moonless nights resulting in a duty cycle of about 12 % in early years [167] which has
meanwhile been increased to 15 % [3]. Both detection techniques provide independent measurements
of cosmic-ray induced air showers and are used for cross checks and redundant measurements [3, 168,
169].
Both baseline detectors are extended with a low-energy enhancement. The Auger Muons and Infill for
the Ground Array (AMIGA) [170, 171] and the High-Elevation Auger Telescopes (HEAT) [172].
AMIGA: In a smaller array of 23.5 km2 located in the north-west corner of the regular SD array, the
grid spacing of 61 detector stations is reduced to 750 m. The smaller grid spacing lowers the minimum
energy threshold from about 1018.5 eV [173] to about 1017.5 eV [170]. These infill stations are accom-
panied with buried scintillator modules which enable detecting the muon component of EAS [174].
HEAT: Three out of the 27 fluorescence telescopes are mounted in tiltable containers. These contain-
ers can be inclined so that the telescopes cover an elevation of 30 ˝ to 58 ˝ (cf. Sec.4.1) which enables
observing EASs higher in the atmosphere compared to the regular telescopes of the FD. This reduces
the lower energy threshold to about 1017 eV [172]. HEAT is located close to the FD telescopes of
Coihueco and thus also overlooks AMIGA.
The Auger Engineering Radio Array (AERA) is the radio detector of the Pierre Auger Observatory
located in the north-west corner of the SD array within the low-energy enhancements and consists
of 153 radio stations which are used to measure the radio signal of EAS. Covering an area of about
17 km2, AERA is the largest cosmic-ray radio detector world wide. It is sensitive on measuring both
the lateral and longitudinal shower development with a duty cycle close to 100 %. Thus, the radio
detection technique exhibits great potential for cosmic-ray physics.
This chapter is structured as follows: First, in Sec. 4.1 and Sec. 4.2, the two baseline detectors are
described in more detail. Afterwards, in Sec. 4.3 special focus is put on the description of AERA. The
layout of AERA as well as the mechanical setup and electrical properties of the used radio stations are
given. Furthermore, the triggering systems as well as the data acquisition are described.

4.1 The Fluorescence Detector of the Pierre Auger Observatory

The FD including the low-energy enhancement HEAT [3, 166, 172] comprises 27 fluorescence tele-
scopes overlooking the SD array from four sites at its edge: Coihueco, Loma Amarilla, Los Leones
and Los Morados. With the FD, the fluorescence light emitted by air molecules excited by the particle
cascade of EAS is measured. The FD requires low background light and thus is restricted to operate
in clear and moonless nights.
Each site of the regular FD consists of six telescopes assembled in a climate-controlled building [175].
Each telescope provides a field of view of 30 ˝ˆ30 ˝ with a minimal elevation of 1.5 ˝ above the hori-
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Figure 4.1: Layout of the Pierre Auger Observatory. The gray dots represent the water-Cherenkov detector
stations of the surface detector (SD). The telescopes of the fluorescence detector (FD) are located at the four
sites Coihueco, Loma Amarilla, Los Leones, and Los Morados. The field of view of the telescopes is illustrated
by the blue lines. The low-energy enhancements AMIGA and HEAT are located close to Coihueco. The field of
view of HEAT is marked by the orange lines. The position of AERA is indicated by the light-blue circle in the
north-west corner of the SD array.

zon. In Fig. 4.2, a picture of an FD building at day as well as a schematic view of the main parts of a
telescope are shown. The telescope design is based on the Schmidt optic [176] to maximize the detec-
tor field of view with small coma aberration. A diaphragm of 1.1 m radius is covered by an UV-filter
glass which reduces background light and is transparent for light with wavelengths in between 310 nm

to 390 nm with a transmission coefficient above 50 %. An annular lens is used to correct for spherical
aberration and eliminates coma aberration. More details are given in [175, 177]. Once passing filter
and lens, the incident light is reflected by a segmented spherical mirror with a size of 13 m2 which has
an average reflectivity of more than 90 % for light with a wavelength of 370 nm and finally recorded
by a curved camera. The camera is placed in the focal plane of the spherical mirror and is composed
of 440 pixels arranged in 22 rows and 20 columns. These pixels are read out by photomultiplier tubes
(PMTs) with a hexagonal shape equipped with a Winston cone to minimize the dead space between
the PMTs. Finally, a shutter protects the telescopes from dangerous environmental conditions such as
rain, strong wind, as well as daylight.
The electronics of the PMTs are located directly behind the camera body. The FD data are digitized

with 15 bits and a sampling rate of 10 MHz [3]. Three trigger stages are implemented on firmware
and software of each telescope. In the first trigger level, the trigger rate of each pixel in a camera is
reduced to about 100 Hz by adjusting the pixel threshold level. Events with tracks of at least five pixels
in length fulfill the second trigger level. The trigger rate of the second trigger level is typically between
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Figure 4.2: (left) Picture of the fluorescence detector (FD) building at Loma Amarilla. (right) Schematic view
of the main components of an FD telescope. Pictures taken from [3].

0.1 Hz and 10 Hz. The third trigger level is a software algorithm which filters out noise events, e.g.,
caused by lightnings, cosmic-ray muons or randomly triggered pixels [3]. The data of events fulfilling
the third trigger level requirements are send to the Central Data Acquisition System (CDAS) and then
merged with data measured by the SD. The global trigger rate of each FD building is about 0.012 Hz.
The recorded signal from the PMTs are measured in counts of the analog-to-digital converter (ADC)
which has been calibrated to a light flux in multiple calibration campaigns. In a so-called drum cal-
ibration [166] a pulsed light source has been used to determine the ratio of photons per ADC count.
The source provides an uniform illumination of each pixel resulting in a calibration factor of 4.5 pho-
tons per ADC count. The calibration precision is better than 4 % [178] and the systematic uncertainty
of the drum calibration is stated to be 9.9 % [179]. In a further calibration campaign, a well-calibrated
isotropic emitting light source has been mounted beneath a drone and flown into the field of view of
the telescopes [180, 181]. Compared to the drum calibration this drone calibration has the advantage
of reproducing realistic conditions of signals coming from cosmic-ray induced air showers. Further-
more, a smaller systematic uncertainty of 4.6 % has been achieved. Finally, further light sources are
installed directly in each telescope for relative calibration [166] which enables monitoring the long-
time variations of the calibration factor.
In case of an EAS, multiple pixels of a telescope are triggered forming a track. From the timing of
each pixel with signal the shower axis is reconstructed. An example event measured in two telescopes
of one FD building is shown on the right side of Fig. 4.3. From the information provided by the SD,
the shower core on ground is determined resulting in a full geometry reconstruction of the shower. An
example of such a so-called hybrid event measured in all four FD sites as well as with the SD is shown
on the left side of Fig. 4.3.

For the event reconstruction, the calibrated signal of each contributing pixel is summed up to the
photon flux as function of time. Together with the shower geometry, the complete signal is converted
to the energy deposition dE{dX as function of the slant depth X . Here, parasitic light sources as
Cherenkov light [183, 184] and multiple scattered light [185–187] as well as the light attenuation in
the atmosphere and the fluorescence yield [188–190] are considered. An example of a measured en-



4.2. The Surface Detector of the Pierre Auger Observatory 45

Figure 4.3: (left) Hybrid event measured with the surface detector (SD) and telescopes from all fluorescence
detector (FD) sites. The data combination enables reconstructing the shower geometry meaning the shower
core on ground and shower axis. Picture taken from [3]. (right) Example EAS event measured in two telescopes
at the Coihueco site. The colored pixels mark the pixel with signal and the respective signal time is indicated
by the color. Red corresponds to a later and purple to an earlier signal. The red line illustrates the shower axis
projected into the telescopes. Plot taken from [182].

ergy deposition as function of the slant depth is presented in Fig. 4.4. A Gaisser-Hillas function [191]
is fitted to the data:

fGHpXq “

ˆ

dE

dX

˙

max

ˆ

X ´X0

Xmax ´X0

˙pXmax´X0q{λ

epXmax´Xq{λ (4.1)

with the maximal energy deposition
`

dE
dX

˘

max
at the shower maximum X “ Xmax and the two shape

parameters X0 and λ of the Gaisser-Hillas function. If large parts of the shower are not observed, e.g.,
if the shower maximum is located outside the field-of-view of the detector, an accurate reconstruction
of all fit parameters is not possible anymore. To handle this issue, the two shape parameters are then
constrained to their average values [3, 192]. From the integral of fGHpXq over X the energy trans-
ferred from the primary cosmic ray into the electromagnetic shower component can be determined.
The total cosmic-ray energy is then obtained by correcting for the invisible energy which is carried
away by neutrinos and high-energy muons [3, 142] as they rarely interact in the atmosphere and thus
do nearly not contribute to the energy deposit of EAS in the atmosphere. The FD provides an energy
resolution of better than 10 % and an energy scale uncertainty of 14 % [179].

4.2 The Surface Detector of the Pierre Auger Observatory

The SD [3, 165] comprises 1660 water-Cherenkov detector stations deployed on a hexagonal grid with
a spacing of 1500 m which covers an area of 3000 km2. In a smaller array of 23.5 km2 located in the
north-west corner of the regular SD array the grid spacing of 61 detector stations is reduced to 750 m.
Each detector station consists of a cylindric tank made of polyethylene with a diameter of 3.6 m and
a height of less than 1.6 m. The tank contains a sealed liner with a reflective inner surface [3] which
is filled to a height of 1.2 m with about 12.000 l ultra-pure water. If charged particles of an EAS
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Figure 4.4: Example measurement of the energy deposition dE{dX as function of the slant depth X . The data
(dots) are fitted by a Gaisser-Hillas function (line). Plot taken from [3].

cascade propagate faster than light through the water, Cherenkov light is emitted. The intensity of
the Cherenkov light and the detector-station timing allows for reconstructing the primary cosmic-ray
properties. Three 9-inch diameter photomultiplier tubes (PMTs) are used to detect the Cherenkov light
and are symmetrically installed with a distance of 1.2 m to the center axis of the tank. Compared to
conventional flat scintillator modules, the detector stations exhibit an increased sensitivity to inclined
showers due to the large height of water inside the tank. Furthermore, they are sensitive to photons
which produce an electron-positron pair within the water. Besides the PMTs, each station consists
of a GPS receiver, a 12 V battery, a charge controller as well as solar panels which provide a 10 W

power supply in average. Thus, each detector station is autonomously working. The data are sent to
the CDAS via radio in the 902 MHz to 928 MHz frequency band. On the left side of Fig. 4.5, a picture
and on the right side, a sketch of an SD station is shown.
The recorded signal from the PMTs is given in units of a vertical equivalent muon (VEM) which nor-

malizes the signal strength to a signal produced by a muon propagating on a vertical trajectory through
the detector station [194]. For the data taking, different trigger levels are applied to increase the event
purity of air showers. The first two trigger levels T1 and T2 are directly implemented in the station
electronics. The T1 trigger comprises a simple threshold trigger (TH) which requires a signal in all
of the three PMTs of more than 1.75 VEM which reduces the rate of atmospheric muons from about
3 kHz to 100 Hz. Additionally, a time-over-threshold (ToT) trigger is implemented which requires a
signal strength of more than 0.2 VEM in at least 13 bins within a time window of 3µs (120 samples)
measured in two of the three PMTs [3]. The ToT trigger selects sequences of small signals spread in
time resulting in a trigger rate on the level of a few Hz [3].
If the T1 trigger is a ToT trigger or a TH trigger with a signal strength of more than 3.2 VEM the T2
requirements are fulfilled. The T2 trigger decreases the global rate of T1 triggers to about 22 Hz. If
the T2 trigger requirements are fulfilled, the event time stamp is then send to the CDAS. At the CDAS,
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Figure 4.5: (left) Picture of a surface detector (SD) station in the field. The main components are labeled.
Picture taken from [3]. Schematic view of the SD station illustrating the inner components of the station.
Picture taken from [102] and modified from [193].

a third trigger level (T3) is initiated which is based on the received timing of the T2 triggers.
The T3 trigger requires a clustering of the triggered stations and is divided into two modes. The neigh-
bors of each detector station is segmented in different sets of neighbors considering the hexagonal grid
layout of the array. The first T3 mode requires at least three ToT triggers with minimum compactness.
The T3-ToT trigger requirements are fulfilled if one station of the first set and one further station of
the first two sets of neighbors are triggered in time coincidence with the reference station. The sec-
ond T3 mode requires at least four stations with a T2 trigger in time coincidence with the reference
station while at least one of the first, another of the first two, and one further of the first four sets of
neighbors are triggered. The time coincidence is verified if the time stamp of each station with T2
trigger is within p6` 5nqµs of the reference station while n is the respective set of neighbors. Possi-
ble configurations of triggered stations for both T3 modes are illustrated in Fig. 4.6. The trigger rate
of the global T3 trigger level is about 0.03 Hz. If the T3 trigger requirements are fulfilled, the data
from those stations fulfilling at least the T1 trigger requirements within 30µs of the T3 time stamp are
communicated to the CDAS.
The first physics trigger applied on the data is called T4 and requires that the signal time of the stations
of a T3 event fits to a plane shower front moving with the speed of light. From this fit, the incoming
arrival direction is reconstructed with a resolution of better than 1.6 ˝ for events with at least three
triggered stations and better than 0.9 ˝ for events with at least six triggered stations [195] in the case
of the regular SD array. In the case of SD-infill array, the resolution is better than 1.3 ˝ [170].
The air shower direction and the cosmic-ray energy can be incorrectly reconstructed if a part of the
shower is missing, e.g., if the shower position is located at the border of the SD array. The so-called
6T5 trigger requires that the detector station with largest signal is surrounded by 6 active stations.
The 6T5 trigger allows for an accurate reconstruction of the shower core and estimation of the shower
energy. More details about the SD-triggers can be found in [3, 173].
The shower core is reconstructed by fitting a model of the lateral shower distribution (LDF) Sprq
described by a Nishimura-Kamata-Greisen function [196, 197] to the signal strength of the detector
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Figure 4.6: Examples of possible station configurations which are triggered in time coincidence with the cen-
tered reference station for both T3 modes. The first T3 mode (red circles) requires at least three stations triggered
in coincidence while one station of the first set of neighbors and a second station of the first two sets of neighbors
are triggered. The second T3 mode (blue squares) requires four stations triggered in coincidence while at least
one of the first, another of the first two, and one further of the first four set of neighbors are triggered. Each set
of neighbors is marked by the black lines and counted from the reference stations. Picture taken from [3].

stations with signal:

Sprq “ Sropt

ˆ

r

ropt

˙β ˆ r ` r1

ropt ` r1

˙β`γ

(4.2)

with the distance to the shower axis r and r1 “ 700 m. The parameter ropt is the distance for which
the model dependency on the lateral shower distribution is minimal and thus Sropt is an estimator of
the shower size which is used to estimate the cosmic-ray energy. In the case of the regular SD array,
it is ropt “ 1000 m [198] while in the case of the SD-infill array, it is ropt “ 450 m [170]. In Fig. 4.7,
an example event of an air shower is shown with a zenith angle of p25.1 ˘ 0.1q ˝ and a cosmic-ray
energy of p104˘ 11q ¨ 1018 eV measured in several stations and the respective LDF.
The shower size Sropt depends on the cosmic-ray energy as well as on the incoming zenith angle.

As the length of the shower path through the atmosphere increases with the zenith angle, the shower
is stronger attenuated. The shower size S1000 (S450) is normalized to a median zenith angle of 38 ˝

(35 ˝) using the constant intensity cut method [199] and is then called S38 (S35) which has an energy
dependency only. Thus, they are used as cosmic-ray energy estimator of the SD.
Inclined events with zenith angles above 60 ˝ exhibit a large asymmetry in the shower footprint and
thus are reconstructed in a different way which is explained in [200]. Here, the number of muons on
ground is modeled by introducing a parameter N19 which scales the measured signals to a reference
muon distribution of a proton induced air shower with an energy of 1019 eV obtained from air shower
simulations. The parameter N19 has an energy dependency only and thus is used as energy estimator.
The SD energy estimators Ŝ “ S35, S38, N19 are absolutely calibrated using high-quality hybrid
events which include additional information provided by the FD. The relation between the SD en-
ergy estimators and the cosmic-ray energy measured by the FD is described by a power law:

EFD “ A ¨ ŜB (4.3)
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Figure 4.7: Example event of an air shower with a reconstructed zenith angle of p25.1 ˘ 0.1q ˝ and a recon-
structed cosmic-ray energy of p104˘11q ¨1018 eV measured in multiple stations of the regular surface detector
(SD) array. (left) Footprint of the event. Each circle represents an SD station. While the color indicates the
arriving time from early (yellow) to late (red) the marker size illustrates the signal strength. The red line marks
the shower axis. (right) The respective signal strength measured in the SD stations as function of the distance to
the shower axis. The optimal shower size estimator S1000 is marked as a red dot. Both plots are taken from [3].
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Figure 4.8: The surface detector (SD) energy estimators S35, S38, and N19 cross calibrated with information
from the fluorescence detector (FD). The S35 and S38 parameters are measured in units of a vertical equivalent
muon (VEM). In contrast, the N19 SD energy estimator is a scaling factor and thus dimensionless. The plot is
taken from [82].

that is fitted to the data using a tailored maximum-likelihood method [201] as presented in Fig. 4.8.
In the case of the regular SD-array, the energy resolution is 15.3 % for vertical events and 19 % in the
case of inclined events [82]. The SD-infill array exhibits an energy resolution of 13 % [82]. As the fit
uncertainties are small compared to those of the FD energy scale, the SD energy scale uncertainty is
equal to the FD scale uncertainty of 14 % [82].
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Figure 4.9: Layout of AERA within the surface detector (SD) array (gray dots) and the buried muon array
(black pentagons) [170, 171]. The radio stations (red, white and blue triangles) are set up on a regular grid in
spacings of 144 m, 250 m, 375 m and 750 m. The field of view of the fluorescence detector (FD) telescopes of
Coihueco including the high-elevation FD extension HEAT [172] is indicated by the green and blue area. The
beacon antenna [202] for time calibration is located at the FD site. Figure taken from [6].

4.3 The Auger Engineering Radio Array

In this section, the radio detector of the Pierre Auger Observatory, the Auger Engineering Radio Array
(AERA), is described in detail. AERA is located in the north-west corner of the SD array close to the
low-energy enhancements of the two baseline detectors. Currently, AERA is the largest cosmic-ray
radio detector world wide and comprises 153 radio stations to detect radio emission of cosmic-ray
induced air showers in the frequency range from 30 MHz to 80 MHz. The layout of AERA is shown
in Fig. 4.9.
AERA is an engineering array which means that different types of radio stations with different kind of

hard- and software are developed and tested in the field which contributes to several different physical
purposes. The radio stations of AERA are deployed in three stages with different grid spacings. In
September 2011, the first 24 radio stations were installed (AERA24) on a triangular grid with a grid
spacing of 144 m covering about 0.4 km2. Using AERA24, the radio emission mechanisms have been
investigated and the radio-signal correlation of the cosmic-ray energy has been determined [20, 24,
25]. In May 2013, the AERA24 array was extended with 100 additional radio stations (AERA124).
These radio stations were deployed with a grid spacing of 250 m and 375 m resulting in a covered area
of about 6 km2. The larger instrumented area enhanced the detector sensitivity to higher cosmic-ray
energies. In the third and currently last stage of expansion, AERA was extended with 29 additional
radio stations with 375 m and 750 m spacing so that AERA covers an area of about 17 km2. The in-
creased distance between the stations allows for a better investigation of horizontal air showers (HASs)
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which have large footprints on ground [35, 36]. The flight path of HASs through the Earth’s atmo-
sphere is increased resulting in a die-out of the hadronic and electromagnetic shower components
before they are detectable at ground level. The shower information is then saved in the muonic and
radio component of the shower only. These information are directly connected to the primary cosmic-
ray mass (cf. Sec. 2.4.1).
The AERA objectives are to improve the comprehension of cosmic-ray induced air showers using
the radio detection technique in coincidence with the well-established baseline detection techniques
and for future stand-alone radio detectors, investigating the radio emission mechanisms in the Earth’s
atmosphere, and to measure the properties of primary cosmic-rays. Radio measurements are less de-
pendent on atmospheric conditions compared to those made with the well-established fluorescence
technique. Only strong atmospheric electric fields (e.g. produced in thunderstorms) limit the radio
data acquisition. This results in a duty cycle close to 100 %. Thus, the radio detection technique offers
a high potential for cosmic-ray physics, e.g., an energy determination of cosmic rays with reduced
systematic uncertainties [30].
The section is structured as follows. At first, the detector design and the hardware of the AERA radio
stations is described in Sec. 4.3.1. In Sec. 4.3.2 and Sec. 4.3.3, the two main antenna types used in the
radio stations of AERA are presented. Afterwards, the data trigger systems and data acquisition are
described in Sec. 4.3.4. Then, the calibration efforts are discussed in Sec. 4.3.5 and finally, the event
reconstruction is explained in Sec. 4.3.6.

4.3.1 Detector Design

Each station consists of two perpendicular polarized antennas which are aligned to magnetic north
and east with a precision better than 1˝ [159]. Two different main antenna types are used at AERA.
The 24 radio stations of AERA24 are equipped with logarithmic-periodic dipole antennas (LPDAs).
A photo of a station equipped with LPDAs and a schematic view of the LPDAs are shown in Fig. 4.10.
The radio stations of the second and third stage of AERA are equipped with Butterfly antennas. In
Fig. 4.11, a photo and a schematic view of the Butterfly antenna-equipped radio station are shown.
Each antenna is connected through a low-noise amplifier (LNA) and a filter amplifier to a digitizer

which is located in an RFI-shielded electronics box made of aluminum placed beneath the antennas
of each station. The system consisting of the LNA and the filter amplifier of each radio station forms
a band-pass filter for frequencies from 30 MHz to 80 MHz and thus suppresses short-wave and FM-
band transmitters. The digitizer contains a field programmable gate array (FPGA). The FPGA enables
first analysis of the recorded radio data, e.g., data filtering of noise signals and executing of trigger
algorithms [204] (cf. Sec. 4.3.4). Two different kinds of digitizers, one with and one without a large
ring buffer, are used which enable using different kinds of trigger systems for data taking such as
self trigger, external triggers and internal scintillator triggers. In principle, four different setups of the
signal chain from antenna to digitizer are used which are sketched in Fig. 4.12 and are described in
the following.
In the case of the LPDA-equipped radio stations, the LNA has a power gain of |S21|2 « 18 dB [205].

A filter amplifier restricts the frequency bandwidth of the antenna stations to between 30 MHz and
80 MHz. For increasing the dynamic range, the signal is split in a low-gain channel with a further
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Figure 4.10: LPDA-equipped radio station used at AERA. (left) Photo of the radio station in the field.
(right) Schematic drawing of both LPDAs used in each LPDA-equipped radio station. Drawing taken
from [203].

Figure 4.11: An AERA radio station equipped with Butterfly antennas. (left) Photo of the radio station in the
field. (right) Schematic drawing of the radio station. Drawing taken from [203].

amplification of 10 dB and a high-gain channel with a further amplification of 30 dB [206]. The
received signal is then sampled by a digitizer. The first type of digitizers contains a 4 GB ring buffer
which enables storing the measured data of the high-gain channel of both antenna polarizations for
about 7 s. This is necessary for external triggers from the Auger baseline detectors which have a time
delay up to 7 s. The data are sampled with a rate of 180 MHz using 12-bit flash analog-to-digital
converters (FADC). The second digitizer type does not have a large ring buffer but is optimized for
data taking with self triggers. These digitizers have a sampling rate of 200 MHz using 12-bit FADCs.
In the case of the radio stations equipped with Butterfly antennas, the LNA has a power gain of
|S21|2 « 30 dB [207] in the sensitive frequency range of AERA. The frequency bandwidth of the
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Figure 4.12: Signal chain of the LPDA-equipped (top) and Butterfly antenna-equipped radio stations (bottom).
Each antenna is connected through a low-noise amplifier (LNA), and a filter amplifier or a filter to a digitizer.
Two different types of digitizers are used: with (left) and without (right) large ring buffer, which are optimized
for self triggers, and external triggers or internal scintillator triggers respectively. The event time is obtained
by a GPS receiver. The black arrow marks the position of the LNA. The colors represent different types of the
respective electronic device.

antenna stations is restricted to between 30 MHz and 80 MHz in a filter amplifier or a passive filter. For
the stations connected to the digitizer with ring buffer, in the low-gain channel the signal is not further
amplified and in the high-gain channel the signal is amplified by 20 dB in the filter amplifier [206]. For
the stations of the third stage of AERA, only the high-gain channel is implemented in the digitizer. One
of the reason is that due to the limited buffer size, the trace length which can then be stored in the buffer
if all four channels are digitized is reduced to about 3.5 s which is to short for the external triggers. For
the stations connected to the digitizer without ring buffer, a passive filter instead of the filter amplifier
is utilized. This means that no further signal amplification is implemented. The increased dynamic
range is obtained by using 14-bit FADCs instead of using 12-bit FADCs and splitting the signal in a
low-gain and high-gain channel. These stations contain one or two small scintillator counters of size
45.7 cmˆ17.2cmˆ2.4 cm which enable detecting particles of air showers directly at the radio station
and are used for internal scintillator triggers. For more information about the digitizers, passive filter,
and the scintillators refer to [182, 206, 208].
Each radio station is equipped with a GPS antenna which enables accurate measurements of the signal
timing. The stations are powered by solar panels and are equipped with battery so that they are
autonomously operated.
In the first two years of data taking, the central radio station (CRS) was used for the data acquisition
(DAQ) of AERA. The CRS is a modified shipping container which is powered by solar panels and is
located close to the stations of AERA24. A picture of the CRS is shown in Fig. 4.13. The 24 stations
of AERA24 are connected by optical fibers to the CRS [209]. Together with the first expansion of
AERA and the extended distances between the radio stations and the CRS, the DAQ was moved to
the buildings of the FD station Coihueco. Now, a commercial wireless communication link is used
to connect the radio stations with the DAQ. Each station of the second and third stage of AERA
comprises a hyperbolic wifi antenna mounted on a hollow tube made of aluminum with a length of
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Figure 4.13: Photo of the central radio station.

1.5 m which is called wifi mast. The wifi mast is vertically aligned and mounted with a distance of
about 10 cm to the station pole using conductive clamps made of aluminum and thus is grounded. The
wifi antenna is connected by an optical fiber through the wifi mast and the station pole to the digitizer
of the radio station. The recorded data are transmitted to access points installed at the CRS or directly
to the access points located at Coihueco using a 5 GHz connection. A further wireless connection
between the CRS and Coihueco is applied so that the connection of all radio stations to the DAQ is
realized. For more information concerning the wireless communication used at AERA refer to [182].

4.3.2 The Logarithmic-Periodic Dipole Antenna

An LPDA consists of several λ{2-dipoles of different lengths li which are combined to one single
antenna with the largest dipole located at the bottom and the shortest dipole at the top of the LPDA.
The dipoles are arranged so that an opening angle α is spanned from the virtual array vertex (VAV)
as defined in Fig. 4.14 and are connected to a waveguide with the footpoint (which is called feeder in
Fig. 4.14) at the top of the antenna. Each dipole is sensitive to a different wavelength resulting in a
broad sensitive frequency estimated by the length of the smallest lmin and largest lmax dipole:

fmin «
c

2lmax

fmax «
c

3lmin
.

(4.4)

It has to be mentioned that fmax deviates from the assumption of a half-wave dipole due to a complex
interplay with the waveguide [151] but the real upper frequency limit is typically larger than obtained
from this estimation. The signal measured in the dipoles should interfere constructively at the LPDA
footpoint which is realized by a constant ratio of the distance Ri between the VAV and the i-th dipole,
and the respective dipole length li:

Ri
li
9
Ri
λi
“ const. (4.5)
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Figure 4.14: Schematic view of an LPDA. Picture taken from [210] and modified from [144].

From Eq. (4.5), a relation between the dipole length li and li´1 of two neighboring dipoles is derived
which is denoted by τ :

τ “
li
li´1

“ const. (4.6)

The spacing Si between two neighboring dipoles relates to Ri and τ : Si “ Ri ´ Ri`1 “ Rip1 ´ τq.
The ratio of Si and the corresponding dipole length li is constant and is denoted by σ:

σ “
Si
2li
“ const. (4.7)

The parameters τ and σ combined with the length of the smallest and largest dipole define the LPDA
design parameters. From these parameters the full antenna structure is determined.
The four design parameters of the LPDAs used at AERA are τ “ 0.875, σ “ 0.038, lmin “ 1470 mm

and lmax “ 4250 mm. These values were chosen to cover the frequency range from around 30 MHz

to 80 MHz and to combine a high antenna sensitivity in a broad field of view using a limited number
of dipoles and reasonable dimensions. They lead to an LPDA with nine separate dipoles and an overall
antenna dimension of 4.5ˆ3.5 m2. The upper eight of the nine dipoles are made of thin coated copper
wires which reduce the antenna weight (to about 18 kg) and make the LPDA less affected by the wind.
Coil springs are used to span and align these dipoles horizontally. The lowest dipole is included in
the antenna support structure at the bottom of the LPDA which spans the antenna and is made of
aluminum. A full drawing of the LPDA including all sizes is presented in Fig. 4.15. The dipoles are
connected to a waveguide with the footpoint at the top of the antenna. An LNA is used to amplify
the recorded signal. The optimal place of the LNA is directly at the antenna footpoint so that signal
loss and background noise injected to the signal chain are reduced. In the case of the LPDA used at
AERA, the footpoint is at a height of about 5 m. Thus, for maintenance reasons the LNA is moved
to the bottom of the LPDA. The footpoint is connected through a 4 : 1 impedance transformer to
an RG58 [211] coaxial transmission line with a length of 2.9 m. Due to the impedance transformer,
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Figure 4.15: Drawing of the LPDA used at AERA, units are millimeter.

the antenna impedance is reduced from about 200 Ω to about 50 Ω in the sensitive frequency range
and thus matches the 50 Ω system of the RG58 cable. The LPDA impedance has been measured in
a reflection measurement [159]. On the left side of Fig. 4.16, the LPDA resistance and reactance
are shown as a function of the frequency which corresponds to the real and imaginary part of the
antenna impedance respectively. The measurement exhibits a resistance which varies around 50 Ω and
a reactance which is close to zero in a frequency range from 30 MHz to 80 MHz. On the right side
of Fig. 4.16, the LPDA standing wave ratio (SWR) as function of the frequency calculated according
to Eq. (3.20) is presented. The SWR reveals values of about 2 for the sensitive frequency range of
AERA which corresponds to reflection efficiencies of more than 90 % [159, 203]. The LPDAs are
mechanically and electrically identical at the percent level [159, 203].

A dedicated LNA was developed [205] which is shown in Fig. 4.17. The LNA is placed in an
aluminum housing at the bottom of the LPDA and thus is protected from environmental conditions
such as rain, wind, and direct sunlight. The LPDA and the LNA form a technical unit and thus the
LNA properties are included in the antenna response pattern. The LNA characteristics are described by
the four amplifier S-parameters, most importantly by the power gain |S21|2 and the power reflection
at the LNA input port |S11|2 which are related to the LNA impedance (cf. Sec. 3.6.5). The LNA
is optimized to match to the 50 Ω system of the coaxial cable connected to the antenna footpoint in
the frequency range from 30 MHz to 80 MHz. The corresponding LNA resistance and reactance are
shown on the left side of Fig. 4.18. In general, the resistance varies slightly around 50 Ω and the
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Figure 4.16: (left) The LPDA impedance described by the antenna resistance (blue) and the antenna reactance
(red) as well as (right) the resulting antenna standing wave ratio (SWR) as functions of the frequency. Plots
adapted from [159].

reactance is small within the frequency range of AERA. The LNA power gain and the LNA power
reflection at the input port are presented on the right side of Fig. 4.18. The LNA amplifies the signal
typically by 18 dB. The LNA is connected via a coaxial cable to the station electronics. For more
technical details about the LPDA and the LNA refer to [152] and [205] respectively.

4.3.3 The Butterfly Antenna

The Butterfly antenna is a so-called bow-tie antenna and a full-wave dipole. A broad sensitive fre-
quency range is achieved by an area broadening of the dipole arms which have then a triangular form
with an opening angle α. Typically, the triangular dipole arms are made of thin conductive patches.
In the case of the Butterfly antennas used at AERA, thin aluminum wires with a diameter of 3 mm

along the shape of the triangular area are used which result in a lower weight and makes the Butterfly
antenna less affected by the wind while the electric properties of the typical Butterfly antenna are only
minimal affected [145]. An opening angle of the dipole arms of α « 42 ˝ is chosen. The Butterfly
antennas have an overall dimension of 2.28ˆ 0.8 m2 and the middle of the dipole arms is installed in
a height of 1.65 m where the antenna footpoint is located. The dipole arms are aligned in the vertical
plane and connected to a nut made of non-conductive material located in the middle of the antenna.
The nut is made of UV-resistant plastic and has a diameter of 0.12 m. Thus, it provides enough space
for the antenna LNA. In contrast to the LPDA, the Butterfly antenna LNA is located directly at the
antenna footpoint. A support structure has been developed to improve the wind stability of the But-
terfly antenna. Tubes made of fiber glass are connected to the dipole arms by aluminum clamps and
are held by an aluminum cap mounted on top of the nut. This support structure significantly improves
the wind stability of the Butterfly antenna which has been tested in a wind tunnel [203, 212]. It is
designed to have only a small influence on the electric property of the Butterfly antenna which has
been determined to be on the percent level [203]. A schematic view of the Butterfly antenna used at
AERA including the antenna dimensions is presented in Fig. 4.19.
On the left side of Fig. 4.20, the antenna impedance described by the antenna resistance and antenna
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Figure 4.17: Photo of the low-noise amplifier used in the LPDA-equipped radio stations at AERA.

reactance is shown as function of the frequency. The antenna impedance exhibits large fluctuations in
the relevant range. A matching to a 50 Ω system is achieved around 45 MHz which becomes visible
in the antenna SWR presented as a function of the frequency on the right side of Fig. 4.20. Here,
The SWR is minimal with a value of around 1.1. Note that the Butterfly antenna is designed as active
antenna. The sensitive frequency range of the antenna is realized by an interplay between the antenna
and the antenna LNA. Thus, the antenna and the LNA form a technical unit and the LNA properties
are included in the antenna response pattern.
A photo of the LNA is shown in Fig. 4.21. The LNA characteristics are described by the four amplifier

S-parameters, most importantly by the power gain |S21|2 and the power reflection at the LNA input
port |S11|2 which is related to the LNA impedance (cf. Sec. 3.6.5). The LNA is designed to match to
the Butterfly antenna impedance in the frequency range from 30 MHz to 80 MHz. The corresponding
LNA resistance and reactance are shown on the left side of Fig. 4.22. The LNA power gain and the
LNA power reflection at the input port are presented on the right side of Fig. 4.22. It amplifies the
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Figure 4.18: (left) The impedance of the low-noise amplifier (LNA) used in the LPDA-equipped radio stations
which is described by the LNA resistance (blue) and the LNA reactance (red). (right) The power gain |S21|2

(blue) and the power reflection at the LNA input port |S11|2 (red) as functions of the frequency. Plots adapted
from [203].

Figure 4.19: Drawing of the Butterfly antenna, units are millimeter. Picture adapted from [203].

signal typically by 30 dB. Note that the LNA power reflection is relative high compared to that of
the LPDA LNA. This behavior is explained by the fact that the |S11|2 parameter describes the power
reflection in a 50 Ω system and the Butterfly antenna LNA is not designed for an operation in a 50 Ω

system. For more details concerning the Butterfly antenna and its LNA used at AERA refer to [152,
207]. The LNA is connected to the station electronics via a coaxial cable which is guided through the
bottom of the nut and then through the station pole.
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Figure 4.20: (left) The Butterfly antenna impedance described by the antenna resistance (blue) and the antenna
reactance (red) as well as (right) the resulting antenna standing wave ratio (SWR) as functions of the frequency
obtained by simulations using the NEC-2 simulation code. In the simulation, the full radio station including
both antennas as well as the conductive elements (e.g. the station pole and the electronics box) of the radio
station are taken into account.

4.3.4 Trigger Systems and Data Acquisition

As AERA is an engineering array, different kinds of triggers are tested for the observation of radio
emission from cosmic-ray induced air showers. Different physical triggering systems such as a self
trigger, an internal scintillator trigger as well as an external trigger are implemented. Furthermore,
monitoring triggers are implemented delivering important information about the detector status as
well as allowing detector calibrations using background noise.
The principle of the self trigger is simple as it is just searched for signals over a certain threshold level.
However, the threshold level strongly depends on the noise background which complicates the trig-
gering. The background noise stems from diffuse radio emission of the galactic plane which moves
over the sky and furthermore from man-made sources, e.g., radio transmitters or airplanes. Thus, it
varies in time which complicates to differentiate between radio signals induced by air showers and
background noise. Hence, it makes sense to improve the signal-to-noise (SNR) ratio before triggering
on the recorded radio trace in a first step. In a second step, the present noise situation from the moni-
toring triggers should be taken into account to set the trigger threshold level.
Narrow-band transmitters are filtered out by notch filters implemented on the FPGA of each radio sta-
tion resulting in a significant reduction of the noise level of the recorded radio trace [204]. Moreover,
a fast-Fourier transform of the radio trace is performed by the FPGA and the frequency spectrum is
smoothed by replacing the amplitude at each frequency with the median value of the amplitude in a
certain frequency window [204]. The filtered trace is then obtained by an inverse fast-Fourier trans-
form.
The self trigger is applied on the filtered trace and is an advanced signal threshold trigger which is
based on the present noise situation at AERA [204]. A level 1 trigger (L1) is formed by the FPGA if a
bandwidth-limited pulse in at least one polarization is observed in the recorded voltage trace. Several
radio stations of AERA are equipped with one or two additional scintillator counters. In these stations,
alternatively to the L1 trigger from the self trigger, an L1 trigger is formed if the scintillator counters
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Figure 4.21: Photo of the low-noise amplifier (LNA) used in the radio stations equipped with Butterfly antennas.
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Figure 4.22: (left) The low-noise amplifier (LNA) impedance described by the LNA resistance (blue) and the
LNA reactance (red) as well as (right) the power gain |S21|2 (blue) and the power reflection at the LNA input
port |S11|2 (red) as functions of the frequency. Plots adapted from [203].

are triggered. Afterwards, the radio trace is time stamped with the information from the GPS receiver
at the station by a CPU and is stored in the digitizer memory. A level 2 trigger (L2) is formed contain-
ing the time of the recorded trace and the position of the radio station which are then sent to the central
DAQ. The typical rate of L2 triggers is in between 1 Hz and 500 Hz [204]. At the DAQ, an algorithm
searches for time and spatial coincidences of signals measured in multiple stations. If a coincidence
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is found in at least three radio stations, the event time stamp is determined and a level 3 trigger (L3)
request is sent back to the radio station containing the event time stamp. Finally, the measured data
from each station in a specific time interval around the given event time stamp is sent to the central
DAQ, combined to one event, and stored on disk. The typical L3 trigger rate is in between 0.1 Hz and
50 Hz [204].
More than 100 radio stations of AERA are utilized with a digitizer containing a 4 GB ring buffer.
The large ring buffer enables saving the recorded trace for about 7 s and thus allows for an additional
external trigger coming from the baseline detectors of the Pierre Auger Observatory. The trigger delay
from the SD is about 3 s and from the FD the delay is at maximum 7 s. In the case of an external
trigger, the event decision is performed by the triggers of the baseline detectors so that the position of
the radio signal is not accurately known in general. Hence, the full array of stations with ring buffer is
then read out. This has the advantage that even events with small signal strength are recorded which
are to small too fulfill the self-trigger requirements. However, it has an increased data volume as well
as the danger to include stations with noise.
About 40 radio stations of AERA are equipped with one or two additional scintillator counters instead
of having a large ring buffer. The scintillator counters enable detecting secondary particles directly at
the radio station. Thus, the time delay between the particle and radio detection technique is reduced
and a large ring buffer is not needed for an external trigger. Radio stations equipped with scintillator
counters are a possible design of future stand-alone radio arrays. However, the scintillator counters
have a limited field of view. In the radio stations of AERA, they are horizontally aligned which leads
to a reduced detector efficiency for horizontal air showers.
Despite the prefiltering of noise, there are still a significant number of noise events in the recorded
data. Several methods have been developed to reject such noise events. One class of noise pulses is
created by the Argentinian power grid. These noise pulses show a periodicity of 100 Hz which is twice
the power grid frequency and are removed from the trace [204].
Typically, man-made noise originates from the horizon. To veto events originate from known noise
sources, a first reconstruction of the arrival direction is performed by the DAQ using the information
of the GPS time stamps and the positions of the involved stations. A planar wave moving with the
speed of light is fitted to the data which enables reconstructing the arrival direction in a fast manner to
keep up with the event rate but still is accurate enough for the veto purpose. The event is rejected if
the reconstructed arrival direction matches to directions of known noise sources [204].
A further method to identify noise sources is performed by a simple algorithm analyzing the trigger
time between two stations. The time difference is expected to be constant for noise sources. Dynamic
histograms of a certain number of past entries are created by the DAQ and the obtained distribution is
compared to the expected distribution from cosmic rays [204, 214].
Moreover, noise signals are identified by a so-called cone algorithm [159, 215]. The event is rejected
if signals arrive repeatedly from a constant direction with an opening angle of 5 ˝ within a 10 min time
window [214].
At AERA, two different kinds of monitoring triggers are implemented. Firstly, a periodic trigger is
formed each 100 s and the full array is read out. Secondly, for the radio stations containing a ring
buffer every 999th L1 trigger and for the stations without ring buffer every 40 000th L1 trigger is
stored. From these monitoring data, important information about the detector status is obtained, e.g.,
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the current noise level at each station as well as the detector uptime. Furthermore, the data from the
monitoring triggers can be used for a relative calibration between the radio stations [216] as well as
for an absolute calibration of the radio stations by analyzing the radio emission from the Galaxy [34,
217, 218].

4.3.5 Detector Calibration

A relative time calibration between the radio stations is obtained by using a beacon reference trans-
mitter which is installed at the FD building Coihueco. The beacon transmitter continuously emits four
sharp sine waves at 58.887 MHz, 61.523 MHz, 68.555 MHz, and 71.191 MHz which are mainly de-
tectable in the north-south polarized antenna of each radio station. From the known distance between
each station to the beacon transmitter and the recorded phase differences between the beacon signals,
the timing of the radio stations can be corrected for GPS drifts which results in a timing precision
of better than 2 ns. The beacon method has been crosschecked by a second time-calibration method.
The radio stations are calibrated using information emitted by commercial airplanes flying above the
AERA array. On the one hand, airplanes emit radio emission in the AERA frequency range. On
the other hand, their position is transmitted by an ADS-B signal at around 1000 MHz which enables
comparing the reconstructed position from radio data with the real airplane position. For that purpose,
the cone algorithm to avoid repeated signals from constant directions has been optimized. For more
information about the beacon transmitter and the airplane calibration method refer to [202].
For analyzing data of cosmic-ray induced air showers, the frequency and directional-dependent detec-
tor sensitivity has to be known which can be calculated by simulations and is obtained in an absolute
calibration. Several calibration campaigns have been performed using different calibration methods
[152, 203, 212, 218]. A new improved absolute calibration of the LPDA-equipped radio stations is
part of this thesis. A new setup was used which enables a much more dense sampling of the arrival
directions, more field polarization measurements, and an extended control of systematic effects in-
cluding the full repetition of calibration series. The simulated LPDA response pattern is described in
Chap. 7 and the calibration campaign is presented in Chap. 8.

4.3.6 Radio Event Reconstruction

For the reconstruction of radio data, the Auger software framework Off line [219] is used. Off line is
a modular software framework written in C++ and originally developed for data analysis of the Auger
baseline detectors. Additional functionalities have been implemented to enable data analysis of the
muon detectors of AMIGA as well as of AERA [220]. Thus, Off line allows comprehensive data anal-
yses of cosmic-ray induced air showers measured with different detection techniques. Furthermore,
information about the time-varying detector status, e.g., due to hardware replacements or bad peri-
ods, are automatically taken into account, environmental conditions measured by several atmospheric
monitoring systems are considered, and the Earth’s magnetic field for each position and time is im-
plemented according to the International Geomagnetic Reference Field [221] which is important for
radio analyses as the radio emission of air showers highly depends on the Earth’s magnetic field.
The measurement of radio emission of air showers enables investigating radio physics of EAS as well
as determining primary cosmic-ray properties, e.g., arrival direction and energy. The reconstruction
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Figure 4.23: Principle sketch of radio and cosmic-ray physics using radio antennas for air shower experiments.

steps on station level as well as on the combined information of multiple stations forming the event
level are sketched in Fig. 4.23 and are explained in the following.
Due to radio emission generated by an air shower, a voltage trace is induced in both antennas in each

radio station which is then recorded at the digitizer and measured in ADC counts. The recorded ADC
counts per time are calibrated to a voltage trace Uptq [206]. Afterwards, the voltage trace is corrected
for the frequency-dependent influence of the full signal chain of the radio station from the digitizer
to the antenna footpoint so that the voltage that has been induced into the antenna is obtained. Then,
the station timing depending on the GPS clocks of the stations is corrected by using the information
from the reference beacon transmitter (cf. Sec. 4.3.5) [202]. As the noise varies in time, a complex
method to suppress mono-frequent noise is applied by fitting sine waves to the voltage trace [222,
223]. From these fits, amplitudes, frequencies, and phases of noise sources are obtained and the noise
can be removed from the trace. A Fourier transformation is performed and continuous noise signals
from known sources such as the beacon frequencies are filtered out.
From the corrected voltage in the Fourier space, the electric-field as function of the frequency is recon-
structed by using the information about the antenna response pattern in terms of the VEL as described
in Sec. 3.8. By performing an inverse Fourier transformation, the electric field trace is obtained. In
Fig. 4.24, the corrected voltage traces and the reconstructed electric-field traces are shown for an ex-
ample event. For each electric-field trace of each polarization, the Hilbert envelope is calculated and
quadratically summed. From the Hilbert envelope of the electric field several physical quantities are
obtained enabling investigating radio physics of the EAS as well as reconstructing properties of the
primary cosmic ray which are briefly described in the following.
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Figure 4.24: Radio signal of a cosmic-ray induced air shower having an energy of 1.14 ¨ 1018 eV, with a zenith
angle of 30 ˝ and an azimuth angle of 14 ˝ south of east measured in one of the radio stations equipped with
LPDAs. (left) Voltage traces measured in both horizontal polarizations. The ADC calibration factor as well as
signal chain and background noise corrections are already considered. (right) Reconstructed electric field in
Cartesian coordinates and the corresponding Hilbert envelope. Plots adapted from [30].

Arrival Direction

The position of the maximum of the combined Hilbert envelope marks the arrival time of the signal.
Combining the information about the arrival time of multiple stations with signal, the arrival direction
of the primary cosmic ray can be reconstructed. It depends on the shape of the radio signal [159, 224,
225]. Different model types of the shower front such as a planar, a spherical and a conical wavefront
are sketched in Fig. 4.25. A good estimation of the shower shape is a hyperbola which means that
it is described by a spherical wavefront close to the shower axis and at larger distances the shape is
described by a conical wavefront [226, 227]. From the assumptions of the different shower fronts, the
expected arrival time ti of the signal at each station i is calculable:

tplanar
i “ ´

~npθ, φq ¨ ~di
c

tspherical
i “

|~RpR, θ, φq ´ ~di|

c

tconical
i “

|~hpρ, θ, φ, ~diq| ´ ~npθ, φq ¨ ~di
c

(4.8)

with the incoming direction ~npθ, φq described by the zenith angle θ and the azimuth angle φ, the
distance of the i-th radio station to the shower core ~di, the speed of light c, the position of the signal
source ~RpR, θ, φq and the offset of the conical shower front compared to the planar shower front
|~hpρ, θ, φ, ~diq| which depends on the opening angle ρ of the cone. The easiest model is to assume a
planar wave front moving with the speed of light. Then, the signal source is placed in infinite distance.
In this case, the arrival time only depends on the azimuth and zenith angle and at least three stations
with signal are needed to reconstruct the arrival direction. The assumption of a planar shower shape
is just a rough estimation and the arrival direction is reconstructible with a resolution on the degree
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Figure 4.25: Sketch of different models of the shower front such as a planar (orange solid line), a spherical
(blue dashed line) and a conical (red solid line) wavefront. Picture adapted from [30].

level. A more complex model such as the spherical or conical wave front exhibits a better description
of the shower shape. Nevertheless, the fit of the arrival direction using a complex shower-front model
gets more difficult compared to those using a planar shower front. In the case of the spherical shower
front at least four and in the case of a conical shower front a large number of radio stations with signal
are needed to perform the reconstruction. In Off line, these different shower fronts are implemented
and are usable for data analyses. The reconstruction starts with fitting the simplest model of a planar
wave front and then the fit is enhanced by adding the additional parameters of the more complex
shower front model. If the more complex fit fails, the simpler shower front model is used for the
reconstruction. In Fig. 4.26, the arrival directions of 126 events measured with the radio stations of
AERA24 are presented. A clear north-south asymmetry is visible. The asymmetry stems from the fact
that the signal strength of the dominant geomagnetic emission process scales with sinpαq where α is
the angle between the arrival direction and the Earth’s magnetic field and thus is maximal if arrival
and magnetic-field direction, are perpendicularly aligned.

Polarization Distribution

Besides the arrival direction, the electric-field polarization is reconstructed from the Hilbert envelope.
It is found that the electric-field polarization in the full width half maximum (FWHM) of the Hilbert
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Figure 4.26: Arrival directions of 126 events measured with the radio stations of AERA24. The radial axis
denotes the zenith angle and the polar axis indicates the azimuth angle respectively. The green circles mark
events with at least five station with signal and the red star indicates the magnetic-field direction at AERA. Plot
taken from [25].

envelope from EAS is nearly constant in contrast to those from noise [203]. To improve the precision
of the electric-field polarization, the electric-field vector ~Eptq is determined for each time bin t in the
FWHM of the Hilbert envelope and is then averaged to the combined electric-field vector to describe
the electric-field polarization. The determination of the polarization distribution from measurements
in multiple radio stations enables probing the radio emission processes (cf. Sec. 2.4.2). In the geomag-
netic emission process, charged particles are deflected in the Earth’s magnetic field forming a moving
dipole and a signal polarized according to the Lorentz force described by ~egeo. Thus, polarization
due to the geomagnetic emission process only depends on the arrival direction and is constant for all
radio stations. In contrast, in the charge-excess emission process secondary particles knock out elec-
trons of the air molecules. Furthermore, positrons partly annihilate in the atmosphere which leads to a
time-varying negative charge excess in the shower front forming a dipole along the shower axis and a
radially polarized signal described by ~ece. Thus, the electric-field polarization due to the charge-excess
emission process depends on the observer position. The complete radio signal ~E is a superposition of
both processes:

~E9 sinpαq~egeo ` a~ece (4.9)

with the angle α between the arrival direction and the Earth’s magnetic field, and the relative strength
of the charge-excess emission process a. The relative strength of the charge-excess emission process
has been measured using the radio stations of AERA24. From signal polarization measurements the
average strength of the charge-excess emission process has been determined to a “ 0.14˘ 0.02 [20]
which has already been presented in Fig. 2.13 of Sec. 2.4.2.
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Figure 4.27: (left) Sky map of the arrival directions of 47 events measured with the radio stations of AERA24.
The black arrows indicate the horizontal component of the measured electric-field polarization in an underlying
Cartesian coordinate system. Note that there are at least three measurements per event. The red arrows indicate
the expectation from the geomagnetic emission process. The red star marks the Earth’s magnetic field at AERA.
(right) Histogram of the angle between the measured and expected electric-field vector from a model with
(black) and without (red) the charge-excess component included. Plots taken from [203].

In a further analysis, the polarization of 47 events measured in the radio stations of AERA24 has been
investigated and compared to an electric-field model based on the geomagnetic emission process first
before adding the charge-excess component [203]. On the left side of Fig. 4.27, a sky map of the
event arrival directions is shown where the measured polarization is compared to the expectation from
the geomagnetic emission process while both are projected to the horizontal component. Both the
measured and the predicted polarization agree in a first approximation which confirm that the geo-
magnetic emission process is the dominant emission process. On the right side of Fig. 4.27, the angles
between the measured and modeled electric-field vector with and without adding an average charge-
excess component of 14 % are histogramed. A better agreement between measurement and model is
achieved if the charge-excess component is included in the model which confirms the presence of the
charge-excess emission process.

Radiation and Cosmic-Ray Energy

From the Hilbert envelope of the reconstructed electric field of the air shower ~Eptq, the radio energy
fluence fi at station i is determined which describes the amount of energy transferred from the cosmic-
ray energy into the radio emission per area. It is determined by calculating the time integral of the
absolute value of the Poynting vector. The integral is calculated in the signal windows defined in a
range of ˘200 ns around the arrival time ti which edges are denoted by t1 and t2. Background noise
is taken into account by subtracting a time integral in a noise window rt3, t4s which is normalized to
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the same size as the signal window from the signal [30]:

fi “ ε0c

˜

∆t
t2
ÿ

t1

| ~Eptq|2 ´∆t
t2 ´ t1
t4 ´ t3

t4
ÿ

t3

| ~Eptq|2

¸

(4.10)

with the vacuum permittivity ε0, the speed of light c, and the size of the time bin ∆t. From the com-
bination of the energy fluence measured in multiple stations, the lateral energy-fluence distribution of
the air shower is obtained. The superposition of the signal strength from the geomagnetic component
and from the charge-excess component leads to destructive and constructive interference effects (cf.
Sec. 2.4.2) and therefore to an azimuthal asymmetry in the lateral distribution of the radio energy
fluence. The energy fluence distribution is described by a two-dimensional lateral distribution func-
tion (LDF) [228, 229] taking into account asymmetries resulting from the two emission processes.
The LDF shape is best understood within the shower plane with one axis perpendicular to the shower
direction ~v and the Earth’s magnetic field ~B: ~v ˆ ~B, and the perpendicular axis: ~v ˆ p~v ˆ ~Bq. On
the left side of Fig. 4.28, the energy fluence distribution of a measured cosmic-ray induced air shower
and the corresponding LDF fit are presented. From the integral of the LDF over the area, the radio
energy estimator of the primary cosmic ray is obtained which is called the radiation energy. The
radiation energy describes the amount of energy which is transferred from the primary cosmic ray
into the radio emission of the air shower. The radiation energy is corrected for the geometric de-
pendence of the geomagnetic emission by dividing by sin2pαq where α is the angle between ~v and
~B so that different emission strengths due to different angels α are taken into account. On the right
side of Fig. 4.28, the corrected radiation energies of 126 air showers are shown, measured with the
radio stations of AERA24 and cross-calibrated with the well-understood data of the surface detec-
tor of the Pierre Auger Observatory. It is found that from a 1018 eV cosmic ray an energy of about
p15.8 ˘ 0.07q ¨ 106 eV is transferred into radio emission and the observed radiation energy scales
quadratically with the cosmic-ray energy [24, 25]:

EAuger
30´80 MHz{ sin2pαq “ p15.8˘ 0.7q ¨ 106 eV

ˆ

ECR

1018 eV

˙1.98˘0.04

. (4.11)

The AERA energy resolution has been determined to 22 % which improves to 17 % for events with at
least five stations with signal. The systematic uncertainty of the cosmic-ray energy reconstruction is
14 %.

In the previous discussion, the radiation energy is calibrated using the information of the baseline
detectors of the Pierre Auger Observatory. Instead, the energy calibration can be done by using the
theoretical prediction of the radiation energy which allows to determine the cosmic-ray energy scale
using the AERA detector. The idea is illustrated on the left side of Fig. 4.29. The procedure to
determine the radiation energy is divided into an experimental part, as explained beforehand, and a
theoretical part. The radio emission primary originates from the electromagnetic part of the air shower
and thus can be calculated from first principles using classical electrodynamics (cf. Sec. 2.4.2). As
soon as the creation of radio emission stops at the end of the air-shower development, the radiation
energy stays constant because the Earth’s atmosphere is essentially transparent for radio waves in the
very-high-frequency (VHF) band. Thus, measurement and theoretical prediction of the radiation en-
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Figure 4.28: (left) Energy fluence for an extensive air shower with an energy of 4.4 ¨ 1017 eV and a zenith
angle of 25 ˝ measured with multiple radio stations of AERA (colored circles). The center indicates the shower
core reconstructed with the radio data. The colored background illustrates the energy fluence obtained by a fit
of a two-dimensional lateral distribution function (LDF). The white star marks the shower core reconstructed
using the surface detector (SD) data of the Pierre Auger Observatory. (right) The corrected radiation energy
in relation to the cosmic-ray energy measured with the SD. Events with 3 and 4 radio stations with signal are
marked as white circles and in case of more than 5 radio stations with signal are marked as green circles. Plots
taken from [24, 25].

ergy are directly comparable. For a detailed discussion about the theoretical part refer to [29].
The CoREAS simulation code [28] is used to simulate air showers and their radio emission. CoREAS
is a microscopic simulation code, where the radiation of each single particle is calculated by first prin-
ciples of classical electrodynamics, and then superposed to the full radio emission. As the emission
originates from the electromagnetic part of the air shower, the radiation energy correlates best with the
energy of the electromagnetic cascade. In addition to the geometric dependence of the geomagnetic
emission process, a second dependence on the air density at the shower maximum was identified and
parametrized. This corrected radiation energy is presented as a function of the energy in the electro-
magnetic cascade on the right side of Fig. 4.29. A quadratic relation with a scatter of less than 3 % is
observed [29]. To obtain the cosmic-ray energy from the electromagnetic shower energy, the invisi-
ble energy needs to be taken into account, e.g., neutrinos and high-energy muons rarely contributing
to the radiation energy. This can be done using a parametrization that was obtained from measure-
ments [142].
The currently estimated systematic uncertainties with respect to the cosmic-ray energy are briefly dis-
cussed in [30]. The uncertainty from the antenna calibration of the radio detector is identified as the
dominant uncertainty of the cosmic-ray energy measurement. The antenna calibration and a thorough
description of its uncertainties are part of this thesis and discussed in the following chapters.
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5
Measurement of the LPDA Low-Noise
Amplifier Temperature Dependency

One of the challenges measuring cosmic-ray induced air showers at AERA are the varying local
weather conditions. AERA is located in a region with large temperature variations also during the
day. Changes in temperature of more than 20 ˝C are not uncommon. Fluctuations in temperature
have a direct influence on the radio station electronics, e.g., the electric properties of the low-noise
amplifier (LNA), filters, and amplifiers. This directly impacts the recorded signal strength of the cor-
responding radio signals and thus the reconstructed cosmic-ray properties. As the LNA is included in
the absolute detector calibration, its temperature dependency is of great interest (refer to Chap. 8) with
respect to the calibration uncertainties. The temperature dependency of the LPDA LNA power gain
|S21|2 has been determined which is presented in this chapter. The chapter is structured as follows.
In Sec. 5.1, the measurement setup is explained, an example measurement is presented in Sec. 5.2 and
the measurement results are finally presented in Sec. 5.3.

5.1 Measurement Setup

The temperature dependency of the LNA gain has been determined using a temperature-adjustable and
PC-controlled fridge. The fridge has originally been developed at the RWTH Aachen University to
perform temperature dependent measurements of silicon photomultiplier. For detailed technical infor-
mation concerning the fridge refer to [230]. A schematic view of the setup is shown in Fig. 5.1. The
LNA was placed in the fridge and connected via coaxial cables to a vector network analyzer (VNA).
Transmission measurements were performed while different temperatures are adjusted. The VNA is
located outside the fridge to avoid temperature drifts stemming from the VNA itself. An FSH4 vector
network analyzer from the company Rohde&Schwarz [231] is used for the measurements providing
a signal of 0 dBm strength sweeping each second through the whole frequency range and a readout
impedance of 50 Ω. The manufacturer states an uncertainty of 0.05 dB for transmission measure-
ments. The full signal chain from FSH4 to the LNA is calibrated out so that only the LNA power gain
|S21|2 is measured. The temperature within the fridge is set using a PC and is measured using eight
SHT10 temperature sensors from the manufacturer Sensirion [232]. The manufacturer states a typical
temperature uncertainty of 0.5 ˝C. The temperature is sampled with a rate of about 0.2 Hz. The data
of the temperature sensors and of the FSH4 are stored on the PC. One of the temperature sensors is
located close to the LNA which is used to determine the ambient temperature at the LNA. The fridge
enables performing the measurements in a wide temperature range. Pictures of the setup are shown in
Fig. 5.2.
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Figure 5.1: Schematic view of the setup to measure the temperature dependency of the low-noise amplifier
(LNA) gain using a PC-controllable fridge. The LNA is placed in the fridge and connected via coaxial cables to
a vector network analyzer (VNA). Transmission measurements are performed while different temperatures are
set. The temperature is measured by a temperature sensor placed close to the LNA. A PC is used to control the
temperature in the fridge and to store the data from the temperature sensor and the VNA.

5.2 Example Measurement

In the following, one example measurement of one LNA is presented. The measurement of the LNA
power gain |S21|2 has been done for temperatures ranging from about 8 ˝C to about 45 ˝C and was
performed over more than two days. The fridge has been heated to approximately 45 ˝C first. Then,
the measurement has been started and the temperature has been reduced in steps of 2 ˝C to approxi-
mately 8 ˝C. Afterwards, the temperature has been increased in steps of 2 ˝C to approximately 41 ˝C

again. Thus, a positive as well as a negative temperature gradient have been taken into account. The
temperature measured close to the LNA as a function of time is shown on the left side of Fig. 5.3.
At each 2 ˝C-step in temperature, a small oscillation around the new set temperature is visible until
the temperature stays constant. This effect can negatively influence the measurement resolution if the
time window of the temperature oscillation is small compared to the reaction time of the LNA. On
the right side of Fig. 5.3, the LNA power gain |S21|2 as a function of the frequency for three differ-
ent temperatures of T “ 8.0 ˝, T “ 18.6 ˝, and T “ 38.5 ˝ is shown exemplary. The LNA exhibits a
typical power gain of |S21|2 “ 18 dB in the frequency range from 30 MHz to 80 MHz (cf. Sec. 4.3.2).
Additionally, from these measurements a temperature dependency of the LNA gain is suggested: The
higher the temperature, the lower is the LNA gain.
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Figure 5.2: Pictures of the low-noise amplifier placed inside the fridge.
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Figure 5.3: (left) Temperature measured using the temperature sensor located close to the low-noise amplifier
(LNA) as a function of time. (right) LNA power gain |S21|2 as a function of the frequency for three different
temperatures of T “ 8.0 ˝C, T “ 18.6 ˝C, and T “ 38.5 ˝C.

5.3 Results of the Measurement

A deeper quantification of the temperature dependency has been performed. The temperature drift
of the LNA power gain is analyzed for each measured frequency. In Fig. 5.4, the LNA power gain
|S21|2 as function of the temperature measured at 55 MHz is shown exemplary. The power gain
decreases with the temperature. A function y “ a ¨ x ` b with two fit parameters a and b is fit to
the data. The temperature drift of the LNA power gain is described by the slope a of the fit which is
a “ ´0.017 dB{K at 55 MHz.

The slope a has been determined for all measured frequencies and is presented on the left side of
Fig. 5.5. In general, the fits exhibit a nearly constant slope for frequencies ranging from 30 MHz to
80 MHz. On the right side of Fig. 5.5, all fit slopes in the mentioned frequency region are histogramed.
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Figure 5.4: Power gain |S21|2 of the low-noise amplifier as a function of the temperature at 55 MHz (blue
line). The red line indicates the linear fit to the measured data.

The temperature dependency of the LNA power gain |S21|2 is determined to be a “ ´0.017 dB{K

in the median. The measurements show fluctuations of the LNA power gain of typically less than
0.1 dB. The measurement has been repeated for another LNA in an independent measurement and
similar results have been determined which are presented in the appendix A.
As an additional cross check, the influence of the temperature gradient on the temperature dependency
of the LNA power gain has been investigated. The measurement discussed beforehand is split in two
samples of same size resulting in two data samples one with a falling and one with a rising temperature
gradient (compare to left plot of Fig. 5.3). The analysis is repeated for both data samples. The new
slopes are histogramed for all frequencies from 30 MHz to 80 MHz for both data samples respectively.
The resulting histograms of a are presented in Fig. 5.6. The median values are in good agreement with
the result from the whole measurement presented in Fig. 5.5. From this, it is concluded that hysteresis
effects are negligible small.
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Figure 5.5: (left) Temperature dependency slope a of the low-noise amplifier power gain as a function of the
frequency. (right) Histogram of a in the frequency range from 30 MHz to 80 MHz. The red dashed line marks
the median value in both plots.
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Figure 5.6: Histograms of the slope a of the temperature dependency of the low-noise amplifier power gain in
the frequency range from 30 MHz to 80 MHz for the subsample with a falling temperature gradient (left) and
with a rising temperature gradient (right). The red dashed line marks the median value in both plots.





6
Relative Permittivity Measurements of
Soil from the AERA Site

Both ground permittivity and ground conductivity have a direct influence on the signal reflection on
ground. Thus, different ground conditions impact the antenna response pattern depending on the an-
tenna sensitivity to the ground direction. A thorough knowledge of ground permittivity and ground
conductivity with respect to the signal frequency as well as their variations, e.g., due to rain fall, is
necessary for an accurate description of the frequency-dependent antenna response pattern. From
Sec. 3.7, it is known that the signal reflection on ground with typical ground conditions at AERA is
most dependent on the ground permittivity. Thus, a focus is put on the investigation of the ground
permittivity of soil from the AERA site in this chapter. A measurement setup has been developed to
measure the frequency-dependent permittivity of soil from the AERA site using a capacitor. In a mea-
surement campaign, soil samples from the AERA site have been collected and the ground permittivity
has been measured in the laboratory with respect to the soil humidity. In a second measurement cam-
paign, the ground permittivity at different positions has been measured directly at AERA to investigate
the ground homogeneity at the site.
The chapter is structured as follows: In the first section, the measurement principle is presented and a
theoretical overview is given. In Sec. 6.2, calibration measurements are shown in which the relative
permittivity of known materials are determined and compared to its literature values. Afterwards, the
results of the measurement campaigns are presented in Sec. 6.3. From the combination of the results
of both measurement campaigns, typical values of the soil permittivity at the AERA site are achieved.

6.1 Principle of the Permittivity Measurement

In this section, the principle to determine the frequency-dependent relative permittivity of soil is ex-
plained. As the electric field within a capacitor is influenced by the dielectric described by its relative
permittivity, a capacitor is an ideal instrument to measure the relative permittivity εr of a dielectric.
The dielectric is placed in between the capacitor plates with a plate area A with a distance d between
the capacitor plates. To avoid shorting effects, the capacitor plates are enveloped in a thin layer of
non-conductive film. Applying an alternating electric field to the capacitor plates then enables to mea-
sure the frequency-dependent relative permittivity εr of the dielectric. A sketch of the setup is shown
in Fig. 6.1.
The capacity C of a capacitor is calculated by:

C “ ε0εr
A

d
(6.1)
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Figure 6.1: Setup to determine the frequency-dependent relative permittivity of a dielectric using a capacitor
with plate size A and a plate distance d applying an alternating electric field produced by a vector network
analyzer in a reflection measurement.

where ε0 “ 8.854 ¨10´12 F
m is the vacuum permittivity. By applying an alternating electric field with a

frequency f , the capacitor acts as resistor with a complex impedance ZC “ RC ` iXC . The so-called
capacitive reactance XC is correlated with the capacity of the capacitor:

XC “ ´
1

2πfC
. (6.2)

From a reflection measurement using a vector network analyzer (VNA) the electrical reactance X
of the setup is obtained. The setup itself consists of cables and connectors and thus has a constant
inductance L resulting in a parasitic inductive reactance XL:

XL “ 2πfL. (6.3)

Further parasitic conductive terms are expected to be small compared to the capacitive reactance of
the capacitor especially at small frequencies. Thus, the electrical reactance X of the setup measured
in the reflection measurement is a superposition of the reactance of the capacitor XC and the parasitic
reactance XL:

X “ XC `XL (6.4)
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The parasitic inductivity L is obtained from multiple calibration measurements using air as dielec-
tric. The relative permittivity of air εr,air is close to one and thus close to that of vacuum. Hence, no
frequency dependency of εr,air is expected and thus also no dependency of the capacityCair on the fre-
quency is expected. From these calibration measurements, the resonance frequency of the respective
measurements fres is determined. The resonance frequency denotes the frequency where the setup
reactance X is equal to zero:

X “ XCairpfresq `XLpfresq “ 0. (6.5)

By plugging Eq. (6.2) and Eq. (6.3) in Eq. (6.5), the setup inductance is then obtained by:

L “
1

p2πfresq
2Cair

(6.6)

For a given plate distance dmeas, the capacity Cair of the setup using air as dielectric is calculated
according to Eq. (6.1) resulting in a setup inductivity of:

L “
dmeas

p2πfresq
2ε0εr,airA

. (6.7)

The obtained inductivities of the multiple calibration measurements are averaged to the combined
inductivity L of the setup. The frequency-dependent relative permittivity εr of different dielectrics is
then obtained by combining Eq. (6.1) to Eq. (6.4) resulting in:

εr “
d

2πfε0Ap2πfL´Xq
(6.8)

with the distance between the capacitor plates d, the capacitor plate area A, the combined setup induc-
tivity L, the setup reactance X , and the respective frequency f .

6.2 Test Measurements to Benchmark the Capacitor System

In this section, the principle of determining the frequency-dependent relative permittivity using a ca-
pacitor is proven by measuring the relative permittivity of specific materials which is then compared
to the respective literature value. Furthermore, the measurement uncertainties are discussed on basis
of these calibration measurements. First, the measurement devices and the calibration measurements
using air as dielectric as well as its uncertainties are presented and afterwards the determined relative
permittivities of different specific materials are shown.
A capacitor with a plate area of A “ 0.09 m2 is used and the setup reactance is determined from a re-
flection measurement using an MS46522A VNA from the manufacturer Anritsu [233] with an intrinsic
impedance of ZS “ 50 Ω. The complex reflection coefficient Γ is measured and the setup impedance
ZL is then obtained from Eq. (3.19). The setup reactance X is given by the imaginary part of ZL.
The manufacturer states an uncertainty of better than 0.3 dB on the reflection coefficient magnitude
and denotes an uncertainty of better than 3 ˝ on the reflection coefficient phase. The uncertainty of the
frequency is stated to be 2.25 ppm which is negligible compared to the uncertainties arising due to the
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Figure 6.2: The reactance X as function of the frequency using a capacitor and using air as dielectric for
different capacitor plate distances. The colored bands indicate the respective measurement uncertainty from the
vector network analyzer. The dashed lines mark the respective resonance frequency with X “ 0 Ω.

magnitude and phase.
The distance between the capacitor plates d is measured using a caliper gauge with an accuracy of
about 0.05 mm which is negligible compared to the uncertainties arising from the VNA.
The parasitic inductivity of the setup resulting in the parasitic reactance XL is determined in multiple
calibration measurements using air as dielectric. The reactance X of three different measurements as
function of the frequency and the respective resonance frequencies are shown in Fig. 6.2. In Tab. 6.1,
the resulting inductivities are listed and then combined to the averaged inductivity L of the setup in-
cluding the influence of the used cables and connectors. The fluctuation between the inductivities is
used as uncertainty of the combined inductivity L.
According to Eq. (6.8), the frequency-dependent relative permittivity εr of different materials with

different material thicknesses has been determined and is then compared to the respective literature
values. A picture of the capacitor with PVC in between the capacitor plates is shown in Fig. 6.3.
The obtained relative permittivities of acrylic glass, paper, pressboard, and PVC as function of the

frequency in a frequency range from 10 MHz to 70 MHz are presented in Fig. 6.4. The colored bands
denote the respective uncertainties where the influence from the VNA, from the calibration measure-
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Measurement d [mm] fres [MHz] L [nH]
1 2.6 27.0 113
2 5.4 39.8 108
3 7.9 46.6 116
4 7.9 46.6 116
5 7.9 45.9 119

combination – – 115˘ 4

Table 6.1: The parasitic setup inductivity of five calibration measurements. The measurements are combined to
the averaged inductivity.

Figure 6.3: The capacitor used for the relative permittivity measurements. The capacitor plates are enveloped
in a thin layer of non-conductive film. In between the capacitor plates, a PVC plate is placed to measure its
relative permittivity and thus, to proof the measurement principle of using a capacitor to determine the relative
permittivity.

ments to obtain the combined inductivity, and from the distance between the capacitor plates are
combined. For frequencies outside the chosen range, the measurement uncertainties strongly increase
and thus inhibit valid conclusions about εr. In general, the relative permittivity decreases with the
frequency for the given materials. At large frequencies εr increases again, but also the uncertainties
are getting larger especially in the case of acrylic glass and PVC. All measurements exhibit relative
permittivites which are compatible with the respective literature values. Typical values of the respec-
tive material for direct current are illustrated by the markers and the error bars at small frequencies.
For visualization reasons the literature values are shifted.

6.3 Soil Measurement Campaigns

In this section, the frequency-dependent relative permittivity of soil from the AERA site is determined.
For this purpose, two kind of measurement campaigns have been performed. Firstly, the relative per-
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Figure 6.4: Frequency-dependent measurement of the relative permittivity of acrylic glass (blue line), paper
(red line), pressboard (black line) and PVC (turquoise line). The colored markers with the error bars represent
typical literature values of the respective material for direct current. For visualization reasons the literature
values are shifted. Typical values of the respective materials are listed in [234–237].

mittivity of soil collected from one position has been measured in the laboratory. Here, reproducibility
of the measurements with stable environmental conditions as well as the dependence of the relative
permittivity on the soil humidity is investigated. Secondly, measurements of the relative soil permit-
tivity at different locations at AERA measured directly at the site are presented. These measurements
give an impression of the homogeneity of the soil conditions at the AERA site. From both measure-
ment campaigns, typical values of the relative permittivity from the soil at the AERA site are obtained.
In the following, the laboratory measurements of the permittivity of soil from AERA are discussed
first and afterwards the measurements performed directly at the site are presented.

6.3.1 Permittivity Measurements in the Laboratory of Soil collected at the AERA site

With the measurements of the relative permittivity of soil from AERA the reproducibility of the mea-
surement as well as the influence of soil humidity on the relative permittivity are investigated. A
sample of soil from the surface at one station of AERA has been collected and the relative permittivity
has been determined in multiple measurements in the laboratory. For the measurement, the same setup
is used as mentioned in the calibration measurements. In contrast to the specific materials used in the
calibration measurements, the soil is not a rigid plate and thus it is expected that the distance between
the capacitor plates is not constant. Hence, the distance between the plates is measured at multiple
positions and then averaged to a combined distance which is used in the analysis. Pictures of the soil
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Figure 6.5: (left) The sample of soil collected from the surface at the AERA site. (right) Setup of the laboratory
measurement campaign to determine the relative permittivity of the soil sample using the capacitor connected
to a vector network analyzer.

sample as well as of the setup are shown in Fig. 6.5.

Reproducibility Measurements
To investigate the measurement reproducibility multiple measurements of the soil sample have been
performed. The measurements have been repeated four times at different days so that independent
measurements with nearly constant environmental conditions of the laboratory are guaranteed. Before
performing the measurements, the soil sample has been dried. The recorded setup reactance X of
the four measurements is shown as function of the frequency in the upper left diagram of Fig. 6.6.
From these measurements, the relative permittivity of the soil sample is then determined according
to Eq. (6.8) which is presented as function of the frequency in the upper right diagram of Fig. 6.6.
The relative permittivity increases with the frequency starting at a relative permittivity around 2.5

at 10 MHz up to about 6 at 70 MHz. In the lower left diagram of Fig. 6.6, the average permittivity
εr of these four measurements is shown as function of the frequency. The fluctuation σ between
the measurements is marked by the blue area which increases with the frequency. Compared to the
average εr from four measurements, the median value of the ratio σ{εr is about 6 % which is presented
in the lower right diagram of Fig. 6.6.

Influence of the Soil Humidity
The influence of the soil humidity on the relative permittivity has been investigated by using soil with
different content of water as dielectric. The soil sample is humidified by spraying water ranging from
10 ml to 100 ml on the sample as shown in Fig. 6.7. The measurements of the different degrees of soil
humidity have been performed in a row starting with dry soil. Thus, for the measurements the same
environmental conditions and the same plate distance were present. The measurements differ in the
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Figure 6.6: (upper left) The setup reactance X (colored lines) as function of the frequency for four indepen-
dent measurements. The colored bands mark the respective measurement uncertainty due to the vector network
analyzer. (upper right) The resulting relative permittivity of the respective measurement as function of the
frequency. (lower left) The average relative permittivity εr from the four measurements. The fluctuation be-
tween the measurements is indicated by the blue region. (lower right) Histogram of the ratio σ{εr from four
measurements. The median value is indicated by the red dashed line.

soil humidity only. Compared to the capacitor plate size A “ 0.09 m2, the used amounts of water are
equivalent to a column of water ranging from 0.1 mm to 1.1 mm per square meter and indicate typical
values of rainfall of light rainy days [238].

In the left diagram of Fig. 6.8, the recorded setup reactance is shown exemplary for dry soil and
for wet soil with two different contents of water as dielectric. From these measurements, the relative
permittivities are determined according to Eq. (6.8) and are presented as function of the frequency
and the soil humidity on the right side of Fig. 6.8. The measurements confirm that the soil humidity
impacts the relative permittivity of the soil. The wetter the soil, the higher is the relative permittivity.
Whereas the relative permittivity is about 3 over the whole frequency range in the case of dry soil,
the measurements exhibit values of the relative permittivity in between 4 and 9 in the case of wet
soil. Compared to the conditions at AERA, the capacitor plates prohibit that the water seeps away.
Therefore, the soil sample used in these laboratory measurements is wetter than the soil at the AERA
site would be compared to the same amount of water. Hence, the changes of the relative permittivity
compared to the relative permittivity of dry soil give an upper limit for the respective water content.
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Figure 6.7: Picture of the soil sample placed in the capacitor. Different soil humidities are achieved by spraying
water with different amounts of water on the soil sample.
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Figure 6.8: (left) The setup reactance X (colored lines) as function of the frequency for dry soil as well as for
two wet soils with different soil humidity. The colored bands indicate the respective uncertainty due to the vector
network analyzer. (right) The resulting relative permittivity as function of the frequency and the soil humidity.
The relative permittivity increases with the soil humidity.

6.3.2 Permittivity Measurements of Soil at the AERA Site

In this subsection, the measurements of the soil permittivity performed at different positions at the
AERA site are presented. These measurements give indications of the relative permittivity of the soil
under realistic conditions as well as of the homogeneity of the soil consistency at the AERA site. For
the measurements, a hand-held FSH4 VNA from the company Rohde&Schwarz [231] is used. For the
FSH4, the manufacturer states an uncertainty of 0.06 dB on the reflection coefficient magnitude and
denotes an uncertainty of 3 ˝ on the reflection coefficient phase. The uncertainty of the frequency is
stated to be about 10 ppm which is negligible compared to the uncertainties arising due to the magni-
tude and phase.
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Figure 6.9: For the measurements at the AERA site, the capacitor has been placed on a wooden plate to reduce
disturbing effects from the underlying soil as well as to avoid a grounding of the capacitor plates. Soil from the
surface is collected and placed in between the capacitor plates. The distance between the plates is measured at
multiple positions using a tapeline.

During the measurements at AERA, the capacitor was placed on a non-conductive wooden plate to
avoid a disturbing influence of the underlying soil as well as to avoid a grounding of the capacitor. At
each position, a sample of soil was collected from the surface and was placed in between the capacitor
plates. The distance between the capacitor plates is measured at multiple positions using a tapeline
which are then combined to an averaged distance. The fluctuation of different distances is used as un-
certainty of the averaged distance. Pictures of the setup at AERA are shown in Fig. 6.9 and Fig. 6.10.
The measurements have been performed at ten different positions within the second phase of AERA.

A map of AERA including the positions of the permittivity measurements which are marked as red
pentagons is shown in Fig. 6.11. The numbers close to the pentagons mark the respective weighted
median of the relative permittivity distribution in the frequency range from 30 MHz to 60 MHz which
is explained in the following.

In Fig. 6.12, the recorded setup reactance as function of the frequency at four different positions
counted from west to east (cf. Fig. 6.11) are presented. From these measurements, the relative per-
mittivity is then determined according to Eq. (6.8). In Fig. 6.13, the frequency-dependent relative
permittivities εr from soil collected from the four positions are shown as function of the frequency.
The resulting relative permittivities from the other positions are shown in the appendix B.
The measurement of the relative permittivity at the position located in the west of AERA is nearly

constant at 5 for all frequencies whereas at the other positions the relative permittivity is higher, es-
pecially at large frequencies. The uncertainties increase with the frequency for all measurements. In
case of the measurement in the east of AERA the systematic uncertainty strongly increases at around
65 MHz and thus allows unphysical values of the relative permittivity below 1. Therefore, this method
to determine the frequency-dependent relative permittivity is limited to smaller frequencies. To guar-
antee comparability between all performed measurements the upper frequency limit is set to 60 MHz.
Considering this limitation as well as considering the sensitive frequency range of AERA, the analyzed
frequency range is set from 30 MHz to 60 MHz. In Fig. 6.14, the relative permittivities measured at
the ten different positions are compared to each other. In the left diagram, the relative permittivity at
each position for three different frequencies of 35 MHz, 45 MHz, and 55 MHz is presented. The error
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Figure 6.10: Picture of the full setup to measure the relative permittivity of soil at the AERA site using a
capacitor connected to the FSH4 vector network analyzer.

bars indicate the measurement uncertainties due to the uncertainties from the the VNA, from the par-
asitic inductance measurement as well as from the measurement of the distance between the capacitor
plates. In the right diagram, the median weighted by the measurement uncertainties and the weighted
68-percent quantile of the relative permittivity distribution in the frequency range from 30 MHz to
60 MHz for each measurement is shown. The measurements are ordered from west to east in both
diagrams. The measurements at the AERA site have been performed at one day. The days before the
measurement campaign it was rainy at AERA and therefore a wet soil was present. For the majority
of the positions, the measurements exhibit values from 6 to 7. Only in the very west of AERA, the
measurements of the relative permittivites exhibit values of 5 and in the very east of AERA exhibit
larger relative permittivites of about 10. These differences can be attributed to the fact that in the west
of AERA the soil consistency is sandy whereas in the east the soil consistency is more earth like.
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Figure 6.11: Map of AERA. The LPDA-equipped radio stations are indicated by the blue dots and the Butterfly-
equipped radio station of phase 2 are marked by the green triangles. The positions of the permittivity mea-
surements are indicated as red pentagons. At each position, the weighted median of the relative permittivity
distribution in a frequency range from 30 MHz to 60 MHz is given.

6.3.3 Conclusions from the Measurement Campaigns

To define typical values of the relative permittivity of soil at AERA, the results of both measurement
campaigns performed in the laboratory and at the site are combined. For the laboratory measurements,
the soil was dried first and the relative permittivity of the soil with different content of water has been
investigated. It was found that the ground permittivity is typically larger than 2 and increases with the
soil humidity.
The ground permittivity has been measured directly at different positions within AERA to investigate
the ground homogeneity at the site. The soil used in the laboratory measurements exhibit smaller rel-
ative permittivites than those performed at the AERA site. This indicates a larger soil humidity during
the measurement campaign at the AERA site than in the measurement performed in the laboratory
which is explained by the rainy days before the measurement campaign at AERA. For the majority of
the positions, the measurements exhibit values from 6 to 7. Only in the very west and in the very east
of AERA the permittivity differs which can be attributed to the fact that in the west of AERA the soil
consistency is sandy whereas in the east the soil consistency is more earth like. It was found that the
ground permittivity is typically smaller than 10.
The combination of the measurement campaigns exhibits typical values of the relative permittivity
between 2 and 10 depending on the soil humidity.
As the ground permittivity changes the reflectivity of an electromagnetic signal on ground, variations
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Figure 6.12: The setup reactanceX as function of the frequency of four measurements at the AERA site counted
from west to east (cf. Fig. 6.11). The colored bands indicate the respective measurement uncertainty due to the
uncertainty from the vector network analyzer.

of the ground permittivity influence the directional-dependent antenna sensitivity. The larger the sen-
sitivity of the antenna towards the ground direction, the larger is the influence of a changing ground
permittivity on the antenna vector effective length. In the case of the LPDA, the influence of variat-
ing ground conditions on the response pattern based on the measurements presented in this chapter is
discussed in detail in the next chapter.
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Figure 6.13: The relative permittivity (blue dots) as a function of the frequency measured at different positions at
the AERA site counted from west to east (cf. Fig. 6.11). The red error bars indicate the uncertainty arising from
the distance measurements between the capacitor plates and the black area marks the combined uncertainty
arising from the vector network analyzer and arising from the measurements of the parasitic inductance of the
setup.
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Figure 6.14: (left) Relative permittivity at each position for three different frequencies of 35 MHz, 45 MHz, and
55 MHz. The error bars indicate the combined uncertainties arising from the vector network analyzer, arising
from the parasitic inductance measurements as well as arising from the measurement of the distance between the
capacitor plates. (right) Weighted median of the relative permittivity distribution in the frequency range from
30 MHz to 60 MHz. The relative permittivity is weighted by its uncertainties. The weighted 68-percent quantile
is indicated by the error bars. The measurement positions are ordered from west to east in both diagrams.
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For analyzing radio emission from extensive air showers, a precise description of the frequency and
directional-dependent antenna sensitivity is needed. The measurement of the antenna response pattern
is very complex and enables determining the antenna response pattern for discrete arrival directions
and frequencies only. A response pattern simulation delivers an overall description for all arrival di-
rections and frequencies. In this chapter, the simulation of the LPDA response pattern in terms of
the vector effective length (VEL) is discussed. Nevertheless, the simulation has to be confirmed by
measurements which is explained in detail in the next chapter for the case of the LPDA.
The chapter is structured as follows: Firstly, the standard simulation model is described considering
the LPDA structure and the standard environmental conditions. Furthermore, the resulting frequency
and directional-dependent antenna sensitivity in terms of the VEL decomposed in a horizontal |Hφ|

and a meridional component |Hθ| is presented. Secondly, the simulation stability is discussed by vary-
ing single parameters and investigating their influence on the standard simulation for the most sensitive
axis of the respective component with constant azimuth angle. Ground conductivity and ground per-
mittivity influences the signal reflection properties of the ground and thus impact the LPDA response
pattern. The influence of different ground conditions are investigated in Sec. 7.2. The antenna elec-
tronics are located within an electronics box beneath the LPDA. As the electronics box is made of
conductive material and is located close to the antenna within the antenna near field, it impacts the
LPDA response pattern. The influence of such an additional box is discussed in Sec. 7.3. Furthermore,
in Sec. 7.4, the influence of an antenna misalignment is discussed. Finally, the simulation results are
concluded in Sec. 7.5.
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Figure 7.1: Standard model of the LPDA used in the NEC-2 simulations. The total directional-dependent
antenna gain at 55 MHz is color coded in logarithmic units. The pinker the color, the higher is the antenna
sensitivity to this direction. The pink dot on top of the antenna marks the antenna footpoint.

7.1 The Standard LPDA Simulation Model

In this section, the standard antenna model of the LPDA is discussed which is used to simulate the
LPDA response pattern. In the original simulation of the LPDA response pattern, the antenna itself as
well as the following amplifier stage connected by a transmission line is taken into account.
The LPDA consists of nine λ{2-dipoles of different lengths which are combined to one single antenna
with the largest dipole located at the bottom and the shortest dipole at the top of the LPDA. The antenna
model follows the real antenna specifications as discussed in Sec. 4.3.2. The dipoles are connected to
a waveguide with the antenna footpoint at the top of the LPDA. The simulation of the LPDA response
pattern at the antenna footpoint, which is denoted as passive part of the LPDA, is performed using the
NEC-2 simulation code.
For the simulation, realistic ground properties are taken into account. At standard ground conditions
the ground conductivity is set to be 1.4 mS{m. Values of the conductivity of dry sand, which is
the typical ground consistency at AERA, are reported here [15, 164]. Measurements of the ground
permittivity at the AERA site yield values between 2 and 10 depending on the soil humidity (refer to
Chap. 6). The standard ground permittivity is set to be 5.5 in the simulation.
The NEC-2 realization of the LPDA is shown in Fig. 7.1. The footpoint is illustrated by the pink dot
in the middle of the highest dipole. Color coded is the total LPDA gain at 55 MHz. The pinker the
color, the higher is the antenna sensitivity to the respective direction. The main sensitive region of the
LPDA at 55 MHz is the zenith direction above the LPDA.
The footpoint is connected by an RG58 [211] coaxial transmission line with a length of ltl “ 2.9 m

to a low-noise amplifier (LNA) which amplifies the signal power typically by p18.1 ˘ 0.2q dB in
the frequency range from 30 MHz to 80 MHz. Both, the transmission line and the amplifier, then
constitute the active part of the LPDA and their own influence on the antenna response pattern as
well as reflection effects due to impedance mismatch between the components have to be considered
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separately. Mismatch and reflection effects between the antenna footpoint, the transmission line and
the LNA are explained in detail in Sec. 3.6. The respective LPDA and LNA impedances as well as the
LNA S-parameters are presented in Sec. 4.3.2.
The horizontal component |Hφ| and the meridional component |Hθ| of the LPDA VEL are calculated
using Eq. (3.31) and the simulation is performed in a frequency range from 30 MHz to 80 MHz in
steps of 1 MHz, for zenith angles from 0 ˝ to 90 ˝ in steps of 3 ˝, and for azimuth angles from 0 ˝

to 360 ˝ in steps of 7.5 ˝. Then, the LPDA VEL is modified with Eq. (3.49) considering the transfer
function from the LPDA footpoint to the system consisting of the transmission line connecting the
LPDA footpoint to the amplifier and the amplifier itself.
In Fig. 7.2, the horizontal component |Hφ| and the meridional component |Hθ| as a function of the
arrival direction for three different frequencies of 35 MHz, 55 MHz, and 75 MHz of a north-south
polarized LPDA are presented. In the case of the horizontal component |Hφ|, an azimuthal pattern
appears at θ “ 0˝ and θ “ 180˝, which correspond to the east and west direction, with decreasing VEL
amplitudes in between. In contrast, for the meridional component |Hθ| the azimuthal pattern appears
at θ “ 90˝ and θ “ 270˝, which correspond to the north and south direction. Both axis, the east-west
axis and the north-south axis, are called the main axes of the LPDA marking the most sensitive axes
of the respective VEL component. In the following discussions, the frequency and zenith dependency
of the LPDA response pattern is determined for the respective main axis of highest antenna sensitivity.
Both VEL components as function of the zenith angle for three different frequencies of 35 MHz,
55 MHz and 75 MHz of a north-south polarized LPDA are presented in Fig. 7.3. Furthermore, both
components as a function of the frequency at a zenith angle of 15 ˝, 45 ˝, and 75 ˝ are shown in Fig. 7.4.
In general, the horizontally polarized LPDA is most sensitive to the zenith direction and the LPDA

VEL decreases with the zenith angle close to 90 ˝ for both polarizations and all frequencies. The
horizontal component |Hφ| exhibits a larger sensitivity as the meridional component |Hθ|. Only at
small zenith angles of 0 ˝ both components offer an equal antenna sensitivity. As a rule of thumb: the
larger the frequency, the smaller is the LPDA VEL. The pattern at 35 MHz is smooth whereas side
lobes appear at larger frequencies in the case of the horizontal component |Hφ|.

7.2 Influence of Ground Conditions

As described in Sec. 3.7, the ground conductivity and the ground permittivity impact the signal reflec-
tion on ground and therefore, impact the antenna VEL. In this section, the influence of different ground
conditions as ground conductivity and ground permittivity on the LPDA VEL is investigated using
simulations. The simulations are performed for ground conductivities ranging from 0.5 mS

m to 3 mS
m

and ground permittivities ranging from 2 to 10. Within these ranges, the conductivity and permittivity
independently influence the signal reflection properties of the ground. The ground permittivity values
used in the simulations are based on permittivity measurements of soil collected from the AERA site
(refer to Chap. 6). The ground permittivity at each radio station is not continuously measured. Hence,
the modified simulations with a permittivity of 2 and of 10 are combined to obtain the combined in-
fluence of the ground permittivity on the LPDA response pattern. In the following, the influence of
different ground conditions on the horizontal component of the LPDA VEL |Hφ| is discussed first and
then the influence on the meridional component of the LPDA VEL |Hθ| is presented.
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Figure 7.2: Antenna response pattern of a north-south polarized LPDA. (left) Horizontal component of the
LPDA vector effective length (VEL) |Hφ| and (right) meridional component of the LPDA VEL |Hθ| obtained
from the standard simulation as a function of the zenith angle Θ and the azimuth angle Φ counted from east anti
clock wise at three different frequencies of (from top to bottom) 35 MHz, 55 MHz, and 75 MHz. Note that the
range of the color bar changes with the frequency for a better visualization of the respective VEL characteristics.

7.2.1 Horizontal Component of the Vector Effective Length

Here, the influence of different ground conditions on the horizontal component of the LPDA VEL |Hφ|

is discussed. In Fig. 7.5, |Hφ| for different ground conductivities and different ground permittivities
as function of the zenith angle at three different frequencies of 35 MHz, 55 MHz, and 75 MHz is



7.2. Influence of Ground Conditions 99

0 ◦
15
◦

30
◦

45
◦

60
◦

75
◦

90
◦

Θ

0
2

4
6

8
10

12
14

16
|H

φ
| [

m
]

35 MHz
55 MHz
75 MHz

0 ◦
15
◦

30
◦

45
◦

60
◦

75
◦

90
◦

Θ

0
2

4
6

8
10

12
14

16
|H

θ| 
[m

]

35 MHz
55 MHz
75 MHz

Figure 7.3: Horizontal component of the LPDA vector effective length (VEL) |Hφ| (left) and meridional com-
ponent of the LPDA VEL |Hθ| (right) obtained from the standard simulation as a function of the zenith angle Θ

at three different frequencies of 35 MHz, 55 MHz, and 75 MHz.

compared to the LPDA VEL obtained from the standard simulation. Furthermore, in Fig. 7.6 the
respective LPDA VELs are shown as a function of the frequency at a zenith angle of 15 ˝, 45 ˝, and
75 ˝.
Different ground conductivities change the LPDA response pattern on the level of 0.1 %. In contrast,

the influence of the ground permittivity on the antenna response is higher. The influence of the ground
permittivity varies with the frequency and the zenith angle forming a wave-like pattern. The agreement
between the modified simulation with a ground permittivity of 2 (10) and the standard simulation of
the horizontal component of the LPDA VEL |Hφ| is illustrated in the diagram of their ratio versus
zenith angle Θ and frequency f in the upper left panel of Fig. 7.7 (Fig. 7.8). In the upper right
panel of Fig. 7.7 (Fig. 7.8), all ratios are filled into a histogram with entries weighted by sinpΘq in
consideration of the decrease in field of view at small zenith angles. The modified simulation and
the standard simulation agree to within 1.6 % (1.1 %) in the median. The fluctuation described by
the 68 % quantile is at the level of 0.087`0.064

2 “ 7.6 % (0.019`0.032
2 “ 2.6 %). In the two lower

panels of Fig. 7.7 (Fig. 7.8), the median ratio as a function of the frequency (left) and as a function
of the zenith angle (right) are shown. In both cases, the red error bars mark the 68 % quantile of the
distributions. The comparisons of the modified simulations with different ground conductivity and the
standard simulation are shown in the appendix C.1.
While a modified simulation with a smaller permittivity lowers the horizontal LPDA VEL component
|Hφ| compared to those of the standard simulation, a larger permittivity increases |Hφ| and vice versa.
Thus, both modified simulations can be interpreted as upper and lower limits of |Hφ|. The combined
influence I of the ground permittivity on |Hφ| is then determined by half the ratio of the difference
between both modified simulations to the standard simulation:

I “
1

2

|Hφ,perm“10| ´ |Hφ,perm“2|

|Hφ,Standard|
(7.1)

which is histogramed in Fig 7.9 for all frequencies and all zenith angles. In the case of an applied
ground permittivity of 2 and of 10, the influence on the horizontal LPDA VEL component |Hφ| is at
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Figure 7.4: Horizontal component of the LPDA vector effective length (VEL) |Hφ| (blue line) and meridional
component of the LPDA VEL |Hθ| (red line) obtained from the standard LPDA model as a function of the
frequency at a zenith angle of (from top to bottom) 15 ˝, 45 ˝, and 75 ˝.

the level of 1.3 % in the median for all frequencies and zenith angles with a scatter of less then 6 %.

7.2.2 Meridional Component of the Vector Effective Length

In this subsection, the influence of different ground conditions on the meridional component of the
LPDA VEL |Hθ| is discussed. In Fig. 7.10, |Hθ| for different ground conductivities and different
ground permittivities as function of the zenith angle at three different frequencies of 35 MHz, 55 MHz,
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Figure 7.5: Horizontal component of the LPDA vector effective length |Hφ| as a function of the zenith angle Θ at
a frequency of (from top to bottom) 35 MHz, 55 MHz, and 75 MHz obtained from the original simulation (blue
line) and compared to those obtained from the modified simulation with different ground conditions: permit-
tivity = 2 (red line), permittivity = 10 (black line), conductivity = 0.5 mS

m (light blue line), conductivity = 3 mS
m

(magenta line).

and 75 MHz is compared to the LPDA VEL obtained from the standard simulation. Furthermore, in
Fig. 7.11, the respective LPDA VEL are shown as a function of the frequency at a zenith angle of 15 ˝,
45 ˝, and 75 ˝.
Different ground conductivities change the LPDA response pattern on the level of 0.1 %. In contrast,
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Figure 7.6: Horizontal component of the LPDA vector effective length |Hφ| as a function of the frequency at a
zenith angle of (from top to bottom) 15 ˝, 45 ˝, and 75 ˝ obtained from the original simulation (blue line) and
compared to those obtained from the modified simulation with different ground conditions: permittivity = 2 (red
line), permittivity = 10 (black line), conductivity = 0.5 mS

m (light blue line), conductivity = 3 mS
m (magenta line).

the influence of the ground permittivity on the antenna response is higher. The influence varies with
the frequency and the zenith angle forming a wave-like pattern. The agreement between the mod-
ified simulation with a ground permittivity of 2 (10) and the standard simulation of the meridional
component of the LPDA VEL |Hθ| is illustrated in the diagram of their ratio versus zenith angle Θ

and frequency f in the upper left panel of Fig. 7.12 (Fig. 7.13). In the upper right panel of Fig. 7.12
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Figure 7.7: Horizontal component of the LPDA vector effective length |Hφ| obtained from the modified simu-
lation with a ground permittivity of 2 compared to those obtained from the standard simulation. (top left) Ratio
of the modified simulation and standard simulation for all frequencies as a function of the zenith angle Θ. (top
right) Histogram of all ratios of the modified simulation and standard simulation for all frequencies and all
zenith angles weighted with sinpΘq. The median value is marked as the red dashed line. (bottom left) Median
(red dots) and the 68 % quantile (red error bars) of the zenith angle weighted ratio distribution as a function of
the frequency. (bottom right) Median (red dots) and the 68 % quantile (red error bars) of the ratio distribution
as a function of Θ. The red dashed lines mark the overall zenith angle weighted median in both lower diagrams.

(Fig. 7.13), all ratios are filled into a histogram with entries weighted by sinpΘq in consideration of the
decrease in field of view at small zenith angles. The modified simulation and the standard simulation
agree to within 0.2 % (0.3 %) in the median. The fluctuation described by the 68 % quantile is at the
level of 0.067`0.077

2 “ 7.2 % (0.052`0.049
2 “ 5.1 %). In the two lower panels of Fig. 7.12 (Fig. 7.13),

the median ratio as a function of the frequency (left) and as a function of the zenith angle (right) are
shown. In both cases, the red error bars mark the 68 % quantile of the distributions. The comparisons
of the modified simulations with different ground conductivity and the standard simulation are shown
in the appendix C.1.
While a modified simulation with a smaller permittivity lowers the meridional LPDA VEL compo-

nent |Hθ| compared to those of the standard simulation, a larger permittivity increases |Hθ| and vice
versa. Thus, both modified simulations can be interpreted as upper and lower limits of |Hθ|. The
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Figure 7.8: Horizontal component of the LPDA vector effective length |Hφ| obtained from the modified simula-
tion with a ground permittivity of 10 compared to those obtained from the standard simulation. (top left) Ratio
of the modified simulation and standard simulation for all frequencies as a function of the zenith angle Θ. (top
right) Histogram of all ratios of the modified simulation and standard simulation for all frequencies and all
zenith angles weighted with sinpΘq. The median value is marked as the red dashed line. (bottom left) Median
(red dots) and the 68 % quantile (red error bars) of the zenith angle weighted ratio distribution as a function of
the frequency. (bottom right) Median (red dots) and the 68 % quantile (red error bars) of the ratio distribution
as a function of Θ. The red dashed lines mark the overall zenith angle weighted median in both lower diagrams.

relative influence I of the ground permittivity on |Hθ| is then determined by half the ratio of the dif-
ference between both modified simulations to the standard simulation according to Eq. (7.1) which
is histogramed in Fig 7.14 for all frequencies and all zenith angles. In the case of an applied ground
permittivity of 2 and of 10, the influence on the meridional LPDA VEL component |Hθ| is at the level
of 0.5 % in the median for all frequencies and zenith angles with a scatter of less then 6 %.

7.3 Influence of the Electronics Box

In this section, the influence of an electronics box located underneath the LPDA on the LPDA VEL
is discussed. The electronics box is located in the north-west direction in a horizontal distance of
about 1.5 m to the LPDA which is in the near-field region of the LPDA. This box contains the whole
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Figure 7.9: Histogram of the relative influence of the ground permittivity on |Hφ| which is determined by half
the ratio of the difference between both modified simulations with an applied permittivity of 2 and of 10 to the
standard simulation |Hφ,Standard| for all frequencies and all zenith angles. The median value is marked by the
red dashed line.

electronics to operate the LPDA radio station. The electronics box is made of conductive material. Fur-
thermore, solar panels as the power supply of the station are mounted on top of the box (cf. Fig. 4.10
in Sec. 4.3.1). These electrical and conductive parts have a direct impact on the antenna VEL of the
LPDA. Disturbing influences on the LPDA VEL of the electric devices located inside the box are not
expected as the electronics box acts as a Faraday cage and electric field coming from these devices are
shielded.
The NEC-2 realization of the LPDA model modified by an electronics box is shown in Fig. 7.15. The
model of the electronics box consider all specifications as dimensions and location of the real electron-
ics box. Due to the position and the structure of the electronics box, a different influence of the box on
a north-south and on an east-west polarized LPDA is expected. Furthermore, an asymmetric antenna
response pattern is expected for both polarizations. To investigate the influence of the electronics box
on the LPDA VEL multiple simulations have been performed for the case of a north-south and east-
west polarized antenna in both azimuthal direction with highest antenna sensitivity of the respective
VEL component. In the following, the influence of the electronics box on the horizontal VEL |Hφ| is
discussed first and afterwards the influence on the meridional VEL |Hθ| is presented.

7.3.1 Horizontal Component of the Vector Effective Length

Here, the influence of the electronics box on the horizontal component of the LPDA VEL |Hφ| is
discussed. In Fig. 7.16, the LPDA VEL of a north-south and east-west polarized antenna for three
different frequencies of 35 MHz, 55 MHz, and 75 MHz in comparison to the standard LPDA simula-
tion is presented. To investigate the asymmetric influence of the electronics box, the LPDA VEL of
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Figure 7.10: Meridional component of the LPDA vector effective length |Hθ| as a function of the zenith an-
gle Θ at a frequency of (from top to bottom) 35 MHz, 55 MHz, and 75 MHz obtained from the original sim-
ulation (blue line) and compared to those obtained from the modified simulation with different ground con-
ditions: permittivity = 2 (red line), permittivity = 10 (black line), conductivity = 0.5 mS

m (light blue line),
conductivity = 3 mS

m (magenta line).

the four azimuthal directions with highest antenna sensitivity corresponding to the north direction, the
south direction, the east direction and the west direction are simulated. Furthermore, in Fig. 7.17, the
respective LPDA VEL are shown as a function of the frequency at a zenith angle of 15 ˝, 45 ˝, and
75 ˝.
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Figure 7.11: Meridional component of the LPDA vector effective length |Hθ| as a function of the frequency at
a zenith angle of (from top to bottom) 15 ˝, 45 ˝, and 75 ˝ obtained from the original simulation (blue line) and
compared to those obtained from the modified simulation with different ground conditions: permittivity = 2 (red
line), permittivity = 10 (black line), conductivity = 0.5 mS

m (light blue line), conductivity = 3 mS
m (magenta line).

The simulations exhibit small influences of the electronics box on the horizontal component of
the LPDA VEL |Hφ| in the case of both antenna polarizations and in both main sensitive azimuthal
directions. The main influence is found at small frequencies and small zenith angles. The larger
the frequency, the smaller are the variations between the simulations. The agreement between the
modified simulation of an east-west polarized LPDA in the north direction and the standard simula-
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Figure 7.12: Meridional component of the LPDA vector effective length |Hθ| obtained from the modified simu-
lation with a ground permittivity of 2 compared to those obtained from the standard simulation. (top left) Ratio
of the modified simulation and standard simulation for all frequencies as a function of the zenith angle Θ. (top
right) Histogram of all ratios of the modified simulation and standard simulation for all frequencies and all
zenith angles weighted with sinpΘq. The median value is marked as the red dashed line. (bottom left) Median
(red dots) and the 68 % quantile (red error bars) of the zenith angle weighted ratio distribution as a function of
the frequency. (bottom right) Median (red dots) and the 68 % quantile (red error bars) of the ratio distribution
as a function of Θ. The red dashed lines mark the overall zenith angle weighted median in both lower diagrams.

tion of the horizontal component of the LPDA VEL |Hφ| is illustrated in the diagram of their ratio
versus zenith angle Θ and frequency f in the upper left panel of Fig. 7.18. In the upper right panel of
Fig. 7.18, all ratios are filled into a histogram with entries weighted by sinpΘq in consideration of the
decrease in field of view at small zenith angles. The modified simulation and the standard simulation
agree to within 0.3 % in the median. The fluctuation described by the 68 % quantile is at the level
of 0.021`0.03

2 “ 2.6 %. In the two lower panels of Fig. 7.18, the median ratio as a function of the
frequency (left) and as a function of the zenith angle (right) is shown. In both cases, the red error bars
mark the 68 % quantile of the distributions. The comparisons of the other modified simulations and
the standard simulation are shown in the appendix C.2.
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Figure 7.13: Meridional component of the LPDA vector effective length |Hθ| obtained from the modified sim-
ulation with a ground permittivity of 10 compared to those obtained from the standard simulation. (top left)
Ratio of the modified simulation and standard simulation for all frequencies as a function of the zenith angle Θ.
(top right) Histogram of all ratios of the modified simulation and standard simulation for all frequencies and all
zenith angles weighted with sinpΘq. The median value is marked as the red dashed line. (bottom left) Median
(red dots) and the 68 % quantile (red error bars) of the zenith angle weighted ratio distribution as a function of
the frequency. (bottom right) Median (red dots) and the 68 % quantile (red error bars) of the ratio distribution
as a function of Θ. The red dashed lines mark the overall zenith angle weighted median in both lower diagrams.

7.3.2 Meridional Component of the Vector Effective Length

In this subsection, the influence of the electronics box on the meridional component of the LPDA VEL
|Hθ| is discussed. In Fig. 7.19, the LPDA VEL of a north-south and east-west polarized antenna for
three different frequencies of 35 MHz, 55 MHz, and 75 MHz in comparison to the standard LPDA
simulation are presented. To investigate the asymmetric influence of the electronics box, the LPDA
VEL of the four azimuthal directions with highest antenna sensitivity corresponding to the north di-
rection, the south direction, the east direction and the west direction is simulated. Furthermore, in
Fig. 7.20, the respective LPDA VEL is shown as a function of the frequency for a constant zenith
angle of 15 ˝, 45 ˝, and 75 ˝.
The simulations exhibit larger influences of the electronics box on the meridional component of the

LPDA VEL |Hθ| than on the horizontal component of the LPDA VEL |Hφ|. The main influence is
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Figure 7.14: Histogram of the relative influence of the ground permittivity on |Hθ| which is determined by half
the ratio of the difference between both modified simulations with an applied permittivity of 2 and of 10 to the
standard simulation |Hθ,Standard| for all frequencies and all zenith angles. The median value is marked by the
red dashed line.

found at zenith angles larger than 60 ˝. The agreement between the modified simulation of an east-
west polarized LPDA in the east direction and the standard simulation of the meridional component
of the LPDA VEL |Hθ| is illustrated in the diagram of their ratio versus zenith angle Θ and frequency
f in the upper left panel of Fig. 7.21. In the upper right panel of Fig. 7.21, all ratios are filled into a
histogram with entries weighted by sinpΘq in consideration of the decrease in field of view at small
zenith angles. The modified simulation and the standard simulation agree to within 1 % in the median.
The fluctuation described by the 68 % quantile is at the level of 0.11`0.098

2 “ 10.4 % dominated by the
entries at large zenith angles with small antenna sensitivities. In the two lower panels of Fig. 7.21, the
median ratio as a function of the frequency (left) and as a function of the zenith angle (right) is shown.
In both cases, the red error bars mark the 68 % quantile of the distributions. The comparisons of the
other modified simulations and the standard simulation are shown in the appendix C.2.

7.4 Influence of an Antenna Misalignment

In this section, the influence of an antenna misalignment is investigated. The LPDA is aligned with
a precision better than 1 ˝ to magnetic north and east [159]. In the upper diagrams of Fig. 7.22, the
horizontal component and meridional component of the LPDA VEL of a rotated antenna are com-
pared to the LPDA VEL of the standard simulation. The relative VEL difference is shown in the
lower diagrams respectively. An antenna rotation lowers the LPDA VEL in both antenna components.
Nevertheless, the influence of an LPDA rotation on the LPDA VEL is far below 0.1 %. Thus, the
simulation confirms that the LPDA alignment is good enough and does not influence analysis of the
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Figure 7.15: NEC-2 simulation model of an east-west polarized LPDA including an electronic box beneath the
antenna. The y-axis marks the north direction.

radio emission from extensive air showers recorded with the LPDA.

7.5 Discussion

In this section, the simulation results of the LPDA VEL are summarized and discussed. The simula-
tion yields that a misalignment of the LPDA of 1 ˝ as well as different ground conductivities do not
change the LPDA response pattern neither in the horizontal component |Hφ| nor in the meridional
component |Hθ|. The situation is different in the case of different ground permittivities and as well
as in the case of an electronics box beneath the LPDA. In the case of an applied ground permittivity
of 2 and of 10, the influence on the horizontal LPDA VEL component |Hφ| is at the level of 1.3 % in
the median (cf. Fig. 7.9). Simulations of an electronics box beneath an east-west polarized LPDA and
in north direction show influences on |Hφ| of 0.3 % (cf. upper right panel of Fig. 7.18) in the median
which is negligible compared to the influence of the ground permittivity.
In the case of the meridional LPDA VEL component |Hθ|, the influence of different ground permit-
tivities is at the level of 0.5 % in the median (cf. Fig. 7.14) and impact the whole phase space defined
by the frequency and zenith angle as shown in the upper left panels of Fig. 7.12 and Fig. 7.13. The
influence of the electronics box is at the level of 1 % but especially in regions with large zenith angles
where the LPDA is less sensitive (cf. Fig. 7.21).
While the electronics box has a constant effect on the LPDA response pattern as the box is located
at a fixed position and does not move, the ground permittivity has a time-varying effect. The relative
permittivity of soil at the AERA site changes due to different weather conditions and soil humidities.
The ground permittivity is not continuously measured at each radio station. Thus, the influence on
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the LPDA response pattern changes and is considered as a simulation uncertainty in the comparison
between standard simulation and measurement as well as in the analysis of the electric-field recon-
struction which is discussed in the next chapter.
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Figure 7.16: Horizontal component of the LPDA vector effective length (VEL) |Hφ| obtained from the standard
simulation (blue line) and obtained from the simulation modified with an electronics box located in the north-
west of the LPDA. The VEL is presented as a function of the zenith angle Θ at a frequency of (from top to
bottom) 35 MHz, 55 MHz, and 75 MHz of the east-west (EW) and north-south (NS) polarized LPDA for the
main sensitive axis which corresponds to the four different azimuthal directions: north (N), south (S), east (E)
and west (W) respectively.
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Figure 7.17: Horizontal component of the LPDA vector effective length (VEL) |Hφ| obtained from the standard
simulation (blue line) and obtained from the simulation modified with an electronics box located in the north-
west of the LPDA. The VEL is presented as a function of the frequency at a zenith angle of (from top to bottom)
15 ˝, 45 ˝, and 75 ˝ of the east-west (EW) and north-south (NS) polarized LPDA for the main sensitive axis which
corresponds to the four different azimuthal directions: north (N), south (S), east (E) and west (W) respectively.
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Figure 7.18: Horizontal component of the LPDA vector effective length |Hφ| obtained from the modified simu-
lation with an electronics box of an east-west polarized LPDA in the north direction compared to those obtained
from the standard simulation. (top left) Ratio of the modified simulation and standard simulation for all fre-
quencies as a function of the zenith angle Θ. (top right) Histogram of all ratios of the modified simulation and
standard simulation for all frequencies and all zenith angles weighted with sinpΘq. The median value is marked
as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the zenith
angle weighted ratio distribution as a function of the frequency. (bottom right) Median (red dots) and the 68 %

quantile (red error bars) of the ratio distribution as a function of Θ. The red dashed lines mark the overall
zenith angle weighted median in both lower diagrams.
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Figure 7.19: Meridional component of the LPDA vector effective length (VEL) |Hθ| obtained from the standard
simulation (blue line) and obtained from the simulation modified with an electronics box located in the north-
west of the LPDA. The VEL is presented as a function of the zenith angle Θ at a frequency of (from top to
bottom) 35 MHz, 55 MHz, and 75 MHz of the east-west (EW) and north-south (NS) polarized LPDA for the
main sensitive axis which corresponds to the four different azimuthal directions: north (N), south (S), east (E)
and west (W) respectively.
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Figure 7.20: Meridional component of the LPDA vector effective length (VEL) |Hθ| obtained from the standard
simulation (blue line) and obtained from the simulation modified with an electronics box located in the north-
west of the LPDA. The VEL is presented as a function of the frequency at a zenith angle of (from top to bottom)
15 ˝, 45 ˝, and 75 ˝ of the east-west (EW) and north-south (NS) polarized LPDA for the main sensitive axis which
corresponds to the four different azimuthal directions: north (N), south (S), east (E) and west (W) respectively.
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Figure 7.21: Meridional component of the LPDA vector effective length |Hθ| obtained from the modified simu-
lation with an electronics box of an east-west polarized LPDA in the east direction with those obtained from the
standard simulation. (top left) Ratio of the modified simulation and standard simulation for all frequencies as a
function of the zenith angle Θ. (top right) Histogram of all ratios of the modified simulation and standard sim-
ulation for all frequencies and all zenith angles weighted with sinpΘq. The median value is marked as the red
dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the zenith angle weighted
ratio distribution as a function of the frequency. (bottom right) Median (red dots) and the 68 % quantile (red
error bars) of the ratio distribution as a function of Θ. The red dashed lines mark the overall zenith angle
weighted median in both lower diagrams.
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Figure 7.22: Influence of an LPDA rotated by 1 ˝ on the horizontal component of the LPDA vector effective
length (VEL) |Hφ| (left) and on the meridional component |Hθ| (right). (top) The LPDA VEL as a function of
the zenith angle Θ at 55 MHz. The VEL obtained from the standard simulation (modified simulation with rotated
antenna) is indicated by the blue (red) line. (bottom) Histogram of the relative difference between standard
simulation and the simulation of the rotated antenna for all zenith angles in steps of 3 ˝ and a frequency range
from 30 MHz to 80 MHz in steps of 1 MHz.
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Measurement of the LPDA Response
Pattern

Most parts of this chapter have been published in:

A. Aab et al. (Pierre Auger Collaboration)
“Calibration of the Logarithmic-Periodic Dipole Antenna (LPDA) Radio Stations at the Pierre Auger
Observatory using an Octocopter”
J. Instrum. 12 (2017) T10005
The work presented in this publication was primarily performed by the author of this thesis. The text
of the publication has been written by the author of this thesis and was revised and copy-edited by the
co-authors of the publication.

The antenna to detect the electric field and a thorough description of its frequency and directional-
dependent sensitivity is of central importance for analysis of radio emission from extensive air show-
ers. Accurate and precise knowledge of the antenna response pattern is essential to reconstruct the
electric field (refer to Sec 3.8) and then enables high quality measurements of the cosmic-ray proper-
ties. For a complete description of the antenna response pattern, an absolute antenna calibration needs
to be performed. The uncertainties of the absolute calibration directly impact the energy scale for air
shower measurements from radio detectors. Therefore, a central challenge of the absolute antenna
calibration is to reduce the uncertainties of the antenna response pattern to the level of 10 % which is
a significant improvement in comparison with the uncertainties obtained in calibration campaigns at
other radio detectors [32–34].
In this chapter, the reconstruction quality of the electric-field signal from the measured voltage trace
is investigated as the voltage trace includes the directional characteristics of the antenna and the dis-
persion of the signal owing to the antenna size. All information are described with the vector effective
length (VEL) ~H , a measure that relates the voltage to the incoming electric field as explained in
Sec. 3.4.
One antenna of the subset of 24 radio stations equipped with logarithmic periodic dipole antennas
(LPDAs) is investigated here exemplarily. This antenna is representative of all the LPDAs which are
mechanically and electrically identical at the percent level [203]. The LPDA is explained in detail in
Sec. 4.3.2. While the low-noise amplifier (LNA) attached to the antenna was included in the signal
chain during the calibration, amplifiers and the subsequent electronics of all radio stations have been
characterized individually. The LNA of the radio station amplifies the signal by 18.1 dB. The ampli-
fication is nearly constant in the frequency range 30 MHz to 80 MHz and varies at the level of 0.5 dB.
The LPDA antennas have the advantage of low sensitivity to radio waves reflecting from the ground
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far-field region 2L2

λ [m] λ
2π [m] 5L [m] 1.6λ [m]

f “ 30 MHz 3.6 1.6 21 16
f “ 80 MHz 9.6 0.6 21 6

Table 8.1: Definitions of the far-field region of the LPDA with a largest dimension of L “ 4.25 m and the
frequency range of 30 MHz to 80 MHz.

which makes them largely independent of potentially changing ground conditions (refer to Sec. 7.2).
The LPDA antennas have been studied before and a first absolute calibration of one signal polarization
was performed in 2012 giving an overall systematic uncertainty of 12.5 % [152]. In comparison to the
first absolute calibration of AERA, in this chapter a new absolute calibration is presented using a new
setup enabling a much more dense sampling of the arrival directions, more field polarization measure-
ments, and an extended control of systematic effects including the full repetition of calibration series.
To ensure far-field measurements, instead of the previously used balloon, a drone was employed which
carries a separate signal generator and a calibrated transmitting antenna.
This chapter is structured as follows. Firstly, the LPDA antenna and the calibration setup are specified.
Then, the calibration strategy is presented using one example flight where | ~H| is measured on site at
the Pierre Auger Observatory at one of the radio stations. The main section contains detailed com-
parisons of all the measurements with the calculated vector effective length and the determination of
the uncertainties in the current understanding of the antenna. Finally, the influence of the calibration
results are discussed in applications.

8.1 Setup

The antenna VEL of the LPDA is determined by transmitting a defined signal from a calibrated signal
source from different arrival directions and measuring the LPDA response. The signal source consists
of a signal generator, producing known signals, and a calibrating transmitting antenna with known
emission characteristics. The transmission measurement needs to be done in the far-field region. In
Tab. 8.1, the far-field conditions of the LPDA with a largest dimension of L “ 4.25 m and the fre-
quency range of 30 MHz to 80 MHz according to Eq. 3.4 to Eq. 3.6 are presented. Far-field conditions
are fulfilled to a reasonable approximation at a distance of R ą 21 m.
In a first calibration campaign [152], a large weather balloon was used to lift the transmitting antenna
and a cable to the signal source placed on ground. As a vector network analyzer was used to pro-
vide the source and to measure the antenna under test (AUT) output, this transmission measurement
allowed to determine both, the VEL magnitude and phase. This setup has the disadvantages that it
requires calm weather conditions and the cost per flight including the balloon and gas are high. More-
over, the cable potentially impacts the measurements if not properly shielded. In this first calibration
campaign only the horizontal VEL was investigated. A new calibration campaign was necessary and
a new setup was developed.
Now, a signal generator as well as a transmission antenna were both mounted beneath a flying drone,
a so-called remotely piloted aircraft (RPA), to position the calibration source. Hence, the cable from
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ground to the transmitting antenna is not needed anymore. Furthermore, the RPA is much less de-
pendent on wind, and thus it is easier to perform the measurement compared to the balloon-based
calibration. The new calibration is performed with a higher repetition rate and with more positions per
measurement.
During the measurement, the RPA flies straight up to a height of typically 25 m to 35 m and then to-
wards the AUT until it is directly above it. Finally, it flies back and lands again at the starting position.
A sketch of the setup is shown at the top of Fig. 8.1.

The RPA used here was an octocopter obtained from the company MikroKopter [239]. The oc-
tocopter with the transmitting antenna mounted beneath the octocopter is shown in Fig. 8.2. The
octocopter consists of a center plate and of eight fiber rods where the eight octocopter engines are
mounted. The center plate holds the accumulator which provides a 16 V power supply. The accu-
mulator has a capacity of 6600 mAh resulting in a flight time of about 10 min per calibration flight
with a maximal payload of about 2.5 kg. The octocopter electronics consists of four printed circuit
boards which are arranged in an electronics tower as shown on the left side of Fig. 8.2 and are briefly
explained in the following from the bottom to the top. The power supply, the engines, and the con-
trol electronics are connected by a power distribution board. The control electronics are located in
the flight-control board which lies on top of the power distribution board. The control electronics
ensure smooth and stable flights using the information delivered by important flight control sensors
as acceleration sensors, three gyroscope sensors, and a barometer, which provides information about
the octocopter height above ground. On the top, the navi-control board delivers an interface to a GPS
module and enables measuring the horizontal octocopter position. Additionally, the octocopter align-
ment with respect to the Earth’s magnetic field is measured by a compass. Gyroscopes and compass
provide information about the octocopter rotation angles (yaw, pitch, roll as defined in Fig. 8.1) which
are later used to determine the orientation of the transmission antenna with respect to the AUT. On
top of the navi-control board, the GPS-receiver is located. All flight data are autonomously recorded
nearly each second, which enables measuring the VEL with good resolution in zenith angle Θ, and
are stored on an SD-card. Such an octocopter also has been used for the fluorescence detector [180]
and CROME [240] calibrations.
To obtain further improvements of the octocopter position determination, an optical method using
two cameras taking pictures of the flight was developed. The cameras are placed on orthogonal axes
with a distance of around 100 m to the AUT. Canon Ixus 132 cameras [241] with a resolution of
16 MegaPixel are utilized. They are set to an autonomous mode where they take pictures every three
seconds. From these pictures, the full flight path of the octocopter can be reconstructed. The method
is explained in detail in [242, 243].
The position of the LPDA station was measured by a differential GPS (DGPS) (Hiper V system [244])
and is therefore known with centimeter accuracy.
The reference spectrum generator, model RSG1000 produced by the company TESEQ [245], is used
as the signal generator. It continuously produces a frequency comb spectrum between 5 MHz and
1000 MHz with a spacing of 5 MHz. This signal is further amplified in order to accomplish power
well above background for the measurement. The output signal injected into the transmission an-
tenna has been determined twice in the lab using an FSH4 spectrum analyzer from the company
Rohde&Schwarz [231] and using an Agilent N9030A ESA spectrum analyzer [246] both with a read-



124 Chapter 8. Measurement of the LPDA Response Pattern

Figure 8.1: (top) LPDA calibration setup. The calibration signal is produced by a signal generator and radiated
by a transmitting antenna. Both the signal generator and the transmitting antenna are attached underneath a
flying drone, a so-called RPA, to realize far-field conditions during the measurement. On arrival of the signal
at the LPDA, the antenna response is measured using a spectrum analyzer. The orientation of the RPA is
described by the yaw (twist of front measured from north in the mathematically negative direction), and the
tilt by the pitch and the roll angles. (bottom) Sketch of the expected (blue arrow) and measured (red arrow)
electric-field polarization at the LPDA emitted by the transmitting antenna from the nominal (blue line) and
measured (red line) position. The real transmitting antenna position is shifted from the nominal position, e.g.,
due to GPS accuracy. This misplacement changes the electric-field strength and polarization measured at the
LPDA and, therefore, influences the measurement.
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Figure 8.2: A remotely piloted aircraft (RPA) is used to position the transmitting antenna. (left) The RPA used
in the calibration measurement was an octocopter obtained from the company MikroKopter. The transmitting
antenna is mounted beneath the octocopter. (right) Electronics tower of the octocopter consisting of several
printed circuit boards (from the bottom to the top): a power distribution board, a flight-control board, a navi-
control board and a GPS-receiver [239].

out impedance of 50 Ω.
In an effort to maintain the strict 2.5 kg octocopter payload limit, a small biconical antenna from
Schwarzbeck (model BBOC 9217 [247]) is mounted 0.7 m beneath the octocopter. This antenna has
been calibrated by the manufacturer in the frequency range from 30 MHz to 1000 MHz with an accu-
racy of 0.5 dB. The transmission antenna and its NEC-2 realization is shown in Fig. 8.3. This response
pattern and its uncertainty comprise all mismatch effects when connecting a 50 Ω signal source to such
a transmitting antenna. The power received at the LPDA during the calibration procedure is measured
using the same FSH4 spectrum analyzer as above.
The absolute value of the different VEL components mentioned in Eq. (3.22) are determined by per-
forming multiple flights in which the orientation of the transmitting antenna is varied with respect to
the AUT. Sketches of the antenna orientations during the flights are shown on the left side of Fig. 8.4.
The horizontal component |Hφ| of the LPDA VEL is measured in the LPDA main axis perpendicular to
the LPDA orientation. Then, both antennas are aligned in parallel for the entire flight. The meridional
component |Hθ| is split into two subcomponents: The other horizontally but perpendicular to ~eφ ori-
ented component |Hθ,hor| and the vertical component |Hθ,vert|. As the orientation of the transmission
antennas is the main difference between both measurements, the phase αk with k “ pθ,horq, pθ, vertq

is the same. Then, these two subcomponents are combined to the meridional component |Hθ|:

|Hθ| “ cospΘq|Hθ,hor| ` sinpΘq|Hθ,vert|. (8.1)

Both meridional subcomponents are measured in the axis perpendicular to the LPDA main axis. There-
fore, the transmission antenna needs to be rotated by 90˝ and the flight path needs to start at the 90˝

rotated position in comparison to the measurement of |Hφ|. For the case of the |Hθ,vert|measurement,
the transmitting antenna is vertically aligned.
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Figure 8.3: (top left) Picture of the open biconical antenna which is used as the calibrated transmitting an-
tenna for the LPDA calibration measurement. (top right) Biconical antenna realization included in the NEC-2
simulations. The pink dot marks the antenna footpoint. (bottom) Comparison of the simulated (red dashed line)
and the absolute antenna gain stated by the manufacturer (blue dots) as a function of the frequency. The green
error bars indicate the calibration uncertainty of 0.5 dB.

As the receiving power is measured directly at the output of the LPDA amplifier, all matching effects
from connecting a transmission line to the LPDA footpoint and the LPDA LNA are taken into account.
The VEL is calculated using Eq. (3.26).

8.2 Calibration Strategy

To explain the LPDA calibration strategy, a measurement of each of the three VEL components is
presented. Several flights at different days with different environmental conditions were performed
and finally combined to give an average LPDA VEL. Here, one of the measurements of each VEL
component is presented to show the reconstruction procedure as well as the statistical precision of the
measurements. Furthermore, the corrections taking into account cable damping, background measure-
ments, misalignments of the transmitting antenna and shift of the octocopter position are discussed in
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corrections ∆|Hφ| [%] ∆|Hθ,hor| [%] ∆|Hθ,vert| [%]
background noise ´0.1 ´0.5 ´0.9
cable attenuations `44.4 `44.4 `53.2
background noise + cable attenuation `44.3 `43.7 `51.8
octocopter influence `0.6 `0.6 ´0.2
octocopter misalignment and misplacement `0.3 – –
height at take off and landing `1.8 `15.8 `5.8
height barometric formula ´5.2 ´10.2 ´2.5
combined height ´3.6 ´5.4 `1.3
shift to optical method ´14.5 ´4.8 `0.2
combined height + shift to optical method ´14.6 ´5.5 ´0.3

all `24.6 `36.4 `51.1

Table 8.2: Vector effective length (VEL) corrections taking into account different kinds of corrections for
the three measured VEL components |Hφ|, |Hθ,hor| and |Hθ,vert| of the example flights at a zenith angle of
p42.5˘ 2.5q˝ and a frequency of 55 MHz with ∆|Hk| = |Hk|´|Hk,0|

|Hk,0|
and k “ φ, pθ,horq, pθ, vertq.

detail. Afterwards, an overview of the measurement uncertainties is given.

8.2.1 Example Measurement

In the right diagrams of Fig. 8.4, the measured VEL components |Hφ|, |Hθ,hor| and |Hθ,vert| at the
output of the LPDA LNA as a function of the zenith angle Θ at 55 MHz are shown. In the left drawings,
the respective antenna orientations are visible. The antenna response pattern reveals the following
features. For the VEL component |Hφ|, the LPDA is most sensitive in the zenith direction. The pattern
shows a side lobe at around 65˝. For |Hθ,hor| the most sensitive direction is the zenith while at larger
zenith angles the sensitivity is strongly reduced. At the zenith, the components |Hφ| and |Hθ,hor| are
equal which is expected as the antenna orientations are identical. The fluctuations in |Hθ,hor| are larger
than those in |Hφ| due to the larger dependencies on the octocopter rotations. When flying towards the
antenna, any acceleration causes a rotation around the pitch angle (Fig. 8.1) which does not influence
|Hφ|. However, for both meridional subcomponents the pitch angle already changes the transmitting
antenna orientation (Fig. 8.4) and therefore, influences both measurements. In comparison to the
other components, the meridional subcomponent |Hθ,vert| is much smaller. Therefore, the LPDA is
marginally sensitive to such a signal polarization, especially at vertical incoming directions. All these
results exhibit a dependence on the frequency.

8.2.2 Corrections

For the raw VEL determined according to Eq. (3.26), corrections for the experimental conditions
have to be applied. The VEL is averaged in zenith angle intervals of 5˝. This is motivated by the
observed variations in the repeated measurements which were recorded on different days (see e.g.
below Fig. 8.14). All corrections to the VEL are expressed relative to the measured raw VEL at a
zenith angle of p42.5˘2.5q˝ and a frequency of 55 MHz and are listed in Tab. 8.2. The corrections are
partly zenith angle and / or frequency dependent. The following paragraphs describe the corrections
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Figure 8.4: (left) NEC-2 realization of the setup to simulate the three components of the vector effective length
(VEL) (from top to bottom) |Hφ|, |Hθ,hor| and |Hθ,vert|. The meridional component |Hθ| is a combination of
|Hθ,hor| and |Hθ,vert|. The distance between transmitting and receiving antenna is reduced and the transmitting
antenna is scaled by a factor of 3 to make both antennas visible. For clarity, the LPDA and the transmitting
antenna (assumed as a simple dipole) orientations are sketched in the lower right corner of each picture in the
XY-plane as well as in the XZ-plane. (right) Measured VEL as function of the zenith angle (red dots) of three
example flights for the three VEL components at 55 MHz.
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of the raw VEL at the LPDA LNA output from the measurement.

Background Noise
During the calibration, the background noise is also recorded. In a separate measurement, the fre-
quency spectrum of the background has been determined and is then subtracted from the calibration
signal spectrum. In Fig. 8.5, the LPDA response power for different octocopter zenith angles as func-
tion of the frequency recorded during the three example flights are shown exemplary and compared
to the background noise. Typically, the background noise is several orders of magnitude below the
signal strength. This is even the case for the component |Hθ,vert| with lowest LPDA sensitivity. For
large zenith angles close to 90˝ and in the case of the component |Hθ,vert| also for small zenith angles
directly above the radio station, however, the background noise and the signal can be of the same or-
der of magnitude. In this case, the calibration signal spectrum constitutes an upper limit of the LPDA
sensitivity. If more than 50 % of the events in a zenith angle bin of 5˝ are affected, no background is
subtracted but half of the measured total signal is used for calculating the VEL and a 100% systematic
uncertainty on the VEL is assigned.

Cable Attenuation
To avoid crosstalk in the LPDA read-out system, the read-out system was placed at a distance of about
25 m from the LPDA. The RG58 coaxial cable [211], used to connect the LPDA to the read-out sys-
tem, has a frequency-dependent ohmic resistance that attenuates the receiving power by a frequency-
dependent factor δ. To obtain the VEL at the LNA output, the cable attenuation is corrected from
lab measurements using the FSH4 spectrum analyzer. The cable attenuation factor δ of the additional
cables used in the |Hφ| example flight as function of the frequency is shown in Fig. 8.6 exemplary.

Octocopter Influence
During the LPDA VEL measurement, the transmitting antenna is mounted underneath the octocopter
which contains conductive elements and is powered electrically. Therefore, the octocopter itself may
change the antenna response pattern of the transmitting antenna with respect to the zenith angle. To
find a compromise between signal reflections at the octocopter and stability during take off, flight, and
landing, the distance between transmitting antenna and octocopter has been chosen to be 0.7 m. The
influence has been investigated by simulating the antenna response pattern of the transmitting antenna
with and without mounting underneath an octocopter. A visualization of the NEC-2 realizations is
shown in Fig. 8.7. It is found that the average absolute gain of the transmission antenna changes by
0.05 dB in the case of a horizontally aligned transmitting antenna and changes by 0.02 dB in the case
of a vertically aligned transmitting antenna as shown in Fig. 8.8. At a zenith angle of p42.5 ˘ 2.5q˝

and a frequency of 55 MHz, the octocopter influences the transmitting antenna VEL with 0.6 %.

Octocopter Misalignments and Misplacements
Misalignments and misplacements of the octocopter during the calibration flight have a direct impact
on the transmitting antenna position and orientation changing the signal polarization at the position of
the AUT. For this investigation, the orientation of the transmission antenna is assumed to correspond
to a dipole, which holds to a good approximation. The electric field ~Et emitted from a dipole antenna
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Figure 8.5: LPDA response power recorded at different octocopter zenith angles (colored lines) as function of
the frequency compared with the background noise (black line). In the (upper) diagram, the received power
measured in the |Hφ| example flight whereas in the (lower left) diagram the received power measured in the
|Hθ,hor| example flight and in the (lower right) diagram the received power measured in the |Hθ,vert| example
flight are shown. Typically, the background noise is several orders of magnitude below the signal strength.

with orientation Ât in the direction n̂ in the far-field region is proportional to ~Et „ pn̂ˆ Âtq ˆ n̂, and
the amplitude is given by | ~Et| “ sinpαq. Here, α describes the smallest angle between the transmitting
antenna alignment Ât and the direction from the transmitting antenna to the AUT denoted as n̂ (see
lower sketch of Fig. 8.1). The orientation of the transmitting antenna Ât is calculated by an intrinsic
rotation of the initial orientation of the transmitting antenna rotating first by the yaw angle G, then
by the pitch angle P and finally, by the roll angle R. The AUT sensitivity η to the emitted electric
field is then calculated by the absolute value of the scalar product of the electric field and the AUT
orientation Âr: η “ | ~Et ¨ Âr| “ sinpαq cospβq with β describing the smallest angle between ~Et and
Âr (see lower sketch of Fig. 8.1). Finally, the correction factor ε of the power measured at the AUT
is determined by the square of the quotient of the nominal and the real value of η. In case of the
horizontal component |Hφ|, the VEL is systematically shifted to larger values for all zenith angles and
frequencies due to the octocopter misalignment and misplacement. The correction factor ε is used to
determine the horizontal VEL |Hφ|. In both meridional subcomponents, the VEL becomes small at
large zenith angles and strongly dependent on the antenna alignments. Therefore, in the meridional
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Figure 8.6: Cable attenuation factor δ of the additional cables used in the |Hφ| example flight as function of
the frequency in logarithmic units.

subcomponents |Hθ,hor| and |Hθ,vert|, the effects of the octocopter misalignment and misplacement
are included in the systematic uncertainties.

Octocopter Flight Height
The octocopter flight height is determined by a barometer measuring the change of air pressure ∆p

during the flight. The octocopter software assumes a linear dependency of ∆p and the octocopter flight
height over ground hraw. Two corrections have been applied to the raw flight height. Firstly, it was
observed that the flight height differs between take off and landing. Therefore, a linear time dependent
correction is applied which constrains the flight height over ground at take off and landing to zero.
Secondly, AERA is located at a height of about 1550 m above sea level. Therefore, such a linear
relation between ∆p and hraw used by the octocopter software is not precise enough. A more realistic
calculation considering an exponential model of the barometric formula [248] as well as the height
and latitude dependent gravitation is used to determine the more precise octocopter height hocto. An
inverse quadratic relation between gravitation and the height above sea level with a value at sea level
of gp0q “ 9.797 m

s2
at the latitude of AERA is taken into account. The raw octocopter height from

the barometer as well as the height after all corrections of the |Hφ| example flight are shown on the
left side of Fig. 8.9 in comparison to the octocopter height determined with the optical method. The
quotient of the octocopter height measured by the camera method and by the full corrected barometer
method is shown in the histogram on the right side of Fig. 8.9. Both methods agree at the level of
1.1 % in the median. In the following, the optical method is used to correct for the small difference.

Octocopter Position Shift from Optical Method Position Reconstruction
While the octocopter position measured by the built-in sensors (air pressure, GPS) is recorded nearly
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Figure 8.7: Total antenna gain at f “ 55 MHz of the transmitting antenna in free space (left) and when
mounted beneath a model of the octocopter (right) in the case of a horizontally (top) and vertically (bottom)
aligned antenna obtained from NEC-2 simulations. The total antenna gain is color coded in logarithmic units.
The pinker the color, the higher is the antenna sensitivity to this direction.

each second, the cameras used in the optical method take pictures of the flight every 3 s. Furthermore,
it turned out that the fluctuations of the built-in sensors are smaller in comparison to the optical method.
Nevertheless, the systematic uncertainties of the octocopter position reconstruction using the optical
method are still much smaller. The uncertainties are described in detail in the following subsection. To
combine both advantages of high statistics and small uncertainties, the octocopter position measured
by the built-in sensors is taken and then shifted towards the position measured with the optical method.
Therefore, the octocopter position in the XY-plane is shifted by the median distance and the octocopter
height measured by the barometer is shifted by the median factor between both methods. For the |Hφ|

example flight, the octocopter XY-position measured by GPS is shifted by 0.83 m to the west and
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Figure 8.8: Influence of the octocopter on the absolute antenna gain of a horizontally aligned transmitting
antenna in the direction perpendicular to the antenna alignment (top) which is needed for the measurements
of the |Hφ| component and in the direction parallel to the antenna alignment (bottom left) which is needed for
the |Hθ,hor| component. The influence of the octocopter on the absolute antenna gain of a vertically aligned
transmitting antenna which is needed for the |Hθ,vert| component is shown in the (bottom right) diagram. The
simulation contains zenith angles from 91 ˝ to 179 ˝ in steps of 1 ˝ and a frequency range from 30 MHz to
80 MHz in steps of 0.25 MHz. The red dashed lines indicate the median values.

3.22 m to the south. The full corrected flight height measured by the barometer is shifted by 1.1 %.

8.2.3 Uncertainties

In this subsection, the statistical and systematic uncertainties are discussed using the |Hφ| example
flight at a middle frequency of f “ 55 MHz and a zenith angle bin of pΘ “ 42.5˘2.5q ˝ as mentioned
above. This zenith angle is chosen as most events at AERA are reconstructed coming from this
direction. While some systematic uncertainties are stable between flights, e.g., measurement of the
power injected to the transmitting antenna or the transmitting antenna response pattern, others are
flight dependent, e.g., the octocopter position and the measurement of the receiving power at the AUT.
The VEL relative uncertainties are listed in Tab. 8.3. These individual uncertainties are described in
detail in the following subsections. The global systematic uncertainties add quadratically to 6.3 % and
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Figure 8.9: (left) Corrections for the measured octocopter height with the raw data denoted by the green
rectangles. The black diamonds refer to the height after linear correction for the start and end positions. The
blue circular symbols show the corrections for the linear barometric formula used in the octocopter electronics.
The octocopter height determined by the optical method is denoted by the red dots. All measurements are
shown as a function of the flight time. (right) Histogram of the quotient of the full corrected barometer height
and measured height from the optical method.

the flight-dependent systematic uncertainty is 6.9 %.

Transmitting Antenna Position
The systematic uncertainty of the position reconstruction of the optical method was determined by
comparing the reconstructed octocopter position with the position measured by a DGPS which gives
an accurate position determination. The combined mass of the transmission antenna and the addi-
tional DGPS exceeds the maximal payload capacity of the octocopter. Therefore, a separate flight
with DGPS but without transmitting antenna and source generator was performed. The octocopter
positions measured with the optical method and the DGPS are compared in Fig. 8.10. The systematic
uncertainty of the octocopter position in the XY-plane is calculated using the quadratic sum of both
median values (red dashed lines) in the X and Y direction which is smaller than 1 m. Equally, the
systematic uncertainty of the octocopter height is σh “ 0.06 m. The influence on the VEL is deter-
mined by shifting the reconstructed octocopter position by these uncertainties and redoing the VEL
calculation given in Eq. (3.26) of each zenith angle bin separately for the XY-plane and the height.
The VEL systematic uncertainty is given by half the difference of the upper and lower shift of the
VEL. The systematic uncertainty on the VEL at a zenith angle of Θ “ 42.5˝p2.5˝, 72.5˝q ˘ 2.5˝ due
to the octocopter’s XY-position is 1.5 % (0.2 %, 2.9 %) and due to the octocopter’s height is 0.1 %

(0.2 %, ă 0.1 %).
The statistical uncertainty of the octocopter’s built-in sensors is determined in the following way: The
flight height measured by the barometer has to be corrected as described in section 8.2.2 which causes
further uncertainties during the flight. The statistical uncertainty of the octocopter height measured
with the barometer is then determined by comparing the measured height with the height measured
by the DGPS (lower right panel of Fig. 8.11). The statistical uncertainty are found to be σ “ 0.33 m
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source of uncertainty / % systematic statistical

flight-dependent uncertainties 6.9 2.7
transmitting antenna XY-position 1.5 1.0
transmitting antenna height 0.1 0.6
transmitting antenna tilt ă 0.1 ă 0.1
size of antenna under test 1.4 -
uniformity of ground ă 0.1 -
RSG1000 output power 2.9 2.3
influence of octocopter ă 0.1 -
electric-field twist 0.4 0.2
LNA temperature drift 1.0 0.6
receiving power 5.8 -
background 0.4 -

global uncertainties 6.3 ă0.1
injected power 2.5 ă 0.1
transmitting antenna gain 5.8 -
cable attenuation 0.5 ă 0.1

all / % 9.3 4.7

Table 8.3: Uncertainties of the horizontal component of the vector effective length |Hφ| of the example flight
at 55 MHz and p42.5 ˘ 2.5q ˝. While the overall systematic uncertainty is the quadratic sum of each single
systematic uncertainty, the overall statistical uncertainty is described by the observed signal fluctuation during
the measurement. The statistical uncertainty of each source of uncertainty describes the expected uncertainty,
e.g., from the manufacturer’s information.

which results in a 0.6 % uncertainty in the VEL. The horizontal position uncertainties are determined
in a measurement where the octocopter remains stationary on the ground. The measurement is pre-
sented in Fig. 8.11. The diagrams show a statistical uncertainty of σ “

?
0.482 ` 0.392 m “ 0.6 m in

the XY-plane which results in a 1.0 % uncertainty in the VEL. All these uncertainties are smaller than
those of the optical method described by the widths of the distributions shown in Fig. 8.10 where the
octocopter positions measured with DGPS and the camera method are compared.
The transmission antenna is mounted at a distance of sAnt “ 0.7 m beneath the octocopter. Hence,

a tilt of the octocopter, described by the pitch and the roll angle, changes the position in the XY-plane
of the transmission antenna as well as its height over ground. In the case of the example flight, the
average pitch (roll) angle of the octocopter is ´0.6˝ (0.9˝) which lead to a systematic uncertainty
smaller than 0.1 % at 55 MHz and p42.5˘ 2.5q ˝.

Size of AUT
The size of the LPDA in the z-direction is 1.7 m. The interaction point of the signal at each frequency
is set to the center of the LPDA. Therefore, there is a systematic uncertainty in the height interval
between transmitting antenna and AUT which is conservatively estimated to be 0.85 m. For the exam-
ple flight, this systematic results in a VEL systematic uncertainty of 1.4 % at 55 MHz and p42.5˘ 2.5q ˝.
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Figure 8.10: Comparison of the octocopter position measured with the optical method and with an additional
differential GPS (DGPS) mounted at the octocopter during one flight. (upper left) Raw position data measured
with DGPS (lines) and the optical method (dots) as function of the flight time. The distance between the re-
constructed octocopter position measured by optical method and DGPS in X and Y direction are shown in the
(upper right) and (lower left) figure. The difference of the octocopter height measured by the barometer and
DGPS is shown in the (lower right) figure. The systematic uncertainty in the XY-plane of the octocopter position
is calculated by the quadratic sum of both median values (red dashed lines) in X and Y direction. Similarly, the
median of the height difference of both measurement setups is taken as systematic uncertainty of the octocopter
height.

Uniformity of Ground Height
The ground height above sea level at the octocopter starting position and at the LPDA is measured by
DGPS. The ground is not completely flat but varies at the level of a few cm over a distance of 5 m

which is incorporated as additional uncertainty on the height. The resulting influence on the VEL is
less than 0.1 %.

Emitted Signal towards the Antenna Under Test
The uncertainty of the emitted signal contains effects from the power output of the RSG1000, the
injected power into the transmission antenna, the transmission response pattern, the influence of the
octocopter on the pattern as well as the misalignment and misplacement of the transmitting antenna
which changes the emitted power transmitted towards the AUT and lead to a twist of the signal polar-
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Figure 8.11: The statistical uncertainties of the octocopter position reconstruction using the built-in sensors.
The uncertainty of the horizontal position is determined in a measurement while the octocopter is on ground and
does not move. (upper left) Measured octocopter GPS-position with respect to the average position at p0, 0q.
Color coded is the time. (upper right) Histogram of the distance between measured and average position in
Y direction. (lower left) Histogram of the distance between measured and average position in X direction.
(lower right) The statistical uncertainty of the octocopter height measured with the barometer is determined by
comparing the measured flight height with the height measured using a DGPS. Then, uncertainties arising from
the height corrections are taken into account. The histogram of the octocopter height difference over ground
measured with the barometer compared to the DGPS measurement is shown.

ization at the AUT.
The manufacturer of the RSG1000 states a signal stability of 0.2 dB measured at a constant temper-
ature of 20 ˝ which results in a statistical uncertainty of 2.3 % in the VEL. The calibration measure-
ments were performed at temperatures between 15 ˝C and 25 ˝C. Here, the manufacturer denotes a
systematic uncertainty of 0.25 dB due to temperature shifts which results in 2.9 % in the VEL.
The injected power from the RSG1000 to the transmission antenna is measured twice in the lab using
the FSH4 spectrum analyzer averaged over 100 samples and an Agilent N9030A ESA spectrum an-
alyzer averaged over 1000 samples. The systematic uncertainty of the FSH4 measurement is 0.5 dB

and the systematic uncertainty of the Agilent N9030A ESA measurement is 0.24 dB. Both are com-
bined yielding a total systematic uncertainty of 0.22 dB in the VEL. As there is a quadratic relation
between injected power and the VEL (cf. Eq. (3.26)) the systematic uncertainty on the VEL is 2.5 %.
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The statistical uncertainties of these measurements are small due to the number of samples and can be
neglected.
The antenna manufacturer specifies a systematic uncertainty of the transmitting antenna pattern of
0.5 dB which results in a systematic uncertainty on the VEL of 5.8 %. The influence of the octocopter
on the transmission antenna pattern investigated with simulations is small and, therefore, a systematic
uncertainty due to the octocopter influence on the transmission antenna pattern can be neglected.
Misalignment and misplacement of the transmitting antenna lead to a twist of the signal polarization
and furthermore, altered the signal strength at the AUT. The AUT sensitivity to an electric field is
given by η “ sinpαq cospβq with the angles α and β as described in section 8.2.2. Both angles, and
therefore η, depend on the octocopter rotation angles as well as on the octocopter position. The an-
gle β linearly depends on α and on the AUT orientation which is known with a precision of 1˝. The
uncertainty of all three octocopter rotation angles is estimated to be 1˝. In the case of the horizontal
VEL, the uncertainty of α is given by the quadratic sum of two octocopter rotation angles and the
angle which arises from the octocopter position uncertainties as well as the size of the AUT. For the
example flight, the resulting influence on the VEL is 0.4 % at 55 MHz and p42.5˘ 2.5q ˝. In contrast,
both meridional subcomponents are not corrected for the octocopter misalignment and misplacement.
Here, the octocopter misalignment and misplacement is completely included in the systematic un-
certainty. Therefore, the systematic uncertainty of the VEL due to an octocopter misalignment and
misplacement is larger for both meridional subcomponents than in the case of the horizontal compo-
nent. The systematic uncertainty on the VEL is calculated in the same way but using the nominal
values of α and β in each zenith angle bin of 5˝ instead. As β linearly depends on α, only a further
uncertainty on α given by the difference between the measured median values and nominal values of
α is needed, quadratically added and then propagated to the systematic uncertainty on the VEL. In
case of both meridional subcomponents, both angles α and β depend on the zenith angle. Hence, this
systematic uncertainty is strongly zenith angle dependent for both meridional subcomponents.
The uncertainties of the injected power to the transmitting antenna and the transmitting antenna pat-
tern limit the overall calibration accuracy. In comparison to other calibration campaigns at LOFAR or
Tunka-Rex, a RSG1000 were used as signal source as well but a different transmitting antenna. Both
RSG1000 signal sources differ on a percent level only. However, the manufacturer of the transmitting
antenna used at LOFAR and Tunka-Rex states a systematic uncertainty of the transmitting antenna
pattern of 1.25 dB [249]. Hence, the AERA calibration has a significantly smaller systematic uncer-
tainty due to the more precise calibration of the transmitting antenna.

Received Signal at the Antenna Under Test
Within the uncertainty of the received signal all uncertainty effects of the received power at the AUT
including the full signal chain from the LPDA to the spectrum analyzer as well as the LNA and cables
are considered. In the following, a drift of the LPDA LNA gain due to temperature fluctuations, the
uncertainty of the received power using the FSH4 and the influence of background noise as well as the
uncertainty of the cable attenuation measurements are discussed.
The LPDA LNA power gain depends on the temperature. The temperature drift was measured in the
laboratory and was determined to 0.017 dB{K using the FSH4 in the vector network analyzer mode
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(refer to Chap. 5). The calibration measurements were performed at temperatures between 15 ˝C and
25 ˝C which results in a systematic uncertainty of 1 % in the VEL due to temperature drifts of the
LNA. The measurements of the LPDA LNA power gain due to temperature fluctuations using the
FSH4 show fluctuations of typically less than 0.1 dB which results in an expected statistical uncer-
tainty of 0.6 % in the VEL.
The event power is measured using the FSH4 spectrum analyzer. The manufacturer states a system-
atic uncertainty of 0.5 dB. The systematic uncertainty in the VEL is then 5.8 %. Also the background
noise is measured using the FSH4 in spectrum analyzer mode. The systematic uncertainty of the VEL
considering event power (P) and background noise (B) is

b

P 2`B2

P 2´B2
0.5
2 dB. If the background noise

is of the same order of magnitude as the measured event power for more than 50 % of events in a 5˝

zenith angle bin, the systematic uncertainty for this zenith angle bin is set to 100 %. For the example
flight, the systematic due to background noise results in an additional VEL systematic uncertainty
of 0.4 % at 55 MHz and p42.5 ˘ 2.5q ˝. A further background influence on the measured signal at
the LPDA due to the communication between the remote control and the octocopter is not expected,
as they communicate at 2.4 GHz and the LPDA is sensitive in the frequency range from 30 MHz to
80 MHz.
The attenuation of the cable is measured with the FSH4 in network analyzer mode, transmitting a
signal with a power of 0 dBm, and averaged over 100 samples. Therefore, the statistical uncertainty
can be neglected. The manufacturer states a systematic uncertainty of 0.04 dB for transmission mea-
surements with a transmission higher than ´20 dB which applies in case of the cables. This results in
a systematic uncertainty of 0.5 % in the VEL.

8.2.4 Simulation of the Experimental Setup

The calibration measurement is simulated using the NEC-2 simulation code. Here, the LPDA, the
transmission antenna and realistic ground properties are taken into account. At standard ground con-
ditions the ground conductivity is set to be 1.4 mS{m and the standard ground permittivity is set to
be 5.5 in the simulation. The distance between both antennas is set to be 30.3 m. The VEL is cal-
culated using Eq. (3.32) modified with Eq. (3.49) considering the manufacturer information for the
response pattern of the transmitting antenna as well as the transfer function from the LPDA output
to the system consisting of the transmission line from the LPDA footpoint to the LNA and the LNA
itself. To investigate the simulation stability, several simulations with varying antenna separations and
changing ground conditions were performed. Antenna separations ranging from 25 m to 50 m were
simulated and the resulting VEL as function of the zenith angle at 55 MHz are shown in Fig. 8.12.
The resulting VEL at 35 MHz and 85 MHz are shown in the appendix D.1. The simulations exhibit
only small changes of the resulting LPDA VEL. Hence, the simulations confirm that the measurement
is being done in the far-field region. Furthermore, the influence of different ground permittivities on
the LPDA VEL in a transmission simulation is investigated. Measurements of the ground permittivity
at the AERA site yield values between 2 and 10 depending on the soil humidity (refer to Chap. 6) and
thus, the LPDA VEL is simulated using ground permittivities ranging from 2 to 10. The ground per-
mittivity is identified as the main uncertainty of the original simulation compared to the influence of
different ground conductivities or an additional box beneath the LPDA (refer to Chap. 7). In Fig. 8.13,
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Figure 8.12: Simulations of the LPDA vector effective length (VEL) for different distances of the transmitting
antenna to the LPDA. In the (left) diagram, the horizontal VEL |Hφ| and in the (right) diagram the meridional
VEL |Hθ| as function of the zenith angle Θ at 55 MHz are shown.
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Figure 8.13: Simulations of the LPDA vector effective length (VEL) for different ground permittivities. In the
(left) diagram, the horizontal VEL |Hφ| and in the (right) diagram the meridional VEL |Hθ| as function of the
zenith angle Θ at 55 MHz are shown.

the simulations of the horizontal and meridional VEL for these different ground permittivities as func-
tion of the zenith angle at 55 MHz are shown. The resulting VEL at 35 MHz and 75 MHz are shown
in the appendix D.3. In the case of an applied ground permittivity of 2 and of 10, the influence on the
horizontal VEL is at the level of 1 % averaged over all frequencies and zenith angles with a scatter of
less than 6 %. The influence of the ground permittivity on the electric-field reconstruction is further
discussed in section 8.4.2.
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8.3 Measurement of the LPDA Vector Effective Length

In this section, the reproducibility and the combination of all measurements performed on different
days and under different environmental conditions are discussed. Furthermore, the combined results
of the LPDA VEL are compared to the values obtained from the NEC-2 simulation.

8.3.1 Horizontal Vector Effective Length

Here, the results of the measurements of the horizontal VEL |Hφ| are presented. In total, five inde-
pendent measurements were performed to determine |Hφ| as a function of the zenith angle Θ. The
horizontal VEL |Hφ| in zenith angle intervals of 5˝ for three different measurements at 35 MHz,
55 MHz, and 75 MHz is shown on the left side of Fig. 8.14. The global systematic uncertainties of
each flight are denoted by the light colored band and the flight dependent systematic uncertainties are
indicated by the dark colored band.
On the left side of Fig. 8.15, the ratio σVEL{VEL is shown where σVEL denotes the fluctuation and

VEL is the average VEL from five measurements in each zenith angle bin and for each frequency.
Compared to the average VEL, the median value of the ratio σVEL{VEL is 6 % which is well com-
patible with the estimated uncertainties presented in Tab. 8.3.
The compatibility of each measurement compared with the other measurements is described by the

compatibility parameter p which denotes the difference between the measurement i and the weighted
average VEL4 of the other four measurements in numbers of the combined flight-dependent uncer-
tainties σ:

pi “
|V ELi ´VEL4|

σ
. (8.2)

The combined flight-dependent uncertainty σ is determined by the quadratical combination of the
flight-dependent uncertainties of VEL4 with the flight-dependent systematics and the statistical un-
certainties of the measurement i. On the right side of Fig. 8.15, the compatibility parameter p of the
example flight for all frequency and all zenith angles with Θ ă 90˝ (blue histogram) and Θ ă 60˝

(green histogram) is shown. In the median, the example measurement and the average of the other
four measurements agree within one standard deviation. This is also the case for all other measure-
ments. The respective comparisons are shown in the appendix D.3. The measurements agree within
its uncertainties and thus, they are weighted by its uncertainties and then combined in the following.
At the right side of Fig. 8.14, all performed measurements to determine |Hφ| are combined in zenith
angle intervals of 5˝, weighted by the quadratic sum of the systematic and the statistical uncertainties
of each flight. The gray band describes the constant systematic uncertainties whereas the statistical
and flight-dependent systematic uncertainties are combined within the error bars. The constant sys-
tematic uncertainty of the combined horizontal VEL is 6.3 % and the uncertainties considering flight
dependent systematic and statistical uncertainties for the combined horizontal VEL result in 4.7 % at
a zenith angle of p42.5 ˘ 2.5q˝ and a frequency of 55 MHz. The overall uncertainty of the deter-
mined LPDA VEL in the horizontal polarization adds quadratically to 7.9 %. The overall uncertainty
of all other arrival directions and frequencies are shown on the left side of Fig. 8.16. On the right
side of Fig. 8.16, a histogram of the overall uncertainties for all frequencies and zenith angle bins up
to 85˝ is shown. For larger zenith angles, the LPDA loses sensitivity and the systematic uncertainty
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Figure 8.14: (left) Mean horizontal vector effective length |Hφ| (dots) and standard deviation (error bars)
of three different measurements and (right) the overall combinations in comparison to the simulation (green
curve) as a function of the zenith angle in 5˝ bins at (from top to bottom) 35 MHz, 55 MHz and 75 MHz. The
colored bands in the left diagrams describe the global (light color) and flight-dependent (dark color) systematic
uncertainties of each flight. The gray band in the right diagrams describes the global systematic uncertainties
whereas the statistical and flight-dependent systematic uncertainties are combined within the error bars.
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Figure 8.15: (left) Histogram of the ratio σVEL{VEL of all frequencies and zenith angles with Θ ă 90˝ (blue
histogram) and Θ ă 60˝ (green histogram). Here, σVEL denotes the fluctuation and VEL is the average
vector effective length (VEL) from five measurements of each zenith angle in bins of 5˝ and of each frequency.
(right) Histogram of the compatibility parameter p of the example flight in numbers of the combined flight-
dependent uncertainties σ of all frequencies and zenith angles with Θ ă 90˝ (blue histogram) and Θ ă 60˝

(green histogram). The combined flight-dependent uncertainty σ is determined by the quadratic combination of
the flight-dependent uncertainties of VEL4 with the flight-dependent systematics and the statistical uncertainties
of the example flight.
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Figure 8.16: (left) Overall uncertainty of the horizontal vector effective length |Hφ| including statistical and
systematic uncertainties for all frequencies as a function of the zenith angle Θ up to 85˝ in 5˝ bins. (right) His-
togram of all overall uncertainties for all frequencies and all zenith angle bins previously mentioned. The
median (average value µ) is marked as red dashed line (red solid line).

exceeds 20 %. Therefore, angles beyond 85˝ are not considered in the following discussion. Taking
all intervals of the frequencies and zenith angles with equal weight, the median overall uncertainty
including statistical and systematic uncertainties is 7.4`0.9

´0.3 %. The green curve in Fig. 8.14 marks the
simulation of |Hφ|. The agreement between the combined measurements and the simulation of |Hφ|

is illustrated in the diagram of their ratio versus zenith angle Θ and frequency f in the upper left panel
of Fig. 8.17. In the upper right panel of Fig. 8.17, all ratios are filled into a histogram with entries
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Figure 8.17: Combined horizontal vector effective length |Hφ| compared to the simulation. (top left) Ratio of
the combination of all measurements and simulation for all frequencies as a function of the zenith angle Θ up
to 84˝ in 3˝ bins. (top right) Histogram of the ratios of the combination of all measurements and simulation
for all frequencies and all zenith angle bins previously mentioned weighted with sinpΘq. The median value is
marked as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the
zenith angle weighted ratio distribution as a function of the frequency. (bottom right) Median (red dots) and the
68 % quantile (red error bars) of the ratio distribution as a function of Θ. The gray band indicates the global
systematic uncertainty of the measurement and the red dashed lines mark the overall zenith angle weighted
median in both lower diagrams.

weighted by sinpΘq in consideration of the decrease in field of view at small zenith angles. The com-
bined measurement and the simulation agree to within 1 % in the median. The fluctuation described
by the 68 % quantile is at the level of 0.13`0.11

2 “ 0.12. The two lower panels of Fig. 8.17 show the
median ratio as a function of the frequency (left) and as a function of the zenith angle (right). In both
cases, the red error bars mark the 68 % quantile of the distributions.

8.3.2 Meridional Vector Effective Length

In this subsection, the results of the meridional VEL |Hθ| are discussed. For both subcomponents
|Hθ,hor| and |Hθ,vert|, three independent measurements were taken and averaged. The averaged com-
ponents are combined to determine |Hθ| as a function of the zenith angle Θ using Eq. (8.1). In
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Figure 8.18: Combination of all measurements of the meridional vector effective length |Hθ| (red dots) as a
function of the zenith angle Θ in comparison to the simulation (green curve) for three different frequencies (from
top to bottom) 35 MHz, 55 MHz and 75 MHz. The gray band describes the global systematic uncertainties
whereas the statistical and flight-dependent systematic uncertainties are combined within the error bars.

Fig. 8.18, all performed measurements of |Hθ| are combined in zenith angle intervals of 5˝, weighted
by the quadratic sum of the systematic and the statistical uncertainties of each flight. The gray band
describes the global systematic uncertainties whereas the statistical and flight-dependent systematic
uncertainties are combined within the red error bars. The global systematic uncertainty of the com-
bined VEL is 6.3 %. The uncertainties considering flight-dependent systematic and statistical uncer-
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Figure 8.19: (left) Overall uncertainty of the meridional component of the LPDA vector effective length |Hθ|

including statistical and systematic uncertainties for all frequencies as a function of the zenith angle Θ up to
65˝ in 5˝ bins. (right) Histogram of all overall uncertainties for all frequencies and all zenith angles up to 65˝.
The median (average value µ) is marked as red dashed line (red solid line).

tainties of the combined VEL result in 11.2 % at a zenith angle of p42.5 ˘ 2.5q˝ and a frequency of
55 MHz. The overall uncertainty of the determined LPDA VEL in the meridional polarization adds
quadratically to 12.9 %. The overall uncertainty of all other arrival directions and frequencies are
shown on the left side of Fig. 8.19. On the right side of Fig. 8.19, a histogram of the overall uncertain-
ties for all frequencies and zenith angle bins up to 65˝ is shown. For larger zenith angles, the LPDA
loses sensitivity and the systematic uncertainty exceeds 20 %. Therefore, these angles are not consid-
ered in the following discussion. Taking all intervals of the frequencies and zenith angles with equal
weight, the median overall uncertainty including statistical and systematic uncertainties is 10.3`2.8

´1.7 %.
This is larger than the uncertainty of the horizontal component |Hφ|. The reasons are that firstly, the
meridional component |Hθ| is a combination of two measurements of |Hθ,hor| and |Hθ,vert| whereas
|Hφ| is directly measured. Secondly, the number of measurements is smaller than in the case of |Hφ|

and thirdly, the horizontal component is corrected for the octocopter misplacement and misalignment
in comparison to the meridional subcomponents where this effect is included in the systematic uncer-
tainties. The green curve in Fig. 8.18 indicates the simulation of |Hθ|. The agreement between the
combination of all measurements and the simulations of |Hθ| is illustrated by the diagram of their ratio
versus zenith angle Θ and frequency f shown in the upper left panel of Fig. 8.20. In the upper right
panel, all ratios for all zenith angles and frequencies are filled into a histogram with entries weighted
by sinpΘq in consideration of the decrease in field of view at small zenith angles. The combined mea-
surement and the simulation agree to within 5 % in the median. The fluctuation described by the 68 %

quantile is at the level of 0.29`0.22
2 “ 0.26. The two lower panels of Fig. 8.20 show the median ratio

as a function of the frequency (left) and as a function of the zenith angle (right). In both cases, the red
error bars mark the 68 % quantile of the distributions.
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Figure 8.20: Combined meridional vector effective length |Hθ| compared to the simulation. (top left) Ratio
of combination of all measurements and simulation for all frequencies as a function of the zenith angle Θ up
to 63˝ in 3˝ bins. (top right) Histogram of all ratios of the combination of all measurements and simulation
for all frequencies and all zenith angle bins previously mentioned weighted with sinpΘq. The median value is
marked as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the
zenith angle weighted correction factor distribution as a function of the frequency. (bottom right) Median (red
dots) and the 68 % quantile (red error bars) of the ratio distribution as a function of Θ. The gray band indicates
the global systematic uncertainty of the measurement and the red dashed lines mark the overall zenith angle
weighted median in both lower diagrams.

8.3.3 Interpolation to all Arrival Directions and Frequencies

The horizontal and meridional VEL magnitudes are measured in the LPDA axis with highest sensi-
tivity to the respective VEL component (cf. Sec. 8.1) and in frequency bins of 5 MHz. To achieve an
overall LPDA calibration for all incoming directions and frequencies the measurement is combined
with the standard original simulation of the LPDA VEL pattern. In contrast to the simulations pre-
sented in this chapter, only the LPDA with the following amplifier stage but without the transmitting
antenna are taken into account as discussed in Chap. 7. This original simulation of the LPDA pattern
is then combined with the results from the calibration campaign. The calibrated LPDA VEL pattern
is obtained by multiplying the full pattern of the simulated VEL with the ratio of measured to sim-
ulated VEL magnitudes shown in Figs. 8.17 and 8.20. The ratios are linearly interpolated between
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the measurements at each zenith angle and each frequency bin. The respective frequency and zenith
angle dependent ratios are applied at all azimuth angles. With this method, the magnitude of the VEL
is normalized to the calibration measurements, while the VEL phase comes entirely from the original
simulation.

8.4 Influence on Cosmic-Ray Signal Reconstruction

In this section, the influence of the modified LPDA pattern on the cosmic-ray signal reconstruction
is discussed. In the first part of this section, the influence of the differences between simulated and
measured VEL on the electric field as well as on the radiation energy for one event with a specific
arrival direction are presented. In the second part, the influence of the uncertainty of both components
of the VEL on the electric-field is discussed.

8.4.1 Influence of Modified Pattern on one Example Event

To reconstruct the electric field of a measured radio signal induced by an air shower, the Auger soft-
ware framework Off line [219, 220] is used (cf. Sec. 4.3.6). To show the influence of the improved
VEL, an air shower measured in 9 stations at AERA with a zenith angle of 30˝ and an azimuth angle
of 14˝ south of east is presented as an example. The energy of the primary cosmic ray is recon-
structed to 1.1 ¨ 1018 eV using information from the surface detector. In Fig. 8.21, the electric field
reconstructed at the station with highest signal-to-noise ratio (SNR) is shown once using the simu-
lated antenna response with and once without the corrections owing to the measurements of the VEL
magnitude in both components. For clarity, only one polarization component of the electric field is
shown. The general shape of the electric-field trace is the same for both reconstructions. The trace
of the modified LPDA pattern exhibits an up to 7 % larger amplitude. The measured energy fluence
that scales with the amplitude squared in the east-west polarization at this station with highest SNR
changes from 100 eV

m2 to 112 eV
m2 . The total energy fluence of all polarizations changes from 141 eV

m2

using the simulated antenna response pattern to 156 eV
m2 using the modified antenna response pattern

which is an effect at the level of 9 %. The reconstructed radiation energy of the full event changes
from 7.96 MeV to 8.54 MeV. The ratio of these radiation energies is 0.93.

8.4.2 Uncertainty of the Cosmic-Ray Signal Reconstruction

In this subsection, the systematic uncertainty of the cosmic-ray signal reconstruction that results from
the overall uncertainty of the calibration and from the uncertainty due to different ground permittivities
is determined. In the first case, the VEL magnitude is shifted up and down by one standard deviation
of the overall uncertainty. The VEL phase remains unchanged. In the case of the uncertainty due to
different ground permittivities, the antenna pattern with a ground permittivity of 2 and of 10 are used
(see Fig. 8.13) which is based on the permittivity measurements discussed in Chap. 6. The respective
VEL is denoted asHdown andHup. The antenna response is applied to a simulated electric-field pulse
using once Hup and once Hdown to obtain the corresponding voltage traces Uup and Udown according
to Eq. (3.21). Then, the original VEL is used to reconstruct the electric-field pulse once from Uup

and once from Udown. From the difference of the two resulting electric-field pulses, the systematic



8.4. Influence on Cosmic-Ray Signal Reconstruction 149

800

600

400

200

0

200

400

600

800
El

ec
tr

ic
 F

ie
ld

 [µ
V/

m
]

Simulated Pattern
Modified Pattern

940 960 980 1000 1020 1040 1060 1080
Time [ns]

60
30
0

30
60

Re
si

du
al

 [µ
V/

m
]

Figure 8.21: (top) Reconstructed electric-field trace at the station with highest signal-to-noise ratio in the east-
west polarization of a signal measured at AERA with a zenith angle of 30˝ and an azimuth angle of 14˝ south
of east using the simulated LPDA pattern (blue line) and using the modified pattern considering the correction
factors between measurement and simulation (green line). The residual between both reconstructed traces as
function of the time is shown in the (lower) diagram. The measured energy fluence in the east-west polarization
changes from 100 eV

m2 to 112 eV
m2 .

uncertainty of the amplitude or the energy fluence can be determined. Both uncertainties, resulting
from the calibration campaign and resulting from different ground permittivities, are then combined
quadratically.
An additional uncertainty on the electric-field trace can arise due to an uncertainty on the VEL phase.
An uncertainty in the VEL phase leads to a signal distortion of the radio pulse resulting in an increased
signal pulse width and a smaller electric-field amplitude or vice versa. However, the energy fluence of
the signal pulse which is given by the integral over the electric-field trace remains constant. Hence, a
VEL phase uncertainty propagates to an additional uncertainty in the electric-field amplitude whereas
the energy fluence does not change due to a VEL phase uncertainty. Therefore, the systematic uncer-
tainty of the energy fluence due to the VEL uncertainty is discussed in the following.
The radio pulse is approximated with a bandpass-limited Dirac pulse and the polarization is adjusted
according to the dominant geomagnetic emission process. As the uncertainty of the VEL and the
polarization of the electric-field pulse depend on the incoming signal direction, different directions
in bins of 10˝ in the azimuth angle and in bins of 5˝ in the zenith angle are simulated. Due to the
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Figure 8.22: Systematic uncertainty of the square root of the energy fluence resulting from the calibration
campaign (left) and resulting from different ground permittivities (right) for all arrival directions taking into
account a signal polarization due to the dominant geomagnetic emission process. The calibration uncertainty
is the dominant uncertainty in the energy fluence reconstruction.
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Figure 8.23: (left) Combined systematic uncertainty of the square root of the energy fluence resulting from
the calibration campaign and resulting from different ground conditions for all arrival directions taking into
account a signal polarization due to the dominant geomagnetic emission process. (right) Histogram of the
systematic uncertainty of the square root of the energy fluence of signals with zenith angles smaller than 80˝

(blue) and of signals with zenith angles smaller than 60˝ (green).

changing polarization also the relative influences of the |Hφ| and |Hθ| components change with direc-
tion. The resulting systematic uncertainties of the energy fluence from the calibration campaign and
resulting from different ground permittivities are shown in Fig. 8.22 and the quadratic combination of
these uncertainties is presented in Fig. 8.23. The square root of the energy fluence is shown because
the energy fluence scales quadratically with the electric-field amplitude and the cosmic-ray energy.
Hence, the systematic uncertainty of the square root of the energy fluence is the relevant uncertainty
in most analyses. The systematic uncertainty is dominated by the calibration uncertainty and for
most regions, the systematic uncertainty is at the level of 10 %. The uncertainty increases only at large
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Figure 8.24: Systematic uncertainty of the square root of the energy fluence due to an additional phase offset
normally distributed around µ “ 0 ˝ with a standard deviation of σ “ 3 ˝ for all arrival directions taking into
account a signal polarization due to the dominant geomagnetic emission process.

zenith angles (θ ą 60˝) due to the increased uncertainty of |Hθ|. An azimuthal pattern appears at
90˝ and 270˝. At these azimuth angles, the uncertainty is smaller because the electric-field pulse is
polarized in the ~eφ component and only the more precise |Hφ| component contributes. For incoming
signal directions with zenith angles smaller than 60˝, the systematic uncertainty of the square root
of the energy fluence owing to the antenna calibration and different ground permittivities is at most
14.2 % with a median of 8.8`2.1

´1.3 %.
As an additional cross check, simulation studies with changed VEL phase have been performed to
investigate the influence of the phase on the energy fluence. It is found that there is no influence in
case of a constant phase offset. A frequency-dependent offset which changes the phase derivation
with respect to the frequency just move the signal in time without any differences in the signal pulse
shape. In the case of adding an offset normally distributed around µ “ 0 ˝ with a standard deviation
of σ “ 3 ˝ for all arrival directions and frequencies, an influence far below 0.1 % for all zenith angles
smaller than 60 ˝ is observed. The influence increase to the level of 1 % at higher zenith angles which
is negligible compared to the uncertainties from the calibration. The uncertainty of the square root of
the energy fluence due to this additional phase offset is shown in Fig. 8.24.





9
Development of a 3D Radio Station at
AERA

Typically, radio stations in air shower experiments consist of two perpendicular polarized antennas
which are usually aligned horizontally. The third component, in this case the vertical polarization of
the electric field, is not measured directly but is important for the data analysis of radio signals from
air showers. The third component is then calculated from observations in the two other components,
the arrival direction, and exploiting the property of electromagnetic waves that they are polarized only
perpendicular to the propagation direction (cf. Chap. 3).
Radio stations consisting of three separated antennas with different antenna orientations are called 3D
radio stations. They enable a direct measurement of all components of the electric field in contrast to
the conventional 2D radio stations. The additional measurement of the third component potentially
reduces the uncertainties of the electric-field reconstruction and thus improves the data quality. Fur-
thermore, the measurement of the third component enables measuring radio signals from extensive air
showers in regions where the 2D radio station is not sensitive and thus potentially extends the field of
view of the radio detector.
For AERA, a new 3D radio station was developed. A subset of Butterfly radio stations is extended
with a vertical antenna called Wifivert antenna forming a 3D radio station. In this chapter, the antenna
design and first data analysis of data recorded with 3D radio stations are presented.
The chapter is structured as follows. First, the motivation of 3D radio stations at AERA is pointed out
in detail. In Sec. 9.2, the mechanical design of the Wifivert antenna is discussed. Then, the antenna
is electrically characterized in Sec. 9.3. Afterwards, the antenna response pattern of the Wifivert an-
tenna is presented in Sec. 9.4 based on simulations using the NEC-2 simulation code. The Wifivert
antennas have been deployed at AERA and take data since 2015. In Sec. 9.5, a first data analysis is
performed and the functionality of the antenna is proven. Furthermore, based on this data analysis a
first conclusion about the physics goals of 3D radio stations is given.

9.1 Physics Goals of 3D Radio Stations

In several analyses, it was shown that AERA enables the investigation of cosmic-ray and extensive air
shower physic using 2D radio station consisting of two horizontally but perpendicular to each other
oriented antennas, e.g., [15, 20, 24, 25]. Nevertheless, there are good reasons for developing 3D radio
stations with an additional vertical antenna to observe radio signals from extensive air showers. In the
following, the motivation of such 3D radio stations is pointed out.
One reason to develop a 3D radio station is that they enable measuring the full radio signal produced
in extensive air showers in all three coordinates with one radio station only. Thus, three measurements
of the radio signal are performed from which the electric field can be reconstructed. In the case of a 3D
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Figure 9.1: The expected signal polarization for all arrival directions. The radio pulse is approximated with a
bandpass-limited Dirac pulse and the polarization is adjusted according to the dominant geomagnetic emission
process. (left) Color coded is the signal fraction of the signal horizontally polarized in ~ex`y . (right) Color
coded is the signal fraction of the signal vertically polarized in ~ez direction.

radio station the system of equation as discussed in Sec. 3.8 is mathematically over-determined. There
are three permutations of two measurements which can be used for the electric field reconstruction.
These permutations can be combined and thus potentially reduces the uncertainties of the electric-field
reconstruction.
Another reason becomes visible when calculating the expected radio signal strength from extensive
air showers. In Fig. 9.1, the relative strength of the radio signal in the horizontally oriented XY-
component (left) and in the vertical component (right) is visualized for all arrival directions in bins of
10˝ in the azimuth angle and in bins of 5˝ in the zenith angle. The radio pulse is approximated with a
bandpass-limited Dirac pulse and the polarization is adjusted according to the dominant geomagnetic
emission process. As can be seen, an azimuthal pattern appears at 90˝ and 270˝. At these azimuth
angles and for the regions with small zenith angles, the electric-field signal is mostly horizontally
polarized. For all other regions, the vertical component of the signal gets more important, especially
at large zenith angles. In general, the larger the zenith angle, the larger is the percentage fraction of
the radio signal polarized into the vertical direction. As typically 2D radio stations consist of two
horizontally aligned antennas, an additional vertical antenna extends the field of view of such radio
stations to large zenith angles.
Extensive air showers coming from large zenith angles are called inclined showers or horizontal air
showers (HAS). HAS have an increased flight path through the Earth’s atmosphere resulting in a die-
out of the hadronic and electromagnetic shower components before they are detectable at ground level.
The shower information of HAS is then saved in the muonic and radio component of the shower only.
In contrast to the muonic component, the radio emission primarily originates from the electromag-
netic shower component. It is detectable on ground because the atmosphere is transparent to radio
waves. Information provided by separate measurements of both components are directly connected to
the primary cosmic-ray mass (cf. Sec 2.4.1). Furthermore, the area of the radio-emission footprint is
extended to several square kilometers which shows great potential for future large-scale radio arrays
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Figure 9.2: (left) Region of the components of a horizontal air shower which has an increased flight path
through the Earth’s atmosphere. The hadronic and electromagnetic shower component die out before reaching
the ground. The shower information is saved in the muonic and radio component of the shower only. Picture
adapted from [35]. (right) The footprint of the radio emission of a proton induced extensive air shower with an
energy of 1018 eV for different zenith angles. The respective electric-field strength is color coded and obtained
by CoREAS simulations [9, 28, 250]. The larger the zenith angle the larger is the footprint on ground. The
white box marks the change of antennas distance from 40 m to 100 m in the simulation to save computing time
[35, 251]. Plot taken from [35].

(refer to [35, 36]). The principle of inclined air showers and their footprint on ground are illustrated
in Fig. 9.2. As the fraction of the vertically polarized radio signal increases with the zenith angle, 3D
radio stations potentially improve HAS research.
Moreover, an additional vertical antenna is useful for investigating extensive air showers with arrival

directions from the north or south. In these cases, from Fig 9.1, a purely horizontally polarized sig-
nal is expected. According to the dominant geomagnetic emission process and the Earth’s magnetic
field pointing into the north direction [221], the radio signal is then fully polarized in the east-west
component and produces a signal in the east-west antenna but no signal in the north-south antenna.
However, small signal strengths are created in the north-south antenna due to noise. Even such small
signals measured in the north-south antenna result in a large overestimation of the vertical electric-field
component. The principle is illustrated in Fig. 9.3 for a signal coming from the south direction. For
such arrival directions, an additional measurement of the radio signal using a vertical antenna enables
constraining the signal reconstruction: If no signal pulse is measured in the vertical antenna, then the
signal measured in the north-south antenna can be identified as noise and thus, can be rejected from
the signal reconstruction.

9.2 Design of the Wifivert Antenna

A simple and economic solution of a 3D radio station at AERA is to extend the already used standard
2D radio stations at AERA with an additional vertical antenna. Compared with the LPDA, the Butter-
fly radio stations have a simpler antenna structure and therefore, they are chosen to test an additional
vertical antenna. The most important design criterion is, that the influence of the vertical antenna on
the Butterfly antenna is as little as possible. In this case, the reconstruction of the radio signal us-
ing the horizontal aligned Butterfly antennas is not negatively influenced and moreover, an additional
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Figure 9.3: Shower components of a radio signal with an incoming direction ~v (orange arrow) coming from
south (S). The Earth’s magnetic field ~B (blue arrow) points to the north direction. Then, the signal is expected
to be polarized in the east-west direction due to the dominant geomagnetic effect. However, a small signal due
to noise measured in the north-south antenna (red solid line) results in a large overestimation of the vertical
electric-field component (red dashed line). Picture adapted from [252].

information of the radio signal recorded with the vertical antenna is available. The influence of an
additional vertical antenna on the Butterfly antenna is small if already existing components of the ra-
dio station are used as vertical antenna instead of implementing a further separated antenna. On the
other hand, the structure of the additional antenna is then limited by the already existing structure of
the radio station and thus, the antenna properties are not optimized for measuring radio signals from
extensive air showers. Nevertheless, in the case of the Butterfly-equipped radio stations such antennas
enables measuring the vertically polarized signal of radio signals from extensive air showers which is
discussed later in this chapter.
The design of the Butterfly-equipped radio stations is described in detail in Sec. 4.3.1 and Sec. 4.3.3.
The station pole and the wifi mast consist of aluminum - a conductive material - and are vertically
aligned. Therefore, they are suited best as a vertical orientated antenna. On the other hand, the station
pole and the wifi mast have fixed sizes and they are located at fixed positions. Moreover, the sta-
tion pole is grounded. Hence, such antennas are not optimized to be sensitive in the frequency range
30 MHz and 80 MHz. Furthermore, an asymmetry in the antenna response pattern is expected because
both, the station pole and the wifi mast, are displaced in the XY-plane and have an overlay in the z-
axis. The combination of wifi mast and station pole to a vertical antenna is called Wifivert antenna.
The whole Butterfly array can easily be extended with such Wifivert antennas. A 3D sketch of the
Butterfly-equipped radio station extended with a Wifivert antenna is shown in Fig. 9.4. Color coded is
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Figure 9.4: Model of the 3D radio station equipped with two horizontally aligned Butterfly antennas and a
vertically aligned Wifivert antenna used in the NEC-2 simulations. The wifi mast and the station pole form
the Wifivert antenna. The Wifivert antenna footpoint (pink dot) is located in the middle of the Butterfly anten-
nas close to their footpoints (blue dots). Color coded is the total Wifivert antenna gain in logarithmic units
at 55 MHz. The pinker the color, the higher is the antenna sensitivity to this direction. At this frequency,
the Wifivert antenna is most sensitive to the horizon, especially in the y-axis which corresponds to the north
direction.

the total Wifivert antenna gain for all arrival directions at 55 MHz obtained from NEC-2 simulations.
The pinker the color, the higher is the antenna sensitivity to the respective arrival direction.
For the 3D radio station, the most components of the 2D radio station can be used without any
modifications. Nevertheless, there are some modifications which have to be considered. The Wifivert
antenna dipole arms have to be insulated from each other. Therefore, the wifi mast has to be electroni-
cally insulated from the wifi antenna as well as from the station pole. The aluminum clamp holding
the wifi antenna and the clamp part used to fix the wifi mast are replaced with clamps made of non-
conductive material. Moreover, both Wifivert dipole arms are connected to an additional low-noise
amplifier (LNA). This LNA is located within the nut close to the Butterfly LNAs. The station pole
is connected to the LNA via the screws fixing the Butterfly nut. The wifi mast is connected using an
aluminum clamp at the wifi mast and an additional aluminum hat on top of the nut which is further
connected to the LNA. All new components which are needed to extend the 2D radio station to a 3D
radio station equipped with a Wifivert antenna are shown in Fig. 9.5.
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Figure 9.5: Pictures of the modified antenna components needed to extend the Butterfly-equipped radio station
at AERA to a 3D radio station equipped with the Wifivert antenna. The clamps of the Butterfly radio station
holding the wifi mast and the wifi antenna are replaced with clamps made of PVC. An aluminum hat is added
on top of the Butterfly hat to which the low-noise amplifier (LNA) is connected. The wifi mast is connected via
an UV-resistant cable with the new aluminum hat and thus to the LNA.

9.3 Electrical Characterization of the Wifivert Antenna

In this section, the Wifivert antenna is electrically characterized in terms of the antenna impedance and
the antenna standard wave ratio (SWR). Afterwards, the electrical properties of the LNA connected to
the Wifivert antenna are discussed. The LNA impedance as well as the LNA amplification described
by the S-parameters are presented.
The NEC-2 simulation code is used to determine the antenna impedance and the antenna SWR. The
model of the Wifivert antenna used in the simulation accounts for the full 3D radio station equipped
with Butterfly antennas. The standard simulation model of the 2D radio station is modified with the
additional Wifivert antenna as discussed in the previous section. Therefore, the wifi antenna and the
station pole are electrically insulated from the wifi mast. The Wifivert antenna footpoint is set close
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Figure 9.6: (left) The Wifivert antenna impedance described by the antenna resistance (blue) and the antenna
reactance (red) as well as (right) the resulting antenna standing wave ratio (SWR) as functions of the frequency
obtained from NEC-2 simulations.

to the Butterfly antenna footpoint connecting the wifi mast and the station pole as dipole arms with
each other. The Wifivert antenna impedance and the corresponding SWR obtained from the NEC-2
simulation is shown in Fig. 9.6. The SWR reveals a minimum of below 2 at 40 MHz marking the
antenna resonance frequency and which is well inside the sensitive frequency range of AERA of
30 MHz to 80 MHz. Hence, although the Wifivert antenna structure is not optimized, the Wifivert
antenna fulfills the frequency requirement to be sensitive in the frequency range between 30 MHz to
80 MHz.
At the Wifivert antenna footpoint, an LNA is connected. A picture of the LNA is shown in Fig. 9.7.

The LNA characteristics are described by the four amplifier S-parameters, most importantly by the
power gain |S21|2 and the power reflection at the LNA input port |S11|2 which are related to the LNA
impedance (cf. Sec. 3.6.5). The LNA impedance is shown on the left side of Fig. 9.8. The LNA power
gain and the LNA power reflection at the input port are presented on the right side of Fig. 9.8. The
LNA amplifies the recorded signal by a nearly constant value of about 24 dB in the whole frequency
range from 30 MHz to 80 MHz. The LNA is originally developed to be used in the Butterfly antenna.
Thus, the LNA impedance is optimized and matched to the Butterfly antenna impedance. In future, a
new LNA has to be developed to reduce signal losses due to impedance mismatch between the Wifivert
antenna and the LNA and to improve the Wifivert antenna sensitivity.

9.4 Simulation of the 3D Radio Station Response Pattern

In this section, the frequency and directional-dependent antenna sensitivity of the Wifivert antenna and
its influence on the response pattern of the Butterfly antenna in terms of the VEL based on simulations
is discussed. The simulations of the Wifivert antenna as well as of the Butterfly antenna account for
the antenna itself as well as the following amplifier stage connected directly at the antenna footpoint
in both cases. The simulation of the passive part considers the antenna response pattern at the antenna
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Figure 9.7: Picture of the low-noise amplifier (LNA) used for the Wifivert antenna. Here, two LNAs are com-
bined on one board. The red and blue cables are connected to the antenna dipole arms which are the station
pole and the wifi mast in the case of the Wifivert antenna. The LNA output is located at the bottom of the LNA.
A coaxial cable is needed to connect the LNA to the electronics of the radio station.

footpoint and is performed using the NEC-2 simulation code. The LNA constitutes the active part of
the antenna and its own influence on the antenna response pattern as well as reflection effects due to
impedance mismatch between antenna and LNA which have to be considered separately.
For the simulation, realistic ground properties are taken into account. At standard ground conditions
the ground conductivity is set to be 1.4 mS{m and the standard ground permittivity is set to be 5.5 (cf.
Sec. 6 and Sec. 7.1).
The antenna VEL is calculated using Eq. (3.31) in a frequency range from 30 MHz to 80 MHz in steps
of 1 MHz, for zenith angles from 0 ˝ to 90 ˝ in steps of 3 ˝, and for azimuth angles from 0 ˝ to 360 ˝ in
steps of 7.5 ˝. Then, the obtained VEL is modified with Eq. (3.49) considering the transfer function
from the antenna footpoint to the output of the LNA. The respective antenna and LNA impedances
used in the calculation are discussed in Sec. 9.3 in the case of the Wifivert antenna and in Sec. 4.3.3 in
the case of the Butterfly antenna. The LNA is directly connected to the antenna footpoint for both an-
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Figure 9.8: (left) The low-noise amplifier (LNA) impedance described by the resistance (blue) and by the
reactance (red). (right) The power gain |S21|2 (blue) and the power reflection at the LNA input port |S11|2

(red) as functions of the frequency.

tenna types. Furthermore, no impedance transformer is used. Hence, to switch off their influences in
Eq. (3.49), the transmission line length ltl is set to zero and the transfer parameter r of the impedance
transformer is set to 1.
In Fig. 9.9, the horizontal component |Hφ| and the meridional component |Hθ| as a function of the ar-
rival direction for three different frequencies of 35 MHz, 55 MHz, and 75 MHz of vertically polarized
Wifivert antenna are presented. The simulations exhibit that the Wifivert antenna is mainly sensitive
for vertically polarized signals and only at higher frequencies sensitive in the horizontal component
which is expected as the Wifivert antenna is vertically aligned. Thus, it is focused on the meridional
component of the Wifivert antenna VEL |Hθ| in the following. In general, the Wifivert antenna is
mainly sensitive at large zenith angles around 60 ˝ to 70 ˝ and decreases to small zenith angles close
to 0 ˝ as well as to large zenith angles close to 90 ˝. For a better comparison of the antenna VEL be-
tween different arrival directions, in the following, it is focused on the four cardinal directions: north,
south, east and west. In Fig. 9.10, the meridional component of the Wifivert VEL |Hθ| is presented
as function of the zenith angle for the four cardinal directions and at three different frequencies of
35 MHz, 55 MHz, and 75 MHz. The simulation reveals an azimuthal asymmetry of the Wifivert an-
tenna response pattern. This asymmetry is caused by the asymmetric setup of the Wifivert antenna as
explained in Sec. 9.2 and the electronics box made of conductive material located north of the radio
station.
Furthermore, in Fig. 9.11, the respective Wifivert antenna VEL is shown as a function of the frequency

at a constant zenith angle of 15 ˝, 45 ˝, and 75 ˝. The simulations yield a larger Wifivert antenna sen-
sitivity at frequencies up to about 50 MHz and a decrease to larger frequencies.
The most important requirement of the additional antenna in the Butterfly-equipped radio stations is

that its influence on the Butterfly antenna is small. Then, the reconstruction of the radio signal using
the horizontal aligned Butterfly antennas is not negatively influenced. As the Wifivert antenna consists
of the structure of the radio station itself, only small influences on the Butterfly antenna response pat-
tern are expected. These influences are investigated by comparing the response pattern of the Butterfly
antenna obtained from the standard simulation with those obtained from the modified simulation con-
sidering the additional Wifivert antenna. In the standard simulation model of the Butterfly antenna,
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Figure 9.9: Antenna response pattern of the vertically polarized Wifivert antenna. (left) Horizontal component
of the Wifivert antenna vector effective length (VEL) |Hφ| and (right) meridional component of the Wifivert
antenna VEL |Hθ| obtained from NEC-2 simulations as a function of the zenith angle Θ and the azimuth angle
Φ counted from east anti clock wise at three different frequencies of (from top to bottom) 35 MHz, 55 MHz,
and 75 MHz. Note that the range of the color bar changes with the frequency for a better visualization of the
respective VEL characteristics.
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Figure 9.10: Meridional component of the Wifivert antenna vector effective length |Hθ| obtained from NEC-2
simulations for the four different azimuthal directions: north (N), south (S), east (E) and west (W) as a function
of the zenith angle Θ at a frequency of (from top to bottom) 35 MHz, 55 MHz, and 75 MHz.
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both antennas of the radio station are considered and the model follows the real antenna specifications
as discussed in Sec. 4.3.3. In Fig. 9.12, the horizontal component |Hφ| and the meridional compo-
nent |Hθ| of the Butterfly antenna VEL as function of the zenith angle are compared to those using
the modified Butterfly antenna model including the Wifivert antenna at three different frequencies of
35 MHz, 55 MHz, and 75 MHz. The Wifivert antenna marginally change the horizontal response pat-
tern of the Butterfly antenna |Hφ|. In the meridional component |Hθ|, the influence is larger. All in
all, the simulation confirms that the influence of the Wifivert on the Butterfly antenna is expected to
be small and the Wifivert antenna is chosen to extend the Butterfly radio stations to 3D radio stations.

9.5 Measurements at AERA

To test the Wifivert antenna under realistic conditions, five Butterfly-equipped radio stations located
in the east of the AERA array have been extended with the Wifivert antenna in 2015 (station ID: 85,
145, 146, 152, and 157). A map of AERA is shown in Fig. 9.13 where the 3D radio stations are
indicated by the black squares. These stations are deployed with a grid distance of 375 m and are
internally triggered by a small scintillator (refer to Sec.4.3.4) inside the station electronics box. The
Wifivert antenna is tested in the regular case of data taking. This means that the scintillator is adjusted
to observe signals coming from the zenith direction and thus is optimized for the well-understood case
of cosmic-ray candidates observed in the horizontally aligned Butterfly antenna. In the following, the
antenna functionality is tested by measuring the frequency spectra at AERA. Afterwards, the data set
recorded with 3D radio stations is classified and first results are presented.

9.5.1 Measured Frequency Spectra

To test the antenna functionality, the frequency spectra of all three components of each 3D radio station
are measured. The respective frequency spectra are shown in Fig. 9.14. The sensitive frequency range
of AERA from 30 MHz to 80 MHz is well identifiable for all stations except for the station which is
indicated by the green line in Fig. 9.14 (station ID: 85). Here also in both Butterfly antennas, noisy
frequency spectra are observed. Therefore, this station is excluded from the further data analysis. The
station is located in the south-west of the subsample of the five 3D radio stations at AERA. The other
stations have a smooth frequency spectra and exhibit clear signals in all three polarizations, e.g., the
four horizontally aligned beacon signals [202] at 59 MHz, 62 MHz, 69 MHz, and 71 MHz are clearly
identifiable. In the frequency spectrum of the Wifivert antenna, the signals around 10 MHz to 20 MHz

as well as at high frequencies above 55 MHz are visible. Compared to those of the Butterfly antenna,
the frequency spectrum of the Wifivert antenna exhibits a smaller magnitude which is expected as the
antenna response including LNA amplification and impedance mismatch is smaller. Furthermore, the
frequency spectra of the Wifivert antenna exhibit larger fluctuations and more signals are observed.
Human-made noise is often vertically polarized and mainly comes from the horizon. Thus, strong
fluctuations in the frequency spectra of the Wifivert antennas are expected as the Wifivert antenna
is vertically aligned and mainly sensitive towards the horizon. The measured spectra confirm the
functionality of the Wifivert antenna in principle.
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Figure 9.12: Influence of the Wifivert antenna on the antenna response pattern of the east-west (EW) and north-
south (NS) polarized Butterfly antennas for three different frequencies of (from top to bottom) 35 MHz, 55 MHz,
75 MHz. (left) The horizontal component of the Butterfly antenna |Hφ| and (right) the meridional component
|Hθ| as a function of the zenith angle Θ in the main sensitive axes which corresponds to the four different
azimuthal directions: north (N), south (S), east (E) and west (W). The lines indicate the standard simulation of
the Butterfly antenna while the dashed lines mark the modified simulation including the Wifivert antenna.
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Figure 9.13: Map of AERA. The central radio station (CRS) is marked as purple star and is set to the origin.
The radio stations are set up on a regular grid in spacings of 144 m, 250 m, 375 m and 750 m. The LPDA-
equipped radio stations are indicated by red dots and the Butterfly radio stations are marked by green triangles.
The five Butterfly-equipped radio stations extended with the Wifivert antenna are deployed in the eastern part of
the array and are indicated by the black squares.

9.5.2 Data Set and Cuts

In this subsection, the data recorded using the 3D radio stations is described. An event is called 3D-
event if at least three radio stations with signal are involved and at least one of them is a 3D radio
station. A station is called station with signal if the respective scintillator was triggered. At first,
no further signal-to-noise ratio (SNR) cuts are applied to achieve a larger data set. As no SNR cut
is applied, also station with no cosmic-ray signal but noise are taken into account if the scintillator
triggers which can lead to a wrong reconstruction of the arrival direction and the electric field from
radio data. Therefore, instead of the electric field the following analysis is based on the recorded
voltage trace.
In the following, 3D-events recorded from March to July 2015 are analyzed. In this time period,
more than 2800 3D-events were measured in coincidence with the surface detector of the Pierre Auger
Observatory. Hence, the shower information can be taken from the surface detector. The position of
the scintillator signal coincidences with the radio signal which is typically later than 2000 ns within
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Figure 9.14: Measured frequency spectra of all 3D radio stations at AERA equipped with an east-west (top),
and north-south (middle) aligned Butterfly antenna as well with the vertically aligned Wifivert antenna (bottom).
The different colors mark the respective station ID (85: green, 145: red, 146: blue, 152: yellow, 157: black).
The spectra indicated by the green line reveals a broken station so that this station is excluded from further
analysis.
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Figure 9.15: Example of a voltage trace recorded in the east-west polarized Butterfly antenna. The signal time
given by the scintillator is illustrated as a turquoise dashed line. The signal time is surrounded by the signal
window (red dashed line) in which the signal pulse is expected in the voltage traces of the antenna. The noise
expectation is calculated in the noise window (green dashed line).

the recorded trace. The signal windows of 400 ns defines the time range in which the signal pulse is
expected in the recorded voltage traces of each antenna and is defined by the scintillator signal time.
The noise level is determined in the noise window defined from 500 ns to 1500 ns of the recorded trace
which is well outside of the signal. To illustrate the definitions of signal time, signal window, and
noise window, a measured voltage trace is shown exemplary in Fig. 9.15. The radio signal is classified
calculating a SNR from the recorded voltage trace. The SNR in each antenna is then determined by
the ratio of the maximum of the absolute value of the voltage trace measured in the signal window and
the root mean square (RMS) of the noise window:

SNR “
maxp|Usignal|q

RMSpUnoiseq
. (9.1)

The coincident measurement of the scintillator, of the surface detector of the Pierre Auger Observa-
tory and a large signal strength recorded using the Butterfly antennas are strong evidences for a radio
signal originating from an extensive air shower. Events measured using the 3D radio stations are
called cosmic-ray candidates if the combined SNR of both horizontally aligned Butterfly antennas of
at least one 3D radio station fulfills SNRhor “

b

SNR2
EW ` SNR2

NS ě 10. From the 3D-events,
45 events were identified as cosmic-ray candidates. If additionally the SNR of the Wifivert antenna
holds SNRvert ě 5, the event is then called a golden 3D-event. In total, 13 3D-events are identified



170 Chapter 9. Development of a 3D Radio Station at AERA

as golden 3D-events in the given data set.
In Fig. 9.16, the voltage traces of two golden 3D events recorded in all three antennas of a 3D radio

station are presented exemplary. The voltage trace reveals strong and narrow pulses within the But-
terfly antennas. Due to the wider pulse recorded with the Wifivert antenna, the antenna group delay
seems to be larger than those of the Butterfly antenna.

In Fig. 9.17, the cosmic-ray candidates and the golden 3D-events are classified using the shower
information given by the surface detector of the Pierre Auger Observatory. The typical cosmic-ray
energy is reconstructed to be in between 1017 eV and 5 ¨ 1018 eV. Most events have an incoming
zenith angle of 40 ˝ to 60 ˝. Larger zenith angles are suppressed due to the horizontally aligned scin-
tillator. The reconstructed arrival directions reveal a north-south asymmetry which is expected from
the dominant geomagnetic emission process as the Earth’s magnetic field at AERA points close to the
north direction [221], resulting in a larger signal strength if the cosmic ray is coming from a southern
direction.

9.6 Data Analysis

In this section, the radio signals recorded using the 3D antennas of the 3D-events are analyzed in more
detail. The aim is to confirm that the Wifivert antenna measures signals from cosmic-ray induced air
showers and the recorded data are not produced by noise only. Here, the parameter of interest is the
signal-to-noise ratio measured in the vertical antenna: SNRvert.
The larger the measured SNR, the larger the probability that the recorded signal is really a cosmic
ray and not noise. The measured radio signal of a Wifivert antenna is called cosmic-ray like if the
requirement SNRvert ě 5 is fulfilled. Nevertheless, signals with SNRvert ě 5 can be produced by
noise. To exclude that the 3D-events contain noise signals measured using the Wifivert antenna only,
the expectation of the SNRvert distribution considering noise only is calculated and then compared
with those of the measured radio signals. Therefore, the signal window itself plus half the width of
the signal window before and after the signal window is removed from each trace of the 3D-events
measured with the Wifivert antenna. The remaining voltage trace is then split in several noise areas
which are of the same size as the signal window. The noise window remains constant. The SNRvert of
each remaining voltage trace of each 3D radio station is then calculated using Eq. (9.1). The SNRvert

distribution is shown in Fig. 9.18. A fraction of p7.1˘ 0.1q% of the noise is classified as cosmic-ray-
like signals. This value and its uncertainty is obtained by calculating the estimator of an efficiency
and its standard deviation using a binomial distribution. Then, the real SNRvert distribution of the 3D-
events measured in the Wifivert antenna is calculated and is presented in Fig. 9.19. It is differentiated
between radio signals coming from regions with mostly horizontally polarized signals (left) and radio
signals with a signal fraction of at least 10 % polarized into the vertical direction (right) as stated in
Fig. 9.1. Furthermore, in the lower diagrams, an additional cut of SNRhor ě 5 in the traces measured
with both Butterfly antennas is implemented whereas in the upper diagrams no further cut is taken into
account.

In all cases, the fraction of cosmic-ray-like signals is higher than the expectation from pure noise.
Moreover, the fraction increases if an additional cut in the SNRhor parameter of the horizontal anten-
nas is implemented. These fractions are obtained by calculating the estimator of an efficiency using a
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Figure 9.16: Example events of two cosmic-ray candidates observed in coincidence with the surface detector,
arriving at a zenith angle of 61 ˝ and from 46 ˝ east of south (left), and arriving at a zenith angle of 61 ˝ and from
24 ˝ west of south (right). The voltage traces recorded with (from top to bottom) the east-west aligned Butterfly
antenna, the north-south aligned Butterfly antenna, the vertically aligned Wifivert antenna, and the correspond-
ing scintillator. The minimum of the trace recorded in the scintillator defines the signal time (turquoise dashed
line). The signal time is surrounded by the signal window (red dashed line) in which the signal pulse is expected
in the voltage traces of the antenna. The noise expectation is calculated in the noise windows (green dashed
line).
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Figure 9.17: Classification of the cosmic-ray candidates (blue) as well as the golden 3D events (red). The
energy distribution is presented in the (upper left) diagram and the zenith angle distribution is shown in the
(upper right) diagram. In the (lower) diagram, the arrival direction as function of the zenith angle and of the
azimuth angle is presented. The data reveals a strong north-south asymmetry.

binomial distribution. The given uncertainties of the efficiencies indicate the confidence intervals with
confidence level CL “ 68 % 1. In the case of a binomial distributed measurement, the confidence in-
terval is based on the Fisher-Snedecor distribution (refer to [253]) and is calculated as given in [254].
For more details about calculating the confidence interval on the efficiency for the case of binomially
distributed measurements refer to [255].
In Fig. 9.20, the fraction of cosmic-ray-like signals of the regions with expected horizontally polarized
signal as well as of the regions with a vertically polarized signal of at least 10 % are presented. The
expectation from noise is indicated by the black dashed line. The fraction of cosmic-ray-like signals
measured in the signal windows is larger than those created from noise only. Hence, the analysis
confirms that the Wifivert antenna enables measuring radio signals of cosmic-ray induced extensive

1In the case of full efficiency, the standard deviation of the binomial distribution is calculated to be zero. Nevertheless,
it does not mean that the true efficiency is equal to unity and thus, it is not useful to describe the uncertainty. Instead, the
confidence interval around the estimated efficiency is calculated.
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Figure 9.18: The signal-to-noise (SNR) distribution of the noise expectation calculated from the voltage traces
measured of all Wifivert antennas in the data set of the 3D events. In a fraction of p7.1 ˘ 0.1q%, the noise is
identified as a cosmic-ray-like signal with a SNRvert ě 5.

air showers. Furthermore, the fraction of cosmic-ray-like signals increases with the SNR cut applied
in the horizontal polarization. The larger the radio signal strength in the horizontal polarization, the
larger is the measured signal strength recorded in the Wifivert antenna especially for regions with
larger expected vertically polarized signals. For these regions, the fraction of cosmic-ray-like signals
is higher than for those with purely horizontally polarized signals which confirms the expected sig-
nal polarization from the dominant geomagnetic effect. It confirms that the Wifivert antenna is more
sensitive into the respective region and thus potentially extends the field of view of the radio station
especially to larger zenith angles.
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Figure 9.19: The signal-to-noise (SNR) distribution calculated from the voltage traces measured in all Wifivert
antennas in the data set of the 3D events. It is differentiated between radio signals coming from regions with
mostly horizontally polarized signals (left) and with a signal fraction of at least 10 % polarized into the vertical
direction (right). In the (lower) diagrams, an additional cut of SNRhor ě 5 of the signal measured in the
horizontally aligned antennas is implemented whereas in the (upper) diagrams no further cut is applied.
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Figure 9.20: Fraction of cosmic-ray-like signals using the Wifivert antennas as a function of a signal-to-noise
(SNR) cut in the voltage traces measured in the horizontally aligned Butterfly antennas: SNRhor. It is differenti-
ated between radio signals coming from regions with mostly horizontally polarized signals (blue dots) and with
a signal fraction of at least 10 % polarized into the vertical direction (red diamonds). The error bars indicate
the respective 68 % confidence interval. The expectation from noise is indicated by the black dashed line. The
radio signals recorded using the Wifivert antenna exhibit a larger fraction of cosmic-ray-like signals as expected
from pure noise.
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Conclusion

Cosmic rays are messengers from far-away objects, e.g., active galactic nuclei, super novae, or star
forming galaxies. With energies of more than 1020 eV, they are the most energetic particles in the uni-
verse, propagate through it, and some of them reach Earth which enables investigating fundamental
questions of astro- and astroparticle physics.
In the atmosphere, high-energy cosmic rays interact with air molecules and create air showers of sec-
ondary particles. The cosmic-ray properties, e.g., its energy, can be determined by observing such
air showers by stochastic measurements of secondary particles at the ground as well as directly by
measuring fluorescence light emitted from air showers. Both detection techniques are established at
the Pierre Auger Observatory. The measurement of radio emission is a complementary detection tech-
nique to investigate cosmic rays. The Auger Engineering Radio Array (AERA) is the radio detector of
the Pierre Auger Observatory. Here, cosmic rays are observed with a duty cycle close to 100 %. The
atmosphere is transparent to radio waves which enables measuring the cosmic-ray energy potentially
with reduced uncertainties compared to those made with the fluorescence detection technique.
The radio antennas used in the measurements and an accurate description of their frequency and
directional-dependent sensitivities are of central importance for observing radio emission of air show-
ers and for reconstructing cosmic-ray properties accurately. This so-called antenna response pattern
is described by the formalism of the vector effective length (VEL) and is decomposed in a horizontal
component Hφ and meridional component Hθ. The antenna VEL is obtained through an absolute
antenna calibration. The uncertainty of the antenna calibration has been identified as the dominant un-
certainty in reconstructing the cosmic-ray energy and thus, a reduction of the uncertainties is most de-
sirable. In this thesis, an absolute antenna calibration of the radio stations equipped with logarithmic-
periodic dipole antennas (LPDAs) has been performed.
Challenges of measuring cosmic-ray induced air showers at AERA are the variations in local weather
conditions. During the day, temperature fluctuations of more than 20 ˝C are not uncommon. These
fluctuations have a direct influence on the signal processing of the radio station electronics, e.g., the
low-noise amplifier (LNA) connected to the antenna. The LNA and the antenna form a technical unit
and thus, it is included in the antenna response pattern. An accurate description of the LNA and its
dependency on the temperature is therefore of great interest concerning the antenna calibration as well
as data reconstruction. To measure the temperature dependency of the LNAs implemented in LPDA-
equipped radio stations, an LNA was positioned in a temperature-adjustable and PC-controlled fridge.
The LNA power gain has been measured as function of the frequency for several different tempera-
tures. A temperature dependency of the LNA power gain of ´0.017 dB{K in the median with nearly
no dependency on the frequency has been found. These results have been reproduced in a further
measurement of a second LNA.
The ground conditions in the field described by the ground permittivity and ground conductivity and
their variations, e.g., due to rainfall are further important environmental conditions influencing the
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antenna response pattern. Both, ground permittivity and ground conductivity, have a direct influence
on the signal reflection on ground and thus impact the antenna response pattern. It was found that
the signal reflection on ground with typical ground conditions at AERA is mostly dependent on the
ground permittivity. A measurement setup has been developed to measure the frequency-dependent
permittivity of soil from the AERA site using a capacitor. Two measurements campaigns have been
performed to obtain typical values of the ground permittivity at AERA. In the first campaign, soil
samples from the AERA site have been collected and the ground permittivity has been measured in
the laboratory with respect to the soil humidity. It was found that the ground permittivity is typically
larger than 2 and increases with the soil humidity. In the second campaign, the ground permittivity
has been measured directly at different positions within AERA to investigate the ground homogeneity
at the site. For the majority of the positions, the measurements exhibit values from 6 to 7. Only in
the very west and in the very east of AERA the permittivity differs which can be attributed to the fact
that in the west of AERA the soil consistency is sandy whereas in the east the soil consistency is more
earth like. From the measurement campaigns, typical values of the permittivity between 2 and 10 have
been found depending on the soil humidity.
Using the NEC-2 simulation code, an overall LPDA response pattern in terms of the respective VEL
component with standard environmental conditions for all arrival directions and frequencies ranging
from 30 MHz to 80 MHz has been simulated. From multiple simulations the influence of changing
environmental conditions such as changing ground conditions, conductive elements close to the an-
tenna and an antenna misalignment on the LPDA response pattern have been investigated. In the case
of an applied ground permittivity of 2 and of 10, which is based on the permittivity-measurements
campaigns, the influence on the horizontal (meridional) LPDA VEL component |Hφ| (|Hθ|) is at the
level of 1.3 % (0.5 %) in the median and impacts the whole phase space defined by the frequency and
zenith angle. Simulations of an electronics box beneath the LPDA exhibit an influence at the level of
0.3 % (1 %) on the horizontal (meridional) VEL component of the LPDA. In the case of the merid-
ional component, especially the regions with large zenith angles are affected where the LPDA is less
sensitive. The simulations yield that a misalignment of the LPDA of 1 ˝ as well as different ground
conductivities do not change the LPDA response pattern neither in the horizontal component |Hφ| nor
in the meridional component |Hθ|.
In a calibration campaign, the LPDA response pattern has been measured at the AERA site using a
remotely piloted octocopter. The octocopter was used to place a calibrated source at different positions
around an LPDA. The calibrated LPDA is representative for all LPDAs as they are mechanically and
electrically identical on the percent level. All devices used in the measurements have been quantified
concerning their uncertainties. Special focus was put on the accuracy of the position reconstruction of
the calibrated source. The accuracy has been increased by combining the position information mea-
sured by the octocopter build-in sensors such as GPS, barometer, and inclination sensors with a newly
developed optical method consisting of two cameras. To ensure reproducibility, the measurements
have been repeated at different days with different environmental conditions. The measurements have
been finally combined according to their uncertainties resulting in an overall uncertainty for the hori-
zontal component of the LPDA VEL of 7.4`0.9

´0.3 %, and for the meridional component of 10.3`2.8
´1.7 %.

These uncertainties are to compared with the uncertainty of a previously performed balloon-based cal-
ibration in which a smaller phase space was measured and an uncertainty of 12.5 % for the horizontal
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component was achieved. The accurate measurements have been compared with NEC-2 simulations
considering the antenna, the LNA as well as the transmission antenna. Correction factors, which are
defined as the ratio between measured and simulated patterns for each frequency and arrival direction,
have been calculated and the median of all correction factors has been found to be close to unity vary-
ing about 0.12 (0.26) for the horizontal (meridional) component. The influence of the modified LPDA
response pattern on the data reconstruction has been demonstrated on one example event with a zenith
angle of 30˝ and an azimuth angle of 14˝ south of east. The trace of the modified LPDA pattern ex-
hibits an up to 7 % larger amplitude. The total energy fluence of all polarizations increase at the level
of 9 %. The reconstructed radiation energy of the full event changes from 7.96 MeV to 8.54 MeV.
Finally, the antenna calibration uncertainties of the horizontal and meridional antenna VEL as well as
the uncertainties due to different ground permittivites are propagated to the square root of the energy
fluence. The square root of the energy fluence is taken because the energy fluence scales quadratically
with the electric-field amplitude and the cosmic-ray energy. Hence, the uncertainty of the square root
is the relevant uncertainty in most analyses of radio data. It is found that for arrival directions with
zenith angles smaller than 60 ˝, the uncertainty in the square root of the energy fluence due to the
calibration uncertainties and due to changing ground conditions is 8.8`2.1

´1.3 % in the median.
Typically, radio stations in air shower experiments consist of two perpendicular polarized antennas
which are usually aligned horizontally. The third component, the vertical polarization of the radio
signal, is not measured directly but is important for the data analysis of radio signals from cosmic ray
induced air showers. So, 3D radio stations are motivated as the simultaneous measurement of all three
components potentially reduces the uncertainties of the electric-field reconstruction. Furthermore,
such radio stations have an increased field-of-view towards the horizon. For AERA, a new 3D radio
station has been developed. The mechanical and electrical properties of the antenna are presented.
In 2015, a subset of five Butterfly radio stations was extended with a vertical antenna called Wifivert
antenna forming 3D radio stations. Within three month of data taking, more than 2800 events have
been observed using the 3D radio stations in coincidence with the surface detector of the Pierre Auger
Observatory. From these events, 45 events are identified as cosmic-ray candidates with a signal-to-
noise ratio (SNR) of 10 or more measured in the horizontally aligned antennas of at least one of the
3D stations. If additionally an SNR ě 5 in the vertical antenna is measured, the event is classified as
a golden 3D-event. In total, 13 events are identified as golden 3D-events in the given data set. Using
the Wifivert antenna, radio emission of air showers in the vertical polarization has been measured. It
is shown that the antenna is especially sensitive on air showers at large zenith angles which is a focus
topic of current research.
Future work will profit from the results presented in this thesis. The accurate measurements of the
calibration campaign will improve the reconstruction of cosmic-ray properties using data measured
with AERA, e.g., the primary cosmic-ray energy. With the reduced uncertainties of the calibration,
the energy scale for air shower measurements from radio detectors is directly impacted. Using 3D
radio stations, the vertical polarization of the radio signal is additionally measured compared to con-
ventional 2D radio stations which reduces the uncertainties of the electric-field reconstruction. Fur-
thermore, the field-of-view of these radio stations is extended towards the horizon and thus, 3D radio
stations improve the research of horizontal air showers.
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Measurement of the LPDA LNA Tem-
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Figure A.1: Temperature drifts of the LPDA LNA power gain. (top left) LNA power gain |S21|2 as a function of
the frequency for three different temperatures of T “ 3.3 ˝C, T “ 16.9 ˝C, and T “ 38.2 ˝C. (top right) LNA
power gain |S21|2 as a function of the temperature at 55 MHz (blue line). The red line indicates a linear fit to
the measured data. (bottom left) Slope a of the temperature dependency of the LNA power gain as a function of
the frequency. (bottom right) Histogram of a in the frequency range from 30 MHz to 80 MHz. The red dashed
line marks the median value in both lower plots.
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Relative Permittivity Measurements of
Soil from the AERA Site
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Figure B.1: The relative permittivity (blue dots) as a function of the frequency measured at different positions at
the AERA site. The red error bars indicate the uncertainty arising from the distance measurements between the
capacitor plates and the black area marks the combined uncertainty arising from the vector network analyzer
and arising from the measurements of the parasitic inductance of the setup.





C
Simulation of the LPDA Response Pat-
tern

C.1 Influence of Ground Conditions
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Figure C.1: Horizontal component of the LPDA vector effective length |Hφ| obtained from the modified simu-
lation with a ground conductivity of 0.5 mS

m compared to those obtained from the standard simulation. (top left)
Ratio of the modified simulation and standard simulation for all frequencies as a function of the zenith angle Θ.
(top right) Histogram of all ratios of the modified simulation and standard simulation for all frequencies and all
zenith angles weighted with sinpΘq. The median value is marked as the red dashed line. (bottom left) Median
(red dots) and the 68 % quantile (red error bars) of the zenith angle weighted ratio distribution as a function of
the frequency. (bottom right) Median (red dots) and the 68 % quantile (red error bars) of the ratio distribution
as a function of Θ. The red dashed lines mark the overall zenith angle weighted median in both lower diagrams.
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Figure C.2: Horizontal component of the LPDA vector effective length |Hφ| obtained from the modified simu-
lation with a ground conductivity of 3 mS

m compared to those obtained from the standard simulation. (top left)
Ratio of the modified simulation and standard simulation for all frequencies as a function of the zenith angle Θ.
(top right) Histogram of all ratios of the modified simulation and standard simulation for all frequencies and all
zenith angles weighted with sinpΘq. The median value is marked as the red dashed line. (bottom left) Median
(red dots) and the 68 % quantile (red error bars) of the zenith angle weighted ratio distribution as a function of
the frequency. (bottom right) Median (red dots) and the 68 % quantile (red error bars) of the ratio distribution
as a function of Θ. The red dashed lines mark the overall zenith angle weighted median in both lower diagrams.
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Figure C.3: Meridional component of the LPDA vector effective length |Hθ| obtained from the modified simu-
lation with a ground conductivity of 0.5 mS

m compared to those obtained from the standard simulation. (top left)
Ratio of the modified simulation and standard simulation for all frequencies as a function of the zenith angle Θ.
(top right) Histogram of all ratios of the modified simulation and standard simulation for all frequencies and all
zenith angles weighted with sinpΘq. The median value is marked as the red dashed line. (bottom left) Median
(red dots) and the 68 % quantile (red error bars) of the zenith angle weighted ratio distribution as a function of
the frequency. (bottom right) Median (red dots) and the 68 % quantile (red error bars) of the ratio distribution
as a function of Θ. The red dashed lines mark the overall zenith angle weighted median in both lower diagrams.
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Figure C.4: Meridional component of the LPDA vector effective length |Hθ| obtained from the modified simu-
lation with a ground conductivity of 3 mS

m compared to those obtained from the standard simulation. (top left)
Ratio of the modified simulation and standard simulation for all frequencies as a function of the zenith angle Θ.
(top right) Histogram of all ratios of the modified simulation and standard simulation for all frequencies and all
zenith angles weighted with sinpΘq. The median value is marked as the red dashed line. (bottom left) Median
(red dots) and the 68 % quantile (red error bars) of the zenith angle weighted ratio distribution as a function of
the frequency. (bottom right) Median (red dots) and the 68 % quantile (red error bars) of the ratio distribution
as a function of Θ. The red dashed lines mark the overall zenith angle weighted median in both lower diagrams.
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Figure C.5: Horizontal component of the LPDA vector effective length |Hφ| obtained from the modified simu-
lation with an electronics box of an east-west polarized LPDA in the south direction compared to those obtained
from the standard simulation. (top left) Ratio of the modified simulation and standard simulation for all fre-
quencies as a function of the zenith angle Θ. (top right) Histogram of all ratios of the modified simulation and
standard simulation for all frequencies and all zenith angles weighted with sinpΘq. The median value is marked
as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the zenith
angle weighted ratio distribution as a function of the frequency. (bottom right) Median (red dots) and the 68 %

quantile (red error bars) of the ratio distribution as a function of Θ. The red dashed lines mark the overall
zenith angle weighted median in both lower diagrams.
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Figure C.6: Horizontal component of the LPDA vector effective length |Hφ| obtained from the modified simu-
lation with an electronics box of a north-south polarized LPDA in the east direction compared to those obtained
from the standard simulation. (top left) Ratio of the modified simulation and standard simulation for all fre-
quencies as a function of the zenith angle Θ. (top right) Histogram of all ratios of the modified simulation and
standard simulation for all frequencies and all zenith angles weighted with sinpΘq. The median value is marked
as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the zenith
angle weighted ratio distribution as a function of the frequency. (bottom right) Median (red dots) and the 68 %

quantile (red error bars) of the ratio distribution as a function of Θ. The red dashed lines mark the overall
zenith angle weighted median in both lower diagrams.
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Figure C.7: Horizontal component of the LPDA vector effective length |Hφ| obtained from the modified simula-
tion with an electronics box of a north-south polarized LPDA in the west direction compared to those obtained
from the standard simulation. (top left) Ratio of the modified simulation and standard simulation for all fre-
quencies as a function of the zenith angle Θ. (top right) Histogram of all ratios of the modified simulation and
standard simulation for all frequencies and all zenith angles weighted with sinpΘq. The median value is marked
as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the zenith
angle weighted ratio distribution as a function of the frequency. (bottom right) Median (red dots) and the 68 %

quantile (red error bars) of the ratio distribution as a function of Θ. The red dashed lines mark the overall
zenith angle weighted median in both lower diagrams.
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Figure C.8: Meridional component of the LPDA vector effective length |Hθ| obtained from the modified simu-
lation with an electronics box of an east-west polarized LPDA in the west direction compared to those obtained
from the standard simulation. (top left) Ratio of the modified simulation and standard simulation for all fre-
quencies as a function of the zenith angle Θ. (top right) Histogram of all ratios of the modified simulation and
standard simulation for all frequencies and all zenith angles weighted with sinpΘq. The median value is marked
as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the zenith
angle weighted ratio distribution as a function of the frequency. (bottom right) Median (red dots) and the 68 %

quantile (red error bars) of the ratio distribution as a function of Θ. The red dashed lines mark the overall
zenith angle weighted median in both lower diagrams.
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Figure C.9: Meridional component of the LPDA vector effective length |Hθ| obtained from the modified simula-
tion with an electronics box of a north-south polarized LPDA in the north direction compared to those obtained
from the standard simulation. (top left) Ratio of the modified simulation and standard simulation for all fre-
quencies as a function of the zenith angle Θ. (top right) Histogram of all ratios of the modified simulation and
standard simulation for all frequencies and all zenith angles weighted with sinpΘq. The median value is marked
as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the zenith
angle weighted ratio distribution as a function of the frequency. (bottom right) Median (red dots) and the 68 %

quantile (red error bars) of the ratio distribution as a function of Θ. The red dashed lines mark the overall
zenith angle weighted median in both lower diagrams.
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Figure C.10: Meridional component of the LPDA vector effective length |Hθ| obtained from the modified
simulation with an electronics box of a north-south polarized LPDA in the south direction compared to those
obtained from the standard simulation. (top left) Ratio of the modified simulation and standard simulation for
all frequencies as a function of the zenith angle Θ. (top right) Histogram of all ratios of the modified simulation
and standard simulation for all frequencies and all zenith angles weighted with sinpΘq. The median value is
marked as the red dashed line. (bottom left) Median (red dots) and the 68 % quantile (red error bars) of the
zenith angle weighted ratio distribution as a function of the frequency. (bottom right) Median (red dots) and
the 68 % quantile (red error bars) of the ratio distribution as a function of Θ. The red dashed lines mark the
overall zenith angle weighted median in both lower diagrams.
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D.1 Simulation Antenna Separation
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Figure D.1: Simulations of the LPDA vector effective length (VEL) for different distances of the transmitting
antenna to the LPDA. In the (left) diagrams, the horizontal VEL |Hφ| and in the (right) diagrams the meridional
VEL |Hθ| as function of the zenith angle Θ at 35 MHz (top) and at 75 MHz (bottom) are shown.
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D.2 Simulation Ground Conductivity
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Figure D.2: Simulations of the LPDA vector effective length (VEL) for different ground conductivities. In the
(left) diagrams, the horizontal VEL |Hφ| and in the (right) diagrams the meridional VEL |Hθ| as function of
the zenith angle Θ at (from top to bottom) 35 MHz, 55 MHz, and at 75 MHz.



D.3. Simulation Ground Permittivity 197
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Figure D.3: Simulations of the LPDA vector effective length (VEL) for different ground permittivities. In the
(left) diagrams, the horizontal VEL |Hφ| and in the (right) diagrams the meridional VEL |Hθ| as function of
the zenith angle Θ at 35 MHz (top) and at 75 MHz (bottom) are shown.
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D.4 Compatibility Parameter
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Figure D.4: Histogram of the compatibility parameter p of four different measurements in numbers of the com-
bined flight-dependent uncertainties σ of all frequencies and zenith angles with Θ ă 90˝ (blue histogram)
and Θ ă 60˝ (green histogram). The combined flight-dependent uncertainty σ is determined by the quadrat-
ical combination of the flight-dependent uncertainties of VEL4 with the flight-dependent systematics and the
statistical uncertainties of the respective flight.
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Zusammenfassung

Bei kosmischer Strahlung handelt es sich um Teilchen, deren Ursprung außerhalb der Er-
de liegt wie z.B. aktive Galaxienkernen, Supernovae oder Starburstgalaxien. Mit Energien
von mehr als 1020 eV stellen kosmische Teilchen die höchst-energetischen Teilchen im Uni-
versum dar, propagieren durch dieses und einige können, trotz der großen Distanzen, auf der
Erde nachgewiesen werden. Die Messung von kosmischen Teilchen ermöglicht somit die Un-
tersuchung fundamentaler Fragen der Astro- und Astroteilchenphysik.
Treffen hochenergetische Teilchen auf die Erde, interagieren diese mit Luftmolekülen der
Atmosphäre. Bei dieser Interaktion werden Kaskaden von Sekundärteilchen produziert und
bilden sogenannte Luftschauer. Die Eigenschaften des primären kosmischen Teilchens, z.B.
dessen Energie, kann durch stochastische Messungen der Sekundärteilchen am Boden be-
stimmt werden. Eine weitere Methode ist die direkte Messung von Fluoreszenzlicht. Sekun-
därteilchen regen Luftmoleküle energetisch an, welche anschließend Energie in Form von
Fluoreszenzlicht wieder abgeben. Beide Methoden werden am Pierre Auger Observatorium
zur Messung von Luftschauern eingesetzt. Die Messung von Radioemission von Luftschau-
ern ist eine komplementäre Methode um Luftschauer zu untersuchen. Das Auger Engineering
Radio Array (AERA) ist der Radiodetektor des Pierre Auger Observatoriums. Da die Atmo-
sphäre transparent für Radiowellen ist, ermöglicht die Radiodetektion die Bestimmung der
Energie des kosmischen Teilchens potentiell mit reduzierten Unsicherheiten im Vergleich zur
Fluoreszenzmethode.
Um die Radioemission von Luftschauern zu detektieren, als auch für eine genaue Rekon-
struktion der Eigenschaften des primären Teilchens, spielen die Radioantennen sowie eine
akkurate Beschreibung dessen frequenz- und richtungsabhängigen Antennensensitivität eine
zentrale Rolle. Dieses sogenannte “antenna response pattern” wird durch den Formalismus
der “vector effective length” (VEL) beschrieben, welche in zwei Komponenten unterteilt ist,
einen horizontalen Anteil Hφ sowie in einen meridionalen Anteil Hθ. Die VEL wird durch
eine absolute Antennenkalibration ermittelt. Die Ungenauigkeit der Kalibration wurde als
dominante Unsicherheit innerhalb der Energierekonstruktion des kosmischen Teilchens iden-
tifiziert. Eine Reduktion der Unsicherheit ist daher von besonderem Interesse. In dieser Ar-
beit wurde eine absolute Antennenkalibration der Radiostationen durchgeführt, welche mit
logarithmisch-periodischen Dipolantennen (LPDAs) ausgestattet sind.
Eine der Herausforderungen zur Messung von Luftschauern mit AERA sind die variieren-
den lokalen Wetterbedingungen. Diese Fluktuationen haben einen direkten Einfluss auf die
Signalverarbeitung der Elektronik, welche in den Radiostationen verwendet wird, z.B. auf
den eigenbauten Verstärker (LNA), welcher direkt mit der Antenne verbunden ist. Die Ei-
genschaften des LNAs sind auf die der Antenne abgestimmt. LNA und Antenne bilden daher
eine technische Einheit und der LNA ist in der Beschreibung des “antenna response patterns”
zu berücksichtigen. Eine akkurate Beschreibung des LNAs als auch die Temperaturabhängig-
keit der Signalverstärkung sind daher von großem Interesse bei der Antennenkalibration so-
wie bei der Rekonstruktion von Radiodaten. Zur Bestimmung der Temperaturabhängigkeit
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des LPDA LNAs wurde dieser in einem regelbaren und PC-gesteuerten Kühlschrank positio-
niert. Die frequenzabhängige Leistungsverstärkung des LNAs wurde für verschiedene Tem-
peraturen gemessen. Die Temperaturabhängigkeit der Leistungsverstärkung wurde im Medi-
an zu ´0.017dB{K ermittelt und es wurde nahezu keine Frequenzabhängigkeit festgestellt.
Diese Ergebnisse konnten in einer weiteren Messung eines zweiten LNAs bestätigt werden.
Die Bodenbedingungen vor Ort, welche durch die Bodenleitfähigkeit sowie der Bodenpermit-
tivität beschrieben werden, als auch deren Variation, z.B. aufgrund von Regen, sind weitere
wichtige Umweltbedingungen, welche das “antenna response pattern” beeinflussen. Beides,
Leitfähigkeit und Permittivität, beeinflussen die Signalreflektion elektromagnetischer Wellen
am Boden. Es wurde gezeigt, dass die Signalreflektion bei einer Bodenbeschaffenheit wie sie
bei AERA vorkommt vor allem von der Permittivität abhängt. Daher wurde ein Messaufbau
entwickelt, um die Bodenpermittivität bei AERA und ihre Frequenzabhängigkeit zu messen.
Zwei Messkampagnen wurden durchgeführt. Zum einen wurden Bodenproben genommen
und die Permittivität bei verschiedener Feuchtigkeit im Labor gemessen. Die Messungen er-
gaben, dass die Permittivität typischerweise größer als 2 ist und mit der Bodenfeuchte steigt.
Um die Homogenität der Bodenbeschaffung zu untersuchen wurden außerdem Messungen
direkt vor Ort an verschiedenen Positionen durchgeführt. Bei der Mehrzahl an Positionen
wurden Permittivitäten zwischen 6 und 7 gemessen. Nur an den Rändern von AERA ganz
im Westen als auch ganz im Osten weichen die Werte nach unten bzw. oben ab. Dies kann
daher rühren, dass im Westen von AERA die Bodenkonsistenz sandiger und im Osten erdiger
ist. Innerhalb der Messkampagnen wurden typische Werte der Bodenpermittivität zwischen
2 und 10 ermittelt.
Im Rahmen von Simulationen wurde die LPDA Sensitivität für alle Richtungen und Fre-
quenzen zwischen 30MHz und 80MHz in Einheiten der VEL charakterisiert. Für die Si-
mulationen wurde der NEC-2 Simulationscode verwendet und Standardumweltbedingungen
definiert. Mit Hilfe der Simulationen wurde der Einfluss von verschiedenen Umweltbedin-
gungen wie variierende Bodenbeschaffenheit, leitende Elemente in der Nähe der Antenne
oder auch eine Verdrehung der Antenne untersucht und abgeschätzt. Der Einfluss auf die ho-
rizontal (meridionale) Komponente der LPDA VEL Hφ (Hθ) aufgrund variierender Boden-
permittivitäten zwischen 2 und 10 ist im Median von der Größe von 1.3% (0.5%) und der
gesamte Phasenraum definiert durch Frequenz und Zenitwinkel ist beeinflusst. Simulationen
einer Box aus leitendem Material, welche unterhalb der Antenne positioniert ist, zeigen einen
Einfluss von 0.3% (1%) auf die horizontale (meridionale) Komponente der LPDA VEL. Im
Falle der meridionalen Komponente sind vor allem Regionen mit großen Zenitwinkeln be-
troffen in denen die LPDA kaum sensitiv ist. Simulationen der Antennenverdrehung um 1 ˝

als auch von verschiedenen Bodenleitfähigkeiten zeigen, dass die LPDA Sensitivität dadurch
nicht beeinflusst wird.
Innerhalb einer Kalibrationskampagne wurde das LPDA pattern mittels eines ferngesteu-
erten Oktokopters im Feld gemessen. Der Oktokopter wurde benutzt, um eine kalibrierte
Signalquelle an verschiedenen Stellen um eine LPDA zu positionieren. Die kalibrierte LPDA
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ist repräsentativ für alle LPDAs, da diese auf dem Pozentlevel mechanisch wie elektrisch
identisch sind. Die in der Kalibration genutzten Geräte wurden anhand ihrer Ungenauigkei-
ten quantifiziert. Besonderer Fokus wurde auf die Genauigkeit der Positionsrekonstruktion
der Signalquelle gelegt. Die Genauigkeit wurde verbessert indem die Informationen der im
Oktokopter eingebauten Sensoren wie GPS, Barometer und Neigungssensoren mit einer neu
entwickelten optischen Methode basierend auf zwei Kameras kombiniert wurden. Um Repro-
duzierbarkeit sicherzustellen, wurden die Messungen an verschiedenen Tagen und bei ver-
schiedenen Umweltbedingungen wiederholt. Diese Messungen wurden schließlich anhand
ihrer Unsicherheiten kombiniert. Die kombinierte Unsicherheit der horizontalen Komponen-
te der LPDA VEL wurde zu 7.4`0.9

´0.3 % und die der meridionale Komponente zu 10.3`2.8
´1.7 %

bestimmt. Diese Unsicherheiten sind zu vergleichen mit der Unsicherheit der bisherigen Ka-
libration in welcher ein kleinerer Phasenraum gemessen und eine Unsicherheit der horizon-
talen Komponente von 12.5% erreicht wurde. Diese genauen Messungen wurden mit NEC-2
Simulationen verglichen in denen der gesamte Aufbau bestehend aus LPDA, LNA sowie der
transmittierenden Antenne berücksichtigt wurde. Korrekturfaktoren, welche durch das Ver-
hältnis zwischen Messung und Simulation definiert sind, wurden für alle Frequenzen und
Ankunftsrichtungen berechnet. Der Median aller Korrekturfaktoren liegt nahe bei eins und
weist eine Variation von 0.12 (0.26) innerhalb der horizontalen (meridionalen) Komponente
auf. Der Einfluss des modifizierten LPDA patterns wurde anhand eines Beispielereignisses
(Zenitwinkel = 30 ˝; Azimutwinkel = 14 ˝ südlich von Osten) demonstriert. Bei Verwendung
des modifizierten Pattern wurde das elektrische Feld mit einer 7% höheren Amplitude re-
konstruiert. Die “energy fluence” aller Polarisationen steigt um 9% und die rekonstruierte
“radiation energy” ändert sich von 7.96MeV zu 8.54MeV. Des Weiteren wurden die Un-
sicherheiten aufgrund der Kalibration als auch aufgrund variierender Bodenpermittivitäten
auf die Wurzel der “energy fluence” fortgepflanzt. Die Wurzel, weil die “energy fluence”
quadratisch mit der Amplitude des elektrischen Feldes als auch quadratisch mit der Energie
des Primärteilchens skaliert und somit die Unsicherheit der Wurzel der “energy fluence” die
relevante Unsicherheit der meisten Analysen darstellt. Für Ankunftsrichtungen mit einem Ze-
nitwinkel kleiner 60 ˝ wurde die Unsicherheit der Wurzel der “energy fluence” aufgrund der
Kalibration sowie variierender Bodenpermittivitäten im Median zu 8.8`2.1

´1.3 % ermittelt.
Typischerweise bestehen Radiostationen in Luftschauerexperimenten aus zwei senkrecht zu-
einander polarisierten Antennen, welche herkömmlicher Weise horizontal ausgerichtet sind.
Die dritte Komponente, die vertikale Polarisation des Radiosignals, wird dann nicht direkt
gemessen. Sie ist jedoch wichtig für die Analyse von Radiodaten. Sogenannte 3D Radiosta-
tionen sind daher motiviert, da die gleichzeitige Messung aller drei Komponenten potenziell
die Unsicherheiten der Rekonstruktion des elektrischen Feldes reduziert. Des Weiteren haben
3D Radiostationen einen erweitertes Blickfeld zum Horizont. Innerhalb dieser Arbeit wurde
eine neue 3D Radiostation für AERA entwickelt. Die mechanischen und elektrischen Eigen-
schaften dieser Radiostation wurden diskutiert. Insgesamt wurden 5 Butterfly Radiostationen
mit der Wifivert Antenne, eine vertikal ausgerichtete Antenne, zu einer 3D Radiostation er-
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weitert. Innerhalb von drei Monaten der Datennahme wurden mehr als 2800 Ereignisse in Ko-
inzidenz mit dem Oberflächendetektor des Pierre Auger Observatoriums aufgezeichnet. Von
diesen Ereignisse erfüllen 45 Ereignisse die Bedingung eines “signal-to-noise ratio” (SNR)
von mehr als 10 in den horizontalen Antennen von mindestens einer der 3D Radiostationen.
Diese Ereignisse sind als Kandidaten für kosmische Teilchen klassifiziert. Wenn zusätzlich
ein SNR ě 5 in der Wifivert Antenne gemessen wurde, wird das Ereignis ein goldenes 3D
Ereignis genannt. In dem Datensatz wurden insgesamt 13 Ereignisse als goldene 3D Ereignis
identifiziert. Mit der Wifivert Antenne wurden Radiosignale von Luftschauern in der vertika-
len Polarisation gemessen. Es wurde gezeigt, dass die Antenne besonders sensitiv ist, wenn
der Luftschauer einen großen Zenitwinkel aufweist. Solche sogenannten horizontalen Luft-
schauer liegen im Fokus aktueller Forschung.
Zukünftige Untersuchungen werden von den Ergebnissen dieser Arbeit profitieren. Die ak-
kuraten Messungen der Kalibration wird die Rekonstruktion der Eigenschaften des primären
kosmischen Teilchens, wie z.B. die Teilchenenergie, verbessern. Aufgrund der reduzierten
Unsicherheiten der Kalibration wird die Unsicherheit der Energieskala für Luftschauermes-
sungen von Radiodetektoren direkt beeinflusst. Bei Verwendung von 3D Radiostationen wer-
den alle drei Polarisationen des Radiosignals gleichzeitig gemessen, was die Unsicherheit der
Rekonstruktion des elektrischen Feldes im Vergleich zu herkömmlichen 2D Radiostationen
verringert. Des Weiteren ist das Sichtfeld von 3D Radiostationen zum Horizont hin erwei-
tert, so dass 3D Radiostationen eine verbesserte Erforschung von horizontalen Luftschauern
ermöglichen.
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