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Abstract

In non-central heavy-ion collisions, large orbital angular momenta of the order L ~ 10%# to
L ~ 10°7 are generated. Due to the quantum mechanical spin orbit coupling, this might cause a
spin polarization of the produced particles along the orbital angular momentum. As the system
created in heavy-ion collisions is well described in the framework of relativistic hydrodynamics,
the orbital angular momentum results in non-zero vorticity, classically defined as the rotation
of the velocity field. Several theoretical approaches of a global polarization linked to different
definitions of the relativistic vorticity tensor have been developed in the past years.

In contrast to macroscopic spin polarization effects, where the spin can be measured by apply-
ing external magnetic fields, such a direct measurement of the spin direction is not possible in
heavy-ion collisions. The possibility to measure the particle spin is based on the unique feature
to the weak interaction, the parity violation. This has the consequence that in weak decays, the
emittance of the decay products is linked to the spin direction of the weakly decaying particle.
The simplest candidate to perform such a measurement is the A hyperon. Through its decay
A — p+ n~ (branching ratio 63.9 %), which has two charged particles in the final state, it can
be reconstructed. Due to the parity violation in this weak decay, the proton is predominantly
emitted in the spin direction of the A hyperon. Thereby, the spin measurement is transformed
into a momentum measurement which can be performed.

The orientation of the orbital angular momentum is always perpendicular to the so-called re-
action plane spanned by the beam direction and the impact parameter of the collision. The
reaction plane can be estimated from the event plane, which is reconstructed in a Q-vector
analysis from the distribution of the spectator particles. In the laboratory frame, the event plane
is fully determined by a single azimuthal angle ¥;,. Then the measure for the global polariza-
tion of the A hyperons can be written as (sin(¥zp — qbg)), while (.) denotes the average over all
particles and orientations of the event plane and qbg is the azimuthal angle of the proton in the
rest frame of the A.

In this work, the global polarization of the system using A hyperon polarization measure-
ments are presented for Au+Au collisions at /Syy = 2.4GeV and Ag+Ag collisions at
VSvn = 2.55GeV collision energy. The extracted signal in the Au+Au run yields P,[%] =
4.609 £ 0.966(stat.) £ 1.220(sys.), while for the Ag+Ag run a value of P,[%] = 3.174 £
0.294(stat.) =+ 0.319(sys.) has been measured. This is the highest A polarization ever mea-
sured in heavy-ion collisions. Our measurement continues the increasing trend measured by
the STAR collaboration in the beam energy scan phase I down to ,/syy = 7.7GeV. This also
constrains the energy region for the "turning point" where the polarization is supposed to de-
crease and yield zero at even smaller collision energies. Furthermore, the high statistics of
the Ag+Ag run allowed to perform a differential analysis of the A polarization as a function
of centrality, rapidity and transverse momentum. The results are compared to theoretical pre-
dictions based on a direct link of the A spin vector and thermal vorticity. The input of the
velocity fields and the temperature were taken from the UrQMD transport model. The calcu-
lations are in agreement with the measured data and also reproduce the differential trends.
As these calculations are based on the assumption of local thermodynamic equilibrium includ-
ing the spin degrees of freedom, this sets restrictions on the equation of state in the baryon
dominated energy regime with densities similar to those predicted to occur in compact stellar
objects. In addition to the global polarization, which is linked to the gradients in the initial
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velocity field, the azimuthal anisotropy (directed flow) is related to the initial velocity profile
of the A has also been studied as a function of the rapidity. The slope at midrapidity has been
extracted and found to be dv,/dyl|,. o = 0.388 £ 0.023(stat.) & 0.038(sys.) in Au+Au and
dv,/dyly.,=0 = 0.289 £ 0.007(stat.) £ 0.025(sys.) in Ag+Ag collisions. This confirms the in-
creasing trend of dv;/dy|,,,—o measured by the E895 and STAR collaborations. The results
have been compared to protons within the same transverse momentum and centrality range.
The slope of the As is observed to be approximately ~ 2/3 of the proton slope in line with
the measurements from E895, however, in constrast to the recent measurement from the STAR
fixed target run at ,/syy = 4.5 GeV, where no significant difference has been observed. This is
an interesting observation and remains to be understood. This provides challenges to the theory
calculations as to understand the underlying effects requires a description of both polarization
and directed flow simultaneously for which the HADES measurements provide important input.




Zusammenfassung

In peripheren Schwerionenkollisionen werden grof3e Drehimpulse erzeugt, die Grof3enordnun-
gen von L ~ 102 bis L ~ 10°# erreichen kénnen. Durch Spin-Bahn-Wechselwirkung kann das
zu einer globalen Spinpolarisation der erzeugten Teilchen entlang des Drehimpulses fiithren. Die
in Schwerionenkollisionen erzeugte Materie kann gut durch die relativistische Hydrodynamik
beschrieben werden. Im Rahmen dieser Theorie sorgen Drehimpulse fiir Vortizitit, welche klas-
sisch als Rotation des Geschwindigkeitsfeldes des betrachteten Systems von Teilchen definiert
ist. In den letzten Jahren wurden verschiedene theoretische Ansitze entwickelt, um eine physi-
kalische Beziehung zwischen der globalen Polarisation und dem relativistischen Vortizitatstensor
zu erhalten.

Im Gegensatz zu makroskopischen Polarisationseffekten der Teilchenspins, welche iiber externe
magnetische Felder gemessen werden konnen, ist dies in Schwerionenkollisionen nicht direkt
moglich. Allerdings kann die Paritéatsverletzung der schwachen Wechselwirkung genutzt wer-
den, um die Spinausrichtung der Teilchen zu messen. Der naheliegendste Kandidat dafiir ist das
A Hyperon, welches im Zerfall A — p + n~ (Verzweigungsverhaltnis 63.9 %) in zwei geladene
Teilchen zerféllt. Wegen der Parititsverletzung in diesem Zerfall wird das Proton bevorzugt in
Richtung des Spins des A Hyperons emittiert. Dadurch wird die Messung der Spinausrichtung
in eine Impulsmessung transformiert, welche mit den herkémmlichen Detektorsystemen durch-
gefiihrt werden kann.

Die Orientierung des Kollisionsdrehimpulses ist senkrecht zur sogenannten Reaktionsebene,
welche durch die Strahlrichtung und den Stoparameter der Kollision aufgepannt wird. Ex-
perimentell lasst sich die Reaktionsebene durch die Rekonstruktion der Eventebene bestimmen.
Dabei werden diejenigen Teilchen verwendet, welche nicht an der Kollision teilnehmen, denn
aus ihrer Verteilung kann die Eventebene mittels einer Q-Vektor Analyse berechnet werden. Im
Laborsystem ist diese Ebene durch einen einzigen, azimuthalen Winkel ¥, festgelegt. Mit die-
sem ldsst sich die globale Polarisation der A Hyperonen durch die Observable (sin(¥gp — (,b;‘))
bestimmen, wobei (.) den Mittelwert iiber alle analysierten Teilchen und Orientierungen der
Eventebene reprasentiert und ¢* den azimuthalen Winkel des emittierten Protons im Ruhesys-
tem des A Hyperons darstellt.

In dieser Arbeit werden die Ergebnisse der globalen Polarisation der A Hyperonen fiir Au+Au
und Ag+Ag Kollisionen prasentiert, erstere bei einer Kollisionsenergie von ,/syy = 2.4GeV
und letztere bei ,/syy = 2.55GeV. In den Au+Au Kollisionen wurde eine Polarisation von
P\[%] = 4.609 + 0.966(stat.) + 1.220(sys.) gemessen, wiahrend die Analyse der Ag+Ag Daten
eine Polarisation von P,[%] = 3.174+0.294(stat.)£0.319(sys.) ergab. Das ist die grofste globale
Polarisation von A Hyperonen, die in Schwerionenkollisionen gemessen wurde. Die Ergebnis-
se setzen den ansteigenden Trend fort, der von der STAR Kollaboration im Beam Energy Scan
Phase I bis zu einer minimalen Energie von ,/syy = 7.7 GeV gemessen wurde. Es wird erwartet,
dass bei immer niedrigeren Kollisionsenergien ein Umkehrpunkt auftritt, ab dem die globale
Polarisation signifikant abnimmt und schlieRlich verschwindet. Durch die HADES Messungen
werden dafiir weitere Grenzen gesetzt. Des Weiteren erlauben die Ag+Ag Daten eine differen-
tielle Analyse der globalen Polarisation als Funktion der Rapiditdt, des transversalen Impulses
und der Kollisionszentralitat. Die Ergebnisse wurden mit theoretischen Vorhersagen verglichen,
welche auf einem direkten Zusammenhang von thermaler Vortizitdt und dem Spin-Vierervektor
der Teilchen beruhen. Dieser Zusammenhang wurde unter der Annahme eines lokalen ther-
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modynamischen Gleichgewichts hergeleitet, welcher auf die Freiheitsgrade des Spins erweitert
wurde. Die Anfangsbedingungen wie Geschwindigkeitsfelder und Temperaturen wurden mit
dem Transportmodell UrQMD generiert. Die Vorhersagen stimmen mit den gemessenen Daten
iberein, was auch auf das differentielle Verhalten der globalen Polarisation der A Hyperonen
zutrifft.

Zusatzlich zur globalen Polarisation wurde auch der direkte Fluss der A Hyperonen gemessen.
Wahrend erstere mit dem Gradienten des Geschwindigkeitsfeldes zusammenhangt, ist letzterer
direkt vom Geschwindigkeitsfeld abhdngig. Die Steigung des direkten Flusses bei Schwerpunkts-
rapiditdt wurde aus der Rapiditdtsabhidngigkeit bestimmt. In den Au+Au Kollisionen wurde ein
Wert von duv,/dy|,.,,—o = 0.388+0.023(stat.) £0.038(sys.) gemessen, wihrend im Ag+Ag Sys-
tem die Steigung zu dv,/dyl|, ., —o = 0.289 £ 0.007(stat.) & 0.025(sys.) bestimmt wurde. Der
ansteigende Trend, der sich zu niedrigeren Energien von den Messungen der E895 und STAR
Kollaborationen abzeichnete, konnte bestétigt werden. Die Ergebnisse wurden mit denen der in
HADES gemessenen Protonen verglichen. Es zeigte sich, dass die Steigung der A Hyperonen nur
etwa ~ 2/3 so grol} ist wie die der Protonen. Das ist vergleichbar mit den friiheren Messungen
der E895 Kollaboration, steht jedoch im Kontrast zu den Ergebnissen der STAR Kollaboration bei
VSnn = 4.5GeV Kollisionsenergie, wo kein signifikanter Unterschied zwischen Protonen und A
Hyperonen beobachtet werden konnte. Der Ursprung dieser Beobachtung ist noch ungeklart.
Die prasentierten Ergebnisse liefern einen wichtigen Input zum Verstandnis der zugrundelie-
genden Effekte, denn die theoretischen Kalkulationen sollten in der Lage sein, gleichzeitig die
Polarization als auch den direkten Fluss zu beschreiben.
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1 Introduction and Motivation

The idea that the matter around us is made up of small building blocks goes back to the an-
cient greeks. But for a long time it was a pure philosophical discussion which started to change
when Sir Joseph John Thomson discovered the electron in experiments with cathode rays in
1897 [Tho97]. At that time, the atoms at the building blocks of matter have been considered
positively charged objects with negatively charged electrons embedded in it. But it was until
1911 when Ernest Rutherford performed his famous scattering experiments [Rut11] and found
the positively charged matter to be agglomerated in the center of the atom: the very small and
very dense nucleus which was later found to consist of protons and neutrons [Cha32].

At this point in history the world of particle physics seemed to be settled. The problems were
more on the theoretical side especially concerning the explanation of the binding of nuclei since
the only known interaction' at that point was the electromagnetism, which is repulsive for pro-
tons. There have been serveral attemps to explain the binding, but the most promising one was
the postulation of a nuclear force that excels the electric repulsion at small distances. In 1935
Hideki Yukawa published a paper [Yuk35] to explain the mechanism of nuclear force through
the exchange of a new particle, in analogy to the photon exchange in the electromagnetic inter-
action.

In experiments with cosmic rays in 1937, Carl Anderson and Seth Neddermeyer unexpectedly
found a new particle the so-called muon [And37] which was first interpreted as the Yukawa
particle. However, the muon turned out to have exactly the same properties as the electron,
except for the mass which was about 200 times heavier. It took ten years to dig out the second
particle in the cosmic rays, just slightly heavier than the muon. This was the discovery of the
pion [Lat47] which was identified to be the carrier of the strong interaction as predicted by
Yukawa.

The idea born by Rutherford to investigate the structure of the matter using scattering exper-
iments was put forward, concomitant with the developments on the technical side. From the
early 1950s, several particle accelerators have been built with ever increasing amount of beam
energy available. This lead to an overwhelming amount of discoveries of new particles, almost
on a weekly basis. "If i could remember the names of all these particles, i’d be a botanist", was
the statement from Enrico Fermi to this situation, as it is often-quoted. The comparatively sim-
ple world before the 1950s, with more or less two particles as a basis, already concerned the
physicists at that time, like Paul Dirac, who was desperate to find a reason why there should be
two particles and not just one. However, with this zoo of particles discovered at the different
accelerators, the situation was more challenging.

This zoo of particles received ordering by the use of symmetry principles, conservation laws and
the use of group theory. The latter allowed to group the particles into different multiplets and
therein provided predictions for interaction cross-sections. Yet the dynamics behind the interac-
tions remained unclear.

The situation changed with the formulation of the standard model of particle physics in the
1970s. An overview of its key ingredients is shown in Fig. 1.1. The particles can be grouped in
fermions and bosons. The former are spin-1/2 particles and underly the Pauli principle and thus

1 Of course there was also the gravitational interaction but due to the small ratio to the electromagnetic force

of F,/F, ~ 1073¢ for two protons, the strength of gravitation is negligible with respect to other forces in
elementary particle physics.
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there cannot be two of them in exactly the same quantum state. The fermions are the building
blocks of the matter around us.

The bosons have spin-1 and mediate the interactions, also referred to as force carriers, except
for the Higgs boson, which has spin-0 and its coupling to the other particles generates their rest
masses. For each of the four fundamental forces, there are mediating bosons associated. The
strong interaction is mediated by the gluons and causal to confine the quarks into nucleons, the
building blocks of the matter around us. It is the strongest interaction and described with the
framework of quantum chromodynamics (QCD). As it is of particular interest for this study; it is
discussed in more detail in Sec. 1.1.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers

(fermions) (bosons)
| I Il
mass =2.2 MeV/c2 =1.28 GeV/c2 =173.1 GeV/c? 0 =124.97 GeV/c2
charge | % % % 0 0
aon | (U » v . @ |- H
up charm top gluon higgs
=4.7 MeV/c2 =96 MeV/c2 =4.18 GeV/c2 0
-4 -4 -4
down strange bottom
=0.511 MeV/c2 =105.66 MeV/c2 =1.7768 GeV/c2 =01.19 GeV/c2?
-1 -1 -1 0
electron muon tau Z boson

<1.0 eVic2 <0.17 MeV/c2 <18.2 MeV/c2 =80.39 Gev/c?
0 0 +1
. Vu . VIt | \%

electron muon tau

neutrino neutrino neutrino | W boson

C——

Figure 1.1: Overview of the standard model of particle physics: elementary particles can be
grouped in quarks (purple), leptons (green), vector bosons (red) and scalar boson
(yellow). The figure was taken (30.05.2021) from: https:
//commons.wikimedia.org/wiki/File:Standard_Model_of_Elementary_Particles.svg.

The next interaction, two orders of magnitude less in strength, is the electromagnetic interac-
tion. It is mediated by the photon and only affects electrically charged particles, which excludes
all neutrinos and most of the bosons, except for the W*. The theory to describe the electromag-
netic interaction, is called quantum electrodynamics (QED). As in other quantum field theories
the Lagrangian is used to derive the equations of motion. In QED, the Lagrangian reads
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1 - .
ZqED :_ZFquHV+Z¢k(l}/“(au_leAu)_mk)¢k- (1.1)
P

Here F,, = 9,A, — 0,A, is the field strength tensor and describes the free propagation of the
photons being defined by the field A,. 1, is the wave function of the particle k with mass m,
such that the second term describes the free propagation of the particles together with a term
for the interaction with the photon field. The coupling strength is determined by the electric
charge e.

The Lagrangian is invariant under the transformation of the wave function by multiplying with
a factor e*®™) while at the same time the potential has to be transformed by A; —A,+39,9(x).
Such a transformation is called gauge transformation and can be described in this case by the
unitary group U(1). Since the phase ® depends on the space-time it is a local symmetry. The
requirement of the gauge invariance leads to necessity of the photons to be massless and thus
resulting in the long-range of the electromagnetic interaction.

Another force incorporated in the standard model is the weak interaction. In comparison to the
electromagnetism it is about five orders of magnitude weaker and acts only on short distances.
This is due to the fact that the bosons that mediate the interaction, i.e. the W* and Z°, have
large masses about ~ 100 times the mass of the proton. A unique feature of the weak interaction
is the parity violation [Wu57].

Formally, the theory of the weak interaction can be described as a gauge theory in the unification
with electromagnetism, known as the electro-weak interaction. From a group theory point of
view, this unification can be written as SU(2) ® U(1).

There is one more boson which is not related to one of the fundamental interactions. The Higgs
boson coupled to other particles and thereby generates their rest masses [Hig64, Eng64]. It
has been experimentally confirmed in 2012 by the ATLAS and CMS collaborations [Aad12] and
Francois Englert and Peter Higgs received the Nobel prize in physics 2013 for their theoretical
discovery.

1.1 Quantum chromodynamics and the phase diagram

In the 1970s experiments using deep-inelastic electron-proton collisions showed that the pro-
tons themselfs have an internal structure. These constituents are three valence quarks, but to
correctly describe the properties of the proton, a sea of fluctuating quark-antiquark pairs and
gluons has to be included. The dominating force between these "partons" is the strong interac-
tion with the corresponding charge, called "color". There are three different colors (blue, red,
green), carried by the quarks, and the corresponding anti-colors, carried by the anti-quarks.
They define the local symmetry of the SU(3) group which represents QCD. In nature there
exist only colorneutral objects, thus for the matter the combinations of qqq (baryons) and qq
(mesons) are possible.

The mediator gluons carry color charge which results in a self-interaction among the gluons
as shown in Fig. 1.2, where the fundamental Feynman graphs for the strong interaction are
summarized. While the first two graphs can be found similar in QED as an interaction between
electrons, positrons and photons, the latter two are a unique feature of the strong interaction.
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a) c) d)

Figure 1.2: The fundamental Feynman graphs of QCD [Pov14]: a) A quark emits a gluon. b) A
gluon decays into a quark-antiquark pair. c,d) Self-interaction of the gluons.

The underlying theory to describe the dynamics of the strong interaction is called quantum
chromodynamics (QCD). As for the QED the Lagrangian can be written in similar fashion:

1 _ . .
°(£QCD = _ZvaGgw + Z qa(l}/“(au - lgA“) - m)abqb' (1.2)

u,d,s

Gﬁ ,= auA‘j)—@nuA‘;—i- V2gf abCAZACV is the gluon field tensor, and in comparison to QED (Eq. 1.1)
it includes the self interactions among the gluons as they carry the color charge in contrast to
the photons which are electrically neutral. The indices a, b, c denote the different colors and run
over all eight independent gluon fields, f9°¢ are the structure constants of SU(3) and g is the
strong charge. The sum is performed over the quark-flavors, which usually takes into account
only the up-, down- and strange-quark, since the other three (see Fig. 1.1) are much heavier.
The terms after the sum correspond to the free quark propagation, the quark-quark interactions
and the quark-gluon interactions, which act on the quark spinor q.

Besides the local symmetry of the QCD Lagrangian, there is also a global symmetry. The quark
spinor g can be decomposed in two independent components:

1 1
quz(l_YS)q; CIRZE(l"‘Ys)q, (1.3)

while the subscripts denote the left- and right-handed components. The meaning of the de-
composition can be imagined in case of a massless particle by the more descriptive quantity,
the helicity. The helicity of a particle is defined as the projection of its spin direction onto the
direction of the momentum. If the spin point in (opposite) the direction of the momentum, the
helicity is positive (negative) which corresponds to the right (left)-handed component. How-
ever, this analogy does not work for particles with finite mass, since their helicity is not uniquely
defined. This is because there is always a frame of reference, which moves faster than the parti-
cle itself, meaning that the momentum direction will be reversed while the spin is not. Thus, the
helicity will flip the sign. In this case the analogy to the left- and right-handed decomposition
does not work and a new quantity is introduced, the so-called chirality.

The chirality has the following relevance: when the decomposition of the quark spinor is in-
serted into the Lagrangian, i.e. Eq. 1.2, the Lagrangian is completely symmetric except for the
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mass term, where left- and right-handed parts are mixed. Consequently, in the limit of vanish-
ing quark masses (my; — 0), the left- and right-handed parts can be treated independently, or
in other words, the QCD Lagrangian exhibits the chiral symmetry. There are two features that
have to be considered. First, the mass term breaks the chiral symmetry. This is called an explicit
symmetry breaking. If the quark masses are negligible in comparison to the four-momentum
transfer realized in the strong interactions among them, the chiral symmetry can be considered
to be realized. Therefore, the chiral symmetry is often referred to as approximate symmetry.
The second feature is that the chiral symmetry is also broken spontaneously. This means that
even if the Lagrangian fulfills the chiral symmetry, this is not the case for the ground state of
the QCD vacuum. A measure for this is the quark-antiquark condensate (qq), also called chiral
condensate. It is defined as the expectation value of the QCD vacuum for the mixing of the left-
and right-handed part according to:

(@q) = (01q.qr + Grq.10) . (1.4)

The value of the chiral condensate in the vacuum is about <C_ICI)T=0,MB=0 A _A<32CD-

Another very important feature encoded implicitly in the QCD Lagrangian, is that the strength
of the strong interaction defined by the coupling constant ag(Q?) = g/2m, depends on the
momentum transfer squared Q2. The gluon self-interactions lead to a strong dependence on Q2,
which is called the running coupling constant. From pertubation theory, the coupling constant
can be derived [Pov14] to

127
(33—2n,) - In(Q?/A%p)’

ag(Q®) = (1.5)

where Aqcp ~ 200MeV is a free parameter and its magnitude is estimated from experimental
data. n, = 3 — 6 defined the number of flavor participating in the process and also depends
on Q2. The heavy quarks like charm-, bottom- and top-quark only start to contribute to an
interaction if their masses are m, < |Q| which only happens at very high energies.

The measurements of the strong coupling constant as a function of Q are shown in Fig. 1.3. For
small momentum transfer, the strength increases strongly. Consequently, if one of the valence
quarks of a nucleon is separated from the others, the binding energy will increase with the
distance. At some point, the energy is large enough to generate a qq pair such that a new qqq
and qq is formed from the initial proton. This effect of binding into colorneutral objects is called
confinement [Wil74]. In case of a large momentum transfer, equivalent to small distances, the
coupling strength decreases ag < 1 which is called asymptotic freedom and then pertubation
theory can be applied. In 2004, David Gross, David Politzer and Frank Wilczek received the
Nobel price in physics for the discovery of the asymptotic freedom in the strong interaction.
The behavior of the strong coupling constant has the consequence that the properties of the
QCD matter strongly depend on the mean energy realized in the interaction processes among
the quarks and gluons. Under normal conditions, the quarks are confined into the nucleons with
a density of normal nuclear matter of p, = 0.17fm ™. The matter can be characterized by the
baryochemical potential uz which is the energy required to introduce or remove a baryon to the
system and measures the imbalance of matter and anti-matter. For the normal nuclear matter
the baryochemical potential is of the order of the nucleon mass, ug ~ my.

When the energy density is increases for example by the compression of QCD matter, the mean
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momentum transfer in the strong interactions also increases which results in a reduction of
the coupling constant ag. In the limit of very high energy density, the interactions become
negligible. In such a case, the partons inside the system can move freely and one can change
from the microscopic description of single particle interactions to a macroscopic picture using
statistical methods and distributions. Then the energy density is linked to the temperature and
baryochemical potential of the system. Depending on these two parameters, the properties of
the matter can be very different and are summarized in the so-called QCD phase diagram which
is shown in the right panel of Fig. 1.3.

035 - ""'Id T (N3)I T <250
r o\ T decay (N°LO) F=+ ] ,
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Figure 1.3: Left panel: Summary of measurements of the running coupling constant in QCD as
a function of the energy scale Q [Zyl20]. Right panel: The phase diagram of QCD
matter as a function of temperature T and baryochemical potential uz [Ada19a].
The data points represent the freeze-out conditions measured in heavy-ion collisions.

An overview over different phases can be found in [Adal2].

In the early stages of the universe, the matter was in a state of high temperature and vanishing
baryochemical potential ugz ~ 0, since the amount of matter and anti-matter has been equal.
The partons are asymptotically free and this state is usually called a quark-gluon plasma (QGP).
In a macroscopic approach the system can be described as a bulk assuming at least local ther-
modynamic equilibrium. The thermodynamic properties to determine the state of matter are
connected by the equation of state (EoS). The EoS at high temperature and vanishing ug is
fundamental to describe the behaviour of the matter shortly after the Big Bang, while at low
to moderate temperature and high ug the conditions are realized in the core of compact stellar
objects [Dan01]. In this field the EoS can be constrained from the observation of neutron star
merger, as has been recently measured in GW170817 [Abb17]. The core of a neutron star is
expected to be dominated by nucleons packed together. This corresponds to a region of the
QCD phase diagram with low temperature but high uz. Due to the Pauli principle, the nucleons
generate a pressure that acts against the gravitational attraction. Under these conditions, it is
energetically more favorable that hyperons are created. As they are not only composed of up-
and down-quarks but incorporate at least one strange-quark, they are not in the same quantum
state as the surrounding nucleons and thus the overall state is more compressed. This is referred
to as a softening of the EoS and has the consequence of a reduction of the maximum neutron
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star mass [Lon15]. Several observations seem to favor a hard EoS [Cha08, Dem10, Ant13]. This
is known as the hyperon puzzle and many new developments in theory are ongoing to clarify it.
To distinguish the different phases in the QCD phase diagram, a sufficient order parameter has
to be defined. For the transition to the QGB the chiral condensate is used, since it is expected
to vanish, when the temperature and/or baryochemical potential increases. The transition has
been found to be smooth at low uz [Bro90, Fod04], which is linked to a cross-over from the
hadronic phase to the QGP The theoretical calculations in this region of the phase diagram
are based on Lattice QCD. Here the equations can be simulated on a discrete space-time lat-
tice without further assumptions by effective models. However, the lattice calculations cannot
be employed to describe the matter at high uz due to the sign problem (see [Goyl17] and ref-
erences therein). In this region, effective models are needed to describe the behavior of the
matter. At this higher uy the phase transition is expected to be of first order [Sch07]. Hence a
QCD critical endpoint somewhere inbetween can be expected [Ste09, Stel1].

1.2 Heavy-ion collisions

Another way to access the QCD phase diagram experimentally is to use heavy-ion collisions. This
has the advantage that it takes place in the laboratory and thus parameters like the collision
energy or the collision system, i.e. the ion species, can be varied. Thereby, a hot and dense
medium is created which transits along a certain path of T and ug in time defined by the initial
conditions of the collision. With increasing collision energy, an increasing amount of qq pairs
is produced and the heavy-ion collisions populate along a path of decreasing uz and rising T.
Thus, different regions of the QCD phase diagram can be probed by varying the collision energy
of the heavy-ion collisions.

At ultra-relativistic heavy-ion collisions as realized at several tenths of GeV center-of mass energy
and beyond, there is evidence for the formation of a state known as the quark-gluon plasma
(QGP) where the quarks and gluons are no longer confined within the hadrons [Ars05, BacO5,
Ada05, AdcO5]. This allows to investigate how our universe evolved just few us after the Big
Bang. When the collision energy is decreased, the system gets more and more dominated by
the nucleons of the colliding ions. This is closely related to the state expected to be present in
compact stellar objects. Therefore, heavy-ion but also pp- and pA-collisions can be used to study
of the hyperon-nucleon interactions which might help to resolve the hyperon puzzle in neutron
star physics.

The experimental setup for the heavy-ion collisions is designed according to the type of colliding
mode: the fixed-target or collider. In a fixed-target experiment, the beam ions are accelerated
and shouted onto a stationary target. In case of a collider experiment, two beams are accelerated
in opposite direction and brought to collide with each other. The latter has the advantage to
achieve higher collision energies, since the center-of-mass energy for Epeam << Mygp 1S

Vs = V2Epeam (1.6)

while in case of a fixed target experiment under the same assumption it is given by

\/E = vV 2mtargetEbeam' (1'7)

Hence in the former case the center-of-mass energy increases proportionally with the beam en-
ergy, while in the latter case it grows only with 4/Ep.,,- On the other hand, the center-of-mass
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frame is at rest in the laboratory for the collider mode, such that the produced particles can fly
at any direction which has to be covered by the detector in order to measure the angular distri-
butions. This is not the case for a fixed target experiment, where the center-of-mass is moving
along the beam axis and thus all particles are emitted within a forward cone which allows to
built much more compact detectors. In addition, much higher collision rates can be achieved.

In general a heavy-ion collision undergoes several different stages sketched in Fig. 1.4. In
the initial state the two ions approach each other in the center-of-mass frame and due to their
relativistic velocities, the shape is Lorentz-contracted along the beam direction. When the colli-
sion starts, it is very unlikely that the two nuclei collide head-on. Instead, their centers will be
shifted and the distance between the centers is defined as the impact parameter b of the colli-
sion. Therefore, a fraction of the nucleons will not experience a collision and is called spectator.
However, they are not completely uneffected since they are scattering outwards by the coulomb
repulsion or inwards due to some strong interactions with the medium and also experience a
fragmentation due to the demolition of the initial nuclei. The nucleons which undergo at least
one inelastic collision are called participants. The number of participants is directly linked to the
impact parameter of the collision, but both are not measurable in experiment. Thus relations
to measurable quantities have to be established. This will be discussed in more detail in Sec.

3.7.2.
Spectator «
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. Participants ' g
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® Fireball
Initial state Collision Expansion Hadronic freeze-out

Figure 1.4: The different states of a heavy-ion collision from the initial to the final state [Kar15b].
In the center of the collision a hot and dense fireball is built which expands and
undergoes several different phases. The chemical freeze-out defines the state where
the production of new particles has stopped while the kinetic freeze-out specifies the
end of elastic collision such that the final state is determined.

The particles produced from interactions among participants form a medium in general called
fireball. Depending on the collision energy and system size, different densities and temperatures
can be achieved as discussed in Sec. 1.1. At the relativistic collision energies, this hot and
dense medium will expand while cooling down until the energy is not sufficient to produce
new particles. This stage of the collision when the inelastic collisions stop is called chemical
freeze-out. Afterwards, there are still interactions, but mostly elastic scattering processes due
to electromagnetic interaction. The time when the interactions between the participants stop
completely is called kinetic freeze-out and defines the final state of the collision. A typical
timescale from the initial to the final state is about t ~ 107225,

The participant distribution defines the initial geometry of the collision. The overlap of the
two colliding nuclei is asymmetric in the plane transverse to the beam direction which results
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in an anisotropic expansion. This also holds for the longitudinal direction along the beamline.
This asymmetry has the consequence of effects being driven by the initial velocity field and its
gradients, i.e. the vorticity. While the former is related to the collective flow of the particles (see
Sec. 1.3), the latter is related to a spin polarization (see Sec. 1.4). To measure these effects, it is
useful to define a system of reference which is symmetric to the initial geometry. The symmetry
plane is spanned by the beam direction and the impact parameter of the collisions and is called
reaction plane. Since the laboratory frame is usually defined such that the beam direction points
along the z-axis, the difference to the reaction plane is just a rotation around the z-axis and thus
the reaction plane is fully determined by an azimuthal angle ¥;,. Related to the orientation of
the reaction plane is the direction of the global angular momentum of the collision, which is
defined as

L =5 X Bpeam- (1.8)

As the laboratory frame is defined as pge,y, = 2 and b = %, the orbital angular momentum will
point in the direction [ = —§. In the left panel of Fig. 1.5 the geometry parameters and the
angular momentum of the collision are sketched in the center-of-mass frame. In the right panel
the situation after the collision is shown, with an outward deflection of the spectators and the
expanding fireball in the center.

Figure 1.5: Sketch of two nuclei before and after a heavy-ion collision in the center-of-mass frame
[Bec20]. The incoming beam ion with momentum Pg,,,, collides with another ion at
a certain impact parameter b which defines the reaction plane (left). Thereby an

orbital angular momentum L (fsys in the figure) is created. After the collision the
unaffected nucleons are deflected leaving behind a hot and dense medium.

1.3 Collective flow in heavy-ion collisions

The fireball created in heavy-ion collisions will expand due to the pressure gradient in the
system. This will convert the spatial distributions of the participants into the final state mo-
mentum distributions. The momentum distributions in the final state will show anisotropies,
due to the different geometry defined by the position of the participants including their event-
by-event fluctuations. This so-called anisotropic flow is very sensitive to the early stages of
the collision since the spatial anisotropies rapidly decrease with time [Vol10]. Therefore, the
anisotropic flow incorporates information about the equation of state of the hot and dense
medium [Dan02, Fev16].
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The momentum distributions can be converted into angular distributions and related to the az-
imuthal angle with respect to the reaction plane. Since this angle will be often used in this work,
we define it as

AP = —Vpp, (1.9

where ¢ is the azimuthal angle for a particle in the laboratory frame. To measure the
anisotropies of the azimuthal distribution, they are modulated by a Fourier series reading
[Vol96, Pos98]

1 dN 1 =
—_—=—1 2 A 1.1
N dng 271( +; v, cos(n cj))), (1.10)

while the distribution has been normalized to the overall amount of particles, because

27 27
dN
d\pRpJ dp —— = N (1.11)
Jo 0 dag °

In Eq. 1.10 the odd-terms are omitted since they are not symmetric when replacing A¢ by
—A¢ and thus this would be a violation of the parity which is a globally conserved quantity.
The isotropic expansion in Eq. 1.10 is referred to as radial flow. This symmetric expansion is
due to the pressure gradient pointing radially outwards from the collision center. It has been
shown that this expansion runs nearly isentropic [Ber81] and hence accompanies the decrease
of temperature. Then the particle distributions in transverse momentum and rapidity (see Sec.
9.2 for more details) can be described by a Siemens-Rasmussen ansatz [Sie79, Sch93] assuming
thermal equilibrium to extract the radial expansion velocity and the temperature of the medium.
All other terms of Eq. 1.10 are determined by the flow coefficients v,. The components can be
calculated according to

1 27 27
Un - d\IJRpf d¢
Nall 0 0

dN .
ing cos(nA¢) = (cos(nAg)). (1.12)

In experiment there is always a finite set of particles such that the integrals turn to summa-
tions. This sets a limit on the order n up to which the flow harmonics can be extracted in
experiment. Due to their importance and geometrical meaning the first three components have
special names. v; is called directed, v, is called elliptic and v5 is called triangular flow.

The directed flow defines the strength of the first harmonic of the sum in Eq. 1.10. If v; > 0, it
means that most of the particles are flying to angles ¢ ~ Wgp, while for v; < 0 it is preferably
¢ ~ Vzp + m. The magnitude of v; defines the strength of this effect. The geometrical meaning
can be realized when measuring the directed flow as a function of rapidity in the center-of-mass
frame. Then it turned out that the directed flow is zero at midrapidity and anti-symmetric with
respect to this point. As the rapidity is measured in the longitudinal direction, the dependency
v;(y) is generated from the spectators and their interactions with the participant matter. The
sign of the directed flow determines the deflection direction of the spectators: if v; > 0 the de-
flection is pointing outwards due to a repulsive effect (as depicted in Fig. 1.5) while for v; <0
the deflection points inwards, accompanying an attractive force. Consequently, the directed
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flow is very sensitive to the velocity field at the early stages of the collision.

As the second even modulation of the azimuthal angular distribution, the elliptic flow describes
the emission pattern with respect to the reaction plane. For v, > 0, most of the particles will
be emitted along ¢ ~ ¥y, or ¥zp + 7 which is called in-plane emission. Similar, for v, < O the
emission will be preferably out-of-plane.

Fig. 1.6 sketches the geometrical meaning of the collective flow components discussed so far.
The higher order harmonics define ever finer modulations of the emission pattern and provide
very precise informations about the thermodynamical properties of the medium, especially as
they might differ for different particle species which can be emitted from various stages of the
collision.

The flow components can also be expressed in terms of the momentum components of the
particles. Then the first three components read

2 2 3 2

py—p Py —3DPxP

v1:<&>, ,,2:<x_2y>’ ,,3:<"—3"y>, (1.13)
Pt P P

t7, V!

Figure 1.6: Sketch of the collective flow in heavy-ion collisions [Kar18]. From left to right: initial
geometry of a non-central collisions; radial flow; directed flow; elliptic flow.

Recently, the HADES collaboration published a detailed study of the multi-differential flow pat-
tern for protons, deuterons and tritions at Au+Au collisions at ,/syy = 2.4GeV [Ada20a]. The
same data set will be analyzed in this thesis with respect to the A hyperons. They are expected
to be produced in collisions of e.g. the protons and thus the discussion of the flow measure-
ments will be focussed on the comparison of these two particle species.

As discussed the geometrical meaning of the directed flow can be illustrated as a function of the
rapidity. A good measure for this is to extract the slope at midrapidity, since its sign encodes the
sign change of the directed flow and its magnitude is a measure for the strength of v;.

The first measurement of this slope for protons and As goes back to the measurements per-
formed by the E895 collaboration for ,/Syy ~ 3 —5GeV [Liu00, Chu01]. Both particles were in
qualitative agreement and showed an increasing trend of the directed flow as a function of ra-
pidity, which indicates an outwards deflection. However, the extracted slopes have been found
to be different, and could be scaled approximately by:

dv, 2 diy

1.14

dycu Yem=0,A 3 dycu ycm=0,p ( )

for the lowest collision energy of ,/syy = 2.7 GeV. However, the scaling decreases with increas-
ing beam energy and at ,/syy = 4.3 the ratio was roughly 1/3. Recently, the STAR collabora-
tion pusblished their measurements for the fixed-target run at ,/syy = 4.5GeV [Ada21]. The
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directed flow as a function of rapidity is shown in Fig. 1.7 for protons and As. The points for
y > 0 have been reflected due to the anti-symmetry of v;. The shape can be described by a third
order polynomial written as:

vi(Yem) =Fo+F1-You +F3- Yoy (1.15)

while F; is the slope at midrapidity. STAR found the slope of the As is slightly higher than
that extracted from the proton directed flow, however, this is not significant such that for both
particles the results are well in agreement.
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Figure 1.7: Results of the directed flow as a function of rapidity for protons (left) and As (right)
measured by STAR at ,/sSyy = 4.5GeV [Ada21]. The data points measured with y > 0
have been reflected and the slope at midrapidity has been extracted from the fit.

This is confirmed at higher energies where the results from the STAR beam-energy scan phase I
for protons [Adal4] and As [Adal8b] do not show a difference within uncertainties. They are
shown in the left panel of Fig. 1.8, where the slopes at midrapidity are presented as a function
of the collision energy. At around ,/syy ~ 10GeV a change in the sign can be noted where
the deflection changes to be inwards. In the very high energy limit, the slope approaches zero
what is expected since at this ultra-relativistic energies there should be no directed flow of the
participants. Towards lower collision energies, the slope increases strongly. The results from
the fixed-target STAR data for protons indicate a slightly higher increase as the trend measured
by the E895 collaboration. However, a puzzle remains when the slopes of the protons and A
hyperons are compared, where a significant difference is observed. This is still an open question
which remains to be understood. The measurements at HADES energies of ,/syy ~ 2GeV may
shed some light to the behavior of the directed flow of protons in comparison to As.

The collision energy dependence of the elliptic flow around midrapidity, integrated over p, is
shown in the right panel of Fig. 1.8. Above ,/syy ~ 3 —4GeV the elliptic flow is positive,
which corresponds to a preferred in-plane emission of the particles. This could be expected
from a simple picture that the compression of the hot and dense matter should be largest in the
region of high nucleon density. At lower energies the elliptic flow becomes negative, which is
not related to the fireball itself, but to the spectator particles. Due to their lower velocity, the
Lorentz-contraction declines such that the expansion of the fireball is squeezed and the particle
emission is forced to be out-of-plane. At even lower energies there should be a turning point
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too, with FOPI measured to be around ,/syy ~ 2GeV [And05, Reil2]. This is the energy, where
the expansion of the fireball starts to dominate the motion of all the particles, including the
spectators.
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Figure 1.8: Results of the v; slope at midrapidity (left) and the elliptic flow (right) both as a
function of the collision energy from various experiments [Ada21]. The v, slope for
protons and As from the STAR fixed-target run at ,/syy = 4.5GeV [Ada21] and the
STAR beam-energy scan [Ada14, Ada18b] are compared to the proton slopes mea-
sured by the E895 collaboration [Liu00].

1.4 Global polarization measurement

The theoretical ideas of a global polarization in heavy-ion collsions have their origin in two
complementary effects which have been observed about 100 years ago. The first observation was
made by the american physicist Samuel Jackson Barnett in 1915 [Bar15]. He took a cylinder
of iron with zero magnetic moment. While rotating, the cyclinder assembled a magnetic field
and became magnetized, hence the orbital angular momentum was partly tranferred to a spin
polarization until thermodynamic equilibrium was reached. This is known as the Barnett effect.
The second effect was observed by Albert Einstein and Wander Johannes de Haas in the same
year [Ein15]. A cylindric ferromagnet started rotating when an external magnetic field built up.
This is known as the Einstein-de Haas effect. In the beginning the cyclinder was not magnetized
and at rest, i.e. the electron spins and the orbital angular momentum are zero. If the cylinder
gets magnetized by an external magnetic field (without exerting torque on the cylinder), in
order to conserve the total angular momentum of zero, the cylinder has to start rotating. Hence
there is a strong coupling between the spins of the particles inside a medium and its collective
movement, i.e. its orbital angular momentum in case of a rigid body.

For fluids the situation is more involved. Usually the theory to describe the behavior of a fluid is
hydrodynamics. The quantity to measure the bulk rotation is called vorticity ¢ and defined as
the rotation of the velocity field of the particles inside the medium, which is classically given by

1 — - -
o= EV X vﬂuid(x). (116)

There is also an experimental finding that demonstrates the relation between the vorticity and
the spin polarization in liquid mercury [Tak16]. Due to the shear forces with the surrounding
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pipe, the ﬂowmg mercury develops a velocity gradient. This vortical structure generates a spin
current j° o< Vco which could be measured through the inverse spin Hall effect as an electric
field Eyy, o< j°. This showed for the first time that a polarization due to rotation can also
happen in a liquid.

In all these cases, the macroscopic rotation was directly accessable and could be controlled as
a variable of the experiment. The measurement of the spin polarization was also straightfor-
ward. This situation is very different in heavy-ion collisions where neither the orbital angular
momentum nor the spins of the particles are directly accessable.

1.4.1 Global polarization in heavy-ion collisions

At relativistic heavy-ion collisions the system is described successfully by relativistic hydrody-
namics. Especially in the description of bulk properties like the azimuthal anisotropies (flow) in
the momentum distribution of the particles [Heil3], suggests that the QGP is a nearly perfect
fluid. In peripheral collisions the orbital angular momentum L can be estimated in symmetric
A+A collisions to be [Bec08]:

with the atomic mass number A, the center-of-mass collision energy ,/Syy, the impact parameter
b and the reduced Planck’s constant ii. From HADES at ,/syy ~ 2GeV to LHC energies around
V3NN ~ 5TeV the orbital angular momentum will be of the order L ~ 10°# up to L ~ 10°f.
It should be noted that even the orbital momentum increases with increasing beam energy,
this might not hold for the participant medium itself, since at very high energies, most orbital
momentum is carried away by the spectator particles. Still this large orbital angular momentum
achieved in peripheral collisions might lead to a possible spin polarization of the particles which
was first proposed in [Lia04, Vol04].

The first estimation of the global polarization was based on a spin-orbit coupling that changed
the energy of the system and thus also the particle distributions. The mean polarization P for
spin-1/2 particles can be calculated by counting spin-up N; and spin-down particles N| along
the direction of polarization and it has been found to be related to the vorticity by:

NN, w
—_— (1.18)
TN, +N, 2T

where w is the mean vorticity and T the mean temperature. From their calculations, the polar-
ization should reach up to P = 30% at RHIC energies, i.e. ~ 200GeV [Lia04]. However, this
prediction is strongly dependent on the model of the quark-quark potential, the approximations
used for small-angle scattering as well as the hadronization mechanism.

In a hydrodynamic approach the angular momentum manifests itself in the vortical structure of
the system [Csel3]. A key ingredient for the formation of bulk properties is that a local ther-
modynamic equilibrium is achieved. This implies that the particles are well-described by the
Bose-Einstein or Fermi-Dirac statistics [Bec13]:

1

f(X,P)—m (1.19)
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with the four momentum p, the chemical potential ug, the temperature T, the +1 corresponds
to the Fermi-Dirac and the —1 to the Bose-Einstein statistics and the four-temperature 3(x) =
(1/T)u(x). The latter includes the four-velocity u(x) which is the four dimensional extension
of the velocity field used in Eq. 1.16. The four-velocity field reproduces well the momentum
spectra of the emitted hadrons which confirms the presence of local thermodynamic equilibrium
in the early stages of the collision. The gradients in the temperature and four-velocity should
be incorporated in the local vorticity of the system and later manifest in the spin polarization of
the particles produced. Therefore, a spin potential has to be introduced to Eq. 1.19 depending
on the local vorticity present in the medium. This implies that the local equilibrium is also valid
for the spin degrees of freedom.

For the calculation of the final observables, the medium is usually devided into small cells for
which Eq. 1.19 is applied according to the local properties. However, there are several different
phases until the final particle distributions emerge. Therefore, the introduction of vorticity is not
enough, more assumptions on the transfer of a possible spin polarization through the different
phases of chemical and kinetical freeze-out are necessary. This requires a detailed modeling of
these processes.

Under the assumption of the local thermodynamic equilibrium present from the early to the late
stages of the collisions, a formula connecting the mean spin vector S¥(p) of a spin-1/2 particle
to the vorticity can be derived [Bec13]:

Az, pt fr(1— fr),
S4(p) =—ie“”pap0f AP fr(1—fp)@,,
8m deAPAfF

where m is the mass of the particle, €#”P? is the antisymmetric tensor, fr the Fermi-Dirac dis-
tribution and the integration is performed of the 3D freeze-out hypersurface ¥, at constant
time t = const, which could be replaced by d%,p* — dV - E with dV being the volume to be
integrated and E = p° being the energy of the spin-1/2 particle [Xiel7]. The thermal vorticity:

, (1.20)

~ 1
By =3 (8.8,—2,8,) (1.21)

is the antisymmetric derivative of the four-temperature 3 and thus describes the gradients of the
temperature and velocity fields. It has to be mentioned that in relativistic hydrodynamics, there
are several possible definitions of the vorticity with prove of value in different applications. An
overview can be found in [Kar21] and references therein.

Eqg. 1.20 can be transformed to yield the spin polarization at a given space-time point x [Bec20]:

T+ — — . _— 1.22
T2UXV +kBT(<o (&-0v)v/c )+kBTa><v/c , ( )

S(x,p) o<
kp
where kj is the Boltzmann constant relating temperature and energy and d is the acceleration.
From Eq. 1.22 there are 3 contributions that can generate a spin polarization: the temperature
gradient together with the particle flow (first term), the vorticity (second term) and the accel-
eration (third term).
To calculate a possible spin polarization according to formula 1.20, the thermal vorticity at the
freeze-out hypersurface has to be determined. This involves a proper description of the hydro-
dynamic properties such as initial conditions, the equation of state and freeze-out conditions.

31



The thermal vorticity depends on the gradient of the four-velocity 8, thus all calculations have
to be performed in a 3+1D simulation framework. In several calculations the thermal vorticity
has been found to be @, < 1 such that the relation to the mean spin can be simplified by a
linear approximation. Then one results in a simpler relation for the mean spin 4-vector and the
thermal vorticity given by:

1 ~
S,u(x’p) = _aeuvpapvaaj (1.23)

where the approximation of (1—f5) ~ 1 has been used since the number density of the As is very
small. Eq. 1.23 defines a framework from which the polarization at the freeze-out hypersurface
can be extracted from any model, that provides the four-velocity u", the temperature T and the
baryochemical potential ug.

The derivations above are only valid in local thermodynamic equilibrium which is extended
to the spin degrees of freedom. The local equilibrium of the spin degrees of freedom is not
trivial. To properly treat the spin dynamics one needs to introduce a spin chemical potential
Quy = Twy, which is related to some definition of the vorticity [Bec18a, Flo19a]. This is still
within ideal fluid dynamics and does not include dissipative effects. To calculate the dynamics
including the spin, a set of conservation laws can be defined for a symmetric energy-momentum
tensor T*” = T [Flo19b] as

aMT,u.v — 0’ 3;LS7L’“V — 0’ aMN!-‘ = O’ (1.24)

where the first equation is the energy-momentum conservations, the second the angular mo-
mentum conservation and third is the baryon number conservation. However, this does not
define the basic relations to properties like the four-temperature or the vorticity. They are not
known and have to be constructed from the underlying microscopic theory which is the relativis-
tic kinetic theory [Flo18]. It has to be applied in a quantum setup which goes back to Wigner
[Wig32] who applied quantum corrections to statistical mechanics and provided a probability
distribution for the whole phase-space known as the Wigner function. However, this formalism
is complicated and still object of theoretical studies.

A lot of different approaches are currently developed to derive a proper theory of hydrodynam-
ics with spin [Hat19, Shi20, Gal21, She21, Liu21]. Other attempts try to link the generation
of vorticity to the axial currents which is known as the chiral vortical effect (see for example
[Sorl7, Prol8] and references therein).

In addition there are also completely different approaches to the final state polarization. One
is the transfer of a possible polarization in the phase between the chemical and the kinetical
freeze-out. The rescattering of particles might lead to a decline of the polarization. In con-
trast, model calculations in p+A collisions suggest an opposite effect, such that unpolarized
anti-hyperons can become polarized by the final-state interactions predominantly with pions
[Bar08]. Yet this effect yields vanishing polarization in case of A+A collisions [Bar11].

32



1.4.2 Polarization observables

As already discussed above, the system created in heavy-ion collisions carries a large orbital
angular momentum which might transfer to the spin of the particles being produced. In general,
a direct measurement of the particle spins is not possible. However, weak decays can be used to
access the spin direction as will be outlined in the following for the A hyperon, but can also be
applied to other hyperons like the = or the Q.

The A hyperon is a baryon and consists of an up-, down- and strange-quark. It is the lightest
baryon containing a strange-quark and hence it can only decay via the weak interaction which
can change the flavor of the quarks. The most likely decays are A — n + n°(35.8%) and
A — p+ 1 (63.9%) [Zyl20]. The two neutral particles in the former decay are difficult to
measure and hence the analysis is focussed on the latter decay into a proton and a negatively
charged pion.

To conserve the angular momentum, the decay daughters can add to two different states: a p-
wave (I = 1) and a s-wave (I = 0) while the latter is only allowed due to the parity violation of
the weak interaction. This introduces an angular dependence to the transition amplitude which
results in an angular distribution of the daughters in the rest frame of the A given by

%Z%(H%P'ﬁ;)’ (1.25)
where a, = 0.732 + 0.014 [Zyl20] is the asymmetry parameter of the decay, P is the spin
polarization of the A and 1'5; is the momentum of the proton in the rest frame of the A. The
decay parameter a, describes to which extend the spin orientation of the A is transferred to the
protons direction and thus the projection of the proton direction in the rest frame of the A onto
a particular polarization direction will reflect in the angular distribution. In case of the global
polarization the polarization axis is defined by the orbital angular momentum L. Therefore Eq.
1.25 normalized to one can be rewritten as:

dN 1
—=—(1 P 0* 1.26

where P, is the polarization with respect to the orbital angular momentum L and 6* is the
angle of the momentum direction of the proton to L in the rest frame of the A as shown in Fig.
1.9. a,P, can also be interpreted as the slope of the angular distribution in cos(6*). Thus it
is possible to measure the polarization of the A hyperon from the angular distribution of the
daughter proton. For this reason this decay is often called self-analyzing.

The global polarization can be calculated according to

dN
(cosf*) = f Ecos@*dﬂ = a, P, (cos?6*) (1.27)

which can be transformed to get

_ AcosB*) 3 .
P, = —aA 05207~ a, (cos(67)). (1.28)
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Figure 1.9: Sketch of the geometrical circumstances for the polarization measurement [Sel06].
The orbital angular momentum L is perpendicular to the reaction plane Wrp spanned
by the beam axis (z direction) and the impact parameter b. The momentum of the
proton ﬁ; in the rest frame of the A hyperon is shown with all respective angles as

will be used in the polarization analysis. Note the negative sign in front of L which
has been added. This is to stick to the convention of defining L = b X Pgeam-

The brackets (.) denote the average over the solid angle and all possible orientations of the
orbital angular momentum. The orientation of L is perpendicular to the reaction plane of the
collision. Hence Eq. 1.28 has to be transformed. The angle 6* can be separated in the indepen-
dent azimuthal ¢; and polar 9;‘ components (see Fig. 1.9) by using the trigonometic relation
cos(0*) = sin(@l’j)sin(\IJRp — ¢;). Assuming perfect detector acceptance the integration over the
polar angle 9;‘ can be performed resulting in

8
TEOLA

It is important to mention that this equation has a similar structure as the observables for the
flow analysis (see Sec. 1.3) and hence the same techniques for the analysis can be applied. The
methods used to measure the polarization will be described in Sec. 4.

To measure the polarization of multi-strange particles the technique is similar. For example
the decays 2= — A + 1 (99.887%) and 2~ — A + K (67.8%) both have a A hyperon in
the final state which decays further. Since both decays are weak the polarization is partially
transferred to the A and then to the proton which can be measured according to Eq. 1.29.
The decay parameters of az- = —0.401 and ag- = 0.0157 [Zyl20] are smaller which makes
the measurement more difficult. However, such measurements have recently been performed
[Ada20c].
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1.4.3 Theoretical calculations of the A polarization

The ansatz in Eq. 1.23 has been used in [Vit20] to calculate the polarization of A and A for
different collision energies. These calculations have been performed in the framework of the
UrQMD transport model [Bas98]. The results for the proper temperature and thermal vorticity
in the plane perpendicular to the orbital angular momentum (see Sec. 1.2 the geometrical
definitions) are shown in Fig. 1.10 for Au+Au collisions at /sSyy = 7.7 GeV, 15fm/c after the
collision time. The proper temperature peaks at the participants from the core nuclei and shows
a non-trivial gradient structure towards the outer regions. The thermal vorticity shows the
expected curl structure, due to the shear forces from the bypassing spectator nucleons. The
maximum values are around |®,,| < 0.3 which fulfills the assumption used to derive Eq. 1.23.
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Figure 1.10: Distribution of the proper temperature (left) and the thermal vorticity (right) in
the reaction plane perpendicular to the orbital angular momentum. The distribu-
tions have been calculated within the UrQMD transport model for Au+Au collisions
at /syxy = 7.7GeV with an impact parameter of 6fm and t = 15fm/c after the
collision time [Vit20].

The same ansatz has also been used in a hybrid approach using the UrQMD transport model
[Bas98] for the early and late stages of the collision and the dissipative hydrodynamical model
VvHLLE [Kar15a] for the hot and dense stage of the collision. The results are shown in Fig. 1.11
and are well in agreement with the experimental data. The same can be said for the calculations
performed within the AMPT model [Li17] which are also shown. For both calculations, the effect
of "feed-down" has been considered to account for the polarization of primary particles decaying
into a A hyperon like ©° or 2. These higher lying states might be polarized themselfs, however,
the transfer of their polarization to the daughter particles depends strongly on the decay channel
and the interaction involved. Consider example the electromagnetic decay of

20(% )HA(% )+y(1—) (1.30)

where inside the brackets the angular momentum and parity J* is represented. The conservation
of angular momentum in this decay demands the spin of the A to be opposite to that of the =°.
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Consequently, if X0 is polarized along the global angular momentum, then the A hyperons will
be polarized in the opposite direction and thus the overall measurement of the polarization is
reduced.

1.4.4 Experimental results on the global polarization

The first measurements have been performed by the STAR collaboration in Au+Au collisions
at ,/syy = 62 and 200GeV center-of-mass energy [Sel06, Sel07a, Sel07b, Abe07]. The po-
larization was measured for A and A also differentially as a function of centrality, transverse
momentum p, and pseudorapidity . No dependence within statistical uncertainty in either of
these quantities has been found. Within the acceptance of the STAR detector, an upper limit for
the polarization was estimated to be |P, ;| < 2%. The results were confirmed from the analysis
of strange vector mesons K; and ¢ [Che07]. In contrast to the spin-1/2 particles, the vector
mesons of spin 1 are expected to be aligned with the orbital angular momentum axis [Lia05].
Within uncertainties, there was no significant deviation from the results expected in case of no
global polarization [Che07].

In 2017 the whole field gained new stimulation by new measurements performed by STAR
[Adal7, Vol17]. During their beam energy scan phase I program, Au+Au collisions have been
recorded of various center-of-mass energies ranging from ,/syy = 7.7 to 39 GeV. The polar-
ization of A and A hyperons have been performed showing a continuous enhancement of the
hyperons’ polarization towards the lower beam energies to about P, ~ 2% at ,/syy = 7.7 GeV
as shown in Fig. 1.11. The effect of feed-down has been investigated and narrowed to be of the
order of 10% [Karl7, Xial9, Bec19]. The two theoretical calculations in Fig. 1.11 are shown
with and without feed-down corrections. Clearly, the energy dependence is decreased slightly,
but within the current statistical uncertainties such an effect could not be resolved.

The polarization of A is consistently higher than the polarization of the A hyperons, which might
indicate a possible effect of the magnetic field. In contrast to the global polarization, which is
similar for particles and anti-particles, due to the magnetic moment the coupling of the particles
spin to the magnetic field is opposite. Since in heavy-ion collisions, strong magnetic fields of the
order B ~ 1013 T are expected to occur, a possible difference in the spin polarization might offer
the possibility of a magnetometer. However, the difference in the polarization is not significant
within the precision of the measurement and there are also other possible sources which will
be discussed later. Fig. 1.11 summarizes the measurements of the STAR collaboration for A
and A. At /syy = 200 GeV new results have been published and a finite polarization at the per
mille level has been found [Adal8a]. The centrality dependence was also measured and shows
an increasing trend with growing impact parameter as expected from Eq. 1.17. At even higher
energies, ALICE measured the polarization for A and A in Pb+Pb collisions at /syy = 2.76 and
5.02TeV and found it to be zero within uncertainties [Ach20].

The trend of the A hyperons indicates a larger polarization towards lower beam energies. While
the polarization due to the vorticity is the same for particles and anti-particles, their coupling to
the electro-magnetic field is related to the magnetic moments u,,. These magnetic moments are
opposite for particles and anti-particles and therefore the polarization might be splitted. The
colliding ions provide a large number of positive charge, Z = 79 for a fully stripped Au-ion. The
spectator protons create a magnetic field in the region of the collision medium which will be
on average aligned with the orbital angular momentum and thus potentially affect the global
polarization resulting in a splitting. Such an effect will increase the polarization of the anti-
particles, while the polarization of the particles is reduced. Turning the argument around this
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Figure 1.11: STAR results for the global polarization measurement in Au+Au collisions as a func-
tion of the collision energy for a centrality of 20 — 50% (left) and centrality de-
pendent for ,/syy = 200GeV [Adal18a]. Both A and A are shown. To describe
the energy dependence of the A polarization, two model calculations based on
UrQMD+vVHLLE [Kar15a] and AMPT [Li17] are plotted.

could offer a possibility to actually measure the magnetic field strength in heavy-ion collisions
from the splitting in the global polarization. However, there are also other explanations for
a polarization splitting that have to be ruled out first. Feed-down corrections might be taken
into account as they are in general different for particles and anti-particles [Bec17]. For the
lower beam energies the baryons in the colliding ions play an ever important role such that
a polarization splitting might originate from the fact that A and A are produced in different
regions of the fireball as calculated in [Vit20]. According to their calculations, the difference
increases with decreasing collision energy as can be seen in the right panel of Fig. 1.14.
Besides the measurement of the polarization of weakly decaying particles, one can also measure
the spin alignment of the vector mesons like the ¢. The observable is the probability of the spin
projection to be zero [Vol17], since for a spin-1 particle the z-component can be S, = —1,0, 1.
In case of no spin alignment, the expectation for this probability is given by the spin density
matrix element p,, = 1/3 and an alignment will reflect in a deviation from this value. The first
estimations have been proposed in 2005 [Lia05] and results in

1

. (1.3D)
3+(2)°

Poo =

From the measurement of the A polarization one can estimate the vorticity and then compare the
expected deviation with the experimental results. The results for K** measured at /syy = 54.4
and 200 GeV by STAR and at ,/syy = 2.76 GeV by ALICE are shown in Fig. 1.12 as a function of
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the collision centrality defined by the mean number of participants (N.). While ALICE found
the pgo ~ 1/3 at high transverse momenta, all measurements show a clear deviation from 1/3
for p, < 1.5GeV/c which is maximal at mid-central collisions. The deviation is very strong and
cannot be explained solely by the vortical effects which can be estimated from the measured
A polarization. Measurements of the ¢ meson performed by STAR indicate an opposite trend
[Sin21] which brings further challenge to the understanding of the spin alignment of the vector
mesons and makes the theoretical modeling even more difficult.
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Figure 1.12: Measurement of the spin alignment of K** measured for ,/syy = 54.4 and 200 GeV
by STAR [Sin21] (left) and at ,/syy = 2.76 GeV by ALICE [Moh21] (right) as a func-
tion of the collision centrality defined by the mean number of participants (Npart).

1.4.5 Local vorticity and longitudinal polarization

Using relativistic hydrodynamics and assuming local equilibrium also for the spin degrees of
freedom already provides a good description of the energy dependence of the global polarization
shown in the left panel of Fig. 1.11. However, it is very unlikely that a local equilibrium is
guaranteed from the early stages of the collision to the freeze-out which also applies to the
particle spins. While the simple picture is well in agreement with the energy dependence of the
measured A polarization, there are also experimental results that are not described. In contrast
to the rigid body, a fluid does not only rotates as a whole, but also on a local scale. Therefore,
several local effects can be imagined which generate local vorticity. The most prominent effect
is related to the elliptic flow. Due to the expansion of the fireball, there should be different
signs of the local vorticity in the different x y-quadrants of the reaction plane frame. This can
be determined by measuring the longitudinal polarization:

3 (cos(@}j‘))
p—_—_" 7 (1.32)
an
as a function of the flow angle A¢. This has been done by the STAR collaboration at
VSyny = 200GeV collision energy and the results are shown in the left panel of Fig. 1.13.
The measurement is in agreement with the expectations of a elliptic flow v, > 0 which leads to
a preferred in-plane emission of the particles with respect to the reaction plane. However, the
calculations based on the hydrodynamic approach including the thermal vorticity and assuming
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local equilibrium are shown in the right panel. The predictions in terms of the sign are exactly
opposite to the experimental finding which is known as the "spin sign problem". The theoreti-
cal calculations are very consistent, independent of the model that has been used to determine
T,u” and ug. Further investigations have been done using different definitions of the vorticity
[Wul9] without resolving the problem. Only recent theoretical calculations found a new term
in the spin polarization vector induced from thermal shear that contributes exactly opposite to
the local polarization as the thermal vorticity [Fu21, Bec21], yet the studies are ongoing.
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Figure 1.13: Left panel: Measurement of the longitudinal polarization as a function of the az-
imuthal angle with respect to the reaction plane in Au+Au collisions at /syy =
200GeV [Nii19]. Right panel: Predictions of the longitudinal polarization in the
plane transverse to the beam axis calculated from ideal hydrodynamics assuming
local equilibrium [Bec18b].

1.4.6 Expectations for HADES measurements

To derive reliable predictions of the polarization pattern at lower collision energies as measured
with HADES, several issues have to be addressed. In contrast to the ultra-relativistic heavy-ion
collisions at RHIC or LHC, the dominating degrees of freedom are assumed to be the baryons.
Thus one cannot talk about a formation of a QGP. In general, the system has a much longer
lifetime thought with moderate temperature and densities. This has a lot of consequences for
the theoretical approaches developed as will be discussed in the following.

A first question is related to the thermodynamic equilibrium which is required for most theoret-
ical calculations to find a relation between vorticity and the particles’ spin. Thus the application
of the thermal vorticity to low energy collisions of ,/syy ~ 2GeV is questionable, since the sys-
tem might not reach global thermodynamic equilibrium and thus the local temperature is not
well-defined. In such a case the kinematical vorticity might be a more useful concept since it
does not contain the proper temperature and reads [Bec15]:

1
w,uv = E(avuu - auuv)7 (133)
with u(x) being the four-velocity field. In comparison to Eq. 1.21 the temperature does not
appear in the calculation. This approach based on the kinematical vorticity has been followed
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within the framework of the UrQMD transport model by X.-G. Deng et al. [Den20]. Their
calculations have been extended down to collision energies of /Syy = 1.9GeV where they
predict the angular momentum to be zero and consequently the global polarization should
vanish. According to their study, the maximum polarization is achieved in the region between
vSyn = 3—5GeV This is suggested by the energy dependence of the kinematical vorticity shown
in the left panel of Fig. 1.14. However, as the emission of the A hyperons extends over a longer
time period, the actual polarization may differ from the behavior of the initial vorticity. Such a
study has been done by O. Vitiuk et al. [Vit20]. The emission function for A and A is displayed
in the right panel of Fig. 1.14, showing a maximum of the emission of the A hyperons around
t = 10 — 25 fm/c while the energy dependence is small.
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Figure 1.14: Left panel: Calculation of the kinematical vorticity along the direction of the global
angular momentum [Den20]. Right panel: Energy and time dependence of the
emission function of A and A [Vit20]. Even different assumptions have been made,
both calculations have been done in the framework of UrQMD for Au+Au collisions.

Recently there have been also calculations based on the AMPT model [Lin05] which support
that the maximum polarization is achieved at ,/syy = 7.7 GeV followed by a decreasing trend
towards lower beam energies reaching a value of P, ~ 1% for HADES energies [Lia21]. More
details on the calculation can be found in [Jial6, Hua20].

Futher predictions for the energy dependence between 2.4 < ,/syy < 11GeV of the A polar-
ization have been made by Y.B. Ivanov [Iva21] based on a thermodynamic approach within the
three-fluid dynamical model [Iva06]. In this model each of the colliding nuclei is decribed by
hydrodynamics as baryon-rich fluids. At midrapidity, where most particles are produced, the
fireball is described using different equations of state. The fireball is coupled to the surrounding
fluids by the friction terms in the hydrodynamic calculations. The global thermal vorticity will
then depend on thermal vorticity of the baryonic B and the fireball medium F. It is calculated
as [Iva20]:

[ dx(88,(x, Dep(e, )+ T (x, Der(x, 1)

i) = Bl ’

(1.34)

as an average weighted by the corresponding energy densities. Starting from Eq. 1.20 the
polarization of the A hyperons can be derived [Ival9] to yield:
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P\ = (1.35)

2 3 mp

(a’}xz) (1 + 2 (EA> _ mA) .
The calculations of the A polarization have been performed for Au+Au collisions at fixed impact
parameter varying from 2 — 8 fm. The results for different equations of state are shown in the
left panel of Fig. 1.15. As expected the polarization grows significantly with increasing impact
parameter. The energy dependence predicts an enhancement to ,/Syy ~ 3 GeV and then seems
to saturate down to the collision energies measured with HADES. In the right panel the same
calculations are shown only for b = 6 fm. The bands indicate the effect of a symmetric rapidity
cut which clearly decreases the integrated polarization. Thus the polarization is predicted to be
lowest at midrapidity and increases symmetrically towards more forward/backward rapidities.
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Figure 1.15: Predictions of the energy dependence of the A polarization derived from three-fluid
dynamics using different equations of state [Iva21]. Left panel: The dependence is
fragmented for different impact parameters. Right panel: The bands show the
dependence on the rapidity. The upper borders corresponds to a rapidity range of
|ycm| < 0.6, the dashed line to |y | < 0.5 and the lower border to |y, < 0.35.

More detailed predictions for HADES measurements for both Au+Au at ,/syy = 2.4GeV and
Ag+Ag collisions at ,/syy = 2.55GeV have been derived based on the hydrodynamical descrip-
tion [Vit20] discussed above. The polarization of the A hyperons is calculated using Eq. 1.23.
The transverse momentum and rapidity dependence calculated from this ansatz are displayed
in Fig. 1.16 and 1.17 respectively. Here the polarization is projected onto the y-axis, opposite
to the direction of the orbital angular momentum, such that the actual polarization of the A
hyperons is Py = —P,. Concerning the overall magnitude of the polarization, a strong enhance-
ment towards lower beam energies is predicted. The magnitude strongly increases as the impact
parameter grows, as expected by the larger angular momentum in peripheral collisions. Com-
paring the different systems the polarization seems to be stronger in Ag+Ag collisions, however
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the results are not directly comparable since the centrality? of the collision is very different.
A range of b = 5.5 —9fm in Au+Au collisions corresponds roughly to a centrality range of
10—40% while for Ag+Ag it is 20 — 60 %. As the polarization strongly rises towards peripheral
collisions® the difference between the two collision systems can be to large extend related to
this effect.

The transverse momentum dependence shows an increase towards higher momenta, which
is amplified in more peripheral collisions, similar for both systems. The rapidity dependence
strongly depends on the centrality. While for b = 5.5fm the polarization has a minimum at
midrapidity and rises slowly towards the outer regions similar as the prediction from three-fluid
dynamics (see Fig. 1.15). However, as the impact parameter grows the trend changes and the
maximum polarization is found at midrapidity and decreases continuously in the outer regions.
There are further theoretical approaches like the kinetic quark-gluon string model [Baz18] based
on the chiral vortical effect that predict a strong enhancement of the global polarization below
the STAR measurements. However, their calculations have not yet been extended down to the
HADES energies and thus the expectations for ,/syy ~ 2GeV are unclear.

In summary, the HADES experiment provides an important tool to investigate the behavior of
the polarization towards lower collision energies. As the system is dominated by the initial
baryons, the approaches applied to the higher collision energies cannot be used straightfor-
ward. Recently, several calculations have been performed to predict the behavior for HADES
energies, also differentially. While some models predict a strong increase of the polarization,
others expect the global polarization to reach the maximum around ,/syy ~ 3—5GeV and then
drop quickly to zero. Consequently, the HADES measurements will set limits to the theoretical
calculations and provide further inside to the bulk behavior of the medium.

2 The centrality describes the overlap of the two colliding nuclei as a fraction of the total cross section. More

details and the procedure to determine the centrality in HADES are given in Sec. 3.7.2

3 For head-on collisions, the centrality is 0% and grows the more peripheral the collision gets.
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Figure 1.16: Transverse momentum dependence of the A polarization for different impact pa-
rameters in Au+Au collisions at ,/syy = 2.4GeV (left) and Ag+Ag collisions at
VSyn = 2.55GeV (right) [Vit21]. The polarization is projected onto the y-axis
which is opposite to the orbital angular momentum such that the global polariza-
tion is P, = —P,. The calculation has been performed within the hydrodynamical
framework described in [Vit20].
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Figure 1.17: Rapidity dependence of the A polarization for different impact parameters in
Au+Au collisions at ,/syy = 2.4 GeV (left) and Ag+Ag collisions at ,/syy = 2.55 GeV
(right) [Vit21]. The polarization is projected onto the y-axis which is opposite to

the orbital angular momentum such that the global polarization is P, = —P,,. The
calculation has been performed within the hydrodynamical framework described in
[Vit20].
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2 HADES setup
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Figure 2.1: Sketch of the GSI facility. The
HADES experiment is placed in the

Experimental Hall II. Figure 2.2: Picture of the HADES detector

[Ada19a].

The first proposal for the HADES experiment goes back to the year 1994 [Sal94]. HADES is
the acronym for High Acceptance DiElectron Spectrometer (see Fig. 2.2) and the experiment is
located at the GSI Helmholtzzentrum fiir Schwerionenforschung in Darmstadt, Germany. The
GSI facility (see Fig. 2.1) provides a variety of different ion beams ranging from protons to
197 Au or even 233U with energies about a few GeV per nucleon. The beam particles are first ac-
celerated linearly in the universal linear accelerator (UNILAC) before they enter the heavy-ion
synchrotron SIS18 and are finally extracted and hit the fixed target of the HADES experiment.
HADES came into first operation in October 2002. It was built to measure the in-medium mod-
ification of the light vector mesons p, w and ¢. These vector mesons are excellent probes to
access the high-density phase of heavy-ion collisions although they are very rare. Because of
their fast decay (7 ~ 1072*s) into lepton pairs (e*e™) the information about the early stage of
the collision can leave the fireball almost undistorted, as the leptons are not interacting strongly
with the medium. However, this introduces another factor of ~ 10~* due to the small branching
ratio of these decays. Hence a high statistics sample has to be recorded to perform a reasonable
analysis.

Therefore, one of the important requirements to the spectrometer is that it should handle high
trigger rates. For a detailed study of e™e -pairs a high geometrical acceptance is needed too.
HADES is subdivided into six identical sectors as outlined by the mount in Fig. 2.2. Each sector
covers almost 60° in the azimuthal angle ¢ such that an overall acceptance of 85% in ¢ is
achieved. The coverage in the polar angle is 18° < 8 < 85° which leads to a total acceptance of
about 40 % for e* e -pairs with large opening angle [Aga09].

Further requirements are a low material budget in order to suppress secondary lepton pairs
originating from conversion processes which are purely background. Furthermore, the multiple
scattering is small which results in a better precision of the tracking.

The spectrometer consists of four Multiwire Drift Chambers (MDC) and the superconducting
magnets as a tracking device. The toroidal coils produce a magnetic field inbetween the MDCs

45



to bend charged particles and measure their charge-to-mass ratio. The Ring Imaging CHerenkov
counter (RICH) and the Pre-Shower detector are the main components for lepton identification.
For the beam time in March 2019 the Pre-Shower detector has been replaced by an Electromag-
netic Calorimeter (ECAL) primarily to measure photons from meson and baryon decays. For
the time-of-flight (TOF) measurement a Resistive Plate Chamber (RPC) covers the inner part
(18° < 6 < 45°) while the outer angles are covered by a TOF wall. The START detector is
used to measure the reaction start time and together with the VETO detector allows for the
discrimination of reactions without any interaction in the target. A Forward Wall (FW) placed
seven meters upstream covers small polar angles and is used for event-plane reconstruction
and centrality determination. A full description of all the detector components and their func-
tionality can be found in [Aga09]. For a cross section of the arrangement of the detectors see
Fig. 2.3. The following chapter is intended to provide an overview of all the relevant detector
components for the analysis.

Forward Wall

Figure 2.3: Cross section of the HADES detector showing the arrangement of the different sub-
detector systems.

2.1 START and VETO detector

The first detector of HADES for the beam to pass is the START detector [Pie10] which is placed
20 mm upstream the target. It is a single-crystal Chemical Vapour Deposition (scCVD) diamond
detector which has a Cr and a Au layer of 50nm and 150nm thickness on both sides [Piel14].
These layers are split in 16 strips with a width of 200 um and a gap of 90 um. One is oriented
in the x-, the other in the y-direction and thus allow for position measurement of the incoming
beam as well as for quality and luminosity monitoring. The detector can be repositioned in
order to avoid performance loss due to the radiation damage over the beam time. The spatial
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extend is 50 um in thickness and 4.7 mm in x-/y-direction (see Fig. 2.4). During the Au+Au
beam time the time resolution was found to be ~ 60 ps while the efficiency was estimated to be
90 %.

500.00 um ./ di

Figure 2.4: Left panel: Front view of the START detector with its 16 strips in x- and y-direction.
Right panel: START detector mounted on the plate with all its connections [Pie13].

Further purpose of the START detector is the event triggering in coincidence with the TOF
detector and the START time (t,) measurement. In principle, this time ¢, is different from
the actual collision time t_,; due to the distance to the target, but the time difference is much
smaller in comparison to the time resolution of the START detector, hence it can be neglected
and tO = tcoll'

The VETO detector is a diamond based detector as well. It is placed 70 cm downstream within
the beamline and used for anti-coincidence measurement with START and TOE The former
measurement is used to reject events where no reaction took place in the target, the latter is
needed to suppress pile-up or to reduce the amount of peripheral events to be written on the
tape. Since VETO has an efficiency similar to START, no VETO hit does not necessarily mean that
there was a reaction in the target even when a START hit has been found in the corresponding
time window. More details on how the detector hits are used for event selection will be discussed
in Sec. 3.7.

2.2 Target

The fixed target is mounted in the center of HADES. The target is 15-fold segmented and glued
to a very thin layer (7 um) of kapton strips which are hold by a carbon tube. This arrange-
ment of the target was implemented in order to reduce the probability of photon conversion
into electron-positron pairs in the material [Kin11]. The spatial distance between two target
segments is 4 mm selected to reduce significantly the probability of a photon converting in one
of the next segments. For the same reason, a holder material with low atomic number has been
chosen.

During the beam time in April 2012 a gold target was used. Each disk of gold used had a thick-
ness of 25 um and a diameter of 2.2 mm. For the Ag+Ag beam time in March 2019 the thickness
of the target was 42 um. Both targets together with the kapton strips and the carbon tube are
shown in Fig. 2.5.

47



Figure 2.5: 15-fold segmented target for the beam times analyzed in this work: gold target on
the left; silver target on the right.

2.3 Ring Imaging Cherenkov Counter

The RICH detector is used for electron and positron identification based on the physical effect of
Cherenkov radiation which is the optical analogon to the Mach cone for acoustic noise. When a
charged particle enters a medium and has a velocity v which is larger then the speed of light in
this medium, then the electromagnetic pertubations in the medium will add up coherently and
form a wave front which propagates as a cone. The opening angle of this cone will depend on
the refraction index of the medium n, but also the velocity of the charged particle:

0. = arccos (L) . 2.1

v-n

However, the opening angle is not measured in HADES. Instead the light cone is mirrored and
focussed back on a Multi-Wire Proportional Chamber (MWPC) with its photosensitive CsI cath-
ode (see Fig. 2.6) where a ring is formed with almost constant diameter over the whole detector
plane. The operation gas of the MWPC is CH,. It is separated from the Cherenkov gas by a CF,
window in order to avoid mixing of the gases. The optical gas C,F;, is chosen to offer a high
transmission down to A = 145nm. Since the C,F;, threshold for a particle to emit Cherenkov
light is y,, > 18, this allows for a clear discrimination of electrons and positrons from all other
particles. For e* and e, this threshold corresponds to a momentum of p ~ 10 MeV/c while for
the next heavier particles, muons and pions, the momentum threshold is already p ~ 2GeV/c
which is far beyond the mean value at HADES energies. Hence if a ring is found in the MWPC,
it is with a large probability originating from an electron or positron which makes the identi-
fication very efficient. For the Ag+Ag run in 2019, the photodetector plane was replaced by
photo-multipliers.
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Figure 2.6: Cross section of the RICH detector and its components. The Cherenkov light is re-
flected by a UV-mirror and detected by a photosensitive Csl cathode.

2.4 Tracking System

The tracking system consists of four Multiwire Drift Chambers (MDC) and a superconducting
magnet [Aga09, Mue04]. MDC I and MDC II are placed in front of the magnet, MDC III and
MDC 1V are placed behind it. This allows to construct charged particle track segments in front
and behind the region of magnetic field and thus enables the reconstruction of the momentum-
to-mass ratio for each track.

2.4.1 Multiwire Drift Chambers

Even they differ in size due to the geometry of the HADES spectrometer, all four MDCs are
identically arranged (see Fig. 2.7). Each MDC is filled with a gas mixture: for the Ag+Ag
run all MDCs are filled with 70% Argon and 30% CO, while for the Au+Au run this mixture
was only used in MDC I, and the other chambers have been filled with 84 % Argon and 16 %
Isobutane. Argon is used as the counting gas while the other gases are needed for quenching as
an UV absorber for secondary photons. Inside this gas mixture there are six layers of wires (see
right panel of Fig. 2.7). In each of these layers, there is one row of sense wires surrounded by
two potential wires enclosed within two rows of cathode wires. When a charged particle travels
through the chamber, it will ionize the atoms in the gas. Ionized atoms and the free electrons
will then start to drift to the corresponding electrode due to the electric potential applied to the
wires. Close to the sense wire the electrons will ionize further atoms leading to an avalanche
which is read-out. The read-out electronics measures the time-over-threshold of the signal which
can be translated into the specific energy-loss in the MDC. It also measures the drift velocity of
the electron cloud which is used to deduce the minimum distance of the trajectory to the anode.
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From this, the MDC is able to provide an accurate position measurement with a resolution of
60 — 100 um in polar and 120 — 200 um in azimuthal direction.

The six layers within one MDC are arranged in such a way that there is a 20° difference in the
orientation to the next one. By this one can overlay the fired wires (wires which registered a
signal) and reconstruct the hit position of a charged particle. Combining two hits in front of the
magnet as well as two hits behind, one can reconstruct the full track of a particle by making use
of the knowlegde of the magnetic field map. The procedure is described in Sec. 3.2.

4 (-0°

5620
| 54
down N1 (+40%)

Figure 2.7: Left panel: Schematic view of the HADES tracking system. Two MDCs are placed in
front and two behind the superconducting magnet. Right panel: Arrangement of
the wires inside each plane of the MDC. The angle is varied such that a particle hit
can be reconstructed by overlaying the fired wires from each plane. Both figures are
taken from [Aga09].

2.4.2 Magnet

The IronLess Superconducting Electron magnet (ILSE) is placed inbetween MDC II and III. The
magnet is built of six NbTi-coils which are connected by a hexagonal plate at one end and a
large support ring on the other (see Fig. 2.8). The hexagonal plate has a 7° hole around the
beam axis to allow the spectators to go through and reach the Forward Wall Hodoscope (Sec.
2.7). The support ring is needed to compensate for the magnetic forces acting on the coils of
the order of 5-10*N. In order to allow for the compact arrangement, it is necessary to cool the
coils with He at a pressure of 2.8 bar and a temperature of 4.7 K.

The magnetic field generated by the coils has a field strength ranging from 0.8 T in the region
of the drift chamber to 3.6 T inside the coils (see Fig. 2.9). Charged particles traveling through
the magnetic field get a momentum kick of 0.05 — 0.1 GeV/c which is enough to achieve a
momentum resolution of o,/p = 1.5 —2%. For this resolution it is also necessary to keep
the magnetic field region free from material to avoid multiple scattering. The toroidal field
geometry fulfills another requirement in addition, and keeps the target and the active region of
the RICH relatively field free.
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Figure 2.9: Magnetic field map as a function of position z along the beamline and the radial
distance perpendicular to the beamline. Left: At azimuthal angle ¢ = 30° (position
of the coil). Right: At ¢ = 0° (halfway between the coils).

2.5 Multiplicity Electron Trigger Array

The Multiplicity Electron Trigger Array (META) consists of three detectors and is located behind
the tracking system. Like all the other components, it is composed of six sectors to fit into the
HADES geometry. The innermost part of the polar angle from 18° to 45° is covered by the Resis-
tive Plate Chamber (RPC). The main purpose of this detector is to measure the time-of-flight of
the different particles in order to calculate their velocity and energy-loss (for more information
see Sec. 3.8).

The same task is performed by the time-of-flight wall (TOF) for large polar angles from 44° to
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88°. In addition, TOF is also used for triggering as described in Sec. 2.8.

Behind the RPC there is another detector called Pre-Shower to improve the lepton identifica-
tion in the region where separation between electrons and pions is not sufficient by the RICH
detector. For the Ag+Ag beam time this detector has been replaced by an Electromagnetic
CALorimeter (ECAL).

2.5.1 Resistive Plate Chamber

Due to the collision geometry of a fixed target experiment, most of the produced particles will
move with small polar angles. The RPC [Bel09] wall needs to be able to handle high track den-
sities which implies a high probability of double hits. Therefore, RPC is composed of individual
cells, each of them is made up of three aluminium electrodes separated by two glass plates (see
Fig. 2.10). Each cell is surrounded by a kapton insulation and an aluminum shielding. The cells
are filled with a C,H,F, and SF gas mixture. This gas is ionized when a charged particle travels
through the medium. Due to the high voltage applied to the cathods up to 6 kV, the knocked-out
electrons will be accelerated and cause an avalanche of further ionization leading to discharge.
This signal is detected on both sides of the cell to allow for precise TOF measurement and
position reconstruction along the cell.

Figure 2.10: Side (left) and front view (right) of a RPC cell [Cab09]. The three aluminium elec-
trodes (gray color) are separated by two glass plates for isolation (dark green). The
bigger part on top is a plastic pressure plate surrounded by a kapton insulation foil
(yellow). All is housed by an aluminium shielding.

To meet the requirements discussed above, the cells are arranged in three columns and 31
rows. Due to the trapezoidal form of the HADES detector, the innermost cells are smaller in
comparison to the outer ones (see Fig. 2.11) which affects the transverse position resolution
ranging from 22 mm to 42mm. In addition, each module contains two layers to achieve a high
time resolution and a granularity to handle large hit multiplicities. For the Au+Au beam time,
the mean time resolution was found to be 64 ps while the overall efficiency was 97 % [Kor14].
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Figure 2.11: Arrangement of the RPC cells within one module [Kor14].

2.5.2 Time-of-flight Wall

Besides measuring individual particle properties like the time-of-flight or the energy-loss, the
TOF wall [Ago02] is also used for event triggering (see Sec. 2.8). Hence it has to be able to
determine the hit multiplicity very fast. Each sector consists of eight modules which can be seen
in Fig. 2.12. Again due to this trapezoidal shape, the length of the modules vary from 1m to
2m. Each of these modules further consists of eight scintillator rods made up of BC408, which
are plastic scintillators with a very high light output. When a charged particle travels through
these scintillators, it excites the material leading to light emission. The light travels to both ends
of the rod and is read-out by photomultiplier tubes (PMT). Combining the information from
both PMTs, the hit position of the charged particle can be measured by making use of the time
difference when the signal arrives at the PMTs. Following this approach, a precision of 2.5cm
along the rod (azimuthal direction) has been achieved while the diameter of the rods defines the
spatial resolution in polar direction which is 2 cm for the innermost and 3 cm for the outermost
modules. In addition, the amplitude of the signal is used to determine the energy-loss of the
particle in the TOF detector.

For the Au+Au beam time, the double hit probability was ~ 5% while the time resolution was
about 150 ps.

Figure 2.12: The six sectors of TOF [Ago02]. Each sector is equipped with eight moduls. In
addition, two sectors of the Pre-Shower detector are shown too.
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2.5.3 Pre-Shower Detector

The Pre-Shower detector is used in addition to RICH to identify electrons in a momentum range
of 0.2 < p[GeV/c] < 1.5 [Bal04]. Each module is composed of three wire chambers in the
HADES typical trapezoidal shape. Two of the modules can be seen in Fig. 2.12. In direction
of the incoming particles, the chambers are named Pre-, Post1l- and Post2-Chamber separated
by two lead converter plates of thickness 2X, and 1.5X,, where X, = 0.56 cm is the radiation
length of lead. Each chamber consists of a read-out plane of several pads which are shown
in the left panel of Fig. 2.13. Inbetween the read-out planes and the lead plates, there is an
isobutane-based gas mixture therein alternating rods of anods and cathods (see right panel of
Fig. 2.13). When a charged particle travels through the gas chambers it will ionize the medium
and induce a specific amount of charge in the cathods. The clue is the lead converter: if a
light particle like an electron travels through the lead it will be slowed down while emitting
photons. This effect is called Bremsstrahlung. Since these photons are very energetic they will
be reconverted within the lead into electron-positron pairs and in the second lead converter
the effect is multiplied several times. This phenomenon is called electromagnetic shower and is
responsible for the name of the detector. For the much heavier particles like pions and so on,
this effect only occurs in very rare cases, when these particles are slow enough to deposite their
energy within the lead plates. Hence by integrating the charges of a particle track in 3x3 pads
around the hit maximum one can distinguish electrons or positrons from all other particles, as
for the former the measured charge should be higher in the Postl- and Post2-Chamber with
respect to the Pre-Chamber.
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Figure 2.13: Left panel: Arrangement of the pads within one chamber of the Pre-Shower de-
tector [Bal04]. Right panel: Side view of the Pre-Shower chambers composed of
wire electrodes and read-out planes. They are separated by lead converter plates to
initiate an electromagnetic shower [Kar15b].
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2.6 Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECAL) has replaced the Pre-Shower detector since the beam
time of March 2019 [Czyl1, Svol4]. ECAL is the first detector in HADES with the possibility
to measure photons. The focus is on photon pairs originating from meson decays to determine
the production cross-sections. The study of the strange neutral hyperons and resonances such
as the A(1405) or the (1385) will also be done with ECAL in elementary as well as in heavy-
ion collisions. In addition, ECAL enhances the separation power of electrons and pions with
momenta p > 400 MeV/c.

As it is replacing the Pre-Shower detector, ECAL covers the inner part of the spectrometer of
18° < 6 < 45°. ECAL consists of 163 lead glass modules per sector. The main parts of the
module is a block of lead glass and the Photomultiplier tube (PMT) (see Fig. 2.15). The lead
glass is used to generate electromagnetic or hadronic showers when a relativistic particle is
traveling through. As for the RICH, these particles will emit Cherenkov light which is collected
by the PMTs. The particle energy can be measured by making use of the proportionality to the
amplitude of the signal, while the time is measured by a time-to-digital converter (TDC). With
this properties at hand it is possible to identify the incoming particles and in correlation with
(or without) a hit in the RPC detector especially distinguishing photons.

Figure 2.15: Composition of the ECAL module:
the main parts are a lead glass (up-
per right), the surrounding brass
can (lower right), an aluminium
cover (lower left) and a Photomul-
tiplier tube (upper row, in the mid-
dle) [Svo14].

Figure 2.14: Schematic view of the HADES
ECAL with all its 978 modules
[Gal18].

2.7 Forward Wall Hodoscope

The Forward Wall Hodoscope (FW) [And14] is placed 7m downstream the target to measure
particles at very low polar angle from 0.3° < 6 < 7.3° (see Fig. 2.16). It is part of HADES
since its installation in 2007. As indicated in the figure, there are three different cell sizes: the
inner cells have an active area of 4x4 cm?, surrounded by an array of 8x8cm? and an outer
part of 16x16cm? large cells. Overall, there are 288 plastic scintillator blocks built of BC408.
Their position and size is chosen to ensure a sufficient angular and spatial resolution since the
track density is considerably higher towards the beam axis. The identification of particles is
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done by using their time-of-flight and deposite energy in the corresponding cell. The cells have
a thickness of 2.54cm and are read-out by PMTs. The hit position is solely defined by the
activated cell. For each event, the positions of all particles are combined to determine the event
plane (see Sec. 3.6). Additionally, the number of hits can be used to determine the centrality
of the collision. Most of the particles registered by the FW are nucleons and heavier collision
fragments. For the Au+Au beam time in 2012 the time-resolution of the FW hodoscope was
o = 450 ps while the momentum resolution of protons was found to be 11 %.
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Figure 2.16: Front view of the Forward Wall cells [Kar15b]. The beam axis is perpendicular to the
drawing plane in the middle of the figure. The circles denote lines of constant polar
angle.

2.8 Data Acquisition and Triggering

The data acquisition system (DAQ) [Mic12] is used to collect all data from the different detectors
and store it as an event. However, one has to ensure that the recorded event corresponds to a
real physical reaction in the target. It is also not useful to store all detector output, as a high
amount of insignificant data can already be rejected. This is especially needed for heavy-ion
collisions where the interaction rates are elevated. A further reduction of the data storage can
be achieved by applying a so-called Trigger.

The main component of the DAQ is the Trigger and Read-out Board (TRB) [Fr608]. For this
board a special network, the TrbNet, has been developed. As shown schematically in Fig. 2.17
the input signals from all detector systems are combined. A part of these signals is used for the
Central Trigger System (CTS) to pre-select events in order to reduce data storage and dead-time
of the detectors. During the heavy-ion beam times a physical trigger PT2 was used which stored
only events with more than five hits in the TOF detector. This corresponds to peripheral events
which is not the focus of the HADES experiment. Therefore, only every eighth PT2 event was
stored. The more central events are selected via the PT3 trigger with the condition of at least
20 hits in TOE

Initially, all signals from the front-end electronics are collected by their customized end boards
and propagated to separated hubs. This allows to run each detector system on an individual
basis for testing but also to assign the data to the corresponding detector system in the analysis
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afterwards. Then all hubs are combined with the CTS to one central hub which is connected to
the so-called event builders via the Gigabit Ethernet. The event builders combine the input data
to one block and finally write it to disc.
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Figure 2.17: Overview of the HADES data acquisition system [Mic12]. The orange arrows illus-
trate the realm of the TrbNet where all the signals from the sub-detectors are pro-
cessed. The central trigger system (CTS) selects only significant events in order to
reduce data storage and dead time of the detectors. In the end the data is streamed
to the event builders and saved to disc.
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3 Data Analysis Steps

During a beam time the DAQ writes files that contain all the raw data delivered from the read-
out electronics like the values from TDCs with the corresponding hardware address. These files
are called Hades List Data (HLD) files but cannot be used directly for physics analysis. For
further study one has to produce files that contain reconstructed tracks and physical proper-
ties such as momentum or time-of-flight. For this purpose, a summary of parameters for the
tracking algorithm and the calibration of the different detectors, for example to convert ADC
values to physical quantities like charges, is needed. These parameters are stored in the ORA-
CLE database. Based on this one can produce the Data Summary Tape (DST) files which include
the full track reconstruction procedure as described in Sec. 3.2.

The DST files are analyzed in the framework of the Hades sYstem for Data Reduction and Anal-
ysis (HYDRA) which is based on the ROOT software [Bru97] developed for the North Area
49 experiment at CERN (Geneva, Switzerland). ROOT was developed to provide various tools
for data analysis including mathematical functions and visualization in multi-dimensional his-
tograms. It is especially designed to deal with large amount of data and nowadays commonly
used in high-energy particle physics. Furthermore there are a lot of useful extension packages
for example the Toolkit for MultiVariate Analysis (TMVA) [Hoe07] which is used in this analysis.

Experimental data Simulated data

response

RETCINEES

Figure 3.1: Schematic drawing of the data processing from the pure detector hits to the produc-
tion of DST files. The processing for the simulated data and the embedding is shown
as well.
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Besides the experimental data there is also simulated data used in this analysis. This is nec-
essary to correct the angular dependent efficiency of the detectors (see Sec. 4.6) but also for
the training of the neural network to improve the selection of A hyperons (see Sec. 3.9). In
both cases the As are simulated using the Monte-Carlo event generator Pluto [Fr609] which is
described in detail in Sec. 5.1. The reason is the rareness of As in heavy-ion collisions of about
1072 for Au+Au collisions at VSnn = 2.42GeV [Spil8] where the A is produced sub-threshold?.
To describe the full heavy-ion collision, transport models are used, i.e. the UrQMD model
[Bas98]. Then the particles are decayed with their proper kinematics and propagated towards
the detector by GEANT3 [Bru87]. The detector response is based on the HGEANT software,
which includes all the HADES components including their material budget, realistic particle in-
teraction cross sections with all material and the proper implementation of the magnetic field
map. The digitizer creates an appropriate signal in each detector component along the path of
each particle to match the resolution measured in the experiment.

To enhance the statistics of rare particles, one has to simulate these particles separately and em-
bed them either to experimental or simulated data. This means that all the particle properties
are merged with the full event file while usually one particle per event is embedded.

At this stage of data production, the data format is identical for both experimental and simu-
lated data. The only difference is the additional information in the simulated files containing all
the initial properties of the physical processes and particle identification code. Finally, the DST
files can be produced as mentioned above. The whole process including the different options is
depicted schematically in Fig. 3.1.

3.1 Data samples collected by HADES

A summary of all past beam times of HADES is given by Tab. 3.1. The focus of this analysis
is to investigate a possible spin polarization measurement in peripheral heavy-ion collisions.
The data samples of interest are the Au+Au data taken in 2012 as well as the Ag+Ag data
taken in 2019. The Au+Au collisions were performed at a kinetic energy of the projectiles of
E.., = 1.23AGeV while the beam intensity was about I;,,,, = 1.5 - 10%ions/s. The trigger rate
was 8kHz which lead to a number of 7billion events that have been recorded. During the
Ag+Ag beam time in 2019, two beam energies were measured. The focus lied on the energy of
Eyin = 1.58AGeV corresponding to ,/syy = 2.55GeV in the center-of-mass system. This energy
is exactly the threshold for strangeness production in a single nucleon-nucleon collision. The
Ag+Ag data was recorded over a full month without much distortion due to inactivities of de-
tector subsystems or beam instabilities. With a higher trigger rate of around 16 kHz, 14 billion
events have been recorded for data analysis.

After the first run, a second Ag+Ag run was carried out to get a sample of events directly com-
parable to the Au+Au data from 2012. Therefore, the same beam energy of E;;, = 1.23AGeV
has been used for three days of data taking. Due to the different beam energy, the current of
the superconducting coils was adjusted from I,,; = 3.2kA down to I.,; = 2.5kA to match the
right range of bending inside the magnetic field for the bunch of particles. The overall sample
consists of 3.1 billion events.

! This means that in a single nucleon-nucleon collision, the energy of ,/syy = 2.4 GeV is not sufficient to produce

a A hyperon for which at least E = 2.55 GeV is needed.
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| Year | System | Ej;, [AGeV] | Events recorded [10°] |

2002 | C+C 2 0.25
2004 | p+p 2.2 0.44
2004 | C+C 1 0.495
2005 | Ar+KCl 1.76 0.925
2006 | d(n)+p 1.25 0.85
2007 | p+p 1.25 1.7

2007 | p+p 3.5 1.18
2008 | p+Nb 3.5 4.21
2012 | Au+Au 1.23 7.31
2014 | = +A | 0.5—1.57 0.38
2014 | =~ +p | 0.5—1.57 1.23
2019 | Ag+Ag 1.23 1.3

2019 | Ag+Ag 1.58 14

Table 3.1: Summary of the different beam times of HADES. The corresponding beam energies,
and the number of events recorded, are displayed [Kar15b]. The colored rows are the
data samples which are analyzed in this framework.

3.2 Track reconstruction

The track reconstruction from the HLD files is based on the signals measured by the tracking
system as described in Sec. 2.4. All charged particles traveling through the tracking system
will induce a signal in the wires along their path. By overlaying the so-called fired wires within
one MDC one can determine the possible hit position of the particle. Since the superconducting
coils are constructed such that the magnetic field is negligible between MDC I and II as well
as between MDC III and IV one can assume a straight line approximation for the inner and
outer track segments. Hence two straight line segments for the inner and outer MDCs are
a reasonable approximation as a first step. With the magnetic field map one can model the
particle track through the magnetic field and combine the track segments to a full track but
also reconstruct the momentum. This is done by a Runge-Kutta fit which takes into account the
proper field map. Due to the high track density in heavy-ion collisions a lot of fake tracks can
be seen, which have to be removed. In a process called META matching the full track has to be
merged with the most likely hit position on the META detectors.

Since the reconstructed tracks are also involved in the determination of the event vertex, one has
to take care of the off-vertex particles originating from weak decays as well. These tracks do not
point to the event vertex and therefore have a worse reconstruction efficiency. For this purpose
a secondary vertex finder algorithm has been introduced. All these steps will be discussed in
more detail in the following.

Firstly, all fired wires are used simultaneously to be projected onto a common plane between
the two inner MDCs. The plane is chosen perpendicular to the connection point of one of the 15
target segments. The one with the largest cluster size, i.e. the amount of fired wires laying on
top of each other, is chosen as a first approximation of the global event vertex. This procedure is
called cluster vertex finder. The vertex is fixed with respect to the beamline and the z—position
is the known position of the corresponding target segment.

As a next step the cluster finder algorithm is applied to find the inner track segments. Therefore,
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the fired wires are projected onto a virtual projection plane inbetween MDC I and II (see left
panel of Fig. 3.2). The plane is oriented again with respect to the event vertex. By projecting
the fired wires on this projection plane one finds several intersection points of the fired wires.
Yet especially in case of high track densities it is likely that there are several intersection points
only different by the amount of fired wires crossing. Due to that one needs to assume that not
all crossings correspond to physical hits since there is also a chance of a random crossing. Hence
a threshold on the amount of crossing wires is required to distinguish real tracks from fake ones.
The trade-off is that a high threshold guarantees a pure track sample but with the cost of lower
reconstruction efficiency. On the downside a low threshold introduces a lot of fake tracks but
the reconstruction of physical tracks is much larger. Hence the threshold is set dynamically
depending on the total amount of fired wires with typical values on N,,;,..,, = 9 (out of 12, since
each MDC consist of 6 layers). A two-dimensional plot with one global maximum is shown in
the left panel of Fig. 3.2. The straight line connecting the target position and the determined
hit position results in an inner track segment.

”'ll'u”i\:" At
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Projection
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Figure 3.2: Left: Two-dimensional plots of the fired wires projected on top of each other show-
ing a clear hit position. Right: Sketch of the cluster finder process. The fired wires of
inner and outer MDCs are projected onto their particular projection planes. The tar-
get position together with the inner cluster is combined to the inner track segments.
For the outer track segment the target position is replaced by the intersection point
of the inner track with the kick plane [Sad07].

The procedure for the outer cluster finder is very similar. The inner track segment is extrapolated
to find the intersection point with the so-called kick plane. It is placed in the region of highest
magnetic field to estimate the continuous deflection of a charged particle by a single momentum
kick. Then this intersection point is used as the target position for the inner cluster finder. Since
there are many intersection points from various inner track segments, this procedure has to be
repeated resulting in a lot of possible combinations for the outer track segment.
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This sample of possible combinations contains a lot of fake tracks. These tracks consist of a
fake intersection of fired wires which can be identified due to their unique features. The most
obvious feature is their smaller cluster size. In addition, the corresponding amplitude of the
fired wires and the number of wires contributing only to this fake cluster is much smaller. The
observed effect should be higher for the inner part since the track density and therefore the
random crossing of fired wires is much larger there. By analyzing these patterns and setting
proper cut values the amount of fake tracks can be reduced significantly.

To improve the angular resolution of the cluster finder the measured drift time is taken into
account. For the translation of the drift time to the distance of the particle track with respect
to the wire the software GARFIELD is used. GARFIELD has been developed at CERN as a tool
to simulate drift chambers. In case of HADES the drift cells are modeled in two dimensions
resulting in a drift time depending only on one angle and the minimum distance to the wire.
Then a function F [Aga09] can be defined given by

Eaves 4 Fopipe — t .)2
F= Z ( drift,i shift TDC,i (3.1)
i

W.
(Atrpci)? l

where ¢4, ; is the drift time from GARFIELD, shift is the calculated deviation of the drift cell
from the known x — t—correlation, typ; is the measured drift time with its uncertainty Atypc;
again taken from GARFIELD and w; are weighting constants according to the Tukey weight dis-
tribution [Rus06] to minimize the influence of outliers. The found track segments are fit to the
drift times by minimizing the function F to reduce the spatial resolution by roughly a factor of
ten.

For the final DST generation of Au+Au collisions a new algorithm was used to improve the re-
construction of off-vertex tracks. This secondary vertex finder loops again over all the removed
wires and looks for the crossing wires with largest opening angle of more than 40° in MDC I and
II. Then all the wires crossed by the straight line are considered: if the number of fired wires is
higher than six, the drift time optimization process is used for this track candidate but without
making use of the assumption that this track points to the event vertex. For later identification
these tracks are marked with a flag as off-vertex tracks.

3.2.1 META matching

The reconstructed tracks have to be matched to the hits in the META detectors. For this purpose
the track candidates (reconstructed in the MDC) are extrapolated to the META detectors to
determine an intersection point. The quality X]\Z/IM of this extrapolation can be given by the
distance to a measured META hit position by

dx* dy?
2
2 =4 — 4+ = (3.2)
MM o, o,

where dx, dy are deviations from the META hit coordinates and o, , the corresponding uncer-
tainties. For the Au+Au and also the Ag+Ag beam time, dy is defined by the geometry of the
META cells. Thereby, an extrapolated track is matched to a META hit, if the vertical distance has
a value smaller than dy < 4mm in case of a high momentum track. Towards lower momenta
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this cut value increases slightly due to multiple scattering which results in a higher offset from
the measured hit position. Since the criteria in dy is fixed the META matching quality reduces
to

dx
oy

2

X = (3.3)

which will also be the basis of the track selection in this analysis (see Sec. 3.7). The distribution
of dx and )(Z%/IM are shown in Fig. 3.3 for minimum-, medium-, and maximum-ionizing particles.
The selection is based on the measured energy-loss in the MDC and a maximum value of ;(}%K <
200 is required. The distributions of dx follow a Gaussian shape. After normalization the xl%,[M
distributions all agree with each other. In addition, all the distributions are well reproduced by
simulations as can be seen in Fig. 3.3 by the comparison of the solid with the dashed lines. For
the first estimation of a fully combined track, the best three combinations with a META matching
quality y2,, <5 are stored.
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Figure 3.3: Distributions of distance dx for the extrapolated Runge-Kutta tracks to the hits in the
TOF detector [Mar16]. Distinction is made between minimum- (yellow), medium-
(blue) and maximum-ionizing (red) particles. Experimental data is plotted with a
solid line, simulated data with a dashed one. Left panel: Distributions normalized to
one. Right panel: Normalized to the calibrated o, .

3.2.2 Momentum determination

The determination of the particles’ momentum is essential for most of the analysis in physics. In
HADES three steps are used for momentum determination each of those increases the accuracy
of the momentum significantly. A detailed description can be found in [Aga09] and references
therein.

The first step is the "kick-plane" method. As indicated in the right panel of Fig. 3.2 it estimates
the deflection of the particle in the magnetic field by a simple "kick" which only changes the
direction of the trajectory. The kick of the particle is set to a virtual kick plane. Making use
of simulations the inner and outer segments can be extrapolared to determine the intersection
points which in total create a two-dimensional surface which is almost flat and hence called kick
plane.

The force acting on a charged particle passing through a magnetic field is the Lorentz force. Be-
sides the charge q of the particle the Lorentz force depends only on the velocity U of the particle
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and the magnetic field strength B and acts perpendicular to both of them. In first order there
is no change of the momentum, thus one can assume the incoming and outgoing momentum to
have the same value, namely |P;,| = |Pou:] = P and from the geometry the deflection angle A6
(left panel of Fig. 3.4) can then be calculated by:

sin(A—G) = M, (3.4)
2 2p

with Ap being the change in momentum. From the equation it can be seen that the deflection
is assumed to take place in a static plane since there is only the polar angle 6 but not the az-
imuthal angle ¢ involved here. For large momenta and hence small deflections we can estimate
2sin(A6/2) ~ A0 and hence the change in momentum reduces to Ap = pA®6.

A different approach is to compute the change in momentum by performing an integral over
the magnetic field along the path of the particle. Using the approximation made before we can
write:

1 . Sout
AO = —J dp = 4 J B xds = _QJ Bsin(a)ds = Cg(sout —Sin)- (3.5)
p P P Js p

in

In the last step, the assumption was made that the angle between the magnetic field and the
trajectory a is close to 90° and hence sin(a) ~ 1. This is a very reasonable assumption for the
HADES setup as can be seen from the field map in Fig. 2.9. The constant C actually changes
with the magnetic field non-uniformities, i.e. C is different for different tracks. s,,; —s;, is the
path length inside the magnetic field region and can be expanded by a Taylor series to

(A6 N
Sout —Sin = Cop + C;sin B3 + Cysin B3 +... (3.6)

while higher order terms can be neglected since A6 is small in general. Inserting Eq. 3.6 back
into 3.5, we obtain a formula for the momentum-over-charge ratio which is only dependent on
the deflection angle:

P_1( C;

- m+CZ+C3 SID(AG/Z)) (3.7)

q 2
The deflection angle is calculated for each track from its inner segment and hit point on the
META detector. The three constants are determined from GEANT simulations and stored in
look-up tables. They depend on the vertex and direction of each track which can be calculated
straightforward. Overall the kick plane method provides a quick and robust estimation for
the particle momentum. It needs only little information and can be performed with minimum
computing costs. However it has only a limited resolution which ranges from 2 % for tracks with
low to 20 % for tracks with high momentum [Aga09].

For a more precise momentum reconstruction the spline method could be used. Instead of a
kick that connects two straight lines it models the trajectory inside the magnetic field by a cubic
spline. This curve is able to provide smooth derivatives up to the second order which is required
for a smooth interpolation between inner and outer segment. The two reconstructed segments
are connected via 50 equally-spaced points in the (z,r)-plane (see big dotted points in the left
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panel of Fig. 3.4). At each of this selected points the equation of motion is solved while the
individual solutions have to fulfill boundary conditions up to the second order derivative.
The equation of motion is given by the Lorentz force and can be written as

2 -
p-%=K~q(%x§(?)) (3.8)
where 7 is the vector of the particle trajectory, s is the path length, p the particle momentum
and K a scaling factor. For each of the 50 points the magnetic field and the spatial derivatives
are calculated. This allows to integrate Eq. 3.8 numerically to achieve a result for the trajectory
7 as a function of the momentum p. Then the radial distance for the determined trajectory to
the spline curve is minimized in each point resulting in 50 different values for the momentum,
which are averaged. A detailed description of how the calculations are executed can be found
in [Win74].
In contrast to the kick plane method the spline method drops the assumption of the particle
trajectory staying in one plane. For particles with negligible energy-loss, the spline method
delivers a significantly improved resolution for the momentum measurement. Typical values
for the momentum resolution vary from 2 to 4% for electrons as a function of the particles’
momentum. For the low momentum particles, due to multiple scattering and the noticeable
energy-loss, there are systematic deviations which appear in momentum but also in polar and
azimuthal angle. They can be corrected using numerical simulations taking these effects into
account, however, the resolution for low momentum tracks decreases (see right panel of Fig.
3.4). This is also due to the effect that their curvature is stronger so the assumption of a straight
track for the inner and outer segments fades out as there is a weak magnetic field in that area
as well. Yet the spline method is fast and very efficient. The results are precise enough to take
as an input for the next method.
Besides the issues discussed above there is another disadvantage of the spline method: there is
no quality parameter on how realistically the momentum has been reconstructed. To improve
the situation the Runge-Kutta method is used. This is an iterative method with is used to solve
initial value problems where the equation of motion is solved numerically. A detailed description
of the method applied in HADES can be found in [Sad07].
As an input the reconstructed values from the spline method are used in combination with the
vertex and direction from the fit segments. Starting from one point, the next position of the
trajectory can be extrapolated. In that way the particle trajectory is reconstructed recursively.
Hereby, the hit positions in each MDC plane are varied within their uncertainties to compensate
the straight line approximation. The procedure is repeated up to eleven times at the cost of
high computational power. It roughly takes 30% of the whole computation time during DST
production. The particle trajectory is determined from the META hit back to the target which
also improves the resolution of the track vertex reconstruction. From the calculated to the
measured hit positions a quality parameter XI%K can be determined by the least square method.
With this procedure the momentum of each track can be reconstructed with high accuracy and
stability over the whole momentum range. As can be seen in the right panel of Fig. 3.4 the
Runge-Kutta method gives the best results for the momentum resolution.
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Figure 3.4: Left panel: Deflection of a charged particle trajectory inside a magnetic field [Sch08].
The approximation of the track for the kick plane method with one single momen-
tum kick Py as well as the interpolation of the track by the spline method (big
dotted points) are shown. Right panel: Resolution of the momentum reconstruc-
tion as a function of the measured momentum for electrons at a polar angle of
6 = 53° [Sel17]. The three different methods are compared and an improvement
is detectable with each step. The increase for higher momenta comes from the fact
that the deflection gets smaller while the spatial resolution for the position of the
tracks stays constant.

3.3 Time-of-flight determination

The measurement of the time-of-flight is done by a correlation of the signal from the START
detector together with the META system. The START detector measures the absolute time tgpagT
when an ion crosses the detector which is placed 20 mm in front of the target. A constant offset
has to be added to the START measurement in order to take into account the time the ions need
to fly to the target where the collision takes place. The time-of-flight is the difference between
the time of collision and the time when a particle hits the META detectors.

When the particle passes the TOF or RPC detector it will create an electromagnetic signal which
travels along the rods with a corresponding group velocity v,. By measuring the time of the
incoming signal on both sides of the rod (¢ and tyig) one can calculate the time-of-flight At
as follows:

1 L
At = E (tleft + tright - _) — tsTART T Leor (3.9)
Vg

Here L is the length of the rod and t,, is the correction of the offset in the tgpag measurement
as well as for the walk corrections of the different detectors. These walk corrections are neces-
sary since the measured signals are only registered above a certain threshold to suppress noise.
Depending on the deposite charge the signal is faster or slower to cross the threshold which has
to be taken into account for precise time measurement.

By using the information of a fully reconstructed track, the START time measurement is im-
proved. Therefore the particles are pre-identified by an iterative procedure making use of their
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measured momenta or specific energy-loss in the MDC both in combination with their velocities.
Based on this each track is assigned to the most probable particle identification number (PID).
With the physical information for all the tracks in one event the dedicated collision time ¢t is re-
calculated including the information of the response of the different detectors which have been
studied before in Monte-Carlo simulations.

The precision of this process depends on the amount of tracks in one event, i.e. the track mul-
tiplicity, which is taken into account by the time resolution. Finally the time-of-flight for each
track is recalculated according to Eq. 3.9 where tgragy is replaced by t, and the offset in the
correction is droped.

3.4 Stability of the detector system

During several weeks of beam time a continuous running of all detector components cannot be
guaranteed. Usually, there are several issues that occur from time to time, like problems with
the high voltage drop in MDC, which takes time to be ramped up again or failures of the front-
end electronics. When the DAQ has problems it needs to be restarted which leads to the loss of
recording time during the time of restart. Problems can also surface with the accelerator which
can result in lower beam intensities. Such problems can usually be fixed in a few minutes,
however, during this time the event recording is very inefficient. These problems have to be
considered in the simulations as well in order to reproduce the experimental data.

One of the quantities to quantify the stability of the detector performance is the amount of a
specific particle species which should be constant over a specific time window, e.g. one run.
Due to the problems described above the number of reconstructed particles will be reduced for
a certain time. Looking at such a variable as a function of the sector in HADES, one can identify
single sectors which were out of performance for a given time window.

For the Au+Au beam time the number of charged pions and electrons has been used [Sel17].
For the charged pions a 30 cut around the calculated (true) value was applied to the f§ —
p—distribution (see Sec. 3.8) while the number of electrons is estimated by the amount of
reconstructed rings in RICH. The number of charged pions is plotted for each sector in Fig.
3.5 for day 109. As can be seen all sectors perform stable, except for sector 2 which shows
several drops. When the corresponding chamber of the MDC was opened after the beam time,
physically broken wires were identified as an origin of the low performance of sector 2. This
problem occurred during the beam time and hence sector 2 was then switched off. Overall,
sector 2 was missing for most of the beam time which could affect the measurements discussed
here, since without sector 2 the azimuthal range of 180° < ¢ < 240° is cut from the sample.
This could affect both flow and polarization observables since they depend on the azimuthal
angle ¢. This effect has been investigated and will be discussed in Sec. 4.5 and 5.4.

Despite the inactivity of sector 2 there might also occur failures in other sectors. Therefore,
the average number of charged pions has been calculated for each sector and day of the beam
time?. If the variation in a certain run is higher than 5% from the mean value of the day, the
sector is considered as not performing and excluded from this run. The results are saved in a
sector file list which contains six numbers for each run, one for each sector, being either 0 (not
used) or 1 (good sector). When looping over the data, this sector file list is loaded and allows

2 The procedure for the electrons is similar, but for this analysis they are not used for the determination of a

good sector.
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a fast selection of the good sectors. The exact criteria used in this analysis are described in Sec.
3.7.
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Figure 3.5: The mean number of charged pions on day 109 for the Au+Au beam time and the
different sectors [Sel17]. The dotted lines indicate the range of variations in which
the sectors are accepted for the analysis. The peak appearing on the left visible in all
sectors is evoked by an external source, i.e. a change in the beam intensity.
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Figure 3.6: The mean number of negatively charged (left) and positively charged pions (right)

for the whole Ag+Ag@1.58 AGeV beam time for the different sectors [Spi20]. The
dotted lines indicate the range of variations in which the sector is accepted for the
analysis.
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For the Ag+Ag beam time the procedure is similar. It has been adapted to the lower particle
multiplicities. In addition, there is no distinction between charged pions and electrons. Instead
several particles, i.e. protons, negatively and positively charged pions, electrons and positrons,
are used at the same time [Spi20]. If for one of these particles the value of this run is out of the
adjusted range for the daily average, the sector is removed for this run. The variations allowed
are 10 % for electrons and positrons and 7% for all other particles.

Fig. 3.6 shows the number of charged pions per event separated for the two charge states. Over
the whole beam time, deviations from day to day are larger due to the different beam intensity
and focus. Again, the dotted points indicate the threshold for each sector. For almost the whole
beam time, all six sectors have been working constantly well within the defined limit.

3.5 Event vertex reconstruction

The analysis of weakly decaying particles requires a precise knowlegde of the event vertex,
especially to suppress the combinatorial background (see Sec. 3.9). In general, at least the
target position needs to be known to calculate the correct time-of-flight for the particles. In
HADES, the event vertex is reconstructed in three steps. First the clusters in the inner MDCs
are projected and the target segment with the highest cluster size is chosen (see Sec. 3.2). This
is already very efficient to find the segment where the collision took place. The event vertex
is set to the mean target position in Z and forced on the beamline Xy.;; = Yy = 0. In the
next step, the track segments of the inner MDCs are extrapolated back to the target assuming
straight lines. This provides a sample of intersection points close to the beamline from which
the geometrical mean position is calculated. The highest precision in the reconstruction of the
event vertex is achieved using the fully reconstructed tracks from the Runge-Kutta method (see
Sec. 3.2.2) instead of the inner track segments. This method is the most accurate for central
collisions where the track density is high while for peripheral collisions the resolution is inferior.
The distribution of the reconstructed vertex is shown in Fig. 3.7 as a function of Y and Z in the
HADES laboratory frame. The vertex resolution is precise and different target segments can be
separated clearly. The position of the START detector is visible at around Z = —80mm. These
collisions are removed by a geometrical cut on the event vertex position (see Sec. 3.7). Looking
at the mean value (Yy,ex) the beam is not exactly centered at zero which has to be taken into
account for the event plane reconstruction procedure described in Sec. 3.6.

In the simulation, the position of the event vertex is inserted differently. In case of the UrQMD
model, the Z position of the vertex is set to one of the target segment positions, with a flat prob-
ability distribution of 1/15 for each segment. Then the Zy,, positions are uniformly smeared
over the target thickness which a sharp cutting edge. For Xy, and Y, @ Gaussian distribution
with a width 0 = 1 mm is assumed with a cut-off at 1.5 mm where the target ends. Again the
coordinates are chosen randomly from this distribution.

When particles are embedded either to experimental or simulated data, the particle of choise
is set to the event vertex position as reconstructed in experimental data of the corresponding
collision to which it is embedded.

For the Pluto simulations in Ch. 5, first a list of reconstructed event vertices from the corre-
sponding beam time is generated. When generating particles in one event, all primaries are first
set to an event vertex read from the list and then a possible decay is simulated.
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Figure 3.7: Distribution of the reconstructed event vertex in Y and Z position of the HADES
laboratory frame for the Au+Au beam time. The 15 target segments can be clearly
identified as well as the position of the START detector at around Z = —80 mm which
is removed by a hard cut on Zy.1ex during the event selection procedure. The mean
value of Yygrtex is around (Yyertex) = 0.67 which indicates that the beam is not exactly
centered at zero.

3.6 Event plane reconstruction and resolution correction

The main observables discussed in the framework of this analysis, i.e. the flow (Sec. 1.3) and
polarization observables (Sec. 1.4.2) depend on the orientation of the reaction plane (RP) in
each collision (Sec. 1.2). The orientation of the RP is not known but can be estimated by the
so-called Event Plane (EP). In HADES, this is done by analyzing the particles detected in the
Forward Wall Hodoscope which is described in Sec. 2.7. The particles hitting the FW are mainly
protons and heavier fragments with only a small deflection angle, hence they can be considered
spectators in a good approximation. From the spectators, the event plane of the collision can be
reconstructed using the so-called Q-vector analysis [O1198, Pos98].

In a first step, the components of the Q-vector are calculated as an average over the hit positions
Xrw, Ypy in the FW according to:

Nrw Npw
WXpy = wcos(ngpy)
=52 Z Z »
NFW NFW (3.10)

Qny = Now £ Z wYpy = Z wsin(ngry ),

where n is the order of the Q-vector. Not all particles are taken into account here. Depending
on the cell size, a minimum amount of charge deposite in the cell as well as a specific velocity
window is required. While the first cut is mainly to reduce noise, the second cut is intented to
reduce the participant contribution as much as possible. A typical cut window for the velocity is
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0.85<fB <1.2
From the two components the n-th order event plane angle ¥;, can be calculated by:

\IIEP,n = arCtan(Qn,_y /Qn,x)a (311)

while only the first order event plane (n = 1) angle is used in this work and ¥rp; = Wgp
will be written. The orientation of the reaction plane in the laboratory frame is completely
random, however due to detector acceptance, reconstruction efficiency, contributions from par-
ticipants, multiplicity fluctuations and other correlations the distribution of W, is generally not
flat. Therefore, several corrections have to be applied. As a first correction, weighting factors
w are introduced to Eq. 3.10. The weighting factors are calculated by analyzing the charge
distribution cell-by-cell. Making use of specific energy-loss and timing cuts and comparing the
first 14 charge-states, the contribution of this cell to Xz}, and Yz, is determined. This measured
charge Z is then used as a weighting factor, i.e. w = |Z| in Eq. 3.10.

Still the distributions of Xy, and Yz, are usually not centered at zero. On a day-by-day basis,
the mean values of these distributions are extracted and later on the Q-vector is shifted before
the calculation of the event plane angle. This correction is usually called recentering [Pos98].
In addition to the shift of the mean position, distributions are also scaled by their corresponding
width 1/0y,, or1/oy, . InFig. 3.8 the event plane angle is shown before and after correction
for different centralities on day 108 of the Au+Au beam time. The distributions are fit with a
Fourier decomposition including both odd and even terms. Comparing the fit before and after
correction shows that the recentering is the most important correction to be applied.

The last correction applied is the rotation of the Q-vector. This is done to correct the residual
non-flatness of the Wy, distribution. For this the distribution is fit with a Fourier decomposition
up to the 8th order. Using the extracted Fourier components the distribution can be reweighted
as described in the appendix of [Bar97]. The effect of the last two corrections is small compared
to the recentering. However, the anisotropy of the event plane distribution is improved further.
This reduces the maximum variations normalized to the mean value which are improved for
the Au+Au beam time from about 5% to less than 1% in comparison to the previous analysis
[Kor17]. Even with all the corrections applied, the reconstructed event plane has a finite reso-
lution and may differ from the true reaction plane. For a physical correlation with the reaction
plane, the value measured with respect to the event plane has a lower average than in reality.
To correct this systematic effect the event plane resolution R, gp is introduced. It is defined by
the following equation:

R, gp = (cos[n(¥gp, — Wrp)]) . (3.12)

This equation can only be used in simulation, as for experimental data the reaction plane is
unknown. However, there is a method to get access to R, zp also in experimental data [Ol198,
Pos98]. For that, each event is randomly devided into two sub-events of equal size, indexed
in the following by the letters A and B. Then the event plane is reconstructed according to
the procedure described above for each sub-event separately. In an ideal case, these two event
planes should be the same, i.e. ¥, = ¥3.
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Figure 3.8: Distributions of the event plane angle for different centrality classes measured on
day 108 of the Au+Au beam time [Kar18]. Left panel: Raw data. Right panel: After
recentering of the Q-vector. The red curves show the Fourier decomposition as fit to
the data.

In reality, one can use the difference of the two measures to estimate the resolution. From
the distribution of W,; = ¥, — W, a ratio r is calculated which is obtained by integrating over
different parts:

—90° 180°
LAV + |, d¥
- —180 AB f90 AB. (3.13)

180°
—180° d\I'IAB

This procedure is applied independently for different centrality classes. Since for peripheral
collisions the amount of particles hitting the FW is significantly higher than for central collisions,
R, p has a strong centrality dependence. On the other hand, the event plane resolution is given

by [O1198]:
_ VT 2 X 2
Rn,EP_ 5 xXe In%l ? +I%1 ? (314)

with I being the modified Bessel function. This equation is based on a Gaussian shape for the
fluctuations of the Q-vector around its true value (Q) This parametrizes the distribution of
the Q-vector and AV space, while the latter is the deviation of the reaction plane. Integrating
first over AW and then over the Q-vector [OlI96] results in Eq. 3.14, while a dimensionless
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parameter y = |(Q)|/o has to be introduced. This x has simple relation to the ratio r (eq.
3.13) given by [OI1198]:

) (3.15)
2

After calculating the ratio r from the ¥,5 distribution, Eq. 3.15 is used to get the correponding
x value. However, since two sub-events, containing only N /2 particles, are used for this calcu-
lation, y has to be replaced by y/+/2. Inserting this into Eq. 3.14, one can determine the n-th
order event plane resolution for a given centrality class. The results are shown in Fig. 3.9 up to
the 6-th order from 0 — 80 % centrality for 5% and 10% bin width. For the analysis presented
here, the values are recalculated for the customized event selection and may differ. Only the
first order resolution correction R; pp = Rgp is used. As the correlation of the observables as
flow and polarization with respect to the EP are always smaller than the correlations to the true
RB wherever Wy, is replaced by Wgp, the corresponding average is divided by Ryp. A detailed
description of the exact application combining several centrality bins can be found in Ch. 4. The
correction factors Ryp are summarized in Tab. 3.2. As can be seen the resulting corrections of
the measured values are around 8 % for the Au+Au beam time and around 15 % for the Ag+Ag
beam times where the Q-vector analysis has not yet been fully optimized. The corrections are
significantly higher for the most central bins because the amount of particles reaching the FW
drops dramatically and hence the resolution decreases. The main focus of the analysis is on a
centrality range of 10 —40 %.
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Figure 3.9: Resolution of the event plane R, as a function of the centrality up to the sixth order
[Ada20a]. Different centrality classes are indicated by the open squares for a bin
width of 10% and circles for a bin width of 5% in centrality.
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System and Centrality range [%]

beam energy | 0—5 | 5—10 | 10—15|15—20| 20—25| 25—30 | 30—35 | 35—40
Au+Auat | 0.6962 | 0.8555 | 0.9173 | 0.9389 | 0.9468 | 0.9483 | 0.9449 | 0.9368
1.23AGeV 0.7933 0.9289 0.9476 0.9413
Ag+Agat | 0.6433 | 0.7342 | 0.8044 | 0.8495 | 0.8722 | 0.8787 | 0.8716 | 0.8526
1.23AGeV 0.6952 0.8298 0.8755 0.8624
Ag+Agat | 0.6601 | 0.7817 | 0.8467 | 0.8777 | 0.8916 | 0.8939 | 0.8857 | 0.8689
1.58 AGeV 0.7298 0.8639 0.8927 0.8778

Table 3.2: Summary of the first order event plane resolution correction factors Ryp in 5% and
10% centrality bins as used in this analysis.

3.7 Event and Track selection

The event selection is very important to remove unphysical events from the analysis (Sec. 3.7.1).
All the information of the different detectors are combined to decide whether an event is used
in the analysis or removed from the sample. In HADES, there are several conditions that are
commonly used. These conditions are stored in binary flags and can be accessed during data
analysis without much of computational costs.

In this analysis, we are interested in Au+Au or Ag+Ag collisions respectively, so the event sam-
ple has to be cleaned from collisions of beam ions with the START detector, the beam pipe or the
target holder. The main source of background comes from collisions with carbon. Consequently,
restrictions will be based on a geometrical cut on the reconstructed event vertex. Another source
of background are so-called pile-up events, where more than one collision took place within a
short time window. In this case, two peripheral events cannot be separated and will be assigned
to one central event. In addition, there are also specific requirements for this analysis, like a
certain range of impact parameter which is estimated by the collisions centrality (see Sec. 3.7.2)
or that the event plane has been successfully reconstructed.

After the discussion of the event selection, the track selection will be discussed too (Sec. 3.7.3).
This selection is based on track quality parameters from the Runge-Kutta method, i.e. Xz%zo or
from the meta matching, i.e. xl%/[ v~ There is also a cut applied to remove tracks that hit the edge
of one of the MDC planes, since large deviations between simulated and experimental data have
been observed there.

The tracks are reconstructed from an inner and outer MDC segement combined with a META
hit. Especially the multiplicity of the inner track segments is large, thus several combinations
to outer track segments and META hits are possible. The decision, which one of these combina-
tions is used in the analysis, is done by a procedure called track sorting. This procedure is also
described in this section. The differences in the track selection between Au+Au and Ag+Ag will
be outlined.

3.7.1 Event selection

The event selection for the Au+Au beam time consists of the following flags:

* kGoodTRIGGER: This flag is used to only select events complying with the multiplicity trig-
ger PT3 which corresponds to more than 20 hits in the TOF detector. In terms of centrality,
this corresponds to a maximum centrality cut of 45 %, however this cut is not sharp.
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* kGoodVertexClust: It is required that the event vertex reconstruction has been done suc-
cessfully ( X\%ert > 0) and by at least one track. The vertex position must be in the region of
the target, i.e. —65mm < Zy,; < O0mm along the beamline and Ry,,; < 4 mm perpendicular
to it.

* kGoodVertexCand: Concerning the event vertex reconstruction, this flag implies the same
constrains as the previous one, except that now at least two identified particles are required
instead of just one track.

* kGoodSTART: There is at least one hit in one of the two modules of the START detector to
allow for time-of-flight measurement.

* kNoPileUpSTART: There is only one hit cluster found in START within a time window
—5ns < tgrapt < 15ns around the measured START time. Hits within the cluster £0.5ns
are allowed. A second collision could lead to pile-up events and wrong results in the
time-of-flight determination.

* kNoVETO: If a START hit was found but no collision took place, the probablity that this
ion also generates a VETO hit is very high. Therefore, £15ns around the START time there
should be no hit in the VETO detector. This is also to make sure that there was no other ion
passing through which might generate some particles through a collision with completely
wrong time-of-flights.

* kGoodSTARTVETO: Still there could be a secondary reaction spoiling the event under
consideration. Hence, events are rejected if 15ns < tgpagr < 350ns after the START time
a second START hit has been found without a corresponding VETO hit.

* kGoodSTARTMETA: Since the VETO has a moderate efficiency, to further reject a spoiled
event, the same condition of kGoodSTARTVETO is also applied for the correlation of the
second START hit to hits in the META detector system. A correlation is said to be found,
if more than four META hits are found within a time window of 7 — 12ns after the second
START hit.

For the Ag+Ag beam time the event selection has been improved and therefore some of the
flags have been updated. To not explain everything twice, only the changes with respect to the
Au+Au beam time will be summarized in the following:

* kGoodSTART: The condition was added, that the three fastest time-of-flights are between
5ns < tyop < 9ns for a track length of 2.1 m.

* kNoSTART: This flag replaces the old kNoPileUpSTART. It is the same condition applied
for the START detector as in the flag kKNoVETO.

* kGoodSTARTVETO: The condition to reject events with a secondary START hit without
correlation to a VETO hit within 15ns < tgpagr < 350ns is removed. Instead the event is
rejected, if the second START hit has no VETO hit +2ns around its START time tgyagr 2-

In addition to all these requirements, there are other important criteria for the event selection
that are commonly used for both beam times. As discussed in Sec. 3.4, a sector file list is used to
reject sectors which were temporarily not perfoming properly. Especially in Au+Au where sector
2 was not operating for most of the beam time, this selection is important since for the analysis
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at least 5 operating sectors are required in general. A detailed study how a non-performing
sector affects the observables is discussed in Sec. 5.1.

In general a centrality range of 0 —40% (see Sec. 3.7.2) is analyzed with varying centrality
range therein. This will be stated for the corresponding results discussed.

A last but very important criteria is that the event must have a reconstructed event plane. This
is crucial since otherwise the observables could not be calculated. This has to be considered not
only for the event as a whole but also for each sub-event inside the sample to determine the
event plane resolution. If either of this event planes could not be reconstructed, the event is
discarded. The effect of each selection to the amount of events "surviving" the corresponding
cut is shown in Fig. 3.10. 40 —50% of all events are used in the data analysis. The effects
of the individual flags cannot be read directly, since they are strongly correlated and a change
in the order may also influence the percentage of events rejected by a certain condition. The
overall number of events passed on to the next step of data analysis are N,,, = 1.97 - 10° events
for the Au+Au, N,,, = 0.39 - 10’ events for Ag+Ag at 1.23AGeV and N,,, = 5 - 10° events for
Ag+Ag at 1.58 AGeV. The sample of Ag+Ag at 1.23AGeV is roughly 1/5 of the Au+Au sample
and therefore it is tough to get reliable results especially for the polarization analysis where
large statistics is crucial. A more detailed discussion is entailed in Sec. 3.9.7, after the full
reconstruction chain to the final A sample has been applied.
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Figure 3.10: Number of events remaining after the different flags applied as described in Sec.
3.7.1. The percentages are calculated relatively to the events passing the PT3 trigger
of at least 20 hits in the time-of-flight detector. Note that the amount of input
events is already reduced due to instabilities in the detector subsystems as described
in Sec. 3.4.
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3.7.2 Centrality determination

As discussed in Ch. 1, physical observables might be very different if a heavy-ion collision is
exactly head-on or if it happens to be sidewards. The measure of this in theory is the impact pa-
rameter, i.e. the distance between the centers of the two colliding nuclei in the plane transverse
to the beam axis. The centrality of the collision C is defined by the fraction of the total cross
section oy, related to the impact parameter by the following equation [Adal8c]:

f Ob %d b’ 1 ’ do /
=% o = J -db’. (3.16)
f o awdb’  Tm o db
In experiment the impact parameter or centrality cannot be accessed directly, hence a theoretical
framework has to be established to related unmeasurable quantities like the impact parameter
to physical measurable quantities like charged particle or track multiplicities.
In HADES the theoretical framework used to characterize the overlap of the two colliding nuclei
is the Glauber Monte-Carlo model [Mil07]. In this approach, a heavy-ion collision is treated as
a superposition of independent nucleon-nucleon collisions. First, the nucleons are positioned
randomly inside each nucleus with the corresponding radius Rpgjectile OF Rrarger respectively. The
probability of the position of the nucleons is assumed to be flat in solid angle and proportional
to p(r)r? in radial direction, where p(r) is a two parameter Fermi distribution (see [Adal8c]
for more details). Furthermore a straight track is assumed for the projectile nucleons. Two
nucleons are said to collide, if the minimum distance in the transverse plane d;, is smaller
than the radius resulting from the inelastic nucleon-nucleon cross section:

O.NN
2 inel.
Qi < 2. (3.17)

Left panel of Fig. 3.11 shows the results for the random distribution of the nucleons inside the
nucleus and the estimated number of collisions for two Au ions with an impact parameter of
b = 6fm. The colored nucleons schematically indicate the interactive volume of the collision.

If a nucleon experiences at least one collision, it is called a participant of the collision while
the rest are called spectators. The relation to physical observables is done by the assumption
that the number of produced particles is on average proportional to the number of participants.
Then measured particle multiplicity distributions can be used to determine the centrality of the
collision referring to Eq. 3.16:

oo

1 do
N dN’
AA Nlow

dN’, (3.18)

while N, is the lower threshold for a specific centrality class. There are two options as an es-
timate for the number of produced particles under consideration: the amount of reconstructed
tracks and the number of META hits. For this analysis, the latter one is chosen which has more
contamination by background hits due to the larger amount of META hits in comparison to fully
reconstructed tracks, but otherwise it is more stable against fluctuations.

The centrality classes can be directly estimated from the measured particle multiplicity distribu-
tions. However, due to the physical trigger condition discussed in Sec. 2.8 the low multiplicity
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events are not recorded. The full distribution is recovered by assuming a direct relation between
the mean number of participants and produced particles (N¢p,) = - (Npay). To take into account
particle multiplicity fluctuations, the number of charged particles per participant is described by
a negative Binomial probability distribution (for details see again [Adal8c]). Then the particle
distributions are sampled and by comparing them to the experimentally measured distributions
all parameters can be extracted by a y2-minimization procedure. The fully recovered distribu-
tion corresponds to the total cross section of the collision, hence the different centrality classes
can be directly defined by specific thresholds for the charged particle multiplicities as shown in
the right panel of Fig. 3.11. In this figure, the results from the Glauber Monte-Carlo simulations
are shown together with the distribution of the number of hits in META for the two physical
triggers. One can clearly see the drop on the lower egde of the distributions where the triggers
comes in. The PT3 includes the 0 — 40 % most central events, then starts to drop significantly
for more peripheral events.
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Figure 3.11: Left panel: Distribution of the nucleons inside the colliding Au nuclei for an impact
parameter of b = 6fm generated by the Glauber model. The colors indicate the
number of collisions estimated for the single nucleons. Right panel: Cross section
in AutAu collisions as a function of the hit multiplicity in the META detector. The
distributions are shown for experimental data with the two physical triggers in com-
parison to the results from the Glauber Monte-Carlo model. Both figures are taken
from [Ada18c].

Investigations of systematic uncertainties showed that deviations related to the input parameters
of the Glauber model are of the order ~ 5% while for the background contamination of the
charged particle multiplicity, the influence is less than 1% [Ada18c].

The final threshold that determine the corresponding centrality classes for the different beam
times are summarized in Tab. 3.3. The classes are selected according to the hit multiplicity in
the TOF and RPC detector. Only events with centrality 0 —40 % are used for this analysis.
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. Au+Au@1.23AGeV | Ag+Ag@1.23 AGeV Ag+Ag@1.58 AGeV
Centrality N TOF+RPC | NTOF+RPC | pfTOF+RPC | NTOF+RPC | prTOF+RPC | NTOF+RPC
min max min max min max
0—5% 180 - 102 - 116 -
5—10% 157 180 90 102 101 116
10—15% 136 157 79 90 89 101
15—20% 117 136 68 79 77 89
20—25% 99 117 58 68 66 77
25—30% 82 99 49 58 57 66
30—35% 68 82 41 49 48 57
35—40% 55 68 34 41 41 48

Table 3.3: Threshold value for the hit multiplicity in the META system, i.e. the hits in TOF and
RPC detector, to define the centrality classes of the collision for both collision systems.

3.7.3 Track selection

Every charged track consists of three parts: an inner and outer track segment and a hit in the
META detector (see Sec. 3.2). Especially in heavy-ion collisions where the track densities are
high, this leads to multiple combinations from which the most probable track candidate has to
be chosen.

To reduce the amount of possible combinations as a first step, minimum requirements on the
track quality are applied. The track candidate has to have a reconstructed momentum p > 0
from the Runge-Kutta procedure with X}%K < 1000. Additionally, the inner track segment fitter
must have converged, i.e. )(ﬁmer > 0. The time-of-flight is required to be below At < 60ns
while a velocity 8 > 0 should have been calculated®. The last requirement concerns the META
matching: XI%/IM < 3 and a fixed cut of dy < 4mm (see Sec. 3.2.1).

After this selection the tracks are listed according to their inner track segment, following that
the combination of several inner with the same outer segment is forbidden. However, an inner
segment can be combined with two outer segments either having a separate or sharing the
same META hit. Then a combination of inner and outer segment could be matched to two
different META hits. Another possibility would be that two different inner and outer segments
are pointing to the same META hit. The amount of combinations strongly depends on the
number of hits in MDC and hence on the centrality of the collision. The challenge is to select
the right track from all these combinations. This is done by a procedure called track sorting.
The tracks are sorted according to their reconstruction quality, i.e. by x}%K. The combination
with the best )(}%K is chosen and all its components are marked with the flag kIsUsed. Then they
are removed from the list and the procedure continues for the remaining track combinations.
Following this procedure, it is guaranteed that no track component is used twice in the analysis.
The selection of the right track combination is crucial since it could affect both momentum
and time-of-flight determination. For example when a pion track is matched to a META hit
originating from a proton it leads to wrongly calculated masses and results in an increase of
random background [Sch16].

In this analysis the focus is on the daughter particles of the A hyperon, the negatively charged
pions and the protons. Simulations show, that the track reconstruction efficiency for the primary

3 If the time-of-flight is found to be At < 0 the velocity is set to § = —1.
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particles is around 83 % for pions and 89 % for protons (see Fig. 3.12). As can be seen the
efficiency drops significantly for low momentum tracks.

For this analysis the track selection is extended by two more conditions. First, the cut on the
quality of the track reconstruction is restricted to )(}%K < 400. Second, the comparison of the
number of reconstructed tracks in experimental and simulated data shows a sharp efficiency
drop at the edges of the MDC planes (see Fig. 3.13). In order to not worthen the results by
this systematic loss of efficiency, the corresponding areas on the edge of the MDC planes are
discarded.
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Figure 3.12: Track reconstruction efficiency for protons (left panel) and negatively charged pions
(right panel) as a function of the particle momentum [Sch16].
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Figure 3.13: Crossing point of the track segments in x- and y-direction in experimental data di-
vided by simulations for all four MDC planes [Mar15]. The two layers with 40°
orientation are shown. Black lines define the boundaries of the regions which are
removed from the analysis due to a strong drop in efficiency.

3.8 Particle identification

For the identification of a fully reconstructed track with a corresponding particle type, the re-
constructed information of different detector systems have to be combined. There are two
possibilities in HADES to do the particle identification, the first is based on the momentum-
over-charge ratio determined by the Runge-Kutta method assigned to each track. From the
bending inside the magnetic field the polarity of the track, i.e. the sign of the charge, is also
determined as well as the path length As. Since all these information are provided by the same
detector system, another information is required in addition, for particle identification.

This information is delivered by the META detectors together with START, i.e. the time-of-flight
of the reconstructed track. With this the velocity of the particle = v/c can be calculated since
the path length As from the collision vertex to the META hit is also known:

AS

p=— (3.19)

with ¢ being the speed of light. The momentum can also be expressed in terms of the velocity
from special theory of relativity it follows:

P (3.20)

VP
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This relation allows to plot the velocity versus the momentum. As can be seen from the left
panel of Fig. 3.14 the different particles can be distiguished. The identification for the particle
of interest can be done by fitting the corresponding peak for each momentum slice and then the
selection is done via a cut of serveral o around the mean value.
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Figure 3.14: Distributions of velocity (left panel) and energy-loss in MDC (right panel) versus
momentum times polarity. By the combination of these observables the tracks can
be assigned to a particle species.

Another possibility is to use the energy-loss measured in the MDC or TOE This energy-loss is
linked to the velocity of the particles by the Bethe-Bloch formula:

- = 47'cNAr m,c“z 2 (3.21D)

dx ﬁz

with N, = 6.022 - 102* mol ™! being the Avogadro number, r, = 2.8 fm and m, = 0.511 MeV the
classical radius of the electron and its mass, z the charge of the traveling particle, Z the charge
of the absorber and A its atomic mass number, W,,,, the maximum possible energy transfer to
the electron in a single collision, I the mean excitation energy and 6(fy) a correction term for
the density effect. This formula describes the energy-loss of a relativistic particle when passing
through a medium and interacting with the electrons via ionization and excitation as a function
of the path length. It depends only on the charge and velocity of the traveling particle but
not on the particles’ mass which is needed for identification. Yet when plotting against the
reconstructed momentum as shown in the right panel of Fig. 3.14, the different particle species
get separated since the momentum is mass-dependent.

dE 222 1 (1ln[2m€c2[32y2Wmax] g2 5(/3)/))

82



3.9 A hyperon reconstruction

The A hyperon is a weakly decaying particle. Its mean lifetime has been measured to

7 =(2.632+0.020)-107!%s [Zyl20]. This means that when created at the primary vertex, the A
hyperon will travel a mean distance of ct = 7.89 cm before decaying into the final state particles.
The final state or daughter particles fly through the tracking system and are both reconstructed
(ideally). Since all detectors in HADES are based on electromagnetic interactions, only the
decay A — m~ + p (branching ratio 63.9 £ 0.5%) can be reconstructed, since for the other
possibility, A — 7% + n (branching ratio 35.8 & 0.5%) there is no device to detect neutrons in
HADES yet. All other decay channels have branching ratios far below the percent level, and are
therefore not considered.

In this section, the whole procedure from the identification of possible daughter particles to the
final sample of A hyperons is described.

3.9.1 Identification of A hyperon decay products

The daughter particles, i.e. the negatively charged pion and the proton, can be identified by
the methods described in Sec. 3.8. However, due to the long path of the mother particle, a
reconstruction of the secondary vertex is essential. The momentum reconstruction and velocity
calculation is based on a fully reconstructed track which is assumed to point to the primary
vertex, which is not necessarily the case for secondary particles. This leads to a shift from the
true velocity and momentum of the particle, hence it is not useful to cut strictly on the velocity-
momentum correlation. In addition, the main identification procedure is based on the decay
topology. In the first step of PID the protons and charged pions have to be identified. Then the
decay topology of possible combinations is determined and used to distinguish random pairs
from A decay products.

The pre-selection of the daughter particles is based on their calculated mass. Re-writing Eq.
3.20 leads to:

1—p2

B2c2

m? = p?

(3.22)

from which the mass can be calculated. The pre-selection cut set applied for particle identifica-
tion is summarized in Tab. 3.4. A higher momentum cut is used to remove fast particles with
only a little deflection inside the magnetic field and hence low resolution for the momentum
reconstruction. The restriction on the measured charge is only to select particles which have
been bent in the given direction. The mass distribution after all cuts is shown for a small test
sample in Fig. 3.15 for both daughter particles. While the proton peak is nearly free of back-
ground (see Fig. 3.15, right), a little contribution of negatively charged muons is visible on the
left flank of the pion peak (Fig. 3.15, left). A higher value for the cut of m,— > 120MeV/c? has
been tested. While the pion sample becomes more pure, the amount of A hyperons is reduced.
Hence, within this analysis this stonger cut on the pion mass is not considered.
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| Cutparameter | 7w | p |
mass [MeV/c?] 50—250 | 600—1250
momentum [MeV/c] | < 1000 < 2000
velocity [1/c] <1 <1
charge <0 >0

Table 3.4: Summary for the cut settings used to identify the daughter particles.
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Figure 3.15: Mass distributions of the daughter particles after particle identification cuts. The
figures are generated from 30.000 events for day 108 of the Au+Au beam time and
plotted after pairing of 7~ and p to possible A candidates, hence the integral of the
pion mass (left panel) and the proton mass (right panel) are the same.

3.9.2 Invariant mass distribution

To decide whether a combination of two identified particles is likely to be from a A decay or
not, the invariant mass distribution is used. The invariant mass is the mass of the system of the
two (or more) final state particles and as the name suggests it is an invariant under the Lorentz-
transformation, thus it does not depend on the system of reference. For the single particles, the
mass m can be calculated from their energy E and momentum p via the relativistic equation:

m2c* = E%2 — (Bc)>. (3.23)

For better visualization, we will use the so-called natural units (see Ap. 9.1) in this section. To
get back the original units, the corresponding masses and momenta have to be multiplied with
multiples of ¢ according to Eq. 3.23. The invariant mass of a system of n particles is defined as:

n 2 n 2
My = (Z Ei) - (Zﬁl) . (3.24)
i=1 i=1
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Applying this equation for the system of a negatively charged pion (index 7t~) and proton (index
p) and using Eq. 3.23 for the two daughter particles, we obtain the following equation:

Minv = \/(Eﬂ:— + Ep)2 - (ﬁn— + l_))p)2 (3.25)

= \/mi_ +m2 +24/ m2_ +f5i_,/m§ + P2 —2|po-IP,| cos Aa. (3.26)

As can be seen the invariant mass only depends on the masses, momenta of the daughter
particles, and the opening angle Aa between them. If a particle candidate passes the corre-
sponding conditions defined in Sec. 3.9.1, the nominal masses will be used in Eq. 3.26, i.e.
m, = 938.27MeV and m - = 139.57 MeV [Zyl20]. This is done in order to not propagate the
uncertainties from the time-of-flight measurement further into the analysis. The momenta and
the opening angle are taken from the Runge-Kutta procedure.
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Figure 3.16: Invariant mass distribution after daughter identification. Left panel: the distribution
is plotted from experimental data. No A peak is visible at this stage of the analysis,
the combinatorial background dominates. Right panel: the same distribution is
plotted for A hyperons generated via Pluto and embedded to UrQMD.

In the right panel of Fig. 3.16 the reconstructed invariant mass distribution for A hyperons
which have been generated with the Pluto event generator and embedded to real data is shown.
For the ideal case, when both daughter particles originate from the same A hyperon, a clear peak
structure appears around the nominal mass of the A hyperon of M, = 1115.683 £ 0.006 MeV
[Zyl20]. The measured decay width is much broader than the intrinsic width T, =2.5-107%eV
since it is folded with the detector resolution of the momentum reconstruction of o = 0(10°eV),
therefore the resolution of the A peak is around 0.2 %.

The left panel of Fig. 3.16 shows the same distribution for experimental data. Due to the
large amount of background, mainly from random combinations of ©~ and p, no mass peak at
the nominal A mass is visible. All combinations of 7~ and p which do not originate from a A
decays, are called background. Theoretically there are correlated and uncorrelated background
contributions. The main source of background is random combinations of pions and protons
which by chance pass all cut settings. But it is also possible that a daughter from a A decay
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is combined with a particle not correlated to this decay. These combinations will not fulfill
the energy and momentum conservation and therefore populate over the whole invariant mass
range. The minimum invariant mass is set by the masses of the daughters, i.e. m, + m, - ~
1078 MeV.

The correlated background is related to decays of particles, for example A°(1232) — p+ 7™, to
the same final state. Due to the higher nominal mass of the A°, they are expected to populate
a higher invariant mass range. However, since the lifetime of the A° is T ~ 1fm, the decay
products p and 7~ are expected to point to the primary vertex and thus being removed by
topology cuts (see Sec. 3.9.4).

It is also possible that the decay products of Kg — ©* + n~ may form background pairs, i.e.
when the ©* is misidentified as a proton. Such combinations may create a second peak in the
invariant mass spectrum at their nominal mass, but for the A there is no candidate close in the
invariant mass distribution.

3.9.3 Background determination

Combinations of n~ + p include both signal (correlated) contribution and combinatorial back-
ground (random combinations):

N_° = Ngig + Nig- (3.27)

Consequently, the background has to be determined and distinguished from the signal. One
possibility is to exchange one of the daughter particles by its charge conjugate which is known
as the like-sign method. Since anti-protons are extremely rare at HADES energies, for the A
decay the only possibility would be to exchange the 7~ by the n*. The proton and positively
charged pion are very unlikely to appear in the same final state of a decay, their combinations
can be considered uncorrelated. However, the acceptance for 7~ and " in HADES is different
leading to distortions in the invariant mass spectrum and hence this method is not used.

The second method is the so-called side-band method. The regions besides the invariant mass
peak of the signal are used. These regions are dominated by uncorrelated background and
correlated contributions from other decays smeared over the spectrum are also included. To
improve the performance of this method, the shape of the background is fit based on the side-
bands of the distribution. This is described in detail in Sec. 3.9.7.

The third method which is also used in this analysis is the mixed-event method. The daugh-
ter particles are selected and combined from different events which by definition includes no
physical correlations between them while succumbing the same acceptance and reconstruction
effects. For this purpose, the events have to be mixed to fulfill several criteria since different
event characteristics might not describe the background realistically:

* Only events from the same file are mixed (which is typically a time range of several min-
utes) to avoid systematics from different detector perfomances over the beam time.

* The events are grouped according to the number of reconstructed track candidates with a
bin width of AN, = 10 resulting in 12 bins overall.

* A minimum requirement on the opening angle of Aa > 15° is set, motivated by previous
studies [Sch17]. For close pairs, where the opening angle between the two daughter tracks
is small, the reconstruction efficiency is small in the same-event analysis compared to the
mixed-event where the two tracks are independent.
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Since the mixed-event method is used as an input for the neural network trained to distinguish
between signal and background based on the decay topology (see Sec. 3.9.5), it is crucial that
the topology parameters are reproduced well (see Fig. 9.1). To ensure this strict classification
of the mixed-events, it is required to furher divide the sample in classes according to the event
vertex position. Concerning the z-direction, the events are grouped into 15 classes, one for each
target segment. The mean positions have been fit and then the groups are chosen to be equally
in size resulting in a bin width of AZy,ex = 3.577 mm around the averaged mean position of the
target. For the x- and y-direction the distributions are first shifted such that the average event
vertex position matches the beam axis (Xyurrex> Yvertex) = (0,0). Then the events are grouped in
10 bins of equal size, resulting in 100 bins in the xy-plane.

If the mixed-event method is used to determine the background for flow or polarization observ-
ables, the events have to be classified additionally in groups of similar event plane ¥, (see Sec.
4.4). However, for the description of the decay topology and the invariant mass distribution,
this does not make any difference and thus it is not used for these quantities.

After the events are classified, the corresponding particles are mixed. It allows to generate basi-
cally an infinite amount of statistics and to reduce the statistical uncertainties in the background
determination. The mixed-event distribution then has to be scaled according to the side-bands
of the same-event distribution. Afterwards it can be subtracted as described in Sec. 3.9.7 and
also compared to the side-band method.

3.9.4 Decay topology

The combinatorial background is dominating the distribution as shown in the left panel of Fig.
3.16. No signal is visible at this stage of the analysis. Hence further selection criteria have
to be introduced to reduce the background while not affecting the signal as much. This is
possible by using the topology of weak decays. Due to their longer lifetime, the mother particle
travel on average a certain distance before its decay and hence produces a specific geometrical
distribution. This is shown in Fig. 3.17. A detailed calculation of the topology parameters and
the secondary vertex is described in Ap. 9.4. Only the geometrical meaning of these parameters
is discussed in the following:

* d,: This is the distance of closest approach (DCA) between the mother track and the event
vertex. As the A hyperon should have been created within the interacting volume of the
collision, its track should point back to the event vertex and consequently this parameter
will define an upper limit.

* d,: Since the two daughter particles originate from a secondary vertex, their tracks are
more likely to point away from the event vertex (off-vertex tracks). This parameter returns
the DCA of the proton track and the event vertex, which will be used as a lower limit
in order to reject primary protons originating directly from the collision and to reduce
combinatorial background.

* d,: This is the same parameter as d, but calculated for the pion track. Henceforth it will
also be used as a lower limit.

* d,: This is the distance between the secondary and the event vertex. Due to the longer
lifetime of the A hyperon, it is expected to travel a certain distance before decaying. Hence
this parameter can be used to make sure the secondary vertex is away from the event
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vertex and will be used as a lower limit. This might especially reduce contributions from
A®(1232) — p + n~ decays (strong decay), since these daughters are very likely to be
created within the event vertex.

* d,: This is the DCA between the two daughter tracks. As they should originate from the
same secondary vertex, they must be rejected if the distance between them is too large
(upper limit). The middle point of the DCA line connecting the two tracks is used as the
secondary vertex.

* Aa: This is the opening angle between the two daughter tracks as already used in Eq. 3.26
to calculate the invariant mass. If this angle is small, the reconstruction efficiency in MDC
I and II drops significantly. The main influence is related to the background description
via the mixed-event method discussed in Sec. 3.9.3 since both particles are from different
events and thus their reconstruction efficiency is higher compared to close tracks in the
same event. So a lower limit of Aa > 15° has to be applied in both same-event and
mixed-event data to fix this problem.

Beam Axis

Figure 3.17: Schematic drawing of the topology of the A decay in two dimensions. Being pro-
duced at the event vertex, the A hyperon flies a certain distance and decays at the
secondary vertex into 7~ and p. The topology parameters to distinguish whether a
combination (7t,p) originates from a A hyperon are shown: DCA between mother
track and event vertex (d;), DCA between event vertex and proton respectively pion
(d,,ds), path length of the A hyperon (d,), DCA between the two daugther tracks
(d,) and the opening angle (Aa).

In Fig. 3.18 the distributions of the topology parameters are shown for signal and background.
The signal distributions are generated via Pluto and embedded into real events. For the deter-
mination of the background shape, the mixed-event method is used.

The distributions for d, and d; are very similar for signal and background, while others differ
from each other especially the d, distribution shows the largest difference. One has to mention
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that the parameters are highly correlated, hence a cut on one variable may have a strong impact
on all other distributions. However, this correlation is very different for signal and background
which can be used to distinguish these two contributions for the same-event. In previous anal-
ysis [Sch17] the cut values of the topology parameters have been varied to find the optimum
configuration in terms of signal-to-background ratio S/B and significance. The significance is
defined by the signal S and the background B as:

SIG = (3.28)

S
VS+B
The cut on the opening angle Aa > 15° is motivated to match the reconstruction efficiency
in same-event and mixed-event samples and will be kept for this analysis. The other parame-
ters will differ from the previous analysis, since another approach is used to reconstruct the A
hyperons with higher efficiency as described in Sec. 3.9.5.
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Figure 3.18: Distributions of the topology parameters in Au+Au. The signal (black) is gener-

ated using the Monte-Carlo event generator Pluto while the background (blue) is

determined by the mixed-event method.
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3.9.5 Multilayer perceptron

The search for a polarization signal of the A hyperons demands a high amount of reconstructed
particles. Especially, since the A hyperon production is at-/sub-threshold. Therefore the yields
are smaller compared to higher beam energies.

The selection of the A candidates is based on its decay topology which includes several param-
eters. A so-called hard-cut analysis can be used when the selection criteria on the topology
parameter are fixed at a particular value. Yet this is not very efficient, as a pair of particles from
a real A might be cut out only because one single parameter does not pass the cuts while others
are perfectly fine. To increase the selection efficiency a neural network will be used for this
purpose.

As an artificial neural network, the multilayer perceptron (MLP) as implemented in the ROOT
package Toolkit for multivariate analysis [Hoe07] is used. The MLP was tuned to deliver a high
flexibility for different applications while preserving fast calculation speed.

The MLP is used as a discriminator. Based on a set of parameters, a single decision will be made
whether this set corresponds to a possible A candidate or not. Thereby, all correlations between
the input parameters are taken into account at the same time which increases the discrimination
power with respect to a default hard-cut analysis.

The MLP consists of several layers of neurons. The input layer consists of one neuron per input
parameter and one bias neuron in addition. The output layer in this case consists of only one
neuron, such that the network can be mathematically seen as a function f : RY — D, where N
is the number of input parameters and D is the discriminant returned from the output neuron.
Inbetween several hidden layers with varying number of neurons can be placed. Each of these
neurons gets input from all neurons from the previous layer. As a perceptron, the neurons out-
put is only send to following layer. For each connection between a neuron i to a neuron j - again
only connections from sequential layers are possible - a corresponding weight WE?) is associated,
while (k) accounts for the layer of neuron j. Then the overall input of neuron j is calculated
according to:

(k—1)
Neurons

xJ(.k) = Act W’(‘)j + Z Wg?)xgk_l) s (3.29)
i=1

while xfk_l) is the output value from the previous layer (k — 1) and the sum is performed
over all neurons in this layer. The bias neuron has a fixed output value of x, = 1. The bias
neuron is implemented to guarantee the convergence of the optimization procedure. For a fixed
discriminant D the network defines a (N — 1)-dimensional hypersurface in the space spanned
by all input parameters and the bias neuron shifts the surface with repsect to zero such that the
minimization stability is ensured. Act(x) is the activation function of the neuron which maps
the overall input to a value in the intervall [0, 1]. During this analysis, the activation function is
a sigmoid given by:

Act(x) = (3.30)

1+ex
The activation function will not be applied for the output layer. Besides the structure of the
network, the MLP is solely defined by the weights wg?). To find the right setting of weights for
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a certain application the network has to be trained. In a sense, training or learning is nothing
more than adjusting the weights via a minimization procedure. In this case, the neural network
will be used to distinguish between signal and background. In an ideal case, for a set of input
parameters from the signal, the network should return 1, while the return value is O in case of
background. The network starts with random values for the weights. Then training samples, one
for signal and one for background, are used to calculate the output of the network. Knowing
that the result should be either 1 or 0, the weights can be adjusted by a procedure called
back-propagation. Therefore, an error function which depends on the input parameters and all
weights is defined as:

NTraining NTraining 1
E()_El’""iNTraining|W) = Z Ea()?a|ﬁ/) = 5 (Dideal_Da)z' (3.31)
a=1 a=1

Nrraining 1S the number of events in the training sample, Dj4, is the ideal output value for the
event, and D, the calculated value. Based on the difference of all training events, the weights
are updated according to the gradient of E is the w-space by:

D) =3 _V_E, (3.32)

with [ + 1 being the training cycle meaning one loop over the training sample and 7 being the
learning rate. If the learning rate is too large, the weights will change significantly from cycle
to cycle and might not converge. If the rate is chosen too small, the training speed is very
slow and a lot of cycles or a large amount of data is needed. In both cases, the result of the
network might not be very efficient, hence n has to be chosen properly. For this purpose the
default value defined by the TMVA package of 1 = 0.02 is used. As shown in previous analysis
[Spi18] the structure of the neural network has only little influence on the results. However, the
performance could be improved by increasing the amount of training cycles and the number of
neurons in the hidden layers. A compromise has been made with respect to reasonable training
times and complexity. Two hidden layers where set up consisting of N + 2 and N neurons, N
being again the number of input parameters. The training cycles have been set to 1500.

For this analysis, the main purpose of the MLP is to distinguish random combinations of identi-
fied 7~, p from the correlated A decay products. Therefore, the decay topology parameter will
be used as input variable for the network, i.e. d;,d,, d;,d, and d, (see Sec. 3.9.4). The opening
angle Aa is not used as it is associated to different reconstruction efficiencies between same-
event and mixed-event data as discussed above. Another parameter not used is the momentum
of the A hyperon. Even this would improve the background suppression further, it also intro-
duces a strong phase-space dependence of the selection which is dangerous for the extraction
of the final results. More details can be found in Ap. 9.5.

Due to the strict daughter particle selection, there are more misidentified particles in the sam-
ple, especially the u~ peak classified as 7w~ as can be seen by the small peak on the left of the
pion mass peak in Fig. 3.15. Investigations showed that the discrimination between signal and
background could be improved by additionally using the calculated masses m,, and m - as input
parameters. This lead to a final set of 7 input parameters for the MLP. Another issue was related
to a pre-selection of the training samples in order to increase the efficiency of the discrimination.
The aim is not to use any hard-cuts on the decay topology and instead let the neural network
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take all correlations into account which are then used in the discrimination process to distin-
guish signal from background. However, as it has been discussed in the first use of an MLP for A
selection in Au+Au [Spil8] in comparison to hard-cut analysis [Sch17], pre-cuts on the decay
topology highly increase the performance of the MLP Since most A hyperons still decay very
close to the primary vertex they are hard to distinguish from random combinations of primary p
and 7, especially since the difference in correlations of the topology parameters is smeared by
the spatial resolution of the tracking system. Therefore, a pre-selection according to the decay
topology parameters is done before the MLP is trained. The summary of the minimum require-
ments is summarized in Tab. 3.5 and compared to the final hard-cut analysis used in [Sch17].
Starting from these values, the thresholds for the decay topology parameters have been lowered
in steps and then the performance of the MLP has been compared. It has been seen that the cut
on d, is one of the most important cuts for the discrimination of signal and background. Even
when the threshold of d, > 50 mm already cuts more than half of the sample (compare to Fig.
3.18), this cut could not be lowered further without significant loss in discrimination power.

| Topology parameter | Hard-cut analysis [Sch17] | This analysis |

d, > 65 mm > 50mm
d; < 5mm < 12mm
d, > 8mm > 5mm
ds > 24 mm > 15mm
d, < 6mm < 10mm
Aa > 15° > 15°

Table 3.5: Thresholds for the decay topology parameters as used in this analysis. In comparison
to the hard-cut analysis, the thresholds are much lower as the final selection is based
on an artificial neural network. An explanation of the topology parameters can be
found in Sec. 3.9.4.

The topology parameters for signal and background following the selection mentioned above
are shown in Fig. 3.19. As can be seen when compared to Fig. 3.18, the differences in the
shapes of the two samples are much stronger, especially for d; and d,, which will support the
neural network to improve discrimination. Furthermore, the mass distribution of the negatively
charged pions, the background has a second peak at around m = 105 MeV/c? which corresponds
to the muon mass peak. This contamination is significant, however, since the network will be
trained on the masses too, it will learn to distinguish muons from pions.

Making use of this pre-selection, the MLP can be trained to distinguish background with similar
characteristics from true A decays. To train the neural network, two training samples - one for
signal and one for background - are needed which describe both in the same-event experimental
data as close as possible. As a modeling of the signal, the A hyperons are generated using
the Monte-Carlo event generator Pluto. The A hyperons are assumed to be created from a
thermal source with temperature T = 100 MeV and radial expansion velocity 3, = 0.34. For
a realistic reconstruction efficiency the A hyperons are embedded into real events. To assure a
high statistics sample, an acceptance filter is applied prior, such that only both daughter particles
of the A hyperon reaching the detector and having at least the chance to be reconstructed, are
used for embedding. The simulation of the detector response and reconstruction efficiency is
done by HGEANT. Finally, one A hyperon per event is embedded to the real event.
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Since the mixed-event background by definition contains only combinatorial background, it is
used for training of the MLB because physical correlations do not appear in this sample but kine-
matical distributions of the particles are as realistic as possible. As can be seen from Fig. 9.1 in
the appendix, the distributions of the topology parameter from the same-event are excellently
reproduced by the mixed-event background.

5-10° simulated events for Au+Au and 2.5 - 10° for Ag+Ag (at 1.58AGeV) have been used,
splitted in half for training and testing of the MLP. These numbers are set by the statistics which
have been simulated. The number of background events have been adjusted to an equal amount,
to not train the network specifically on signal or background. After all weights are determined,
the TMVA package provides a number of tools to control the performance of the training pro-
cedure. Fig. 3.20 displays the architecture of the neural network as it was used. The input
parameters on the left are connected to the neurons of the first hidden layer and in the end
one single output value is returned. The thickness and color of the connections between two
neurons indicate how large the corresponding weight is. Since in the beginning, the weights
are initialized randomly, the neurons from the first hidden layer on are not necessary the same
for two trained network. This can be seen when comparing the results for Au+Au on the left
with the one from Ag+Ag on the right. However, the structure in both cases is similar, see for
example the strongest connections from the input to the first hidden layer, where for both the
strongest weights are connecting d, and the bias neuron with one neuron of the next layer.

di: 7 7 di:
d2: d2:
d3: \ X d3:
dv: - \ = dv:

dt: “ ¢ Y dt:

1 \/ 3 i V'
massPiM : X v = massPiM :
/) X

massP : / \ o massP :

Bias node : Bias node :

Output layer ayer ayer Output layer

Figure 3.20: Architecture of the MLP after training for Au+Au (left) and Ag+Ag (1.58AGeV,
right). The network consists of an input and two hidden layers which varying num-
ber of neurons and returns one final output value. The thickness and color of the
connections between neurons indicate how strong the corresponding weights are.
The figure has been produced using the TMVA package [Hoe07].

In Fig. 3.21 the correlation matrix for all the parameters used for the MLP is displayed for signal
and background separately. The diagonal elements are the correlations of the parameters with
themselves and hence they are always 100 %. For the background, most of the parameters do
not show any correlation between them, there is only a ~ 50 % correlation between d, and ds.
For the simulated A hyperons, this correlation is much stronger (~ 80%). In addtition, there
are also strong correlations between d,, d, and d; and a small correlation of d; and d,. This
illustrates the advantage of an MLP for such a discrimination problem since all these correlations
can be taken into account at the same time. Even if parameters like the masses do not show
strong correlation to the decay topology, they can still be important to improve the selection
power by being differently distributed for signal and background as shown in Fig. 3.19.
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Figure 3.21: The correlation matrix for the parameters used in the MLP for signal (left) and back-
ground(right) as calculated from the testing samples. The diagonal entries are the
correlations of the parameters with themselfs and hence have to be 100%. The
figure has been produced using the TMVA package [Hoe07].

To check the performance of the MLP on the training sample, one can plot the distribution of the
MLP output, i.e. the discriminant, for the testing samples. This has been done in the left panel
of Fig. 3.22. Clearly, the distribution of the background peaks at the ideal value of D = 0 while
for the signal the peak is at D = 1. This shows that the network training was successful. Since
the discrimination is never perfect, both distributions have long tails and consequently there
will always be background classified as signal and vice versa. However, this contamination in
the testing sample is very small. The right panel of Fig. 3.22 shows several different statistical
parameters as a function of a minimum discriminant cut value D,,;,. To bring these distributions
closer to the situation of the real experiment (here for the Au+Au data), the amount of back-
ground is enhanced by a factor of 20 to match the measured A production rate of 5-10~2 per
event [Spil8].

The solid blue and red lines show the cut efficiency for signal and background respectively.
Without a cut on D, the efficiency is € = 1 for both samples. Increasing the minimum discrimi-
nant, the background is cut more strictly than the signal which can be seen by the sharp drop of
the red solid line from O to 0.2. Enhancing the cut further, at some point the background only
decreases slowly, however, the reduction of the signal becomes more and more important. This
must be considered in order to find the optimum cut value for the discriminant D. Regarding
the purity of the sample, the distribution grows monotonically with increasing discriminant.
This means that the sample gets cleaner with a strict D-cut. However, for the type of analysis
here, there are methods to measure signal and background contributions but a high amount of
statistics is required. Hence, it is not useful, to aim at the purest A sample.

A statistical quantity taking both purity and statistics into account is the significance. It is shown
as the green solid line in the right panel of Fig. 3.22. As can be seen, the distribution rises to
some maximum value (at around D = 0.9) and then drops down to zero if the sample gets mi-
nuscule. It follows that to find the optimum cut value for the discriminant, the significance will
be used. One has to mention, that the distribution of the significance strongly depends on the
signal-to-background ratio. In addition, the distributions shown here are generated from the
testing sample which includes pure combinatorial background and simulated As. This might
not fully reproduce the situation in experimental data, especially since the signal-to-background
ratios for the different beam times differ. In addition, there are also other sources of correlated
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background which are not known to the MLE since they are not included in the mixed-event
sample.
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Figure 3.22: Left panel: Normalized distributions of signal and background as a function of the
discriminant (MLP response). As required, the background mostly peaks at 0 while
the signal is situated at 1. Right panel: Several distributions of significance, purity,
signal and background efficiency as a function of the discriminant for a more realis-
tic signal-to-background ratio of 1 : 20. Both figures have been produced using the
TMVA package [Hoe07].

To decide which minimum requirement for the discriminant will be used, similar plots of statisti-
cal quantities have been produced for the experimental data. From the response of the MLB it is
expected that the optimum cut value will be somewhere between D = 0.5 and D = 1. The lower
limit is very helpful in order to determine the actual signal in the sample. Taking only the stage
of the pre-selection according to the decay topology - corresponding to a cut of D = 0 - there is
no A peak visible in the invariant mass distribution*. Hence the amount of signal cannot be de-
termined. Starting from a minimum value of D = 0.5, the A peak can be fit as described in detail
in Sec. 3.9.7. The amount of signal and background in the sample can then be determined and
based upon this all the statistical quantities are calculated. The same can be done with a slightly
higher cut value, for example D = 0.505. Increasing the discriminant in these small steps up
to a minimum cut of D = 1, all the statistical quality parameters can be plotted as a function
of the discriminant. Fig. 3.23 shows the significance as well as signal-to-background ratios
as they vary with different requirements for the discriminant. While the signal-to-background
ratio always improves with increasing D, the significance enhances until a certain value and
then starts to drop as the amount of signal rejected gets larger®. This trend is the same for all
beam times, however, the maximum significance is achieved at different positions. It is very
dependent on the production rate of the A and the amount of background, which is expected
to be larger in Au+Au than in Ag+Ag reactions due to the higher amount of nucleons involved
in the collision. When comparing the two samples of the same beam energy, the significance

4 For such investigations a minimum cut of D = —10 is used, since negative output values from the MLP are

possible in reality.

The very last bins around D,,;, = 1 behave different. This is due to the fact that here most of the A hyperons
are cut out and for the Ag+Ag sample at 1.23 AGeV, the amount of entries are small in general, thus the points
are jumping up and down due to variations in the background determination.
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is generally larger for Au+Au, the signal-to-background ratio in contrast is larger in Ag+Ag. It
has to be mentioned that simulated data of A hyperons embedded to Ag+Ag at 1.23 AGeV are
not available at the moment, thus the neural network trained for the higher beam energy was
used to generate these plots.
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Figure 3.23: Significance (left panel) and signal-to-background ratio (right panel) as a function of
the minimum requirement applied to the discriminant for all three beam times. The
larger amount of A hyperons produced at the threshold is reflected in the higher en-
ergy Ag+Ag sample, as the significance and signal-to-background are much higher
compared to the other two beam times.

The cut value of the discriminant has been chosen to hit the sample with the largest significance.
This is a trade-off between having a clean sample of A hyperons but also making sure that the
statistics is high enough to perform the analysis. It is also not necessary to go for the purest
sample, since the methods used for flow and polarization analysis include a way to describe
and subtract the background behavior for these quantities as described in detail in Ch. 4. The
minimum requirements for the discriminant for the different beam times are summarized in
Tab. 3.6. They will be used in the following for the all calculations based on the corresponding
set of experimental data. If any change will be made, this will be mentioned specifically.

| Cut parameter | Au+Au@1.23AGeV | Ag+Ag@1.58AGeV | Ag+Ag@1.23AGeV |
| Dpnin | 0.81 | 0.58 | 0.77 |

Table 3.6: Minimum discriminant as used for the different experimental data samples. These
values are determined from the experimental data and hit the maximum value of
significance for all beam times separately.
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3.9.6 Reduction of multiple counting

The pairing of the identified daughters within one event to a possible A candidate does not
exclude the possibility of multiple counting. Due to the sheer amount of protons, it is likely that
one pion is combined with several protons which are all stored as a possible A candidate. This
is not a realistic situation since a particle cannot appear in more than one A hyperon.
Consequently, a decision has to be made which of the combinations will be used in the analy-
sis. This is done after all the selections and cuts are applied. For the two identified daughter
candidates, the occurrence of the same particle is displayed in the left panel of Fig. 3.24. As
expected, the same pion appears up two six times in the final sample. The proton appears only
up to two times. Overall, the effect is at the percent level, however, the multiple counting will
be avoided by an additional step in the analysis procedure.
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Figure 3.24: Distribution of the occurrence of the daughter tracks in the final sample of the A
candidates before (left) and after reduction of multiple counting (right).

For the choice of the best pair within an event, all A candidates that share the same daughter
track are compared in terms of their invariant mass. For each combination, the difference to the
nominal A mass is calculated and the pair with the smallest difference is handed to the analysis,
while the others are removed from the sample. An option has been implemented to change
the decision to be based on the discriminant instead of the invariant mass. In this regard, only
the pair with the highest discriminant is used in the analysis. This option will be used in the
systematic studies described in Sec. 6.

It is also possible, that one pion is combined with two protons, while one of the protons is
combined with another pion too. In this case, if, for example, a decision is made on the pion to
pick the combination with the double counted proton, this will then influence the availability of
this particular proton in other A candidates. Hence, an ordering is needed which of the tracks
is considered first. The multiple counting mostly affects the pion candidate and hence it is
considered first. This can be changed by an option such that the order is switched to check for a
possible influence on the observables. After the first iteration and selection of the best pair, only
the remaining pairs are checked for multiple counting of the second daughter and the selection
procedure is applied again. In the right panel of Fig. 3.24 the occurrence of each track in the
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final sample is counted after the procedure has been applied. The multiple counting disappears
such that each particle track is only used once.

3.9.7 Reconstruction of the A sample

After application of all the cuts described above, the remaining sample still consists of both signal
and background combinations. Their different contributions can be distiguished by looking to
the invariant mass distribution. The distribution shows a clear peak around the nominal mass of
the A hyperon at M, = 1115.683£0.006 MeV [Zyl20] lying on top of a second shape which can
be attributed to the background (see Fig. 3.25). To determine the amount of A hyperons in the
sample, the background shape has to estimated. This has been done by two different methods
which are compared afterwards.

First, the mixed-event method is used. This pure combinatorial background can be generated
with very high statistics. For this purpose, only the days of the beam time with fully operational
detector systems are used to generate the background. Then the background shape must be
scaled down to the side-bands of the same-event distribution to match the overall amount of
background in experimental data. Although the mixed-event background sample is very large
and therefore the statistical uncertainties and bin-to-bin fluctuations are supposed to be small,
the mixed-event background has been fit to ensure a smooth distribution. The best function
to describe the shape properly without including to many fit parameters has been the Landau
function. The Landau function is defined as

I c+ioo
L(x)= J esInGI+xs g (3.33)

27 c—100

where s = (x—L;)/L, includes two additional parameters that are fit. L, determines the heights
of the distribution and c is an arbitrary positive real number, such that the integral is performed
only along the imaginary axis (or any positiv parallel axis). After fitting the Landau function
to the mixed-event background this function is subtracted from the same-event distribution.
The result can be seen in Fig. 3.25 illustrated by the black points which show a continuous
decrease beneath the peak. The signal peak is wider due to its intrinsic mass resolution related
to the limited lifetime of the A hyperon and a second contribution originating from the multiple
scattering of the daughter particles. Hence a single Gaussian distribution is not enough to
describe the signal shape well, a second Gaussian function has to be introduced. However, this
second Gaussian function is also centered at the same mean value which reduces the number of
fit parameters by one. Finally, the signal peak is fit with the double Gaussian function:

_ A _(x—u)z) Ay (_(x—u)z)
GSG(x)—malexp( 202 +m02exp 202 , (3.34)

with u being the mean position, A;,A, the peak areas and o,, 0, the corresponding widths of
the Gaussian distributions. The number of A hyperons can then be calculated by summing up
the two peak areas N, =A; +A, or by integrating the function Ggg(x) is a reasonable range. To
calculate quantities like signal-to-background ratio or significance the range has to be restricted
to not integrate the whole background far away from the nominal A mass. Typically, a 20-range
is used for these calculations. The integration range is determined by the combined width of
the distribution, defined by the single widths weighted with the correponding peak fraction:
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A+ A, A+ A,

) (3.35)

The second method is to take only the same-event mass distribution and fit directly the combined
function of Landau (Eq. 3.33) and a double Gaussian function (Eq. 3.34) as

Fui(x) = L(x) + Gsg(x). (3.36)

This function has eight free parameters which have to be adjusted. By this fit the signal and
background is fit simultaneously. For an adequate background fit, the range has to be extended
to regions away from the peak. Initial parameters for the fit function have to be set to make
the procedure stable. Therefore, as a first step the background is fit only at the side-bands.
Afterwards it is subtracted and the remaining signal peak is fit with the defined double Gaussian
function. The resulting parameters are used as starting values for the global fit.
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Figure 3.25: Final distribution of the invariant mass after the full selection chain. The result is
shown is shown for 10 —40 % centrality which is the most common centrality range
used for the polarization analysis. The sample for Ag+Ag at 1.58 AGeV (right panel)
has roughly 10 times more entries as have been recorded for the Au+Au beam time
(left panel).
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Au+Au@1.23AGeV Ag+Ag@1.23AGeV Ag+Ag@1.58AGeV

N,/10* | SIG| S/B| N,/10* |SIG|S/B| N,/10° | SIG | S/B
0—10% [ 8.48£0.05[228[1.57[2.96+0.02 [ 149 [3.08 [ 7.83+0.01 | 794 [ 4.11
10—20% [ 6.52+0.04 [ 213 [ 2.31 [ 2.33£0.02 | 135 [ 3.44 [ 5.16£0.01 | 657 | 5.12
20—30% | 5.18+0.03 | 197 [ 2.99 | 1.54£0.02 [ 109 | 3.29 | 3.61£0.01 | 555 | 5.87
30—40% [ 2.95+0.03 | 150 | 3.27 | 0.94+0.01 | 82 | 2.56 | 2.42+0.01 | 455 [5.91
0—40% [ 23.1+£0.07 [398]2.16 | 7.69+0.04 | 242 3.25| 19.0+0.1 | 1255 | 4.86

Centrality

Table 3.7: Summary of the statistics of the A signal as calculated from the invariant mass distri-
bution. The numbers are also given in 10 % centrality bins. As can be seen, the sample
gets cleaner for more peripheral bins, however the amount of A hyperons produced
decreases as the significance.

Fig. 3.25 shows the final results for Au+Au and Ag+Ag at 1.58 AGeV in the 10—40 % centrality
bin which is most commonly used in this analysis. A similar figure for the Ag+Ag at 1.23 AGeV
beam time can be found in Ap. 9.6. Signal and background are determined by integrating
the peak or the background fit in a 20 range around the mean value. Here the uncertainty is
assumed to be purely of statistical nature, hence it is ¥/N where N = S + B is the number of
counts. For example the uncertainty for the signal can then be calculated using Gaussian error
propagation which results in

AS = vN +B = +S +2B, (3.37)

where the assumption of /N holds also in case of the pure background sample. Having de-
termined signal and background, statistical quantities like the significance and the signal-to-
background ratio can be calculated as has also been done for Fig. 3.23.

These parameters and the amount of A hyperons for all three beam times and different cen-
trality ranges are summarized in Tab. 3.7. Note that the sample of Ag+Ag at 1.58 AGeV has a
factor of ten more statistics than the other two. Taking the 10 % centrality classes, one observes
most of the As to be produced in central collisions, where the highest amount of energy for
particle production is available in the fireball as the number of participants is larger [Ada19b].
Unfortunately, this particular bin is not so much of interest for the polarization (and also for
flow analysis), since the polarization in central events is expected to be zero (see Sec. 1.4).
In addtition, as the reaction plane is determined from the spectators which are pretty rare in
most central collisions, this centrality class has to be treated very carefully and has the lowest
event plane resolution. This means that almost 1/3 of the overall statistics are not used in this
analysis.

In general, the significance decreases towards peripheral events while the purity or signal-to-
background ratio increases since the amount of combinatorial background is much smaller in
peripheral collisions.

The Ag+Ag at 1.58 AGeV sample has a high amount of statistics and will allow for a precise
measurement of a possible polarization as discussed in the following chapters. In case of the
other two samples, it might be needed to lower the cut on the discriminant to allow more statis-
tics, despite higher background is introduced at the same time. All this details and the methods
used for this analysis will be explained in Sec. 4.
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4 Signal extraction and implementation of flow and polarization methods

As discussed in the previous chapter, the A hyperon candidates are reconstructed by combining
their identified daughters, i.e. the negatively charged pion and the proton. However, this is not
sufficient as there are a lot of random combinations even after all cuts have been applied. The
aim of this analysis is to extract observables for the A signal only and consequently methods
have to be used to subtract the remaining background contribution.

For this purpose, the invariant mass distribution is used to determine the amount of signal and
background. Since it is never possible to judge on an event-by-event basis whether a com-
bination corresponds to an actual A hyperon or to the background, signal and background
contributions to the final observables cannot be distinguished directly. Nevertheless, there are
methods to separate the final observables from the background contribution and thus recon-
struct the signal value. The first method will be called A¢-extraction method' [Pos98] and is
described in Sec. 4.2. The second method which will be used for reporting the final measure-
ment results is the invariant mass fit method [Adal3, BorO4] described in Sec. 4.3.

4.1 Determination of the A decay kinematics

Before the methods can be applied, all the necessary quantities must be determined. In case
of the flow analysis, the momentum of each A hyperon can be calculated from the recon-
structed daughters by py, = p, + p,-. Since the momentum also determines the direction of
the A hyperon, one can directly calculate the azimuthal angle ¢, in the laboratory frame of
HADES. Subtracting the event plane angle in the corresponding event, results in the flow angle
A = ¢ — Vgp which is converted to the interval [0, 27].

For the polarization analysis the situation is more complicated. To measure a possible polariza-
tion of the A hyperons, the momentum of the proton in the rest frame of the A hyperon as in
Eq. 1.25 is needed. Since the speed of the A hyperon, f3,, is close to the speed of light c, the
Lorentz transformation from the laboratory to the A’s rest frame has to be performed.

For the Lorentz transformation the velocity of the A hyperon is used as input. Since only the
quantities along the direction of the transformation undergo the Lorentz-contraction, the veloc-
ity vector must be used. One can calculate the velocity from the momentum p, and energy E,
of the A hyperon which are both determined from the daughter particles. Then the velocity is
given by:

Pr=—. (4.1)

Then the transformation to the rest frame of the A hyperon can be performed. The particle of
interest is the proton whose energy E, and momentum p, have to be transformed in the manner
mentioned previously. The new values of these quantities in the rest frame of the A hyperon
will be marked with an upperscript "*". The full tranformation can be written as:

! In literature this method is often referred to as event plane method but since the event plane is used in both

methods the name is changed for better differentiation.
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where v, is the typical y-factor calculated from the velocity of the A hyperon. From Eq. 4.2, one
can see that the change of the proton momentum, given by the last two terms, only happens
in the direction of /3,\. To validate the software implementation, this transformation is also
applied to the A hyperon itself by replacing (E,,P,) — (E,,P,) in the equations given above.
In its rest frame, the A hyperon is not moving and hence its momentum should be 5, = 0 after
transformation. As can be seen in Fig. 4.1 it proves to be true - the momentum distribution of
simulated A hyperons is shown before and after the transformation where the the distribution
is completely zero.
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Figure 4.1: Momentum distribution of the A hyperons before (blue curve) and after (red curve)
the transformation to its rest frame. Simulated A hyperons embedded to UrQMD in
Au+Au collisions are shown. As a proof of principle, the A’'s momentum is zero after
the transformation.

Then the azimuthal angle ¢* can be calculated from the momentum direction in the same way
as the azimuthal angle of the A hyperon above. Afterwards, this angle is subtracted from the
event plane angle for each A candidate in each event, resulting in Acp; = Wpp — qbz which is
again converted to the interval [0, 27].

Finally, the methods can be applied to extract the observables of interest. The methods will be
explained predominantly for the polarization analysis, but the application for the flow extraction
is similar. Differences will be mentioned at the corresponding places in the text.

4.2 A¢-extraction method

The A¢-extraction method has been established over the years for the analysis of particle flow
[Pos98]. Here the anisotropies in the azimuthal angular distribution are determined. For the
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most apparent particles as protons and charged pions, the particle selection can reach purities
up to 99% and thus the background contribution to the results is negligible. This allows to
directly analyze the azimuthal angular distributions for these particles.

However, for other particle species, especially for unstable candidates that can only be recon-
structed from their decay products, the background contribution is not negligible. As explained
in Sec. 3.9.7, the amount of A hyperons in the sample can be determined from the invariant
mass distribution. It can also be plotted in distinct bins of the polarization angle Ad)l"; as shown
in Fig. 4.4 for the Au+Au data. Twelve equally-spaced bins in A(j); have been chosen each
covering a range of 30°.

To avoid systematic shifts of the invariant mass fit from bin-to-bin, the mean position and the
width of the A peak are taken from the integrated fit and fixed for the individual fits. This means
that only the areas of the two Gaussian functions are free fit parameters. The same applies to
the background shape, where only the entirety in the Landau fit is taken as a free parameter.
Concluding, the fit has only three parameters that have to be adjusted to the data which results
in more stable results for the signal determination.

From the individual fits, the amount of signal can be determined as a function of the azimuthal
angle ch);‘. The result is shown in Fig. 4.2 for two different options to determine the back-
ground, i.e. by a direct fit to the same-event data or by the mixed-event method. The distribu-
tions contain only true A hyperons and thus the background contribution is removed completely.
In case of an isotropic emission, this distribution is expected to be flat, meaning that in each
direction the amount of emitted particles is the same. However, in general the distribution is
not flat due to various effects which have to be corrected for.
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Figure 4.2: Results for the A polarization of the A¢-extraction method in Au+Au in compari-
son for the two methods to define the amount of signal: the invariant mass fits to
the same-event data (left) and the background determination via the mixed-event
method (right). The red curves show the overall fit of the Fourier expansion up to
the third order. The green curves display the odd and the blue cuves the even com-
ponents. The solid curves represent the first, the dashed line the second and the
dashed-dotted curves the third order components.
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Figure 4.3: Invariant mass fit to the same-event distribution for 12 bins in Ad); in Au+Au collisions at ,/Syy = 2.4 GeV. The shape is fit
with a double Gaussian function to describe the signal yield and a Landau function for the background. All parameters,
besides the two areas of the Gaussian functions and the heights of the Landau function, have been fixed to get stable
results and lower bin-to-bin fluctuations from the fit.
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Figure 4.4: Fit to the invariant mass distribution after subtraction of the background using the mixed-event method for 12 bins in Ad);‘
in Au+Au collisions at ,/Syy = 2.4 GeV. The shape is fit with a double Gaussian function to describe the signal yield.




To measure the possible anisotropies, the distribution is fit with a Fourier series as

dN N . * * o * *
dA¢;=5%[L+mhmﬂA¢Q+2qqu¢Q+2mmm2A¢ﬁ+2@am@A¢ﬁ+“J,(4@

where b, = (sin(nAqb;)) are the odd and c,, = (cos(nA¢*)) are the even terms of the distribu-
tion. A global polarization of the A hyperons will contribute to the first odd component b,. The
strength of this component can be seen by the green solid curve in Fig. 4.2. A possible polar-
ization of the A hyperons with respect to the total angular momentum can then be calculated
according to

8 b
P =—-—1, (4.5)
mop Rgp
while its statistical uncertainty is given by
8
AP, = Ab, (4.6)
TazRgp

and thus being solely defined from the fit by Ab;. The results must be corrected for the event
plane resolution (see Sec. 3.6). The uncertainty in the determination of the event plane reso-
lution is taken into account as a systematic uncertainty which also applies for the uncertainty
related to the decay parameter a, (see Ch. 6).

For the flow analysis, the procedure is exactly the same, one just has to exchange the polariza-
tion angle Aqb; by the flow angle A¢, = ¢, — ¥yp. Furthermore, the different components of
the Fourier analysis given by

AN Ny
dA¢, 2m

[1+42a;sin(A¢,) + 2vcos(Ap,) + 2a,8in(2A¢0 ) + 2v5c08(2A¢0 ) +...]. (4.7)

are named differently. Here a, = (sin(nA¢,)) are the odd components which should all be
zero within errors and thus they are usually dropped from the fit such that only the even terms
v, = (sin(nA¢,)) are used. For the flow analysis the even components are of interest and hence
the final obvervables will be calculated as

vobs

v, = — (4.8)
REP

to again account for the finite resolution of the event plane reconstruction. These components
have also geometrical meaning and are named v, being the directed, v, the elliptic, and v; the
triangular flow. Applying this procedure allows to reconstruct the flow and polarization signal
for the A hyperons. A clear advantage of this method is that the amount of signal and back-
ground can be determined from the invariant mass distribution in a clean way which allows to
subtract the background directly.

Nonetheless, there can be bin-to-bin fluctuations from the invariant mass fit, influencing the
final result. This can be controlled by fixing most of the fit parameters as explained above but
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also by determining the signal in a distinct range, i.e. 20 around the mean value. Since both
these parameters are fixed, the range is exactly the same in all A¢-bins. The advantage of
not integrating the whole function is to reduce the effect of small variations in the background
shape, which would accumulate over a large range in the invariant mass. Still there are remain-
ing variations from bin to bin which can be seen, e.g. in the third and seventh bin of Fig. 4.4
where the fit does not hit the highest point of the invariant mass. Such small deviations might
lead to fluctuations from bin to bin not related to any physical phenomena. To understand how
the fluctuations influence the extracted parameters, two methods for the background fit in the
invariant mass distribution are used: the same-event fit to the side-bands and the mixed-event
technique. Within the statistical limitations of the overall signal, the number of bins is also
varied. This gives a good handle on the statistical fluctuations on the final results. More details
will be discussed in Ch. 6.

To exactly determine the Fourier components, the fit functions 4.4 and 4.7 have to be applied up
to an infinite order which is not possible in reality due to the finite amount of bins. Introducing
higher order components to the fit will have less and less influence on the first and second com-
ponents, however, this is only true for a reasonable amount of bins. Otherwise, the higher order
components will start to fit the bin-to-bin fluctuations, which can also be the case if the signal to
be extracted is small. This should be avoided since it is not any physical effect but just an issue
of finite amount of bins. For the measurement of the first and second order components, it is
enough to fit up to the third order n = 3. All these different components are plotted in Fig. 4.2.
Another issue of this method is the application of the event plane resolution correction Ryp. The
most accurate application requires another decomposition of signal and background in narrow
centrality bins which is difficult for the polarization analysis as it requires excessive statistics.
The correct result for the component b, is received when the value is first corrected for Rzp and
then averaged as:

o= (7). »
! REP

Yet this is difficult to implement for the A¢-extraction method since it would require infinitely
narrow centrality bins. Hence the event plane resolution correction is applied in the end as an
average weight in 10 % centrality bins, taking into account the corresponding particle multiplic-
ities of each bin. It follows that this average has to be recalculated for instance when a specific
region of the phase-space is analyzed. Finally, the resulting b?“al is calculated as:

‘ bobs
b!linal — (btl)bs> <i> ;ﬁ < 1 > = b;rue‘ (4.10)

REP REP

This leads to a systematically higher value of the reconstructed bffnal than the true value b{"™¢. A
detailed discussion to apply the event plane resolution correction and the derivation of Eq. 4.10
can be found in [Mas16].

Similar issues appear for each possible correction that should be applied to the data. This can
only be done within a finite bin setting and hence the weighting numbers have to be averaged in
a suitable way. This introduces a systematic bias which might distort the extracted signal. Based
on the mentioned reasons, this method will only be used for comparison to the results obtained
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from the invariant mass fit method (see Sec. 4.3). The differences will enter the systematic
uncertainties described in Ch. 6.

4.3 Invariant mass fit method

The method which is used to report the final measurement results is the invariant mass fit
method [Adal3, Bor04]. In contrast to the A¢-extraction method, there will be no distinction
between signal and background at first. The components of interest are calculated directly
as a function of the invariant mass as (sin(Aqb;))TOT (M;,,) for the polarization measurement
and (cos(A¢p))ror (Miny) for the flow measurement. The brackets (.) denote the average of
all particles in all events and the index "TOT" denotes that no distinction between signal and
background is made and both enter the calculation. Both signal and background entering to
the total value but their contribution varies with the invariant mass. The weight of the signal
and background contribution can be determined from the invariant mass distribution itself by
calculating the signal and background fraction in each bin of the invariant mass. Then the total
distribution can be written as follows (similar for the flow coefficients):

(5In(AG7) 0y Ming) = £ M) (sin(A7) .+ (1= F (M) (sin(A7) (M), (4:1D)

where f(M,,,) is the signal fraction and hence 1 — f (M;,,) the corresponding background frac-
tion. Both are determined based on the fit to the invariant mass distribution. The signal con-
tribution (sin(Acp;))Sig is assumed to be constant and therefore not changing as a function of

the invariant mass. The shape of the background contribution (sin(Ad);))BG is not known and
has to be adjusted to the measured results. For this analysis, a reasonable assumption is a linear

shape of the background as a function of the invariant mass and thus the background is set to:

(Sin(A(p;))BG (Minv) =a+ lsMinV: (412)

while a and f3 are fit parameters. If the slope is consistent with zero, the fit function is modified
by setting 8 = 0 to reduce the number of fit parameters and thereby decreasing the statistical
uncertainty of the result. This would correspond to the assumption of a constant background
correlation as a function of the invariant mass. Finally, the difference between the two assump-
tions for the background shape is considered as a systematic uncertainty in Ch. 6.

Inserting the linear background assumption into Eq. 4.11, the distribution (sin(A(p;))TOT (M)
can be fit with two or three free parameters, one or two of the parameters for the background fit
together with the actual signal contribution which is of interest. It is necessary to perform the fit
in a wider range of the invariant mass such that the background contribution can be fixed from
the side-bands where the signal fraction is negligible f (M;,,) ~ 0. Hence, in order to precisely
fit the background, it might be needed to change the cut setting such that the sample analyzed
is larger, even if this reduces the overall purity.

The calculation of the actual polarization can direclty be calculated from the fit using:

P, = 8 (sin(A¢))) (4.13)
TTA A

Sig’

while the statistical uncertainty is calculated by:
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8
APy = ‘F“AA(@m(Aqs;))Sig)‘ (4.14)

while again it is solely defined from the fit. In comparison to Eq. 4.5, the event plane resolution

does not appear. It is already taken into account when (sin(A(p;))TOT (M) is calculated where

every entry is weighted by the inverse of the corresponding event plane resolution via:

<sin(A¢;)>$1§T> 15)

pin(a g = (

As it is the most appropriate way to apply the correction (compare to Eq. 4.9 and 4.10), the
only limitation arises from the finite centrality bins which are used to determine Ryp. As a
good compromise, the 5% centrality bins are used to determine the event plane resolution. The
values are summarized in Tab. 3.2. A clear advantage of this method is that the decomposition
in A¢ must not be applied. Consequently, this method is suitable especially if the statistics is a
limiting factor of the analysis.

The results of the method are shown in Fig. 4.5 for the Au+Au system at ,/syy = 2.4GeV and
in Fig. 4.6 for the Ag+Ag system at ,/syy = 2.55GeV. In the panels on the left hand side, the

distribution of <Sin(A¢;)>TOT defined in Eq. 4.11 is plotted as a function of the invariant mass.

They are fit with the function described above which takes the signal and background fractions
into account that are displayed in the panels on the right hand side. Clearly, the signal fraction
peaks at the nominal mass of the A hyperon while being close to zero at around 10 — 15MeV
away from the peak. The distributions outside the peak region are needed to fix the background
shape. As can been seen from the panels on the left hand side of Fig. 4.5 and 4.6, a linear
shape for the background is necessary as the background is not zero and for the Ag+Ag sample
a non-zero slope f3 is observed.
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Figure 4.5: Polarization measurement performed with the invariant mass fit method for Au+Au
collisions at /syy = 2.4GeV. Left: The total distribution is fit with a linear back-
ground shape (dashed line) and a constant signal. Right: The signal and background
fractions as a function of the invariant mass.

m



0.02 " HADES Performance ] 1 R ]
[ Ag+Ag |sy, = 2.55 GeV 10-40% 1 i ]
- —~. 0.8 —
S 0.01+ 2 - R
A L -= - :
3 0 1 2 . : ::]cnkalround !
= I . S 04 g .
) - i © i ]
V. -0.01- Pag(M,) [%) = 0514 +0.337 —~Exp. data | L ook n
[ a=(-1.609 +0.763) » 10 , ] - i
| B=(1.457 +0.688) 10 — Total Fit ] i E
[ P, [%] = 2.593 +0.292 . i .
—0.02— x'Z/rEdf]I =220507 ‘ BG P0||1 Fit ] 0 | ‘ ‘ |
1100 1110 1120 1130 1100 1110 1120 1130
2 2
M,,, [MeV/c] M,,, [MeV/c]

Figure 4.6: Polarization measurement performed with the invariant mass fit method for Ag+Ag
collisions at /syy = 2.55GeV. Left: The total distribution is fit with a linear back-
ground shape (dashed line) and a constant signal. Right: The signal and background
fractions as a function of the invariant mass.

The polarization measurement for the A hyperons with its statistical uncertainty is extracted
according to Eq. 4.13 and 4.14. To compare the fit background correlation to the extracted
signal, the polarization analysis is also performed for the background at the A peak position
from the invariant mass distribution M, = AM, as:

8
PBG:F“/\(OH'ﬁMA)- (4.16)

The statistical uncertainty is then calculated by taking into account all the uncertainties from
the parameters and hence results in:

APy = %\/ (MAAB)* + (Aa)® + (BAM,)? + 2Mycov(a, B). (4.17)
A

The term 2M,cov(a, 3) of this calculation is very important, as the two parameters of the lin-
ear background fit are strongly correlated and cannot be varied separately. Therefore, the two
terms for their single variations (M,Af)? and (Aa)? above) have to be corrected for the co-
variance cov(a, 8) which results in a negative value and thus reduces the contribution to the
overall uncertainty of the correlation measurement for the background. In case the background
is assumed to be constant, Eq. 4.17 is changed by inserting A = AM, = cov(a, ) = 0.
Overall, this method achieves conclusive results and will be used for the flow and polarization
analysis. It allows to deal with limited amount of statistics and for a multi-differential measure-
ment of the global polarization. Furthermore, corrections can be applied on an event-by-event
basis by weighting the corresponding entry when filling the histogram of (sin(A¢ ;))TOT (M)
or (cos(A¢,))tor (M) respectively. Thus the systematic distortions by phase-space or multi-
plicity integrated corrections can be reduced significantly.
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4.4 Signal and background determination

The results without any corrections (raw results) for the polarization measurement are shown
in Fig. 4.5 and 4.6. The smaller uncertainties in the Ag+Ag sample reflect the larger event
statistics available for the analysis. In both cases, a non-zero polarization of the A hyperons is
extracted from the fit. Especially for the Au+Au data, this background correlation is prominent
over the full invariant mass range. The strength is as strong as the signal itself, as can be
seen in the calculated background polarization at the nominal A mass. For the Au+Au case,
a clear signal peak structure is not visible, making it difficult to jugde whether the extracted
signal is really related to a polarization of the A hyperons or to a non-zero polarization of the
background.

At this stage, it cannot be ruled out that a systematic effect may introduce a correlation to
both signal and background in a similar way, resulting in a shift of the (sin(Aqb;))TOT (M;,,) to
higher values. If this were the case, one would have to subtract this contribution before the fit
is applied, in order to extract the true signal present in the distribution. Since the extraction of
the pure background contribution (sin(Aq,’);))BG is not of particular interest, the subtraction can
be performed directly by rewriting the fit function in Eq. 4.11 to:

(sin(AG7). 07 (Miny) = F (Min,) (sin(AGT) . + (sin(A7)) 4.18)

Here the background correlation (sin(AqB;))BGshift is set to be linear over the whole invariant
mass range and incorporates a possible polarization of the combinatorial background. The vari-
ation of the signal extraction using a constant background correlation for the fit is included to
the systematic uncertainties (see Ch. 6). As it is not scaled down with the decreasing back-
ground fraction in the region of the A invariant mass peak, this means that this background

shift can be assumed to be also present for the true A hyperons. Following up this assumption,

TOT BGshift ~
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Figure 4.7: Polarization measurement performed with the invariant mass fit method assuming a
linear shift of the whole distribution. The total distribution is fit with a linear back-
ground shape (dashed line) and a constant signal which scales with the signal fraction
(see Eq. 4.18). The experimental data from Ag+Ag collisions (left panel) and Au+Au
collisions (right panel).
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the true polarization of the signal must be present on top of the shifted background and follow
the shape of f(M;,,).

In Fig. 4.7 the experimental data is fit with the reworked function in Eq. 4.18. As can be
seen in comparison to Fig. 4.5 and 4.6, the values of the extracted background contribution
are consistent and do not change within errors (compare Pgg, @, ). However, this is not the
case for the extracted signal value. For the Ag+Ag system, the polarization of the A hyperons is
reduced by AP =—0.476% but due to the clear peak structure a significant polarization signal
still remains. This differs for the Au+Au system where the polarization is changed from above
3% to be consistent with zero.

This shows the importance of determining the origin of the background correlation. It is neces-
sary to understand why a non-zero background correlation is present in the global polarization
measurement. Even if the source of the background correlation is not fully understood, it is
important to check if this is changing the extraction of the signal values and if so, to quantify
the influence in order to reconstruct the true value for the polarization of the A hyperons.

4.5 Estimation of the background correlation using ¢-rotation

One of the main concerns for the Au+Au run is the fact that the track reconstruction in sector 2
was not possible due to the inactive drift chamber for most of the beam time. Since the aim of
this analysis is to extract observables that depend on the azimuthal distribution of the particles
in general, the area which is excluded from the sample of 180° < ¢ < 240° might have an
impact on the final results which has to be examined.

The azimuthal angular distributions after the selection of all A candidates are shown for both
daughter particles (p and 77) in the Au+Au run in Fig. 4.8. The missing sector can be clearly
identified since the particle multiplicity in that region is significantly reduced compared to the
other sectors. Considering that for this analysis a proton and pion are paired to form a A
candidate, the removal of a specific sector also bears on the neighboring sectors as can be seen
in Fig. 4.8, especially for the proton distribution at around ¢ = 170° and ¢ = 250°. The only
sector which is not affected is sector 5 (0° < ¢ < 60°) opposite to sector 2.

Besides this inactive sector, there are also small variations in the particle yields from sector to
sector. These variations are visible in the azimuthal distributions for the Ag+Ag collisions at
V/Syn = 2.55GeV too, as shown in Fig. 4.9. However, they should be compensated when the
azimuthal distributions are correlated to the event plane as its orientation is not correlated to
the laboratory frame.
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Figure 4.8: ¢ distribution for the A decay products in Au+Au collisions at ,/syy = 2.4GeV: the
protons are shown in the left panel, while the pions are plotted in the right panel.
One can clearly identify the sector which was absent for most of the beam time by
the reduced amount of particles.
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Figure 4.9: ¢ distrubution for the A decay products in Ag+Ag collisions at ,/yy = 2.55GeV: the
protons are shown in the left panel, while the pions are plotted in the right panel.

After the proton has been boosted to the rest frame of the A hyperon according to Eq. 4.2,
the azimuthal angular distributions are smeared out. However, as can be seen from Fig. 4.10,
for both samples the structure of the different sectors is clearly visible. Hence it has to be
investigated if this anisotropy in the ¢ angle does influence the final polarization measurement,
which also manifests itself in an asymmetry in the azimuthal distribution of Ad);' The shape
in Fig. 4.10 is a result of the missing acceptance (MDC frames) between the sector but also
due to different detector efficiencies and especially for the inactive sector in the Au+Au run.
However, even in the Ag+Ag case these asymmetries are significant, although all six sectors
were available.
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Figure 4.10: ¢; distributions of the protons in the rest frame of the A hyperon for Au+Au col-
lisions at ,/yy = 2.4GeV (left) and Ag+Ag collisions at ,/yy = 2.55GeV (right).
Even after the Lorentz boost has been performed there are still remaining structures
present, especially the missing sector for most of the Au+Au beam time introduces
a strong asymmetry in the distribution.
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Figure 4.11: Polarization measurements after ¢ rotation according to the experimental distribu-
tion for Au+Au collisions at /vy = 2.4GeV (left) and Ag+Ag collisions at ,/yy =
2.55GeV (right). Both signal and background contributions fully disappear and the
results are consistent with zero.

To reweight the distribution and force it to be flat is not an option, since a possible signal could
already be reflected in the shape of the (j);‘ distribution. In general, this is expected to be a small
effect due to the random orientation of the event plane with respect to the detector.

Another possibility to investigate the influence of the azimuthal shape is the ¢ rotation method
which is commonly used for background determination. Here the ¢ angle of each particle
is rotated randomly in order to destroy all physical correlations. If the (;b; angle is rotated
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randomly, using Fig. 4.10 as a probability distribution for this transformation, the shape in
qbg will be kept while the physical correlations of the particles are destroyed. Thus we can
study only the effect of the detector acceptance. The results are displayed in Fig. 4.11. All
the data points are fluctuating around zero. The signal and background correlations disappear
and are consistent with zero. Therefore the pure detector acceptance reflected by the shape of
the c;b; distribution is not able to introduce a non-zero correlation in (sin(Ad);))TOT. Otherwise,
there would have been a clear non-zero correlation present in Fig. 4.11. However, this does not
exclude a possible correlation of some physical effect which is coupled to the detector acceptance
and finally influences the measurement. Hence this investigation can only be seen as a first step,
to exclude a pure detector effect but more detailed investigations are needed in order to make
the polarization measurement most precise. To disentangle such correlations is not trivial in the
experimental data, therefore Monte-Carlo simulations will be used as described in Ch. 5.

4.6 Corrections for reconstruction efficiency

From all the A hyperons that are produced in the heavy-ion collisions, only a certain percentage
will have both daughter particles reaching the active volume of the detector. This is defined as
the geometrical acceptance and reduces the amount of A hyperons that can be detected. If one
wants to get the number of A hyperons being produced in the collisions, this has to be taken into
account via acceptance correction. The acceptance correction is realised based on simulations.
Yet it is not clear how the acceptance influences the measurement of the polarization and thus
futher studies as described in Ch. 5 are necessary.

Not all particles that reach the detector (accepted) are reconstructed. This can be traced back to
several reasons. For example the amount of charge deposited in one of the detector subsystems
might not be enough to generate a hit such that a full track could not be reconstructed. Hence,
particles are lost. This is particularly influencing the reconstruction of particles which decay to
two or more particles. If one of the decay particles is not reconstructed, there is no possibility to
reconstruct the original signal while the combinatorial background is increased. To take these
effects into account the data is usually corrected to match the finite detector reconstruction
efficiency. This includes all the selection criteria applied (event and particle selection, cuts
on the decay topology etc.), since typically the amount of A hyperons in acceptance Nya. iS
compared to the amount of reconstructed A hyperons in the final sample Np..,. Hence the
acceptance a and the reconstruction efficiency e can be defined as:

_ NInAcc . _ NReco
a=——, € e

; (4.19)
N47'c

N, InAcc

The efficiency depends on the phase-space as well as on the centrality of the collision due to
the larger amount of particles hitting the detector in central collisions. For the A hyperon, the
efficiency lies between 5 — 15% depending on the phase-space region. On the egdes of the
measured phase-space, defined by the acceptance, it even gets smaller. Hence the correction
factors, i.e. 1/e, can reach large values. This might be problematic if single bins are strongly
overweighted and influence the overall distributions under observation.

The flow and polarization components are averaged as a function of the invariant mass to ex-
tract the signal. While the azimuthal anisotropic flow is of the order ~ 10~ — 1072 for directed
and elliptic flow, the polarization effect is one order of magnitude smaller, 10~3. Especially for
such small signals, single bins have statistical fluctuations and will fluctuate from zero. When
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the average of many particles and events is performed, these fluctuations cancel to a certain
precision which depends on the overall statistics. However, if such a strongly fluctuating bin is
weighted with an efficiency correction factor of 20 or more, the deviation from zero is strongly
amplified. Thus the average value is strongly distorted by these fluctuations and as a result
the bin-to-bin variations are strong, which is only a systematic uncertainty introduced by the
method.

To avoid such issues, one can make use of the fact that the flow and polarization components
are averaged observables and not absolute numbers. Hence the absolute weighting is not of a
primary importance, but the relative one. Consequently, one can scale the efficiency distribution
to the average efficiency, such that the weighting factors scatter around one and on average no
correction is applied. By this only the relative difference are corrected and large bin fluctua-
tions are avoided. This is sufficient since an overall loss of A candidates equally distributed in
space will only reduce the statistical significance but have no influence on the final value of
the observable. However, if, due to physical effects, the polarization is not constant over the
full phase-space, a phase-space dependent reconstruction efficiency will prefer a certain region
more than others and thus the integrated value is systematically shifted. To properly take into
account this effect, weighting with relative efficiency is necessary.

Figure 4.12: Phase-space distribution for signal (true A hyperons, left panel) and background
(only primary p and 7™, right panel) shown for simulated A hyperons embedded to
UrQMD Au+Au collisions. Different regions of the phase-space are populated from
signal and background.

The efficiency correction will be applied as a function of the phase-space, i.e. € = €(0, ¢ ). Fig.
4.12 shows the phase-space distribution for true A hyperons (left panel) and pure background,
consisting only of primary protons and pions (right panel). Both distributions have been cal-
culated from A hyperons simulated with the Pluto event generator and embedded to UrQMD
Au+Au collisions. The results are shown after all selection criteria have been applied, however,
the cut on the MVA is not used here. As can be seen, signal and background populate the same
region in p, and different region in y. The A hyperons are mainly detected at backward rapidity
and moderate transverse momenta from 300 — 700 MeV/c. The boundaries of the distribution
are defined by the geometrical acceptance. The background is focussed at backward rapidities
Yeu < —0.3 but also at the low to moderate p, range of 200 —600MeV/c. It has a distribution
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which goes beneath the main phase-space region of the A hyperons. All in all this makes the
signal-to-background ratio strongly dependent on the phase-space region. While at the back-
ward rapidity the distribution is dominated by background, it is exactly opposite at forward
rapidities where the signal dominates.

The efficiencies are calculated from A hyperons embedded to experimental data. To determine
the amount of A hyperons inside the detector acceptance, for each of the daughter particles
six fired wires in each of the four MDCs, together with a hit in META system, are required. If
these conditions are fulfilled the A hyperon is considered to be in acceptance. Similarly, the A
candidates are defined to be successfully reconstructed if they pass all selection criteria that are
used in the experimental data. Then the amount of accepted A hyperons, Nu..(p;, y), and the
amount of reconstructed A hyperons, Ng..,(P;,y) are counted for each phase-space bin sepa-
rately. The corresponding efficiencies are calculated according to Eq. 4.20 by dividing the two
distributions. A minimum requirement of N,.. > 30 has been used to remove bins at the edges
of the distribution with large statistical fluctuations. Then the mean efficiency € is calculated

by:

d eco
[y [dp geepny) 0
€= d fd dNReco ’ (4 )
f Y ) 9Pt qydp,

while the integration is performed over the particular phase-space region which is analyzed.

In the next step, the efficiency map, i.e. €(p,,y), is divided by the mean efficiency to result in
the final efficiencies €’(p,, y) = e€(p,, y)/€. Thereby, it is guaranteed that the average correction
is € = 1 and that only the relative efficiency differences in the phase-space are corrected. A
further requirement of €’(p,, y) > 0.3 is used to remove areas of low efficiencies. Due to the
finite binning, there can still be fluctuactions, especially in the outer regions of the phase-space.
They reflect by sharp transitions from one bin to the neighbouring one. These fluctuations prop-
agates to the final results which introduces unnecessary systematics. This can be avoided if the
efficiency matrix is smoothed, a procedure which adjusts the efficiencies by taking into account
the neighboring bins. For this purpose the Savitzky-Golay filter [Sav64] is used. This is a poly-
nomial regression and its degree depends on the amount of data points used for flattening. A
clear advantage of this method is that local minima or maxima are not cut from the distribution
and therefore the local structure is conserved partially. It turned out that the smoothest results
can be achieved when the flattening is done in a box of 9 x 9 bins around the bin to which the
flattening procedure is applied. For sure this has some limitations at the edges of the distribu-
tion.

The efficiency matrices which will be used to correct the data for detector reconstruction loses
and the selection of the A candidates are shown in Fig. 4.13. The highest efficiency is achieved
in the backward rapidity, high transverse momentum area where only few particles hit the
detector. This can be seen by taking a look at the same phase-space region in the number dis-
tribution shown in Fig. 4.12. At the center-of-gravity of the A hyperons the efficiency is slightly
above one and drops significantly towards the edges of the distribution which are defined from
the requirement €’(p,,y) > 0.3. This also cuts a lot in the region where the background is
dominating.
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Figure 4.13: Phase-space dependent efficiency matrices for Au+Au (left panel) and Ag+Ag (right
panel) collisions. The efficiencies have been calculated using simulated A hyperons
embedded to experimental data. The efficiencies have been further rescaled to the
mean efficiency and smoothed by making use of the Savitzky-Golay filter [Sav64]. A
minimum requirement of € > 0.3 is applied to remove areas of very low efficiency.

Motivated by the distribution of the efficiencies, a minimum cut on the transverse momentum of
p; > 200MeV/c is applied. The effect of this cut is negligible, however, regions of low efficiency
and also little coverage in rapidity are removed. In principle, the aim is to cut out an area of the
phase-space, which is symmetric to all directions and is not affected by the limit of acceptance.
As can be seen in Fig. 4.13, the bin from p, = 200 — 400 MeV/c is affected as the coverage of
rapidity is very limited. Since the signal could be potentially depending on the phase-space re-
gion, this might introduce an effect from the acceptance which should be avoided. Nonetheless,
a stronger cut on the transverse momentum like p, > 400MeV/c already heavily cuts into the
main distribution of the A hyperons (compare to the left panel of Fig. 4.12) and is not suitable.
Following the same train of argumentation, the rapidity range is restricted to —0.7 < y.,; < 0.3.
The remaining phase-space bin is well in the acceptance of the HADES detector and therefore
all regions can be corrected for the finite reconstruction efficiency.

For the integrated result of the polarization measurement, the phase-space bin is further re-
stricted in rapidity to —0.5 < y;; < 0.3. This has been motivated from the fact that the rapidity
range of —0.7 < y.) < —0.5 is dominated by background while the amount of reconstructed A
hyperons is small. This combinatorial background shows fluctuations under the variations of the
selection criteria beyond the fluctuations of the signal and consequently enhances the system-
atic uncertainty of the polarization measurement (see Ch. 6). Thus the removal of this rapidity
range reduces the systematic uncertainties without influencing much the statistical significance
of the polarization measurement.

The updated efficiency matrices according to Eq. 4.20 for both data sets are shown in Fig.
4.14. The efficiency maps are smooth over the whole phase-space and the acceptance effects
are reduced as much as possible without removing too much of the statistics. In Fig. 4.15 the
results from the invariant mass fit method are also updated to serve as a reference to the follow-
ing investigations. The main effect of the phase-space cut is related to the backward rapidity,
especially —0.7 < yp; < —0.5 which is removed.
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Figure 4.14: Efficiency matrix in rapidity and transverse momentum for the integrated polariza-
tion results in Au+Au collisions at ,/syy = 2.4GeV (left) and Ag+Ag collisions at

VSny = 2.55GeV (right).
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Figure 4.15: Polarization extraction using the invariant mass fit method after phase-space cut
and efficiency correction in Au+Au and Ag+Ag collisions.

4.7 Correction for the radial distance asymmetry

The calculation of the topology parameters (see Sec. 3.9.4 and 9.4) involves the track
parametrization as used by the track reconstruction algorithm. The proper description of the
track involves a direction atrack, which can be given by an azimuthal and polar angle and a base
Etrack, which is given in cylindrical coordinates. The former is normalized to one. For the latter
this requires a position along the beam axis z, the azimuthal angle ¢ and a radial distance R.
This radial distance is the minimum distance of the reconstructed track to the beam axis. It can
be determined from Eq. 9.16 resulting in:

, (4.21)

R= |atrack x (Btrack - J?ref)
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where X,.¢ is a reference point to which the distance of the straight line is measured. The
minimum distance to the beam axis will be in the perpendicular (x, y)-plane, thus the reference
point will have only its z-components being non-zero, while the other two components are zero
by definition. Eq. 4.21 can then be written as:

dx Xtrack 0 d y (ztrack — Zref ) —JY trackdz
R= dy X Yuack |—| O = || Xwackd; — dy (Ztrack - Zref) . (4.22)
dz Ztrack Zref Y trackdx —X trackd y

Since the minimum distance is calculated to a line, it will be in the plane perpendicular to the
beam axis and only the z-component will be used. This results in a short expression, which can
be used to calculated the minimum distance for any given point on the particle track:

R= ytrackdx - xtrackdy' (4.23)

As can be seen the absolute value is not taken, which means that R carries a sign. It is an
inherent property for each reconstructed track and therefore also used in the calculations of all
the decay topology parameters.

The radial distance can also be calculated to any other straight line parallel to the beam axis,
specified by two components xg;; and yq,r. Inserting this in Eq. 4.21 and considering again
only the z-component, which gives the distance in the x y-plane, one gets:

R/(xshift’ .yshift) = ytrackdx - xtrackdy + xshiftdy - .yshiftdx . (4.24)

Taking into account that the components of the direction can be written in terms of the az-
imuthal angle, i.e. d, = cos(¢) and d, = sin(¢), R’ is given by:

R'(Xshife> Yshif) = R + XhieeSin(@) — Ysnirecos(¢). (4.25)

A suitable reference is the event vertex position. For each of the reconstructed proton and pion
tracks, the radial distance to the current event vertex line is calculated by inserting the coor-
dinates Xverrex and Yyerex in Eq. 4.25. If the incoming beam is aligned with the z-axis, the
distribution of R'(Xyertex> Yvertex) = R}, should be symmetric around zero. This distribution is
shown for the proton candidates in Fig. 4.16 for experimental and simulated data in compar-
ison, once with the default cut setting and once without the DCA cut on the daughter tracks,
i.e. dy > 0 and d; > 0. Since these cuts remove tracks which pass a spherical volume around
the event vertex with radius d, or ds, this will also reflect in the distribution of R;, which can
be seen in the right panel by the sharp drop of the distribution at d, = 5 mm. However, there
are still some entries within the d, cut range. These tracks pass the topology cuts as they are
far away from the event vertex, but at the same time close to the event vertex line to generate
entries with R|, < £5mm.
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Figure 4.16: Distribution of the radial distance for protons to the event vertex line in comparison
for experimental Au+Au collisions and UrQMD simulations with embedded A hy-
perons. The distributions are compared without discriminant cut and an additional
invariant mass cut of 1110 < M;,,[MeV/c?] < 1120 to match the signal region. In
comparison to the complete topology cut setting (right), the d, and d; cut have
been removed (left panel) since they are strongly correlated to R/, .
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Figure 4.17: Distribution of RQ/ as a function of the topology parameter d, (left) and d5 (right)
for 1110 < M,,,[MeV/c?] < 1120 to match the signal region. The current value of
d, restricts the maximum value for R},. The minimum requirement of d, > 5mm
reflects in the sharp edge for RQ, = £5mm constantly as a function of ds.

Besides statistical fluctuations, the simulated data confirms the expectations of the symmetry
with respect to the event vertex line for both cut settings. In the left panel of Fig. 4.16 the
experimental data shows a double peak structure, while the main peak is shifted slightly to
positive values of R;,. Below the double peak there seems to be another broad structure which
generates the middle peak after applying the symmetric d, cut displayed in the right panel. The
shifted peaks lead to an asymmetry such that the positive side is weighted more than the nega-
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tive part of R},, which is not reproduced in the simulations.

Fig. 4.17 shows the distribution of R}, as a function of the topology parameters d, and d;. Since
R, is calculated for the proton track, this reflects in the clear correlation to d,, which restricts
the maximum value possible for R|,. This means that the observed asymmetry in R, might de-
pend on the cut value of d, which has to be taken into account for the systematic uncertainties
(see Sec. 6.2). The cut setting of d, > 5mm generated a loss in the region of —5 < R[mm] < 5
which reflects in the d; distribution by the sharp egde as plotted in the right panel. In principle,
the correlation to other parameters is expected to be negligible, which means that the shape of
R}, should be constant for any value of the parameter. This is indeed confirmed as shown in Fig.
9.7 in the appendix. For the d; distribution shown here the situation is similar. However, due
to the correlation of the proton and pion track, as they are combined to a possible A candidate,
the asymmetry might also vary to some extend as a function of d;.

To check for a potential influence on the polarization observables, the data can be analyzed for
the different values of R},. The sample is divided into 3 regions with R, < —3mm, R, > 3mm
and the range inbetween. The results of the invariant mass fit method for the former two are
shown in Fig. 4.18 for experimental and simulated Au+Au collisions and experimental Ag+Ag
collisions. A very strong correlation to both signal and background is observed in the experimen-
tal data. The background correlation shows a very strong and opposite shape for positive and
negative values of R;,. Yet for the signal, there is a very clear peak in all cases, opposite in sign
for the different regions of R,. The extracted values are very large, of the order of Py, ~ 10%
which is one order of magnitude larger than the integrated result.

The dependence itself could be corrected for, although it would be good to get a better under-
stading of the exact origin, but the asymmetry with respect to R;, can have an influence on the
polarization measurement when the full distribution is integrated. Due to this asymmetry, one
side of the R}, distribution is weighted more than the other and thus the resulting correlations
in (sin(AdJ;‘))TOT might be artificial due to this finding. The effect, primarily on the signal ex-
traction, needs to be quantified and a proper way to correct the experimental data has to be
developed.

Accordingly, the middle region of —3mm < R;, < 3mm has been studied. The observable
<Sin(A¢;)>TOT shows a flat distribution in terms of the background correlation (see Fig. 9.4 and
9.5) and a significant positive result for the signal. However, the overall statistics is very poor
and also the signal-to-background ratio is very small which can be seen in the invariant mass
distributions.

The UrQMD simulations with embedded A hyperons also show the similar trend of the back-
ground correlation as a function of the invariant mass. The slope is lower in comparison to the
experimental data. Concerning the signal, there is a slight offset from zero, but clearly in the
invariant mass region where the A hyperons are dominating, the observable tends to zero away
from the general trend of the background. This is also expected since in UrQMD there is no
polarization of the A hyperons and indeed the integrated result confirms the zero measurement
(see Fig. 9.6). Nevertheless, the pattern of the signal with respect to the background correlation
is exactly opposite to the experimental data. This suggests that the effect in the latter is coupled
to some true polarization signal and not an artificial generation of a signal value. A more de-
tailed simulation study using polarized A hyperons and multi-differential flow indeed confirm
this statement as discussed in detail in Sec. 5.
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Figure 4.18: Polarization measurement extracted using the invariant mass fit method and de-
pending on the radial distance from the event vertex line of RQ, < —3mm (left
column) and RQ, > 3mm (right column). Different data sets are analyzed: exper-
imental Au+Au collisions (upper row), experimental Ag+Ag collisions (middle row)
and simulated Au+Au collisions using the UrQMD model with embedded A hyper-
ans (lower row)
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The study of this effect in the simulation can be used to get a qualitative understanding, but to
extract realistic correction factors for the experimental data is difficult. This is because there
are several parameters involved that determine the effect, i.e. the behavior and strength of
the multi-differential flow of the particles and the phase-space dependence of the polarization
which has not been measured at HADES energies so far. Consequently, the only way to correct
for the radial distance asymmetry (RDA) is to derive an experimental data driven approach. This
approach will be discussed using as an example the Ag+Ag at ,/syy = 2.55GeV data sample,
since it provides the largest statistics and besides larger fluctuations, no qualitative difference
has been found in comparison to the Au+Au data, to which the same checks have been done.
One way to correct for the asymmetry would be to use the R/, distribution in the narrow invari-
ant mass range of 1110 < M;,,[MeV/c?] < 1120 and calculate weights such that the distribu-
tion is flat after correction. As for the efficiency correction, it is important to make sure that
the weighting procedure only accounts for relative differences and therefore the weights w(R;,)
should fulfill the following relation:

+a +a
f N(Ry)w(R})dR;, = f N(Ry)dR,,, (4.26)

—a —a

while a is the symmetric range to which the procedure is applied. To calculate the weights that
fulfill Eq. 4.26, the distribution of R}, needs to be scaled down within the defined range such
that its center-of-gravity is at unity. Thus the scaling factor reads:

+a
_ "N(R/,)dR;
SDown = f aN V+a / (427)
Binsl—qa
Then the weights can be defined as:
s
R/) = -2 4.28

It can be easily tested that these weights indeed fulfill Eq. 4.26. It is necessary to define a finite
range a for the calculation, due to the large tails of the distribution of RQ, (see Fig. 4.16). It
turns out that reasonable weights scattering around unity can be achieved for a range of roughly
a < 15mm. There should be also a lower boundary to not cut strongly into the distribution. It
has been estimated to be a > 7 mm.

According to this procedure, the weights can be calculated within a fixed range and then the
invariant mass fit method can be applied. The results of the extracted signal for different ranges
are discussed in detail in Sec. 6.2 where the stability of this procedure is demonstrated.

In principle, the asymmetry only reflects in the shoulder of the peak, which is enhanced for
positive values of R|, due to an overall shift of the distribution. Therefore, the approach to
correct the RDA is to divide the distribution in three bins, for example of RQ, < —3mm, —3mm <
R, < 3mm and R}, > 3mm as used for the polarization dependency study in Fig. 4.18. Since
the middle part has a flat shape of the background correlation, it will not be weighted and the
weight is fixed to: W_3<rl <3 = 1. Then the other parts can be weighted such that afterwards
their integral is identical. This results in the following equation:

126



Sig Sig
N7, + N,
" — Ry, <-3 Ry,>3 (4.29)
x Sig :
2N,

while x can be either RQ/ <=3 or Ri, > 3. The amount of signal N58 can be determined from
the invariant mass distribution also for smaller subsamples as in the differential analysis.

The effect of this correction is shown in Fig. 4.19. The weights that are applied to the data
are Wgr <3 = 1.028 and WR! >3 = 0.973. Thus the asymmetry is about ~ 3%. Looking to the
extracted polarization, the correction returns a value consistent with the previous attempts and
the overall effects enhances the signal again by AP, ~ 0.4%. This observation also does not
change when the boundaries to define the three bins are changed, such that a = 4 of 5mm.
This is an important result, since the weights grasp at a fixed value of R;, and might in principle
produce a boundary effect. Yet this effect is not significant and can be neglected.

In summary, the overall effect of the correction is stable against changes of the procedure how
the corrections are applied. The same study has been repeated for the Au+Au data and the same
conclusions can be drawn. The results for the three bin weighting is displayed in Fig. 4.20.
The weights in the Au+Au run have been determined to: WR <3 = 1.015364 and Wl >3 =
0.985094. The correction is lower as in the Ag+Ag run and accounts to < 2%. The effect on
the polarization measurement is again an enhancement of the extracted signal, and consistently
to the smaller weights, the shift is about AP, ~ 0.2% (compare to Fig. 4.15).

Due to the stability with respect of the correction procedure and the fact that the three bin
weighting sustains the complete data set since no further cut is introduced, it will be used as
a default in the following. Especially for the differential analysis, it will prove of value as the
weights have to be updated for each differential bin to account for potential correlation related
to the RDA. Another advantage is that the results can be interpreted consistently as the same
correction procedure is used. More details and the estimation of the systematic uncertainty
introduced by the radial distance asymmetry correction will be discussed in Sec. 6.
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Figure 4.19: Polarization in Ag+Ag at ,/sy = 2.55GeV extracted using the invariant mass fit

method after the data has been corrected for the radial distance asymmetry (left
panel). The weights have been calculated from the invariant mass distribution rely-

ing only on the net A counts in three bins of RQ, < =3mm, —3mm < RQ, < 3mm
and R;, > 3mm. The weights are calculated such that the integral of the first and
third bin are equal after correction while the second interval remains unchanged.
The corresponding invariant mass distribution is shown too (right panel).
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4.8 Corrections due to detector occupancy

Another correction which needs to be taken into account is the loss of efficiency due to the
strongly varying track densities in different regions of the detector called occupancy correction.
This correction was motivated by a study of the directed flow of protons and pions which showed
a small off-set from zero at mid-rapidity and furthermore an asymmetry when backward and
forward rapidities? are compared. To correct for these unphysical asymmetries a method based
on the detector occupancy has been proposed [Tlu17]. Since the occupancy depends strongly on
the centrality of the collision but also on the track position in the detector, it has been applied to
four centrality classes and depends on the polar angle 6 as well as the azimuthal angle ¢ — V.
The track density distribution is shown in the left panel of Fig. 4.21. As a function of 0, the
shape is approximately linear. Thus, the shape of the occupancy correction is assumed to be
linear too and the correction is defined as:

e(Ntrack) = 60(1 —k- Ntrack) (4.30)

where Ny, is the amount of tracks in a given (0, ¢ — ¥yp)-bin. €, is determined using simu-
lations and set to €, = 0.98. The constant k is flexible and has been adjusted in a way that the
directed flow of the pions vanishes at mid-rapidity, i.e. vy .|,.,,—o = 0. The efficiency loss due to
occupancy can be calculated in the angular space which is shown in the right panel of Fig. 4.21.
This procedure has been perfomed for negatively and positively charged pions as well as for
protons in 10 % centrality bins from 0 —40%. The corrections have been applied to the exper-
imental data in Au+Au showing a clear improvement of the backward-forward anti-symmetry
for all the particle species [Korl7].

track density correction matrix

0.002

1 10.0015

0.001

I-_‘I-[__i\lll\lll\lll\lll‘lll

0.84

0.0005
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0—150 -100 -50 0 50 100 150 -150 -100 -50 0 50 10011;1500

EP ’] EP ]

Figure 4.21: Track density (left) and occupancy correction matrix (right) as a function of the
polar 6 and azimuthal angle ¢ — ¥}, in the event plane frame for protons in Au+Au
collisions normalized to one event [Tlu17].

2 The symmetry of the collision demands that the directed flow is anti-symmetric with respect to mid-rapidity,

such that v;(y) = —v;(—y).
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To apply similar corrections to the A hyperons is not so straightforward, as the A hyperon itself
does not hit the detector, but its daughter particles do. However, the single particle corrections
for protons and negatively charged pions can be used. The overall correction can further be
defined as the multiplication of the two single particle weights, i.e. €5 =€, - €,-. The resulting
weights w, = 1/€, are displayed in the left panel of Fig. 4.22. The distribution of weights
calculated in 10% centrality bins show several structures which may introduce systematics to
the results. Since the A production has a strong centrality dependence, a finer binning of 2%
in centrality has been interpolated. Therefore, the 10 % occupancy matrices are interpolated by
the function:

ky

m (431)

fl)=1-
which turned out to be the most proper description of the centrality dependence with two free
parameters k; and k, to be adjusted. The fit has been performed individually for each (6, ¢ —
U;p)-bin and the results are stored for 2% steps in the centrality. The resulting weights are
represented by the red curve in the left panel of Fig. 4.22. The distribution shows a continuous
behavior while the center-of-gravity is shifted to higher values, i.e. the average weights are
higher.
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Figure 4.22: Left panel: Occupancy weights for the A candidate for 10% centrality bins (black
curve) and interpolated in 2% centrality (red curve). The interpolation is neces-
sary to get a continuous correction factor. Right panel: Directed flow of the A
hyperons as a function of the rapidity for 10 — 40 % centrality in Au+Au collisions at
V/Sny = 2.4 GeV. Reflected points are shown to demonstrate the agreement for the
backward-forward rapidity regions.
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Figure 4.23: Directed flow of the A hyperons as a function of the rapidity for 10 — 40% cen-
trality in Au+Au collisions at ,/syy = 2.4GeV. Reflected points are shown too, to
demonstrate the agreement for the backward-forward rapidity regions. The results
have been corrected for the occupancy in 10 % centrality bins (left panel) and in 2%
centrality bins (right panel).

The right panel of Fig. 4.22 displays the uncorrected results for the directed flow of the A
hyperons in Au+Au collisions as a function of rapidity. The reflected points are shown to
demonstrate the anti-symmetry of v; as a function of rapidity. The shape has been fit with
a third order polynomial function while the quadratic component is fixed to be zero as in Eq.
1.15. Within statistical uncertainties, the directed flow is consistent with zero at midrapidity; i.e.
Fy =0.001£0.003. Already without occupancy corrections applied, the shape is anti-symmetric
and within statistical errors the directed flow vanishes at mid-rapidity.

In Fig. 4.23, the same data is shown but now the occupancy correction factors are used to
reweight the distribution. As a result, the data point at mid-rapidity is shifted away from zero
by Awly,,,—0 = 0.007 which is significant within the statistical uncertainty of the measure-
ment. As these corrections have been introduced to force the directed flow at mid-rapitidy to
zero>, this does not work out for the A hyperon as a composite particle. Moreover, the slope at
mid-rapidity, i.e. F; in the figures above, is enhanced by roughly 15 %, which is more than intro-
duced by other corrections and excels most systematic uncertainties (see Ch. 6). In comparison
to the uncorrected result, there is also no improvement with respect to the backward-forward
asymmetry. In Fig. 4.24, the results of the invariant mass fit method are shown for two rapidity
bins symmetric with respect to midrapidity, without occupancy corrections applied. Although
the background behaves quantitatively different, the extracted signal of v; confirms the anti-
symmetry as the absolute values are consistent within uncertainties and have opposite sign.
The situation is similar for the Ag+Ag sample as shown in Fig. 4.25, although the extracted
signal of v; is slightly different. Due to these findings the correction does not really improve the
situation of anti-symmetry and off-set at y.,; = 0, it will not be used in further analysis to not
introduce a systematic bias.

3 For sure this only concerns protons and pions for which this correction has been settled.
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Figure 4.24: Measurement of the directed flow using the invariant mass fit method for differ-
ent rapidity bins in Au+Au collisions at ,/syy = 2.4 GeV. The rapidity ranges are

symmetric with respect to midrapidity, i.e.
0.25 < ycy < 0.35 (right).

symmetry of v; as a function of rapidity.
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Figure 4.25: Measurement of the directed flow using the invariant mass fit method for dif-
ferent rapidity bins in Ag+Ag collisions at ,/syy = 2.55GeV. The rapidity ranges

are symmetric with respect to midrapidity, i.e.

—0.25 < yey < —0.15 (left)

and 0.15 < yqy < 0.25 (right). The extracted values confirm the expected anti-
symmetry of v; as a function of rapidity.
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5 Monte-Carlo simulations

For the precise measurement of the global polarization of the A hyperons, it is important to un-
derstand the effect of other physical correlations and detector acceptance in simulations where
the amount of polarization can be set by the user. For this purpose the Monte-Carlo event gen-
erator Pluto is used [Fr609]. As a simulation framework based on C++, it is developed to
generate low-energy heavy-ion collisions. It contains a library of particles together with their
physical properties according to the PDG, such as the mass, decay channels, branching ratios,
lifetimes, etc. The particles are assumed to be produced from a thermal source in order to gen-
erate realistic momentum and also angular distributions.

For the study of the polarization measurement the events are set up to contain the A hyperons of
interest but also the most important background source, i.e. pions and protons. The properties
are set to cope the situation as close as possible to the experimental data, as described in detail
in Sec. 5.1. Then the events are produced with a varying amount of polarization together with
a realistic flow pattern for all particles as described in Sec. 5.2. Having set all the properties of
the particles, the data is handed to HGEANT to simulate a realistic detector response and finally
reconstruct the full tracks from the simulated hit position as described in Sec. 5.3. Sec. 5.4 will
summarize the simulated results and conclusions that could be drawn from the study.

5.1 Event generator and setup

To generate a heavy-ion collision in Pluto, a special particle called fireball is introduced for each
particle species. It contains properties of the collision as the beam energy but also properties
inherent to the particles themselfs. From these sources the particles can be generated without
being restricted by energy and momentum conservation as it would be the case for a fully
simulated heavy-ion collision. The fireball is initialized with the temperatures T; and T, at
which the particles are generated while the corresponding fractions are set by a parameter f.
Afterwards, the total energy of the particle is randomly generated from a Siemens-Rasmussen
distribution [Sie79] given by

dN _ T;\ sinh(B,v,VE2—m2/T;) T,
— o< VE2—m2EX fe YfE/Tl[( r+—1) L — —cosh(B,y,VE2—m2/T;)
dE {f ' E ﬁrYr E2_m2/T1 E [j ! / '

C YrE/T T, sinh(B,y VE2 —m?/Ty) T, - ]}
11— e [(wE) = eosh(br VB =Ty | |

(5.1)

where f3, is the radial expansion velocity also called blast velocity which is also used to calcu-
late y, = 1/4/1—f32. To set the parameters for the particles realistically, the results from the
experimental data are used. There the Siemens Rasmussen ansatz gives very precise results to
describe the transverse mass spectra of the different particles species [Sch16]. Applying this fit
simultaneously to all particles, a common blast velocity 3, and the so-called freeze-out temper-
atures can be extracted. The values are used as input parameters to setup the particle fireball
in the Pluto simulation. The results are summarized in Tab. 5.1. For most of the particles the
transverse mass spectra can be fit with one single slope, only for the pions two slopes have to
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be used [Ada20b]. This results in two different temperatures extracted from the fit with the
corresponding fraction f and 1 — f. To crosscheck the results the transverse mass spectra of
charged pions, protons and A hyperons are compared. A reasonable agreement between the
simulated particles and the experimental data is achieved which can be seen from Fig. 5.1.

Particle Average | Temperature Fraction Blast
species || multiplicity | T; [MeV] | T, [MeV] | f(T;) | velocity B3,
Vi 7 49 89 98 % 0.34
° 9 49 89 98% 0.34
- 12 49 89 98% 0.34
p 75 80 - 100 % 0.34
A 1 (fixed) 60 - 100 % 0.34
K 1 (fixed) 80 - 100 % 0.34

Table 5.1: Particle species used in the event generator Pluto with the corresponding settings:
multiplicity, temperatures and fractions, blast velocity. Most particles are generated
with a Poissonian distribution with an average multiplicity, while the A and Kg are

generated once in each event.
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Figure 5.1: Transverse mass distributions for pions, protons and A hyperons in comparison. The
data points represents the results from Au+Au collisions while the blue line depicts
the results from a bunch of events generated with the Monte-Carlo event generator
Pluto.

To generate a reasonable amount of combinatorial background, protons and pions are estab-
lished to the simulated Pluto event. The multiplicities have been adjusted to their experimental
multiplicities in the 10 — 20 % centrality bin to be closed to the experimental conditions. How-
ever, the multiplicities in the simulation have not been fixed but being generated randomly from
a Poissonian distribution defined by the average multiplicity also summarized in Tab. 5.1. This
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is to make sure that the relative appearance of the particles varies from event to event as in
experimental data.

To study the effect on detector acceptance and reconstruction on the polarization measurement,
the particle multiplicity of the A hyperon is fixed to one for each event to generate reasonable
statistics without producing a large amount of data. Furthermore, to guarantee a good chance
to reconstruct the A hyperon, its decay is forced to the channel A — p + ©7, i.e. the branching
ratio is set to 100 %. This decay is perfomed by Pluto taking into account all the kinematics and
the mean lifetime of the A hyperon.

To also introduce a source of correlated background, the Kg is introduced. The Kg is the particle
that is most often produced in the same collision with a A hyperon and therefore likely to appear
in the experimental data. Its decay channel Kg — 't + n~ includes two particles which might
pass the daughter selection cuts of the A hyperon and thereby introduce a correlated source of
background. Thus the Kg is used to study correlated effects in more detail. If only the combina-
torial background is of interest, all particles related to the Kg can be removed easily in the last
step of the analysis without influencing the uncorrelated result. As for the A hyperon, the decay
channel is also fixed for the Kg .

After all the quantities for the event and the corresponding particles have been generated, the
results are stored in an ASCII format to feed the next step of the analysis which is typically
the detector simulation done by HGEANT. The file starts with one line which contains the in-
formations of the event. These are the event number followed by the number of particles, the
center-of-mass rapidity and the impact parameter of the collision. Then this is followed by
serveral lines containing all the particle informations. For each particle, the energy-momentum
and the time-space components are stored together with its ID and several numbers to dis-
tinguish whether this particle is a primary or if not what particle species its mother particle
corresponds to and so on.

For a primary particle, the space-time vector is (X, t) = (0, 0) while the secondary particles have
a time off-set which is stored in ns and the space coordinates denote the vertex where the decay
has happened. To get a realisitic distribution of the event vertices overall, a list of reconstructed
event vertex coordinates has been stored in a dedicated file from the experimental data. This
guarantees that the distribution of the event vertices in X and Y is reproduced as well as the
Z-distribution resulting from the 15 target segments. In the last stage of the Pluto simulation,
these event vertices are read from the file and then all the particles of one event are set to the
corresponding event vertex, while the secondary particles are shifted as if they would have been
emitted from the new event vertex and then decayed some ns later.

5.2 Implementation of polarization and flow to the Pluto events

The next step is important to introduce the polarization to the A hyperons and the flow to all
particles for the investigation of possible corrected detector effects. Neither Pluto nor HGEANT
provide an option to do this and thus an intermediate step has been introduced for this purpose.
The ASCII files from the Pluto output are taken, the properties inside are changed according to
the requirements and then the same output format is written again, such that the input format
of HGEANT is matched exactly.

For the implementation of both polarization and flow for each event, a corresponding reaction
plane is needed. To avoid correlations to the fixed detector setup afterwards, the reaction plane
is generated randomly for each event. Then the flow and polarization can be implemented with
respect to the reaction plane angle W;,. Another problem is that in the typical Pluto output
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format a storage of the reaction plane angle is not forseen. However, since the storage of the
impact parameter is not needed for this specific analysis, as no centrality selection will be used
later on, this parameter is used to store the reaction plane angle in the intervall [0,27]. Later
on in the analysis, for each event the corresponding reaction plane angle can be read from the
file by using the function to get the impact parameter.

Having fixed the reaction plane angle for the event, the flow of the particles can be implemented.
To mimic the situation in the experimental data as close as possible, the experimental results
will be used to model the shape and magnitude of the signal. For the Au+Au beam time, the
directed and elliptic flow have been measured multi-differentially as a function of transverse
momentum and rapidity for protons [Ada20a], pions, kaons and A hyperons (this study). The
idea is to model the dependencies of the first two flow components such that it can be applied
to the simulations. As a first attempt, only the phase-space integrated values for the flow have
been used, focussing on protons and A hyperons, resulting in v; = —0.1 and v, = —0.06. As
a second attempt, the flow pattern has been implemented individually for the particle species
depending on the phase-space region. Therefore, the experimentally measured v; and v, values
including uncertainties have been extracted for several rapidity bins as a function of the trans-
verse momentum. The midrapidity bin has been set to zero for all values of p,. To describe the
p.-dependence for the directed flow for protons and A hyperons, the function

: k
fi Kk
V1,;/A(Pt) =Tk + ks, (5.2)

is used while for the elliptic flow a third order polynom has been used, where k, to k5 are the
parameters to be adjusted. The fit has been performed for each rapidity bin and reasonable
results over a large transverse momentum range are obtained, only for p, < 100MeV/c or
p; > 1600MeV/c the fit does not follow the qualitative trend. However, the deviations are
justified to be below 1% and in addition these particles will be removed mostly by the particle
selection and will not be important for the final results.

For the pions, a reasonable description of the directed flow has been achieved using a third
order polynom while for the elliptic flow the shape seems to favor the function

+ ks. (5.3)

As a next step, the fit functions are used to determine the rapiditiy dependence in a very fine
binning with respect to the transverse momentum. Then for each of these bins in p,, the rapidity
dependence is fit again to fill the gaps between the distinct data points. For the protons and the
A hyperons, the fit function as expected is used:

vlff;/A(yCM)zklx-l_kzxg' (54)

This also makes sure that the directed flow at midrapidity vanishes. Even the trend of v; for
pions is not similar to the protons and A hyperons, the same fit function is applied. For the
description of the elliptic flow as a function of the rapidity, a second order polynom is used for
protons and A hyperons. In case of the pions, there seems to be no dependence on the rapidity
and thus a constant function is fit.
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Figure 5.2: Two dimensional pattern of the directed (upper row) and elliptic flow (lower row)
modeled from the experimental results of the Au+Au data for pions (left), protons
(middle) and A hyperons (right). The pattern has been modeled over a large range in
the transverse momentum and rapidity space to generate random flow values for the
simulated particles which reproduce the situation in experimental data realistically.

The result of this procedure is a map in two dimensions which describes the flow components
for the different particles in the full phase-space. The flow pattern of v; and v, for all these
particles as modeled by the fit is shown in Fig. 5.2.

At the moment, the same procedure for the Kg is implemented but the flow pattern of the pions
is used. The reason is that the first studies with v;(p,,y) = v,(p;,y) = 0 showed that there is
no significant impact on the final results with or without the K;’ — n* + 1~ decay. More details
will be explained in the following.

For the implementation of the flow for each simulated particle, the transverse momentum and
its rapidity are calculated to get the corresponding v; and v, values from the histogram in Fig.
5.2. These values are used in the function

ddA—Nqb =Ny (1 +2v,cos(A¢p) + 2v,c08(2A¢)) + Neor (5.5)
to mimic the angular dependence A¢ taking into account the first two flow components. N,
is used to shift the function just above zero such that it can be used as a probability density
distribution to generate a new angle A¢"" randomly from the histogram. Since in reality the
flow components are fit from a number distribution, it cannot have entries smaller than zero.
The occurrence of negativ values originates from the corrections applied to the experimental
results, most importantly the correction for the event plane resolution Ryp, but also from regions
where the fit function diverges since no more data points are available. In the former case, the
shift by N,,, will be small and thus both flow components will be reduced slightly. In the latter
case, there will be only a negligible amount of particles striking the detector and passing all
selection cuts which again will not influence this systematic study at all.
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Having the reaction plane angle from the corresponding event at hand, the new azimuthal angle
of the particle can be calculated as ¢"" = Ap"“" + Wy,. If the particle under consideration is
a primary particle and hence its space-time vector is (X, t) = (Xgytvertex, t) the momentum of the
particle can be rotated in the plane perpendicular to the beam axis leaving the z-component of
the momentum unchanged and setting the other components to:

pr" = p,cos(¢p™M), (5.6)
pﬁew = p;sin(¢™™), (5.7)
phew = pold, (5.8)

Applying this procedure for millions of particles will reproduce the overall flow pattern in the
full phase-space.

For the secondary particle, i.e. the A hyperon and the Kg, first the two daughter particles are
combined to the mother track by a direct sum of their energy-momentum four-vector. Since the
mother particles are also emitted form the primary vertex, the same procedure can be applied:
calculating p, and y to get the flow components, setting up the A¢ distribution accordingly,
generate a new azmiuthal angle. However, the rotation has not to be applied to the mother
itself but to their daugther particles which are stored in the output file. To keep the kinematics
of the decay as generated by Pluto unchanged, the relative azimuthal angles from the daughters
to the mother are conserved and the rotation can be written as:

P2 = Pepcos(@p™ + o' — dp), (5.9)
P = pepsin(op™ + o’ — dp), (5.10)
Pi% =DPop. (5.11)

where the index D represents the values from one of the dauthers and M the mother particle.
Since the daughters are not produced at the primary vertex, i.e. (tp,Xp) 7# (0, Xgyrvertex)> the
decay vertex position has to be rotated accordingly by:

new \/(x old —X EVtVertex) + (_)’ old —Y EvtVertex) COS( ¢ i (5 1 2)
new \/(XO] xEvtVertex)2 + (J’B - yEvtVertex) COS(¢neW (5- 13)
dew — Zold (5.14)

keeping the absolute distance from the event to the decay vertex unchanged.

After the procedure has been applied, the simulated data can be analyzed to reconstruct the
flow of the particles. The results are shown in Fig. 5.3. As can be seen in comparison to Fig.
5.2, the shape and magnitude of the flow as a function of rapidity and transverse momentum
is reproduced. For the protons and A hyperons the kinematical restrictions can be seen by the
sharp edge in the upper part of the distribution. Therefore, the phase-space region where the
distribution of the extrapolated flow pattern starts to diverge from the experimental data does
not contribute. Further, the detector acceptance and the particle selection cuts will even stronger
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Figure 5.3: Two dimensional pattern of the directed (upper row) and elliptic flow (lower row)
from the simulated Pluto events for pions (left), protons (middle) and A hyperons
(right). Within the kinematical restrictions, the flow pattern that is implemented can
be reproduced for both magnitude and shape of the distribution which can be seen
in comparison to Fig. 5.2.

cut on the phase-space such that the remaining part is well in agreement with the experimental
flow pattern.
The method for the implementation of the polarization is similar. First a degree of polarization

P/i\rlput for the A hyperons has to be set as an input value. From this value the magnitude of the
first odd component b (see Eq. 4.5) is calulated by reversing Eq. 1.28, i.e. blrlput ,\PmpUt /8.
Then a histogram is filled with the distribution following
dN input__.
——— = Np (1+2b™sin(Ag?)) (5.15)
p
dA(/)}@k

which is again used as a probability distribution from which a random angle Ad);’ne‘” is gener-

ated. An example for an input polarization of P1nput = 6% is displayed in the left panel of Fig.

5.4. An overall shift of the distribution as in Eq. 5.5 is not necessary since b < 0.5 and thus
the distribution cannot have unphysical negative values.

As the polarization of the A hyperons is given by the momentum direction of the proton in
the rest frame of the A hyperon, both daughter particles have to be boosted according to Eq.
4.2. Then the rotation is performed in the rest frame of the A hyperon. The new momentum
components of the proton are calculated using:

Py =B, | - cos(¥rp — AP *Y) - sin(6)), (5.16)
pW =|p | sin(¥gp — A(}S;’“"W) - sin( 9; ), (5.17)
pr"W =1p |-cos(9;‘). (5.18)
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In order to fulfill the momentum conservation, the momentum of the pion is set to f)’;few =

—f);;“ew. To get the corresponding energy and momentum values in the laboratory frame, the
new energy-momentum four-vectors of both daughters have to be transformed back which can
be done by using again Eq. 4.2 and replacing /3 A —[_5 A- Afterwards the values for the energy
and momentum are updated and written to the output file.

These files can directly be analyzed to check that the implementation has been done properly. In
the right panel of Fig. 5.4, the results for the polarization analysis are shown making use of the
A¢-extraction method as described in Sec. 4.2. A determination of signal and background by
the invariant mass distribution is not necessary since for the simulation the A hyperons can be
identified by asking for the PID directly. The result shows that the input polarization can indeed
be reconstructed from the files.

With the possibility to switch the flow of the particles on and off while implementing a varying
amount of polarization to the A hyperons, the data is ready to be handed to the next step of the
simulation where the detector acceptance and the reconstruction procedure are applied.
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Figure 5.4: Implementation of the polarization to the events simulated with Pluto. Left panel:
distribution of the azimuthal angle of the proton in the rest frame of the A hyperon
for an input polarization of P, = 6% which is used as a probability distribution
to randomly generate the proton direction. Right panel: the same distribution as
analyzed from the simulated Pluto files. Within statistical uncertainties the input
polarization can be reproduced by making use of the A¢-extraction method as de-
scribed in Sec. 4.2.

5.3 Detector response and track reconstruction

As a next step of the simulation, the ASCII files are handed to the software HGEANT which is
based on the software GEANT 3.21 [Bru87] developed at CERN. HGEANT contains the geomet-
rical structure of the HADES detector with is defined from the technical drawings to match the
real setup as close as possible. The START detector is not included since the collision time is
taken from the Pluto event directly.

The software propagates all the particles from their initial positions to the detector. Thereby,
all physical effects are taken into account. This includes not only possible decays of unstable
particles, but also interactions with the detector material and deflections inside the magnetic
field. This leads to a large amount of secondary particles being produced. All particles are
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tracked until all possible detector hits have been generated. This results in a data set of particle
hits in the different detector subsystems, containing the hit positions of the particle with the
corresponding time, the momentum and the deposite energy.

This data must be converted into the digital response of the detector. This is done by the dig-
itizer which is a software package to simulate the electronic response of the different detector
subsystems. The signals have to be generated according to the measured detector response to
reflect the finite resolution in the experiment, but also electronical noises and other effects con-
cerning the analog to digital conversion are included. The parameters are set to reproduce the
findings in the experimental data and mimic the raw electronic distributions recorded. After this
steps are done, the resulting ROOT files can be treated as the files recorded in the experiment.
Therefore, all the steps to reconstruct the particle tracks and the corresponding properties are
just the same as for the experimental data as described in Ch. 3.

In summary, the simulated events are converted into the DST file format which can be analyzed
in the same way as the experimental data. This allows to study the effects of the detector ac-
ceptance and the track reconstruction to the observables of interest, while all initial properties
can be fully controlled.

5.4 Null hypothesis check

The simulated Pluto events with the possibility to implement a realistic flow pattern and dif-
ferent amount of polarization can be used for several studies. A proof of principle is to check
how much of the input polarization can be reconstructed when the HADES acceptance and all
reconstruction as well as the selections cuts have been applied. Besides this, the study is also im-
portant to understand the background correlation appearing in the polarization measurement
as determined in Fig. 4.5 and 4.6. It is of special interest to check for possible correlations
between the particle flow and the detector acceptance which might potentially influence the
polarization measurement.

For a final comparison to the experimental data, sufficient statistics is needed such that even
after all the selection criteria are applied, the analysis can still be performed with reasonable
uncertainty. It turned out that a set of 40.000 events is sufficient. The events have been sim-
ulated and prepared according to the requirements described in Sec. 5.1 and 5.2. Then the
detector response has been simulated as described in Sec. 5.3. The resulting DST files can
directly be used for the default analysis, since they are in the same format as the experimental
data. However, the additional information in the simulated files allows to check the overall
amount of A candidates and to disentangle the origin of the proton and pion candidate. The
relative appearance of the possible combination is summarized in Tab. 5.2. The table has been
generated after all the selection cuts also used in the experimental data have been applied, ex-
cept for a cut on the MVA.

Tab. 5.2 shows that the main source of background originates from primary protons, which are
combined with the different sources of 7~ candidates. The possibility, that a 7+ from a Kg is
mistaken as a proton, and survives all selection cuts, is negligible. The number has to be taken
with some care, since the appearance of one A hyperon per event is much larger then in the
experimental data. Since this argument holds also for the Kg it can be expected that the main
background in experiment arises from combinations of two primary particles.

The azimuthal angular distribution of the proton in the rest frame of the A hyperon is shown in
Fig. 5.5. The left panel shows the distribution in case all six sectors are considered while in the
right panel the same distribution is displayed when all particles reconstructed in sector 2 are
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Origin of the pion candidate

Origin of the proton candidate Primary | K decay | A decay

Primary 29% 11% 22%
K¢ decay <1% | <1% | <1%
A decay 1% 0.6% 36%

Table 5.2: Percentage of the particle combination to a A candidate in the simulated Pluto events
after all selection cuts have been applied.

2400_&\\\ T T T T T T T T 1T T T T TT T T T T T 2100;\|\ T T T TT T T T T T T T T TT T T \\\I{
2000[ 1
2300f ‘
| 1900f
| £
1l 1800
492200 )] E
[ [ c 1700
> - 1 > F
o 2100f 1 O 1600F
(&) . ] 1500
2000 B 1400
1900 3 1300
_\\\\I\\\\‘\\\\‘I\\\‘\\\\‘\I\I‘\\\\‘: 1200.\.\ o v b b v by ey by 14
0 50 100 150, 200 250 300 350 0 50 100 150, 200 250 300 350

o, o[

Figure 5.5: Distribution of the azimuthal angle of the proton in the rest frame of the A hyperon
calculated from simulated Pluto events after all particle selections applied except for
the discriminant. After the boost to the rest frame of the A the shape of the six
sectors is still visible: all six sectors (left) and without the sector 2 (right). The distri-
butions match the behavior of the experimental data (compare to Fig. 4.10).

removed. The structure originating from the HADES setup, i.e. the six sectors of MDCs, are still
visible after the proton has been boosed to the rest frame of the A hyperon. In comparison to
the experimental data (see Fig. 4.10) the distribution shows similar behavior. This will allow to
investigate a possible influence of this shape to the final observables, also in case of an inactive
sector as in the Au+Au data. Not only the influence of the anisotropic shape but also a coupled
effect to the flow can be studied. It has been checked that the shape of the distribution does not
depend neither on the flow pattern nor on the amount of polarization introduced.

For simplicity the first samples have been generated only with an integrated flow value, not
depending neither on the phase space nor on the particle species. The values for the directed
and elliptic flow have been chosen to match the integrated results of the A hyperons, i.e. v; =
—0.1 and v, = —0.06. The resulting distribution of the azimuthal angle of the A hyperons
is shown in Fig. 5.6 again for all six sectors active (left panel) and without sector 2 (right
panel). The distribution has been fit with a Fourier expansion up to the second order only
containing the even components representing the flow pattern. The removal of sector 2 reduces
the overall amount of entries roughly by 30 %, however, the reconstructed flow components are
not affected. This confirms that an anisotropy in the initial azimuthal distribution is randomized
when the particles are correlated to the reaction plane, which is orientated randomly with
respect to the detector.
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Figure 5.6: Distribution of the azimuthal angle of A hyperons calculated from simulated Pluto
events after all particle selections applied. The events have been simulated with an
integrated flow of v; = —0.1 and v, = —0.06 for all particles. The reconstructed
values are slightly lower but in principle the pattern is reproduced. The reconstructed
components do not depend on the amount of sectors used in the analysis: all six
sectors (left) vs. sector 2 removed (right).

Comparing the absolute values of the directed and elliptic flow as reconstructed from the sim-
ulated data, both components are slightly reduced with respect to their input values. For the
directed flow, the effect is of the order of 30 % while for the second component v, the effect is
smaller, i.e. roughly 8%. However, the general pattern is reproduced even within the accep-
tance and including all selection cuts.

Regarding the polarization measurement, the angular distribution of A¢* has to be considered.
When no flow and no polarization is implemented the distribution is found to be flat and con-
sistent with the input values. If only the polarization is implemented, the distribution shows
the expected asymmetric shape which can be seen in Fig. 5.7. To reconstruct the value of
the polarization in the distribution, it can be fit with a Fourier expansion. Clearly, the shape
is perfectly described using only the first odd component, excluding for statistical fluctuations
which do not have physical meaning. The determined component b; can be transformed to
the actual polarization of the A hyperons according to Eq. 4.5. The event plane resolution
correction Ryp therein can be droped, since in the simulation the true reaction plane is known
and used to measure flow and polarization, i.e. Rgp = 1. Within statistical uncertainties, the
input polarization is reconstructed which demonstrates that a global polarization measurement
is possible. Another important finding is the consistency between the results when one sector
of the distribution is removed. However, this effect has to be studied in more detail, taking into
account different flow pattern of the particles which might have non-trivial correlations with
the detector acceptance.

First the distribution of Ad); can be plotted for the simulated data sample with the integrated
flow values of v; = —0.1 and v, = —0.06. The results for different input polarizations of
P, =0% and P, = 6% are displayed in Fig. 5.8. In both cases, a clear modification of the shape
can be seen in comparison to the non-flowing data. The shape can be described by a Fourier
expansion while only the first odd and the second even components are considerably non-zero.
It seems that the elliptic flow pattern also introduces a similar pattern to the polarization angle,
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Figure 5.7: Distribution of the polarization angle calculated from simulated Pluto events after all
particle selections applied. The distribution is fit with a Fourier expansion containing
only the first odd component. The measured value for all six sectors active is P, =
(5.95+0.31)% and P, = (5.84 & 0.35) % without sector 2 which confirms the input
polarization for this sample of P, = 6% within statistical uncertainties. This sample
was generated without any flow pattern, i.e. v; = v, =0.

however, of much smaller magnitude and opposite sign than v,. It has been checked that when
no directed flow was implemented, the results do not change. However, this introduced pattern
does not influence the reconstruction of the polarization as in all cases the reconstructed values
match the input polarization.

The Pluto events can also be analyzed using the invariant mass fit method. In this case, no
distinction between signal and background is made when the observables are calculated. The
results of this method with the extracted values are displayed in Fig. 5.9. Two different samples
are shown here: P, = 0% and 6% as an input polarization of the A hyperons. Clearly, the
input polarization is succesfully reconstructed as within statistical uncertainties the results are
consistent. An interesting effect can be observed as a function of the invariant mass: in the
right panel of Fig. 5.9 the averaged component (sin(Ad);))TOT is not fluctuating around zero
at regions of the invariant mass where the background is dominating. Instead, a non-zero
background correlation appears which is approximately half as large as the signal value. This
background correlation is not present when no input polarization was implemented as shown in
the left panel of Fig. 5.9. This leads to the conclusion that the background correlation observed
in the experimental data is related to the initial polarization of the A hyperons.

Serveral sets of simulated data have been generated with varying initial polarization. In the left
panel of Fig. 5.10, the outcome of the polarization analysis, after all cuts applied, is displayed.
Plotting only the true reconstructed A hyperons as a function of Aqbg always yields the input
polarization with is confirmed by the blue points. The red points show the results extracted
by the invariant mass fit method which are also consistent with the input polarization taking
into account statistical uncertainties. There is a small offset at very high polarization of P =
12% but this is not significant. Interesting is the trend indicated by the green points which
represent the background correlation again extracted from the invariant mass fit method. The
correlation to the polarized A hyperons is clearly visible as the increase follows the increasing
input polarization, however with a smaller magnitude.
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Figure 5.8: Distribution of the polarization angle for different input polarization implemented to
Pluto events and after all particle selections applied. For both samples an integrated
flow pattern of v; = —0.1 and v, = —0.06 has been implemented for all particles.
An input polarization of Py, = 0% (left) and P, = 6% (right) has been used. In both
cases the reconstructed values are consistent with the input.

To check the origin of the background correlation the different daughter combinations can be
removed from the sample. The remaining distribution of (sin(Aqb;))TOT as a function of the
invariant mass quantifies the contribution to the background correlation in comparison to the
complete data sample. Referring to Tab. 5.2, the main contributions to the background are pure
combinations of primary particles and primary protons combined with negatively charged pions
originating from a A decay. Fig. 5.11 shows two reduced samples for an input polarization of
P = 6%: once all protons related to a A hyperon are removed (left panel) and once all pions
related to a A hyperon are removed. Since in both cases all true As are also removed, the signal
is removed and thus only the linear background shape is fit to extract the background polar-
ization. In the former case, this correlation is slightly reduced, but still significantly non-zero.
However, if all the pions originating from a A hyperon are removed, the remaining background
correlation vanishes. Therefore, the conclusion is that the background correlation found in
the experimental data can be attributed to a correlated background source, when pions from a
polarized A hyperon are paired with primary protons, which are among the most abandoned
particles and therefore the chance of such a combination is high. In that case the contribution
to <Sin(A¢;))TOT is comparable to the true signal value, but since there is no real physical cor-
relation between the two daughters, their invariant mass will not be restricted to the nominal A
mass, but instead populated over a large range.

To check for possible influence of the missing sector in the Au+Au data, the invariant mass
fit method has been used to extract the polarization from a sample with reduced signal-to-
background ratio. The results are displayed in the right panel of Fig. 5.10. Starting from the
overall sample of simulated A hyperons, again with an input polarization of P = 6%, a certain
percentage of correctly reconstructed A hyperons is removed from the sample. This reduces
the amount of signal in the sample, while keeping the background correlation unaffected. In-
deed the background correlation does not change, however, as the signal-to-background ratio
decreases, the signal extracted from the fit starts to drop to the background value, while the
statistical uncertainty is increasing. This goes in the direction of the polarization measurement
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Figure 5.9: Global polarization measurement of simulated Pluto events using the invariant mass
fit method for signal extraction after the same selection cuts as in the experimental
data have been applied, except for the cut on the discriminant. Different values for
the input polarization have been used: P, = 0% (left panel) and P, = 6% (right

panel). In both cases the reconstructed signal matches the input polarization within
statistical uncertainties.

as extracted from the Au+Au data (see Fig. 4.5). However, the signal-to-background ratio in
the experimental data is around S/B ~ 3 —5 which is well in the region where the output po-
larization matches the input.

The results from the study with multi-differential flow pattern are similar. The left panel of
Fig. 5.12 displays the A(;b;‘; distribution of the reconstructed true A hyperons. Again, the input
polarization is reconstructed within uncertainties and the only other component present is the
second even term. Hence the results are qualitatively consistent. This is also underlined from
the invariant mass fit method, shown in the right panel of Fig. 5.12. Here again the input
polarization is precisely reconstructed. Also the presence of the background correlation could
be veryfied, however, with a smaller magnitude in comparison to the integrated flow results.
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Figure 5.10: Correlation plot of the reconstructed polarization of the A hyperons after all se-
lection cuts as in the experimental data have been applied. The analysis has been
performed using Pluto events with different input polarization and integrated flow
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correlation for different values of the input polarization. Right panel: Dependence
of the extracted signal and background correlation using the invariant mass fit
method on the signal-to-background ratio of the sample for a fixed input polar-
ization of P, = 6%. The signal-to-background ratio has been changed by skipping
only true A hyperons, where both daughters have been identified correctly.
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Figure 5.12: Global polarization measurement of simulated Pluto events with an input polariza-
tion of P, = 6% and multi-differential flow pattern v;(p,,y) and v,(p,,y). Left
panel: The distribution of A(ﬁ; for true A hyperons fit with a Fourier expansion
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the fit the polarization can be determined to P, = (6.19 £+ 0.28)%. Right panel:
Results from the invariant mass fit method for signal extraction and background
correlation.
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Figure 5.13: Transverse momentum (left) and rapidity (right) dependence of the reconstructed
polarization of the A hyperons after all selection cuts as in the experimental data
have been applied. The analysis has been perfomed using Pluto events with input
polarization P, = 6% and realistic flow pattern v;(p,,y) and v,(p;, y). The polar-
ization has been extracted using the invariant mass fit method. The signal (red) and
the background correlation (green) are shown.

148



In Fig. 5.13 the results of the invariant mass fit method as a function of the transverse momen-
tum and rapidity are shown. Since the input polarization does not depend on the phase-space
region, a possible trend might be related to a correlation to the flow pattern. Concerning the
extracted signal, there are some variations from bin to bin, however, they are related to sta-
tistical fluctuation. Within the current statistical uncertainties, there is no significant deviation
from a constant polarization signal. Concerning the background correlation, the same argument
holds. The correlation is nearly constant over the rapidity range. For the transverse momentum
dependence, there is a slightly decreasing trend as the combinatorial background fades towards
higher p,, however, this would have to be confirmed for the high momentum range with higher
statistics. The important finding is that there is no significant trend introduced to the polariza-
tion of the A hyperons, which gives the confidence, that within the HADES acceptance, it will
be possible to investigate a possible phase-space dependence of the A polarization.

Concerning the RDA discussed in Sec. 4.7, the same analysis can be performed using the Pluto
setup including flow and polarization. The results are displayed in Fig. 5.14 for two data set
with input polarization P, = 6%. The difference is that once the flow has been switched off and
once the multi-differential flow pattern is introduced. In the former case, the is no significant
effect with respect to the R|, dependence as signal and background correlations are consistent
within uncertainties. The situation changes completely if a realistic flow pattern is applied. The
background shape as a function of the invariant mass matches qualitatively the measurement
from the experimental data, however, the slope is underestimated. More interesting is the effect
related to the signal extraction. Similar to the experimental data, the A polarization is enhanced
in the region of negative R, while it is reduced and even reversed for positive values of R;,.

In comparison to the experimental Au+Au data, both signal values are slightly lower. The dif-
ference of the absolute values in the two measurements for R, < 3mm and R;, > 3mm can be
calculated to:

Ssmi = 1Py 1= [P0 11 %. (5.19)

This is close to the experimental Au+Au data where the difference is about dpxp ~ 9 % (see Fig.
4.18). For vanishing polarization of the A hyperons, the difference is statistically not significant.
This suggests that the effect on the polarization signal with respect to R}, is caused by a global
polarization. If this is assumed, one might expect a value measured in the experimental data to
be ~ 20% smaller than in the Pluto simulation. Rescaling the input polarization according to
the difference found in the measurement of the A polarization with respect to Ry, one finds:

nput O 0.0
PP B =606 099 . 4.9%. (5.20)
s 0.11

This is close to the extracted signal in the Au+Au system. However, as the polarization of the A
hyperons is simulated to be constant over the full phase-space, more differential correlations of
polarization and flow are not taken into account.

The most important finding is that even with the strong dependency of the extracted polarization
of the A hyperons with respect to Rj,, the overall value is well in agreement with the input
polarization.
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Figure 5.14: Polarization measurement extracted using the invariant mass fit method and de-
pending on the radial distance from the event vertex line of Rj, < —3 mm (left col-
umn) and R, > 3 mm (right column). Different Pluto simulations including P, = 6%
are analyzed with (upper row) and without flow (lower row).
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6 Determination of the systematic uncertainties

In this chapter the systematic investigations of the polarization and directed flow measurement
will be discussed. In Sec. 6.1, the sources of systematic uncertainties are described as well
as the differences for the integrated and differential results. Sec. 6.2 discusses the strategy of
how the systematic uncertainties are evaluated including a more detailed discussion on the RDA
correction. Sec. 6.3 includes summary tables and a review of the main sources of systematics.

6.1 Sources of systematic uncertainties

The measurement of the observables result in a final value together with a statistical uncer-
tainty. This statistical uncertainty is extracted from a fit to the data and determined from a
minimization procedure as described in Ap. 9.3. This procedure takes into account the statisti-
cal variations of the individual data points that are fit and thus returns the best fit parameters
with their corresponding uncertainties, which are statistical in nature.

Yet there are also other effects that might influence an observable. There might be effects that
systematically shift the extracted signal. In this case, the only way to deal with it is to do a
careful analysis, identify these effects and apply corrections to get the unaffected result. The
correction that fall into this category are:

* Efficiency correction:
This correction is applied to account for phase-space dependent reconstruction efficiency
(see Sec. 4.6) as the measured observables might also depend on phase-space and when
integrating this could be a potential bias. However, there are different approaches to
correct for the efficiency and thus this might lead to systematic variation of the result.

* Radial distance asymmetry correction:
This correction was derived from the experimental data (see Sec. 4.7) to account for the
asymmetric distribution of R|, and the strong dependence of the polarization measure-
ment on this particular parameter. However, there are several ways to define appropriate
corrections and thus systematic varations of the final observables have to be evaluated.

Further systematics that can influence the measurement of the observables are the specific se-
lection criteria which have been applied. As the selection of the decay daughter particles of the
A hyperon, i.e. the identification of p and 7™, does not include a strong cut in the sample of
theses partices, the effect is not considered as a systematic. The following selection criteria are
evaluated:

* Pre-selection criteria on the decay topology of the A hyperon candidates:
A specific set of topology parameters is determined for each combination of p and 7t~ as
discussed in Sec. 3.9.4. These parameters are used to distinguish the random combina-
tions from the decay products. As the distribution for signal and background overlap, the
topology criteria always reject part of the signal distribution, which might involve a bias to
the extracted observables.

* Selection on the multi-variate analysis (MVA):
The MVA defines a multi-dimensional map in the space of the topology parameters and the
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masses of the particles and is used to select the A hyperon candidates used in the analyis
(see Sec. 3.9.5). The informations of the MVA are brought into a single parameter, the
discriminant D,,;,(MVA) which is used for the selection.

* Reduction of multiple counting:
For the combinations of p and 7~ within an event, it is possible that some particles appear
in multiple A hyperon candiates. This is clearly unphysical and a decision has to be taken
which combination is preferred (see Sec. 3.9.6). This can be done using the invariant mass
of the MVA and the results obtained with these two approaches are compared.

Another potential bias to the measurement is the method that is used to extract the signal from
the data sample used in the analysis, which contains background too. There are several option
for the signal extraction with the invariant mass fit method (see Sec. 4.3) which have to be
considered:

* Signal and background determination:
The signal and background fractions are needed as an input to the invariant mass fit
method. They are determined by a fit to the invariant mass distribution. This can be
done in two ways, either using the mixed-event technique or applying a direct fit to the
same-event data (see Sec. 3.9.7).

* Invariant mass range of the signal extraction:
In the invariant mass fit method, the fit to extract the polarization signal (see Eq. 4.11)
has to be applied in a wider invariant mass range in order to determine the background
correlation in the region where the background fraction is fzg &~ 1. As a linear dependency
on the invariant mass is assumed, the background shape can depend on the range used for
the fit.

* Constant background assumption:
The linear background shape used for the signal extraction in the invariant mass fit method
is only motivated from the experimental data. However, as the data points are associated
with statistical uncertainties, also different dependence of the background on the invariant
mass is possible. Consequently, a constant dependency is tested too.

There is also a second method which can be used to extract the signal:

* Ag¢-extraction method:
As the method itself might influence the extraction of the signal in a systematic way, the
second method is used as a reference to the invariant mass fit method.

Then there are uncertainties in the calculation of the A hyperon polarization defined in Eq. 4.5.
These are scaling errors that are included into the systematic uncertainty:

* Event plane resolution correction:
The determination of the event plane resolution correction Ry, (see Sec. 3.6) has a finite
resolution which has to be taken into account.

* Decay parameter:
The measurement of the decay parameter a, has a statistical uncertainty [Zyl20] which
results in a scaling bias of the polarization measurement.
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Systematic uncertainties in the differential analysis

For the differential analysis, the data sample is divided into smaller sub-samples resulting in
lower statistical significance of the individual subsets. This leads to larger statistical fluctuation
as the systematics are evaluated. To avoid an overestimation of the systematic uncertainties, the
uncertainties found for the integrated results are taken. Only the sources, that are expected to
depend on the differential parameter are re-evaluated in the particular analysis:

* Efficiency correction:
The efficiency correction is different for different regions of the phase-space and for differ-
ent collision centralities. Consequently, the effect for the differential analysis is evaluated
in each differential bin separately.

* Radial distance asymmetry correction:
The correction for the asymmetry in R|, might be correlated to the collision centrality but
also to the phase-space as different regions have varying signal-to-background ratio.

* A¢-extraction method:
The application of the second method involves a decomposition of the data sample in bins
of A¢ for which the amount of signal is determined from the invariant mass distribution.
As the determination of the signal depends on the shape of the distribution and the back-
ground shape strongly depends on the phase-space region, it is evaluated separately for
each bin.

* Constant background assumption:
Similar to the A¢-extraction method, the background shape is important in the invariant
mass fit method to determine the background.

* Event plane resolution correction:
The event plane resolution Ry has larger uncertainty in the most central events as only
few particles reach the Forward Wall and can be used for event plane reconstruction. Con-
sequently, the associated scaling error will be different as a function of the centrality.

6.2 Evaluation of the final systematic uncertainties

The systematic uncertainty can be estimated by varying all possible selections that have been
applied and check for the variation of the final observable. These variations can be treated
similar to the statistical uncertainties and are combined by a quadratic sum. However, this is not
the appropriate procedure as in principle the samples of different settings are highly correlated.
To avoid this, one may divide the overall sample into different, independent subsamples and
apply the analysis separately. Yet this is not possible for the polarization analysis due to the
immense requirement of statistics.

If a cut is tightened, this set of data is completely included in the default sample and thus they
are strongly correlated. This also holds in case of more relaxed cuts, just the other way round.
A possible variation of the result might be due to a statistical variations only and not related to
a systematic effect. In this case, this is already covered by the statistical uncertainty. To identify,
whether a variation in the observable is most probably of statistical nature or due to a systematic
variation, one can apply the so-called Barlow criterion [Bar02]:
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where x40.s£0 4ef iS the result extracted from the default sample and x,,, &0 ,, the result with the
variation of a certain cut. Using this criterion allows to decide on a variation taking into account
the statistics in the two samples which reflect in the corresponding uncertainties. If B < 1,
the variation is below the statistical variation and in this case, the corresponding variation is not
included into the systematic uncertainty.

The next question arises to: what is a reasonable variation to a specific cut parameter? In
this analysis, the variations to the different cut parameters will be applied in a symmetric range
around the default value. The maximum variation is determined from the amount of A hyperons
extracted from the invariant mass distribution. The cuts have been varied until N, exeeds a
variation of 15% with respect to the default setting, i.e.

ar def
|NX _NAe|

def
NA

~ 15 %. (6.2)

This ensures a consistent treatment of all the cut parameters and the resulting variations can
be compared directly. Within the defined range of variation, a reasonable amount of bins have
been set and then the analysis has been performed. By this, one can identify possible correla-
tions or trends of the extracted signal which might give a hint for a further study. If the results
just fluctuated around the default value, the Barlow criterion is applied to decide whether this
variation is negligible or must be included into the systematic uncertainty.

The variation of cut parameters includes in principle also the PID of the daughter particles.
However, the mass cuts used to identify the negatively charged pion and the proton are very
widened (see Sec. 3.8) and thus all the systematics are covered by the A identification via its
decay topology (see Sec. 3.9.4) and the neural network (see Sec. 3.9.5).

Then there are also different systematics related to the method applied to determine the com-
binatorial background and to extract the signal. In this case, the sample under consideration
is identical, however, the results may differ as their corresponding uncertainty. Consequently,
the Barlow criterion can be used again to identify the relevant contributions to the systematic
uncertainty. The total systematic uncertainty is then calculated by:

Agys = \‘ ZA%, (6.3)

where i runs over all the checks that have been performed and that pass the Barlow criterion
B For sure there are parameters that are correlated, as the topology parameters, however,
the correlation is not taken into account and the contributions are considered uncorrelated in
Eq. 6.3.
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Systematics on the radial distance asymmetry correction

Instead of the 3bins weighting that is used to obtain the final results of the A polarization,
different approaches have been tested to correct for the RDA. One approach was to restrict the
values of R}, to a finite range a and reweight the R|, distribution to be flat afterwards. In the left
panel of Fig. 6.1 the results of this procedure are shown together with an example distribution
of the corresponding weights for a range of a = 12 mm in the right panel. The distribution of the
weights show the necessity to cut on a finite range, as on the boundary they diverge. Together
with the polarization measurements, the mean value with the default deviation are plotted by
the grey lines. The result of the procedure is very stable, resulting in a small default deviation of
the set of data points. The mean value of P, &~ 3.2% is larger than the uncorrected, full range
value of P, ~ 2.8% (see Fig. 4.7). Hence, the application of this weighting procedure to flatten
the distribution of R}, in an invariant mass range of 1110 < M;,,[MeV/ c?] < 1120 results in a
shift of AP, ~ 0.4 % consistently for different ranges.
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Figure 6.1: Left panel: Results of the extracted polarization signal for different ranges after the
R-weighting defined within 1110 < M,,,[MeV/c?] < 1120 has been applied. The
data set has a mean value of P,[%] = 3.212 % 0.036 (grey lines). Right panel: The
distribution of the calculated weights for a defined range of a = 12 mm.

As a second attempt, the distribution of RQ, can be scanned in small bins, for which the invariant
mass distribution is plotted. Then the amount of signal can be determined and plotted again as
a function of Ry,. This distribution is shown in the right panel of Fig. 6.2. Then the procedure
above can be applied, however, in a more discrete way, since the amount of bins is limited. Since
most of the background is sitting close to the event vertex line, i.e. Ry, is small, the shape of the
distribution of net A hyperons is broadend. Therefore, the range of the weighting procedure
can be shifted slightly to higher values. The results for this study are shown in the left panel
of Fig. 6.2. In comparison to the first attempt, the fluctuations for different ranges are larger,
however, the results are consistent and the mean value is basically unchanged. Hence, also with
this solely signal driven correction, the effect to the final result is again a shift of AP, ~ 0.4 %.

There are some disadvantages using such a correction procedure as described above. First,
due to the necessity of a finite range to keep the weights in a reasonable range of the order
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w(R},) ~ 1, the statistical significance of the sample is reduced. To give some number for the
largest range, the signal sums up to ~ 90% of the overall A hyperons, while for the lowest
range the sample is reduced to ~ 60%. This is solely due to the range cut applied. It has been
checked that the range cut itself does not influence the polarization measurement, but the signal
reduction is significant and should be avoided.

Second, the aim of this approach is to correct the polarization measurement from the bias that
is introduced due to the asymmetry in R},. Thus the corrected distribution should be symmetric,
but the actual procedure is flattening the distribution completely. This might potentially cause
some effect at the boundaries, especially for high |R|,| where the polatization magnitude is
largest. These regions have the largest weights (see right panel of Fig. 6.1) and small statistical
fluctuations might artificially influence the final result. This applies even more to the differential
study of the polarization analysis, where the overall statistics is subdivided into much smaller
samples.
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Figure 6.2: Left panel: Results of the extracted polarization signal for different ranges after the
R-weighting defined only from true A hyperons has been applied. The data set has a
mean value of P, [%] = 3.216 £0.099 (grey lines). Right panel: Signal distribution as
extracted from the invariant mass distribution as a function of the radial distance to
the event vertex line.

Therefore, the procedure of the 3bin weighting according to the extracted amount of signal
is used. As all the different approaches lead to consistent results, the strategy to estimate the
systematic uncertainty introduced by the correction is as follows: the 3 bin signal weighting is
restricted to ranges a similar to the left panel of Fig. 6.2. Then the 3 bin weights are update
within a given range and the procedure described in Sec. 4.7 is applied. This has the advantage,
that it can be consistently applied also to the differential analysis where some bins have limited
statistics. The variation found with varying range a with respect to the full range result are
taken as systematic uncertainties and treated as described above.

For the extraction of the directed flow of the A hyperons, the same study has been performed.
In Fig. 6.3 the results of the invariant mass fit method for —0.35 < y.;; < —0.25 are shown in
two different region of R{,. In contrast to the polarization, the directed flow is an even function
of R}, and the extracted signal values are comparable in magnitude and have the same sign. The
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difference between the two results is small and as they are combined to the overall result, the

effect of applying the RDA correction is negligible. Consequently, the RDA correction is not used
in the flow measurement.
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Figure 6.3: Measurement of the directed flow using the invariant mass fit method as a function
of the radial distance asymmetry in Au+Au collisions at ,/syy = 2.4 GeV for —0.35 <
Yem < —0.25. Two different regions of Rj, > 3mm and R|, < —3 mm are shown.

6.3 Evaluation of the systematic uncertainties and summary tables

In this section, the summary tables and a discussion of the main sources of the systematic
uncertanties will be discussed.

6.3.1 Global polarization measurement in Ag+Ag

The variations with the decay topology parameters are shown in Fig. 6.4. For D;,(MVA) and d,
the Barlow criterion is consistently below unity such that both do not contribute to the overall
systematic uncertainty. For d,, d; and d, the variations are statistically significant, but the
deviation from the default result is small. The main contribution to the systematic uncertainty
comes from the variation of d,. For d, (and also d;), the RDA weights are updated for each
specific value of the cut (see Sec. 4.7 for details). For d, the value of the extracted polarization
decreases slightly as the cut is relaxed, i.e. if d, is smaller. The maximum deviation from
the default result is found to be Asys = £0.237 which corresponds to a relative uncertainty of
sys/ P AT =7.5%.

Further studies as the determination of the signal and background using the same-event fit to
the invariant mass distribution, varying the fit range for the signal extraction and changing
the selection of the best pair according to the discriminant (see Sec. 3.9.6) are not passing the
Barlow criterion and are rejected. This also holds for the effect of the efficiency correction which
is negligible. The polarization fit assuming constant background passes the Barlow criterion,
however, the contribution to the overall systematics is small compared to the main sources.
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Figure 6.4: A polarization in Ag+Ag collisions at ,/syy = 2.55GeV depending on the individ-

ual topology parameters (blue points). The default result is shown too (grey line).
The ranges have been adjusted to a maxmimum variation of 15% in the A yield. A
variation is considered relevant and enters the systematic uncertainty if the Barlow
criterion [Bar02] is beyond B, = 1 (red line).
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Two scaling uncertainties are also included, the 2% variation of the decay parameter a, and
the event plane resolution uncertainty of ARyp = 5% as estimated in [Mam20a].

Using the A¢-extraction method for comparison, the polarization value is well in agreement
within statistical uncertainties. Fig. 6.5 displays the results for 30 bins in Aqb;';. In the left panel,
only the first order harmonics have been fit while in the right panel, the fit is perfomred up to the
third order. As can be seen, the impact on the parameter b,, used to calculate the polarization,
is not significant. The only non-vanishing components are the first odd, i.e. b;, and the first and
second even harmonics, i.e. ¢; and c¢,. Higher order harmonics in the distribution are found to
be consistent with zero, as long as the period of the harmonic is larger than the bin width of the
distribution. In the latter case, the fit would start to pick up the bin-to-bin fluctuations and thus
the extracted values will not have any physical meaning.

The comparison of the two methods using different amount of bins for the A¢-extraction
method is shown in the left panel of Fig. 6.6. As discussed in Sec. 4.2 and 6.3.2, the
results of both methods are not corrected for the finite resolution of the event plane recon-
struction for this particular comparison. Again, both methods deliver consistent results, except
for the statistical uncertainty, which is notebly smaller in the A¢-extraction method. Since
there the statistical uncertainty is not significantly affected, neither by a change in the amount
of bins, nor by a change in the fit order of the Fourier decomposition, the invariant mass fit
method will be taken as a reference for the final results. Another consequence of the difference
of the statistical uncertainties in the two methods is that the Barlow criterion is scaled down.
Nevertheless, as the variations of the value itself are small, the difference between the methods
does not enter the total systematic uncertainty.

The systematic effect of the RDA correction is shown in the right panel of Fig. 6.6. The po-
larization decreases slowly as the range of R;, is restricted, even when the weights are always
updated to the current setting. The Barlow criterion is consistently below one, meaning that the
variations are not significant beyond statistical uncertainties.

A summary of all the systematic checks that have been performed together with the maximum
variation with respect to the default result can be found in Tab. 6.1. All contributions, that pass
the Barlow criterion are added quadratically to result in the overall systematic uncertainty for
the polarization measurement in Ag+Ag to be A;;;al = 0.319, which is of the same order as the
statistical uncertainty.
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Figure 6.5: Distribution of the net A counts as a function of Ad); in Ag+Ag collisions at ,/syy =
2.55 GeV. The distributions have been fit with a Fourier decomposition of first (left)
and third order (right) to extract the first odd harmonic coefficient b, from which the
polarization is calculated. The solid lines represent the first harmonics, the dashed
lines the second and the dashed and dotted lines indicate the strength of the third
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Figure 6.6: Systematic investigation of the A¢-extraction method with different amount of bins
in A¢ (left) and the radial distance asymmetry for different ranges (right) in the
A polarization measurement in Ag+Ag collisions at ,/syy = 2.55GeV. The red line
displayes the Barlow criterion which is found to be B.;; < 1 in all cases such that the
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line indicates the value extracted from the invariant mass fit method while the grey
dashed lines mark the statistical uncertainty.
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. Au+Au@1.23AGeV Ag+Ag@1.58 AGeV

Systematic on Py[%] Absolute | Relative | B AbsoglutesTr Relative | B
Din (MVA) +0.553 | £11.9% | V +0.042 | £1.3% X

d, +0.301 | £6.5% | V +0.084 | £2.6% | V

d, +0.263 | £5.7% | V +0.051 | £1.6% | V

d, +0.672 | £14.6% | V +0.237 | £7.5% | V

ds +0.233 | £5.0% | V +£0.019 | £0.6% X

d, +0.341 | £74% | V +0.074 | £2.3% | V

Best D,,;, (MVA) +0.005 | £0.1% X +0.013 | £0.4% X
Same-event mass fit || £0.000 | +£0.0% X +0.023 | £0.7% X
Fit range +0.102 | £2.2% X +0.032 | £1.0% X

Pol0 BG fit +0.088 | £1.9% X +0.035 | £1.1% | V
Efficiency +0.611 | £133% | v | £0.053 | £1.7% | x

A¢ method +0.253 | £5.5% X +0.053 | £1.7% X
Rgp +0.138 | £3.0% | V +0.159 | £5.0% | V

an +0.094 | £2.0% | V +0.063 | £2.0% | V

RDA +0.686 | £14.9% | x +0.121 | £3.8% X

NG +1.220 | £26.5% | - | £0.319 | £10.1% | -

Table 6.1: Summary of the systematic uncertainties in the polarization measurement for Au+Au
and Ag+Ag. The Barlow criterion [Bar02] has been applied to decide whether a vari-
ation is beyond statistical fluctuations. Only in this particular case, the variation is

included in the quadratic sum resulting in the overall systematic uncertainty A’;‘;;‘a'.

Centrality dependence

The high statistics data sample collected in Ag+Ag collisions at ,/syy = 2.55GeV allows to
perform a differential analysis of the global polarization of the A hyperons. For the centrality
dependent analysis, the results are shown in Fig. 6.7 and 6.8. They have been obtained by
applying the same procedure as for the integrated result.

In the differential analysis, the sample is subdivided such that the statistical significance of each
subsample is reduced compared to the complete data set. The subdivision is usually not uni-
form. To estimate the systematic uncertainty for the individual bins, most of the systematic
uncertainties are propagated from the measurement of the integrated value, i.e. the results in
Tab. 6.1. This is to avoid an overestimation of the systematic uncertainty by fluctuations under
variation of a certain cut parameter which are expected to be larger, but statistical in nature.
This holds for all the parameters, which are not expected to show a specific dependence on the
collision centrality. Then the relative variations are taken and applied to each different cen-
trality bin. To complete the systematics, there are also some checks that have been performed
separately for each centrality bin. One is the effect of the efficiency correction. As it is applied
phase-space dependent for the integrated centrality range, the efficiency map will be the same
for each centrality bin. However, the polarization as a function of the phase-space might be
varying for different centrality and thus the relative correction might be different. To take such
an effect into account, the effect of the efficiency correction has been studied in each centrality
bin and found to be statistically important only in the 10 —20 % and 30 — 40 % centrality bin.
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As the signal-to-background ratio changes significantly with the collision centrality as shown in
Fig. 6.7 and 6.8, the comparison to the A¢-extraction method has been performed for each
individual centrality bin but found to be below statistical fluctuations and consequently, it is
neglected.

Another important check to be done differentially, is the systematic of the RDA correction, as a
correlation to physical variables cannot be excluded. Hence the range R;, has been varied and
the polarization measurement has been performed with updated weights. The effect has been
found to be beyond statistical variations only in the 0 — 10% and 20 — 30 % centrality bin.
Finally, the precision of the event plane reconstruction procedure depends on the amount of
spectators reaching the Forward Wall. As in the central collisions, most particles are partici-
pants while for peripheral collisions there are more spectators, the accuracy of the event plane
reconstruction is much higher in peripheral events. To take this effect into account, the un-
certainty in the event plane resolution is estimated separately for each centrality bin. From the
study presented in [Mam20a], the uncertainty has been estimated to be 15 % in the most central
bin while decreasing to 3 % in the most peripheral bin. The precise values are displayed in Tab.
6.2 together with the other centrality dependend systematic studies. The overall uncertaintites
are determined from a quadratic sum, explicitely including the variations from the integrated
polarization measurement that have been considered independent on the collision centrality.

Systematics on P,[%] 0—10% 10—20% 20—30% 30—40%
Centrality APA[%] | Buic | APA[%] | Baric | APAL%] | Beric | APA[%] | Beri
Efficiency +0.012 X +0.159 | v | £0.023 X +0.474 | V

A¢ method +0.176 | x | £0.070 | x | £0.096 | x | £0.319 | x
Rep +0.129 | v | £0.151 | v | £0.196 | v | £0.167 | v
RDA +0.364 | V +0.058 X +0.280 | v | +0.268 X

AL +0.393 | - | £0.256 | - | £0.484 | - | £0.698 | -

Table 6.2: Summary of the systematic uncertainties in the polarization measurement for Ag+Ag
as a function of the collision centrality. The Barlow criterion [Bar02] has been applied
to decide whether a variation is beyond statistical fluctuations. Only in this particular
case, the variation is included in the quadratic sum resulting in the overall systematic
uncertainty Az;’;‘a'. The dependence on other parameters not listed here are taken
from Tab. 6.1. For the event plane resolution correction, the uncertainties vary from
the central to the peripheral bin by: 15 %, 10 %, 5 %, 3 %.
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Figure 6.7: Centrality dependent polarization measurement for 0 — 20 % centrality. Upper row:
signal extraction using the invariant mass fit method. Lower row: corresponding
distribution of the invariant mass.
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Figure 6.8: Centrality dependent polarization measurement for 20 —40 % centrality. Upper row:
signal extraction using the invariant mass fit method. Lower row: corresponding
distribution of the invariant mass.

Phase-space dependence

Similarly to the centrality dependent study, the procedure is applied also for the phase-space
dependent polarization measurement. Due to the high statistics requirement, the analysis will
only be done for Ag+Ag collisions at ,/syy = 2.55GeV and only differentially in one parame-
ter. Hence for the rapidity dependence, the results are integrated in transverse momentum and
vice versa. Additionally, for each of the corresponding region in the phase-space, the efficiency
matrix is recalculated as described in Sec. 4.6 to ensure a relative weighting within each bin
separately.

The results of the invariant mass fit method as a function of rapidity are shown in Fig. 6.9
and 6.10. Looking to the invariant mass distributions, the background is populating mostly at
the backward rapidities. The A hyperons are mainly produced at slightly backward rapidities
and spread symmetrically over the whole range. As a consequence, the signal-to-background
ratio is poor in the backward region while the mid- and forward bins are clearly dominated by
the signal. In addition, the shape of the background changes significantly, since the backward
region is populated by a lot of combinatorial background, while the forward regions show more
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correlated background of A decay products wrongly matched to primary particles and therefore
the main background contribution to the invariant mass distributions in Fig. 6.10 shifts towards
the nominal A mass.

The different behavior of the background also reflects in the polarization measurement dis-
played in Fig. 6.9. At the most backward rapidities, where the combinatorial background is
dominating, the background correlation is found to be consistent with zero or even slightly neg-
ative within statistical uncertainties. The more the signal starts to dominate the distribution, the
background correlation enhances. The maximum value is found in the most forward rapidity
bin, consistent with the measured value of the signal itself. This supports the conclusion drawn
in Ch. 5 that the non-zero background correlation is caused by a source correlated with the po-
larized A hyperons themselfs, i.e. from missmatched decay products from polarized A hyperons
with uncorrelared particles, mostly primaries.

The polarization measurement has been performed also as a function of the transverse momen-
tum, integrated over rapidity. The results from the invariant mass fit method are shown in Fig.
6.11 and the corresponding distributions of the invariant mass in Fig. 6.12. In principle, the
same conclusions as for the rapidity differential results can be drawn, however, the differences
between low to high p, are not as prominent as for backward to forward rapidities (see Fig.
4.12). At the low transverse momentum, there is the largest contribution from the background,
i.e. mostly of combinatorial origin. Consequently, the background correlation is found consistent
with zero and clearly distinguishable from the signal contribution which is found significantly
non-zero for all the different transverse momentum bins. Towards higher transverse momenta,
the background correlation increases up to p, ~ 1GeV/c where the magnitude actually matches
the signal value. At the very high transverse momenta, the statistics gets very small, making it
necessary to extend the bin width to get an analyzable distribution. Due to this, the bin-to-bin
fluctuations are larger, resulting in a larger statistical uncertainty extracted from the fit.

For the estimation of the systematic uncertainties, the event plane resolution, which is now
constant for all phase-space bins, is taken from the integrated result. Instead, the fit assuming
a constant polarization of the background in (sin(Ad);))TOT is performed for each phase-space
bin separately. This is due to the fact that the background shape strongly depends on the phase-
space region (see Fig. 6.10) and therefore the variation with respect to the linear background
assumption might differ from bin-to-bin. As it turned out, none of the results extracted using the
constant background assumption passes the Barlow criterion and consequently it is neglected
for the determination of the systematic uncertainties. The systematic uncertainties are of similar
magnitude, comparable to the statistical uncertainties. The largest systematic is observed in the
most backward rapidity, i.e. —0.7 < yy < —0.5, and the low transverse momentum bin, i.e.
200 < p,[MeV/c] < 400. These are the bins which are dominated by background which seem to
have a strong influence on the RDA correction. The summary of all the systematic investigations
and the overall uncertainty is given in Tab. 6.3 for the rapditity and in Tab. 6.4 dependent
results.
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Figure 6.9: Polarization measurement in Ag+Ag collisions at ,/syy = 2.55 GeV for different bins
in rapidity integrated in transverse momentum.
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Figure 6.10: Invariant mass distributions in Ag+Ag collisions at ,/syy = 2.55GeV for different
bins in rapidity integrated in the transverse momentum. From left to right and
top to bottom: —0.7 < yoy < —0.5, —0.5 < yopy < —0.3, —0.3 < ycop < —0.1,
—0.1 < yey <0.1,0.1 < yep <0.3.
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Figure 6.11: Polarization measurement in Ag+Ag collisions at ,/syy = 2.55 GeV for different bins
in transverse momentum integrated over rapidity.
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Systematics on P,[%] || —0.7 < yopr < —0.5 | —=0.5 <y <—0.3 | =0.3 < yopr <—0.1 | =0.1 < yp; < 0.1 | 0.1 < yp <0.3
Rapidity APA[%] | Bcrit APA[%] | Bcrit APA[O/O] | Bcrit APA[O/O] | Bcrit APA[O/O] | Bcrit
Efficiency +0.311 X +0.249 v +0.261 v +0.007 X +0.313 v

A¢ method +0.188 X +0.302 X +0.225 X +0.105 X +0.428 X
Pol0 BG fit +0.241 v +0.051 X +0.015 X +0.006 X +0.021 X
RDA +1.349 v +0.199 X +0.358 v +0.331 v +0.246 X
NG +1.384 - +0.392 - +0.569 - +0.456 - +0.386 -

Table 6.3: Summary of the systematic uncertainties in the polarization measurement for Ag+Ag as a function of the rapidity. The Barlow
criterion [Bar02] has been applied to decide whether a variation is beyond statistical fluctuations. Only in this particular case,

the variation is included in the quadratic sum resulting in the overall systematic uncertainty A’;‘;;‘a'. The dependence on other
parameters not listed here are taken from Tab. 6.1.

Systematics on P,[%] 200 < p, <400 | 400 < p, <600 | 600 < p, <800 | 800 < p, <1000 | 1000 < p, < 1500
Transverse momentum [MeV/c] || AP\[%] | Beie | APA[%] | Berie | APA[%] | Berie | APA[%] | Berie | APA[%] | Beic
Efficiency +0.500 | V +0.050 X +0.155 v +0.228 v +0.184 X
A¢ method +0.453 X +0.138 X 0.352 X +0.261 X +0.150 X
Pol0 BG fit +0.105 X +0.029 X +0.014 X +0.007 X +0.003 X
RDA +0.863 v +0.290 X +£0.407 | V +0.208 X +0.531 v
A;;‘;al +1.061 - +0.318 - +0.546 - +0.277 - +0.584 -

Table 6.4: Summary of the systematic uncertainties in the polarization measurement for Ag+Ag as a function of the transverse momen-
tum. The Barlow criterion [Bar02] has been applied to decide whether a variation is beyond statistical fluctuations. Only in

this particular case, the variation is included in the quadratic sum resulting in the overall systematic uncertainty

dependence on other parameters not listed here are taken from Tab. 6.1.
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6.3.2 Global polarization measurement in Au+Au

The A polarization as extracted from the invariant mass fit method for varying topology param-
eters, including the discriminant, is shown in Fig. 6.4 for the Au+Au data. The corrections
to reweight the radial distance asymmetry have been assumed to be constant for the change
of the parameters except for d, and d; (see Sec. 4.7). For the latter two, the weights have
been updated each time the cut value has been changed. In general, the systematic variations
are consistent with the default result, but the variations are significant beyond statistical uncer-
tainties as for all of them the Barlow criterion is found to be B > 1. For d, and D,,;,(MVA)
particularly, the changes are largest. For the former, the divergence from the default results
starts to increase as the d, cut is tightened.

The contribution to the overall systematic uncertainty is extracted by taking the maximum devi-
ation from the default result within the range that has been investigated. The relative deviations
are found to be of the order of Ayy/Py ~ 5—15%, which is smaller compared to the statistical
uncertainty of AP, /P, ~ 21 %.

Further systematics that have been checked are the determination of the signal and background
using the same-event fit to the invariant mass distribution, varying the fit range for the signal
extraction and assuming constant background instead of linear shape (Eq. 4.11) as well as to
change the selection of the best pair according to the discriminant (see Sec. 3.9.6). For all the
different settings, the variations are of the order of Ay /P, ~ 1% at maximum and mostly not
even passing the Barlow criterion. Hence their contribution to the overall systematic is negligi-
ble.

In the left panel of Fig. 6.13, the results of the polarization measurement using the A¢-
extraction method are shown. Thereby, the amount of bins in A¢* have been varied to get
a handle on the effect of bin-to-bin fluctuations to the signal extraction. For the comparison to
the invariant mass fit method, the results are compared after efficiency and RDA corrections, but
without correcting for the event plane resolution. This has the reason that this particular cor-
rection cannot be applied on a particle-by-particle basis, but only as in integrated value over the
whole centrality range of 10 — 40 %. To apply this value correctly, one would have to subdivide
the sample into smaller bins in centrality which is not possible due to the limited statistics (see
Sec. 4.2). To avoid the propagation of this methodical problem to the systematic uncertainties,
the methods are compared forcing Ryp = 1.

In general, the results shown in Fig. 6.13 are in agreement with each other and also with the
value from the invariant mass fit method. However, the statistical uncertainty extracted using
the A¢-extraction method is around ~ 25 % smaller. In addition, it is almost unaffected when
the amount of bins in Aqbz is varied from 12 — 36. This does not even change when the fit
order is varied and reduced to first order only (see Eq. 4.4). This is remarkable taking into
account the fact that the number of free parameters using a fit function up to the third order
and 12bins in AqB; is only fo4f = 12—7 = 5. Therefore, the method seems to underestimate
a bit the bin-to-bin fluctuations. The systematical variations are not significant in terms of the
Barlow criterion, but it has to be mentioned that this is mainly driven by the difference in the
statistical uncertainty appearing in the denominator of Eq. 6.1.

For the systematic uncertainty associated with the RDA correction, the three bin weighting ac-
cording to the signal distribution is applied in a finite range of R},. For each range, the weights
are updated. The motivation to choose the specific range was given by the other method to
reweight the RDA, i.e. applying continuous weights in a finite range to flatten the distribution
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in R}, (see Sec. 4.7 for details). In principle, even for the finite range the updated weights
should account for the loses in the tails and thus this study returns an estimate for the system-
atic variation of the RDA correction. The investigation is compared to the full range result in
the right panel of Fig. 6.13. The values are in agreement, only for the very small ranges the
extracted signal is reduced slightly, however, this is not significant in comparison to statistical
uncertainties and therefore dropped from the overall systematic.

To complete the systematic uncertainty determination, there are three more sources that are
taken into account. The first is a scaling error in the decay parameter of Aa, = 2% which is
added to the systematics. Second, there is also an uncertainty in the determination of the event
plane resolution Ry, which also occurs as a scaling error. A detailed study has been performed
using different set of subevents based on specific region of the Forward Wall and also the MDC
detector [Mam20a] and from this the uncertainty has been estimated to be ARzp = 3 %.

As a last contribution, the variation introduced from the efficiency correction is also included to
the systematic uncertainty. The variation is found to be one of the most important sources. This
is related to the fact that in the Au+Au data there is not really a well-defined peak structure
that restricts the polarization fit in the region of the A mass. Consequently, the fluctuactions are
larger and might even be amplified when corrections are applied. Hence, the signal extraction
is sensitive to single bin fluctuactions, resulting in larger uncertainties.

All the contributions that pass the Barlow criterion are finally added in quadrature resulting in
an overall systematic uncertainty for the polarization measurement to be A;";al = £1.220 which
corresponds to a relative variation of 26.5%. A detailed summary of the different sources and
the overall systematic is given in Tab. 6.1.
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Figure 6.13: Systematic investigation of the A¢-extraction method with different amount of
bins in A¢ (left) and the radial distance asymmetry for different ranges (right)
in the A polarization measurement in Au+Au collisions at ,/syy = 2.4GeV. The
red line displayes the Barlow criterion which is found to be B < 1 in all cases
such that the variations are neglected and not included to the overall systematics.
The grey solid line indicates the value extracted from the invariant mass fit method
while the grey dashed lines mark the statistical uncertainty.
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Figure 6.14: A polarization in Au+Au collisions at ,/syy = 2.4GeV depending on the individual
topology parameters (blue points). The default result is shown too (grey line). The
range has been adjusted to a maximum variation of 15% in the A yield. A variation
is considered relevant and enters the systematic uncertainty if the Barlow criterion
[Bar02] is beyond By = 1 (red line).
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6.3.3 Directed flow slope at midrapidity in Au+Au

Following the same procedure as for the polarization measurement, the systematic uncertainty
of the directed flow slope at midrapidity can be extracted in the same way. Yet this time, the
variations affect the observable only in an indirect way. For example, as a cut parameter is var-
ied, this will change the overall sample by some amount of statistics either put on top or being
removed. However, this difference distributes over several bins in rapidity for which the flow
analysis is performed separately (see Sec. 4.2 and 4.3 for details). This applies explicitely to the
comparison of the two different methods to extract v; which are found to be well in agreement
showing only small variations and are therefore neglected for the overall systematic.

The systematic studies for the extraction of the directed flow slope at midrapidity, as the topol-
ogy parameters are varied, is displayed in Fig. 6.15. The Barlow criterion is not shown for better
visibility, however, in all cases it excels one and thus all of the variations are taken into account
for the systematic uncertainty. The dominant contribution is related to the discriminant.

Other checks are found to have only small contributions, if they pass the Barlow criterion at all.
Two other important sources are the effect of the efficiency correction and the event plane reso-
lution uncertainty estimated in the same way as for the polarization measurement in Sec. 6.3.2.
The overall systematic uncertainty is found to be of the order of 10% and thereby exceeding
the statistical uncertainty by about 60 %. However, in comparison to the extraxcted slope the
uncertainties are reasonable. A detailed summary of all the determined systematic uncertainties
can be found in Tab. 6.5.
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Figure 6.15: Systematic investigation of the directed flow slope at midrapidity (blue points) for
the individual variation of the different topology parameters in Au+Au collisions at
VSnn = 2.4 GeV. The default result is shown too (grey line).

175



6.3.4 Directed flow slope at midrapidity in Ag+Ag at ,/Syy = 2.55 GeV

The same study performed for the Au+Au data (see Sec. 6.3.3) is also applied to extract the
directed flow in Ag+Ag. The directed flow can be extracted precisely for different rapidity bins.
Two examples are shown in Fig. 4.25. There is a small deviation from the anti-symmetry of the
directed flow, however, it does not have a considerable influence on the extraction of the slope
at midrapidity. Considering the two rapidity bins, the difference in the background correlation
is remarkable, showing again the impact from several different sources contributing.

The systematic variation of the directed flow slope as a function of all the topology parameters
is shown in Fig. 6.16. The Barlow criterion is not plotted, however, in all cases the variations
are significant and have to be included to the final systematics. An overview of the results of
the systematic checks in comparison to Au+Au is shown in Tab. 6.5. For Ag+Ag, the variations
with the topology parameters are generally smaller. The main contributions arise from the event
plane resolution and the efficiency correction. Also for the application of the A¢-extraction
method, a deviation beyond statistical fluctuations has been found and included to the final
systematics. Overall, the uncertainty has been found to be of the order of 10% similar to
Au+Au. Due to the high statistics sample, the statistical uncertainty in Ag+Ag is roughly 2.5%
such that the systematic uncertainty exceeds by a factor 3 —4. This could be partially related
to the fact that all relevant contributions to A;;;al are added quadratically, without taking into
account for possible correlations, especially for the topology parameters which are known to be
strongly correlated. However, the systematic uncertainty is still reasonable with respect to the
measured value.

Systematic on dv | Au+Au@1.23AGeV Ag+Ag@1.58 AGeV

dy 1y=0 || Absolute | Relative | B;; | Absolute | Relative | B

Dpin(MVA) +£0.028 | £7.2% | v | £0.004 | £1.4% |

d, +£0.005 | £1.3% | v | £0.005 | £1.7% | V

d; +£0.009 | £2.3% | v | £0.007 | £2.4% | V

d, +0.013 | £33% | v | £0.005 | £1.7% | V

d, +£0.004 | £1.0% | v | £0.002 | £0.7% | V

d, +£0.011 | £2.8% | v | £0.004 | £1.4% | V

Best D,;, (MVA) +0.001 | £0.3% | x +0.000 | £0.0% | x

Same-event mass fit +0.000 | £0.0% X +0.000 | £0.0% | x

Fit range +0.004 | £1.0% | V +0.001 | £0.3% | x

Efficiency +0.011 | £2.8% | v | £0.014 | £49% | V

A¢ method +0.002 | £0.5% | x +0.009 | £3.1% | V

Rgp +£0.012 | £3.0% | v | £0.014 | £5.0% | V

NG +0.038 | £9.9% | - | £0.025 | +8.7% | -

Table 6.5: Summary of the systematic uncertainties in the directed flow slope at midrapidity
measurement for Au+Au and Ag+Ag. The Barlow criterion [Bar02] has been applied
to decide whether a variation is beyond statistical fluctuations. Only in this particular
case, the variation is included in the quadratic sum resulting in the overall systematic

: total
uncertainty Asys .
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Figure 6.16: Systematic investigation of the directed flow slope at midrapidity (blue points) for
the individual variation of the different topology parameters in Ag+Ag collisions at
VSnn = 2.55GeV. The default result is shown too (grey line).
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6.4 Hard-cut analysis

Another cross-check to be performed is the comparison of the results to a default hard-cut anal-
ysis. Here, the selection of the A candidates is solely determined by the topology cuts without
any neural network trained afterwards. This has the clear disadvantage, that the selection cri-
teria have to be enhanced (see Tab. 3.5) which removes a significant part of the signal.
However, the comparison to the hard-cut analysis may indicate if there is a correlation between
the discriminant returned from the neural network and the actual polarization measurement.
At least in the simulations, as shown in Sec. 5.4, this could be ruled out since all the patterns
found in the experimental data have been reproduced qualitatively. However, not all possible
effects are covered by the simulations and consequently it is required to test as much as possible
on the experimental data only.

The result of the invariant mass fit method for the hard-cut analysis in Ag+Ag at /sSyy =
2.55GeV are shown in Fig. 6.17. The same analysis procedure as in Fig. 4.19 has been applied
except for the selection on the decay topology. Comparing the distributions of the invariant
mass, the hard-cut sample is much cleaner, as there is fewer background in the sample and
the signal-to-background ratio is twice as large. However, this is at the cost of a reduction of
the reconstructed A hyperons by more than 50 %. This propagates to the statistical uncertainty
extracted from the fit to the (sin(Aqb;‘))TOT which increases by roughly ~ 1/3. The strong reduc-
tion of the background in the hard-cut sample results in a large fluctuation of the background
correlation in peak region of the nominal A mass. Therefore, the clear peak structure at the
nominal A mass disappears, however, the data points are still consistently following a trend
for the signal correlation significantly different from zero. Concerning the RDA correction, the
same procedure as in Fig. 4.19 has been applied and the effect of the correction has been found
comparable. Overall, the value of the hard-cut analysis is well in agreement with the default
result using the neural network. Hence, there is no significant bias from the neural network to
the polarization measurement.
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Figure 6.17: Polarization measurement in Ag+Ag collisions at ,/syy = 2.55GeV extracted from
a sample determined by hard-cuts on the decay topology using the invariant mass
fit method. Efficiency and RDA correction have been recalculated for this particular
sample. The results are consistent with the multi-variate analysis.
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Similar conclusions can be drawn for the Au+Au data. The results of the hard-cut analysis are
shown in Fig. 6.18. In comparison to Fig. 4.20, the extracted polarization is larger, however,
due to the reduced statistics this can be attributed to statistical fluctuations of single bins that
drive the polarization fit resulting in stronger variations of the final value. However, the results
is at least qualitatively consistent as also for the hard-cut analysis a non-zero polarization has
been measured. The larger fluctuations for the Au+Au data have been discussed in detail in
Sec. 6.3.2 and result in a larger systematic uncertainty that covers the behavior.
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Figure 6.18: Polarization measurement in Au+Au collisions at /syy = 2.4 GeV extracted from a
sample determined by hard-cuts on the decay topology using the invariant mass fit
method. Efficiency and RDA correction have been recalculated for this particular
sample. The results are consistent with the multi-variate analysis.
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7 Results and discussion

In the chapter, the results of the multi-differential global polarization and flow measurement of
A hyperons in Au+Au collisions at ,/syy = 2.4GeV and Ag+Ag collisions at ,/Syy = 2.55GeV
will be discussed. The results are obtained using the invariant mass fit method (see Sec. 4.3)
for the extraction of the signal value. As both directed flow and polarization are averaged
observables, they have been corrected for the relative efficiency which depends on the phase-
space region in transverse momentum and rapidity (see Sec. 4.6). To determine the effect of
the finite detector acceptance, detailed simulations have been performed (see Ch. 5). As a
result, the effect of the detector acceptance on the polarization measurement can be neglected.
Another correction that has been found important for the polarization analysis of the A hyperon
is the radial distance asymmetry (RDA). An experimental driven approach has been developed
to correct for the effect on the polarization (see Sec. 4.7) by the asymmetry of the reconstructed
tracks with respect to a straight line through the collision vertex and parallel to the z-axis.
Applying RDA correction to the data leads to a slight enhancement of the extracted signal.
For the directed flow the RDA correction is not used, as for v; no significant dependence is
observed.

The results are discussed in this chapter. Sec. 7.1 is dedicated to the directed flow of the A
hyperons presented as a function of rapidity and the extraction of its slope at midrapidity. This
will be compared to the slope of the proton directed flow extracted from the same HADES data
sets and put in the context of other experiments. In Sec. 7.2, the measurement of the global
polarization is presented, also multi-differentially as a function of collision centrality, rapidity
and transverse momentum. Final remarks and an outlook will be given in Sec. 7.3.

7.1 Directed flow measurement of the A hyperons

Fig. 7.1 shows the results of the directed flow measurement as a function of rapidity in the
center-of-mass frame for A hyperons in Au+Au collisions at ,/Syy = 2.4GeV (left panel) and
Ag+Ag collisions at ,/syy = 2.55GeV (right panel). The results are integrated in a transverse
momentum range of 200 < p,[MeV/c] < 1500 and a range of 10 —30% in the collision cen-
trality. As the directed flow is anti-symmetric with respect to midrapidity, there are two features
to be notified. First, at midrapidity, i.e. ycy = 0, the directed flow vanishes, i.e. v|,,,—0 = 0.
Second, the reflected data points must overlap, i.e. ;] Yo = _V1|—yCM' For the latter, the re-
flected data points are also shown in Fig. 7.1. For both collision systems, the flow anti-symmetry
is clearly observed. Only around midrapidity, the is a small difference between measured and
reflected points. For the Au+Au system, this only affected one bin at y.,; = 0.1 which fluctuates
above the general trend of the data points. For the Ag+Ag system, there is a consistent trend
in the range of —0.2 < y;; < 0.2 that reduces the extracted value of v; and is included to the
systematic uncertainty of the measurement.

To determine the offset of the directed flow at midrapidity, the rapidity dependence is fit with a
third order polynomial function:

i(Yem) =Fo+F1- Yo +F3- Yoo (7.1)

while the quadratic term is fixed to zero, F, = 0, due to the expected anti-symmetry of v; with
respect to y.,;- The parameter F, is the measure for the offset at midrapidity, F; is the slope at
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Figure 7.1: Measurement of the directed flow as a function of the rapidity for Au+Au collisions at
Sy = 2.4 GeV (left panel) and Ag+Ag collisions at /sy = 2.55GeV (right panel).
Reflected points are shown as the directed flow should be anti-symmetric with re-
spect to midrapidity. A third order polynom with F, = 0 is fit to extract the slope at
midrapidity.

midrapidity and F5 the parameter that defines the curvature. All three parameters are ex-
tracted from the fit. For the Au+Au run, the offset at midrapidity is extracted to be F, =
(1.514 £ 3.331) - 1073, Within statistical uncertainties, the value is consistent with zero. The
same study for the Ag+Ag run returns F, shifted slightly to the negative values as expected
from the trend observed for the data points around midrapidity. The value is measured to be
Fy=(—3.513+1.114)-1073.

A good measure for v, is the slope at midrapidity. This is due to the fact that its sign encodes the
general trend, i.e. in which direction the particles are deflected while its absolute value defines
the strenth of this effect. In case of a posivite slope, the particles sitting at higher rapidities are
pushed outwards, away from the collision center. If the slope is negative, its exactly the oppo-
site effect and the particle at high rapidity are deflected inwards due to an attractive interaction.
Both scenarios are possible, depending on the energy of the colliding system.

From the polynomial fit in Fig. 7.1, the slope at midrapidity could be determined to be
F; = 0.388 + 0.023(stat.) £ 0.038(sys.) in Au+Au and F; = 0.289 £ 0.007(stat.) & 0.025(sys.)
in Ag+Ag collisions. For the estimation of the systematic uncertainties see Ch. 6 for more de-
tails. At the HADES energies, the driving force of the directed flow as a function of rapidity is
the coulomb repulsion leading to a strong outwards deflection reflecting in a positive slope at
midrapidity. For a lower collision energy, the coulomb repulsion is expected to be larger and
thus the same applies also to the v; slope at midrapidity. This trend is confirmed by the two
measurements at ,/Syy = 2.4GeV and ,/Syy = 2.55GeV as for the lower beam energy, the value
is significantly larger.

In Fig. 7.2, the results are displayed as a function of the collision energy and compared to the
world data. An important point has to be made in the comparison of the different measure-
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ments. The directed flow depends strongly on the centrality and transverse momentum range,
which is used to determine the rapidity dependence. For the results of the directed flow slope
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Figure 7.2: Directed flow slope at midrapidity as a function of the collision energy for pro-
tons (red) and A hyperons (blue) measured by HADES (this study and [Mam20b,
Mam20c]), E895 [Liu00, Chu01], FOPI [Rei12] and STAR [Ada21].

of the protons published by the FOPI collaboration [Reil2], they used a low momentum cut of
the dimensionless quantity u,, defined as:

P:

——>04,
Pcm projectile

Uy = (7.2)

where pe projectile 1S the beam momentum. For ,/syy = 2.4 GeV this corresponds to a low trans-
verse momentum cut of p, > 300MeV/c while for ,/syy = 2.55GeV it is p, > 344MeV/c.
For comparison, the same cuts have been used for the protons measured with HADES
[Mam20b, Mam20c] shown by the open squares and circles in Fig. 7.2. The HADES results
are well in agreement with the FOPI measurements of the proton directed flow slope at midra-
pidity. When the cut on the transverse momentum is lowered to p, > 200MeV/c, dv;/dy|,,,—o
decreases by approximately ~ 20% as can be seen by the filled HADES data points. Conse-
quently, the specific phase-space cuts have to be taken into account when experimental results
are compared. This also holds for the comparison to the results obtained by the E895 collabo-
ration. As no lower p, has been applied, a lower value of the slopes is extracted. This can be
clearly seen in the comparison to the HADES points in Fig. 7.2, as both protons and A hyper-
ons are consistently shifted with respect to the HADES results with a lower momentum cut of
p; > 200 MeV/c. Comparing the results of the HADES measurements for protons and A hyper-
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ons, a significant difference in the slope of these two particles is observed similar to the findings
by E895 collaboration. Also the relative difference is of the same order:

dv, 2 dy

~A — o

dycm yeu=oa 3 dycm Yem=0,p

, (7.3)

while for the HADES Au+Au run the difference is slightly smaller, but also associated with
larger uncertainties. In contrast, the recent measurements by the STAR collaboration at ,/Syy =
4.5GeV show no difference in the v; slope at midrapidity between protons and A hyperons
within uncertainties [Ada21]. This poses the question about the origin of the splitting between
protons and A hyperons at lower energies which is still to be understood.
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7.2 Global polarization measurement of the A hyperons

The main aim of this work was to measure for the first time the global polarization in heavy-
ion collisions at lower beam energy at ,/syy ~ 2GeV. So far, no other measurements have
been performed in this energy regime. The measurement of the global polarization has been
performed using the A hyperon. Its weak decay channel A — p + n~ offers a great possibility
to measure the spin orientation of the A hyperon as due to the parity violation, the proton is
predominantly emitted in the spin direction of the A hyperon. Thus the measure of the proton
direction in the rest frame of the A hyperon allows to reconstruct a possible polarization with
respect to the orbital angular momentum.

The global polarization signal of the A hyperons has been extracted using the invariant mass fit
method (see Sec. 4.3) for Au+Au collisions at ,/syy = 2.4GeV and Ag+Ag collisions at ,/Syy =
2.55GeV. The analysis is perfomred in 10 — 40 % collision centrality while the phase-space has
been restricted to —0.5 <y, < 0.3 in rapidity and 200 < p,[MeV/c] < 1500 in the transverse
momentum. The A polarization is found to be P,[%] = 4.609 &+ 0.966(stat.) £ 1.220(sys.) in the
Au+Au system and P,[%] = 3.17440.294(stat.)+0.319(sys.) in the Ag+Ag system. The smaller
uncertainties in the Ag+Ag run reflect the high amount of statistics that have been collected.
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Figure 7.3: Beam energy dependence of the global polarization of the A hyperons measured by
HADES (this study), STAR [Abe07, Ada17, Ada18a] and ALICE [Ach20]. The HADES
results and the STAR results at ,/syy = 200 GeV have been shifted slightly for better
visibility.

The results are displayed as a function of the beam energy in Fig. 7.3 and compared to previous
measurements of the A global polarization. The HADES results have been shifted slightly in
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v/Syn for better visibility. Both measurements continue the increasing trend of the global A
polarization towards lower collision energies measured by the STAR collaboration at the beam
energy scan phase I [Adal7]. Consequently, the largest polarization of the A hyperons has been
measured by HADES. Especially the Ag+ Ag analysis provides a precise measurement witha 10 o
confidence intervall. For the Au+Au run the confidence intervall is found to be 3.8 0. The latter
is caused by the physical condition that the production of the A hyperons at ,/syy = 2.4GeV
is subthreshold and the one, i.e. technical occurrence of an inactive sector during most of the
beam time. Both these effects reduce the signal-to-background ratio and together with the
larger combinatorial background due to the larger system size of Au in comparison to Ag, the
precision of the measurement is reduced. Still the result is consistent with the Ag+Ag system,
as for the larger Au+Au system, larger orbital angular momenta are generated and therefore
an enhancement of the global A polarization can be expected. This is well in line with the
measurements presented in this analysis.

Centrality dependence of the global polarization

The high statistics collected in the Ag+Ag run allows for a multi-differential analysis of the
global polarization measurement. According to Eq. 1.17 the orbital angular momentum is in
first approximation proportional to the impact parameter of the collision. Thus the global po-
larization is expected to increase towards peripheral events. However, it is not fully clear, how
much of the orbital angular momentum remains in the fireball and how much is carried away
by the spectators. Investigations showed that at ,/Syy = 200 GeV only a fraction of 10 —20%
of the orbital angular momentum stays in the system [Jial6]. They also found a strong de-
pendence of this fraction as a function of the impact parameter b while the maximum value
was reached at b = 4fm, corresponding to ~ 7% centrality in Au+Au and ~ 11 % centrality in
Ag+Ag. Towards more peripheral events, the fraction of the orbital momentum inherent to the
fireball slowly decreases. However, at the much lower collision energies measured with HADES,
the colliding nuclei are much slower and additionally less Lorentz-contracted. Therefore, they
play a more important role for the fireball and thus the fraction of orbital angular momentum
might be larger and show different behavior as a function of the collision centrality.

Fig. 7.4 shows the results of the global polarization measurement of the A hyperons for Ag+Ag
collisions at ./syy = 2.55GeV measured within —0.5 < yq; < 0.3 and 200 < p,[MeV/c] <
1500. The values are summarized in Tab. 7.1. The most-central bin has also been analyzed al-
though it is excluded in the analysis of the integrated polarization discussed above. As expected,
the extracted A polarization shows only small deviation from zero. For the 10 — 20 % centrality
bin, the observed signal increases slightly, but the main rise start in the more peripheral colli-
sions reaching values of more than 5% of the A polarization in the most peripheral collisions
analyzed in this work. This strong enhancement goes in line with the expectation of the larger
orbital angular momentum in the peripheral collisions.

For comparison, the theoretical predictions of the centrality dependence of the global polariza-
tion of the A hyperons (see Sec. 1.4 for details) is shown by the blue band [Vit20]. Although
the theoretical calculations does not represent the same phase-space region, they are consistent
with the measured values and reproduce the centrality dependence observed in the experimen-
tal data.

As long and the Au+Au and the Ag+Ag system are analyzed within the same centrality range,
the centrality dependence of the global polarization should reveal the same behavior in both
systems. Due to the larger system size in Au+Au, the magnitude of the polarization is expected
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to be larger. In [Iva06] the global polarization of the A hyperons has been calculated for varying
impact paramter of b = 2,4,6 and 8fm in Au+Au collisions and shows an increasing trend to-
wards peripheral collisions. In Ag+Ag collisions, the impact parameter b = 4—8 fm corresponds
approximately to the 10 — 40 % centrality range. Hence, the increasing trend predicted for the
Au+Au system as a function of the impact parameter, is at least qualitatively consistent with the
experimental findings in the Ag+Ag system.

HADES Preliminary
Ag+Ag s,y = 2.55 GeV
0.2<p, [GeV/c] < 1.5,-0.5< You < 0.3

P, [%]

(9)
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Figure 7.4: Centrality dependence of the global polarization of the A hyperons in Ag+Ag colli-
sions at ,/Syy = 2.55GeV. The theoretical calculations are based on a connection of
the thermal vorticity with the mean spin vector of the A hyperon, while the initial
state is simulated using the UrQMD model [Vit20]. The theoretical predictions are
calculated for p, > 200MeV/c and —0.7 <, CM < 0.6 and not yet fully adjusted to
the experimental data.
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| Centrality || Py\[%] | A% [%] | AY*[%] |
0—10% | 0.858 | 0.334 0.393
10—20% | 1.512 | 0.435 0.256
20—30% | 3.928 | 0.517 0.484
30—40% || 5.552 | 0.623 0.698

Table 7.1: Centrality dependent global polarization measurement of the A hyperons in Ag+Ag
collisions at ,/syy = 2.55GeV for —0.5 < ycy < 0.3 in rapidity and 200 <
p.[MeV/c] < 1500 in transverse momentum. The results including statistical and
systematic uncertainties are summarized.

Phase-space dependence of the global polarization

Similar to the centrality dependence, the global A polarization has been measured as a function
of the phase-space region for 10 —40 % collision centrality. Due to the high amount of statistics
needed to perform a multi-differential precision measurement, the rapidity dependent results
are integrated over transverve momentum for 200 < p,[MeV/c] < 1500 while the transverse
momentum differential results are shown within —0.5 < y); < 0.3.

The results for the rapidity dependence of the global polarization are displayed in Fig. 7.5 and
the values are summarized in Tab. 7.2. In the figure, the two most backward data points have
been reflected to the forward rapidity (open symbols) to indicated a possible trend of the A
polarization. In contrast to the directed flow, the global polarization for symmetric collision
systems is an even function of the rapidity and therefore it should be backward-forward sym-
metric. Within the uncertainties of the measurement, no significant dependency on the rapidity
is observed. This is consistent with the theoretical predictions [Vit20] taken from Fig. 1.17
(see Sec. 1.4.6). For comparison, the results for an impact parameter of b = 5.5 fm have been
used. This corresponds to approximately 20 % collision centrality in the Ag+Ag system. As the
experimental results are integrated over 10—40 % centrality but more A hyperons are produced
in the more central events, the theoretical predictions at b = 5.5 fm should give a good estima-
tion of the expectations for the integrated results. Besides the consistent trend of approximately
constant polarization as a function of rapidity, the predictions agree well also quantitatively,
although the average value is slightly above the measured one.

Another comparison to the theoretical predictions of [Iva06] discussed in Sec. 1.4.6 has been
performed for Au+Au collisions at different collision energies. In Fig. 1.15 the beam energy
dependence of the global polarization of the A hyperons is shown for different ranges in rapid-
ity (always symmetric around midrapidity) down to ,/syy = 2.4GeV. As the rapidity window
is lowered from |y.,| < 0.6 to |yc-y < 0.35, the predicted polarization decreases by ~ 1%
depending on the equation of state used for the calculation. Consequently, a minimum of the
global A polarization at midrapidity is expected, increasing slowly and symmetric towards the
outer regions. Such a trend is not observed in the Ag+Ag data in Fig. 7.5, however, the as-
sociated uncertainties of the measurement does not allow for a final conclusion as they are of
similar magnitude as the predicted effect of the rapidity dependence.

188



'_o| T | T T T | T T T | T T T | T T T | T T T T T T T
0 B _
o ~  HADES Preliminary ]
0" O Ag+Ag (s, =255GeV 10-40% ]
[ 200 < p, [MeV/c] < 1500 ]
5 -
4 E_g_ggg§99gag§§§Eaa§§§sssaaaﬂaasua:% . “H 7 ﬂm“;awigag&gggga&yaan&sﬁasnasyasaaﬂﬂas—gj
o -
oF o -
1 L ——e— HADES measured _
- ——o—— HADES reflected ]
- 7 PLB803 (2020) 135298, b = 5.5fm -
0 B 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 1 1 | 1 B

06 04 02 0 0.2 0.4 0.6
yCM

Figure 7.5: Rapidity dependence of the global polarization of the A hyperons in Ag+Ag collisions
at ,/syn = 2.55GeV. The theoretical calculations are based on a connection of the
thermal vorticity with the mean spin vector of the A hyperon, while the initial state
is simulated using the UrQMD model [Vit20]. The theoretical predictions are shown
for p, > 200 MeV/c which matches the lower p, cut applied to the experimenta data.

| Rapidity | PA[%] | A% [%] | AY[%] |
—0.7<ycy <—05] 1970 | 1.263 1.384
—0.5< ycy <—0.3 | 3.102 | 0.630 0.392
—0.3<ycy <—0.1| 3.653 | 0.496 0.569
—0.1<ycy <0.1 [ 3.205 ] 0.557 0.456

01<yry <03 | 2312 0.834 0.386

Table 7.2: Rapidity dependent global polarization measurement of the A hyperons in Ag+Ag col-
lisions at /syy = 2.55GeV for 10 — 40 % collision centrality and 200 < p,[MeV/c] <
1500 in transverse momentum. The results including statistical and systematic uncer-
tainties are summarized.

Fig. 7.6 displayed the transverse momentum dependence measured in the Ag+Ag system.
The extracted A polarization values can be found in Tab. 7.3. Within uncertainties of the
measurement, no significant dependence on the transverse momentum is observed. Poten-
tially, there could be a slow decrease of the polarization towards high transverse momenta of
p: > 800MeV/c, but this is also the region with the fewest statistics (see Sec. 4.6) and therefore
fluctuations are expected to be larger.
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Again the experimental results are shown in Fig. 1.16 with the theoretical predictions calcu-
lated according to [Vit20]. The theoretical data points corresponding to Ag+Ag collisions at
b = 5.5% have been taken for comparison. The calculations have been performed in a rapidity
range of —0.7 < y)r < 0.6 as shown in Fig. 1.17. This is larger than the experimental coverage
of —0.5 < y.y < 0.3, however, since no significant rapidity dependence is predicted, the influ-
ence on the transverse momentum dependence can be neglected. For the transverse momentum
of 200 < p,[MeV/c] < 800 the theoretical prediction matches the experimental results. At the
higher p,, the predicted polarization continue to slowly increases, while the experimental data
point more in the direction of a slow decrease. However, within the measured uncertainty, no
final conclusions can be drawn so far.
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Figure 7.6: Transverse momentum dependence of the global polarization of the A hyperons in
Ag+Ag collisions at ,/syy = 2.55 GeV. Note that the last transverse momentum bin
covers a larger range of 1000 < p,[MeV/c] < 1500. The theoretical calculations are
based on a connection of the thermal vorticity with the mean spin vector of the A
hyperon, while the initial state is simulated using the UrQMD model [Vit20]. The
theoretical predictions are integrated over —0.7 < y.); < 0.6, thus cover a larger
range in rapidity compared to the experimental results.
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| Transverse momentum | P,[%] | A" [%] | AY*[%] |
200 < p,[MeV/c] <400 | 3.699 | 0.869 | 1.061
400 < p [MeV/c] <600 | 3.253 | 0.510 | 0.318
600 < p,[MeV/c] <800 || 3.371 | 0546 | 0.546
800 < p,[MeV/c] <1000 | 1.609 | 0.761 | 0.277
1000 < p,[MeV/c] < 1500 || 2.476 | 1.087 | 0.584

Table 7.3: Transverse momentum dependent global polarization measurement of the A hyper-
ons in Ag+Ag collisions at ,/syy = 2.55GeV for 10 — 40% collision centrality and
—0.5 < Y < 0.3 in rapidity. The results including statistical and systematic uncer-
tainties are summarized.

7.3 Conclusions and outlook

The global polarization of the system using the polarization of the A hyperons as an observable
has been performed in Au+Au and Ag+Ag collisions. The A polarization is observed to continue
the increasing trend measured by the STAR collaboration [Adal7] down to collision energies of
V/Syn = 2.4GeV. The theoretical calculations are mostly based on relativistic hydrodynamics,
assuming at least local thermodynamic equilibrium to be present trough all the stages of the
collision. Under this assumption, also extending to the spin degrees of freedom, a relation of
the thermal vorticity (see Eq. 1.21) and the mean spin vector of spin-1/2 particle could be devel-
oped (see Eq. 1.20). Then, any model providing the inital conditions of the heavy-ion collision
as the temperature and velocity fields can be used to calculate the vorticity and consequently
the spin polarization of the spin-1/2 particles.

While the local thermodynamic equilibrium is a good approximation at higher collision energies
where the QGP is formed, its application to the low energy regime around ,/syy ~ 2 GeV where
baryons are the dominant degrees of freedom is questionable. If local thermodynamic equilib-
rium is not achieved, the temperatures are not well defined and the applicability of the thermal
vorticity is not reasonable in this case. Still the calculations can be performed using the kine-
matical vorticity [Bec15] as it has been done in [Den20]. They found the global polarization to
be peaking around ,/syy = 3 —5GeV, depending on the collision centrality, and then dropping
down quickly to yield zero at ,/syy = 1.9GeV. As the increasing trend from higher energies
down to the maximum is limited to be consistent with the data from the beam energy scan
phase I program measure by STAR [Adal7], the calculation does not fit with the experiemental
results extracted in this work. However, further investigations are necessary in order to include
a non-equilibrium treatment of the A polarization [Den20].

Similar calculations have been performed in [Jial6] and found the global A polarization to
peak at ,/syy = 7.7GeV and decreasing towards HADES energies to P, ~ 1%. Clearly, this is
not consistent with the measurements presented in this analysis.

In contrast, predictions based on 3-fluid hydrodynamical model [Iva06, Iva21] suggest a strong
enhancement of the global polarization down to ,/syy ~ 2.5GeV up to Py = 5—7% in pe-
ripheral Au+Au collisions, while the results differ about AP, ~ 1% depending on the choise
of the equation of state. Consequently, a precise global polarization measurement of the A hy-
perons can also be used to restrict the EoS in the lower energy range, as the A polarization
for ,/syny > 3GeV is found not sensitive to the choise of EoS [Iva21]. For the comparison to
the HADES results, the A polarization for the example of the crossover EoS has been plotted
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in Fig. 7.7 together with the measured data points for collision energies ,/syy < 12GeV. The
lower boundary of the theoretical band is defined from the calculations at b = 6 fm, while the
upper boundary corresponds to b = 8fm. This can be converted to the collision centrality to
yield ~ 15 —30% for the Au+Au and ~ 25 —45% for the Ag+Ag system. The A polarization
measured in the Au+Au system fits well in the trend predicted by 3D-fluid dynamics. The A
polarization in Ag+Ag is lower, however, as the experimental value is calculated for 10 —40%
centrality, this is more central compared to the theory band and thus expected to be lower. In
addition, the effects of the smaller system size might also result in a reduction of the global A
polarization in Ag+Ag compared to the Au+Au system, as in the later there are more spectators
due to the larger mass number.
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Figure 7.7: Beam energy dependence of the global polarization of the A hyperons in the low
energy regime (STAR [Ada17], HADES (this study)) in comparison to the theoretical
predictions from 3-fluid hydrodynamic models [Iva06, Iva21]. The HADES results have
been shifted slightly for better visibility.

The experimental results have also been compared to theoretical calculations based on the local
equilibrium hydrodynamic ansatz discussed above [Vit20]. For the determination of the ther-
mal vorticity, i.e. the temperature and velocity fields, the UrQMD transport model has been
used [Bas98]. The predictions are in agreement with the experimental findings for the dif-
ferential global A polarization analysis for the centrality, rapidity and transverse momentum
dependence.

In summary, it is very interesting that the hydrodynamical approach based on local thermo-
dynamic equilibrium and the calculations from 3D-fluid dynamics are consistent with the ex-
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periemtal data, while the non-equilibrium approach based on kinematical vorticity significantly
underestimates the measured polarization. Further theoretical studies and new measurements
will provide more data to clearify the situation at the lower beam energies. As the hydrodynam-
ical approaches have been successful to describe the beam energy dependence of the global A
polarization, but had problems at the same time to correctly predict the longitudinal polariza-
tion along the beamline discussed in Sec. 1.4.5 which is related to the elliptic flow. However,
new theoretical studies advertise the importance of the spin polarization induced by thermal
shear to resolve this problem [Fu21, Bec21]. As the elliptic flow changes at HADES energies to
be negative, in contrast to the positive elliptic flow at higher energies (see Fig. 1.8), the sign
of the longitudinal polarization in the different region of the azimuthal angle can be expected
to swap the sign. The large statistics sample of the Ag+Ag data offers a possibility to perform
conjoined measurements of elliptic flow and longitudinal polarization to provide new data to
further constrain the model calculations.
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8 Summary

The first measurements of the global polarization using the A hyperon have been performed
multi-differentially at low collision energies of /syy = 2.4GeV in Au+Au and /syy = 2.55GeV
in Ag+Ag collisions, together with a measurement of the azimuthal anisotropy (directed flow).
For the reconstruction of the A hyperons, a multi-variate analysis (MVA) has been introduced
to increase the performance of the selection cuts based on the ROOT package [HoeO7]. The
neural network has been trained on A hyperons generated with Pluto [Fro09] and embedded
to experimental data for the signal, while the mixed-event technique was used to model the
combinatorial background. Furthermore, the masses of the identified decay daughters, i.e. p
and 7, are fed to the MVA as it significantly improves the distinction between n~ and u. The
selection on the MVA has been optimized for the maximum significance of the signal in the ex-
perimental data. Overall, an increase in the amount of reconstructed A hyperons of ~ 30% has
been achieved in comparison to the hard-cut analysis [Sch17].

Two methods for the analysis of both, polarization and flow have been implemented: the A¢-
extraction method and the invariant mass fit method. While the invariant mass fit method has
been used to extract the final results, the A¢ method contributes to the systematic uncertainty.
During the analysis of the global polarization, a strong dependence on the radial distance of
the proton track to a straight line through the collision vertex and parallel to the beamline has
been identified. The distribution was not symmetric as in the simulations, consequently an ex-
perimental driven approach has been developed to correct for this effect. Consistently, in the
Au+Au and Ag+Ag system the radial distance asymmetry (RDA) correction resulted in a slight
increase of the A polarization measurement. The results proved robust against variations of the
correction procedure as the range of application, the number of bins and the choise of signal or
total distribution used to calculate the weights.

Based on the event generator Pluto, a simulation framework has been developed to investigate
the effect of the HADES detector acceptance on the global polarization measurement. This
framework allowed to generate particles with their experimentally measured flow pattern in
the directed, i.e. v; and elliptic flow, i.e. v,, multi-differentially in rapidity and transverse
momentum. Additionally, the A hyperons have been generated with different amount of po-
larization. Then the detector acceptance effects have been studied and no significant effect on
the polarization measurement has been observed which proved the possibility to measure the
global polarization of the A hyperons with HADES.

The global polarization measurements using A hyperon polarization have been performed. A
signal of Py\[%] = 4.609+0.966(stat.)+1.220(sys.) has been extracted from the Au+Au system,
while P,[%] = 3.174+0.294(stat.)+0.319(sys.) for the Ag+Ag system has been measured. This
is the highest A polarization ever measured in heavy-ion collisions. The HADES measurements
fit in the increasing trend measured by the STAR collaboration in the beam energy scan phase
I down to ,/syy = 7.7GeV [Adal7]. As a "turning point" is expected where the polarization is
supposed to decrease and yield zero at low collision energies, theoretical predictions for HADES
have been diverse.

In [Jial6] the global A polarization is predicted to peak at ,/syy = 7.7GeV and decreasing
towards HADES energies to Py, ~ 1%. Another theoretical calculation suggests the maximum
polarization at around /sy = 3—5 GeV, depending on the collision centrality [Den20]. At lower
energies they predicted the global A polarization to drop down to zero at ,/syy = 1.9 GeV. Both
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these scenarios are not consistent with our measurements.

Other calculations based on 3-fluid hydrodynamical model [Iva06, Iva21] predict a strong en-
hancement of the global polarization down to ,/syy ~ 2.5GeV up to Py = 5— 7% in peripheral
Au+Au collisions, while the results differ about AP, ~ 1% depending on the choise of the equa-
tion of state. The A polarization measured in the Au+Au system fits well in the trend predicted
by 3D-fluid dynamics, while for Ag+Ag system the effect of the different system size would have
to be quantified in this theory for a comparison.

Another approach to calculate the global A polarization at lower energies has been performed
by [Vit20] based on local thermodynamic equilibrium also applying to the spin degrees of free-
dom. Although this assumption is questionable at the HADES energies, the results are consistent
with the measurement. The predicted behavior as a function of the rapidity, transverse momen-
tum and centrality is consistent with the differential measuremend in the Ag+Ag system with
HADES.

In addition, the directed flow of the A hyperon has been measured as a function of the rapidity.
From a third order polynomial fit the slope at midrapidity has been extracted and found to be
dv;/dyly.,=0 = 0.388+0.023(stat.) +0.038(sys.) in Au+Au collisions, while in Ag+Ag a value
dvy/dyly.,,=0 = 0.289 +0.007(stat.) £ 0.025(sys.) has been extracted, following the increasing
trend of dv;/dy| yoy=0 measured by the E895 and STAR collaborations [Chu01, Ada21]. In
comparison to the protons measured with HADES for the same collision systems and energy
[Mam20b, Mam20c], the slope of the A hyperons is observed to be approximately ~ 2/3 of the
proton slope, consistent with the measurements from E895 collaboration, but in constrast to the
recent measurement from the STAR fixed target run at ,/syy = 4.5GeV, where no significant
difference has been observed. The simultaneous description of both polarization and directed
flow provides challenges to the theory calculations. Thus, the HADES measurements provide
important input to constrain the models to identify the underlying nature of the effect.
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9 Appendix

9.1 Natural units

Usually in relativistic quantum mechanics the natural units are used. The unit of length is
defined as the distance, the light travels in vacuum in one second. This sets the value for the
velocity of light ¢ = 1. Due to this, c is usually omitted when appearing in an equation. The
same can be done for the reduced Planck’s constant & which also appears very often in quantum
mechanical relations. By redefining the electric charge e, the reduced Planck’s constant can be
set to i = 1. This gives a lot more simplicity to the equations used, however, it has to be taken
into account when physical dimensions are determined.

9.2 Kinematical Quantities

The data analyzed in this work was collected from Au+Au collisions with a beam energy of
Epeam = 1.23AGeV. This means that each nucleon of the incoming Au ion has a kinetic energy of
Eyin = 1.23 GeV. Hence, their total energy is E, = Ey;, + my, where my, is the mass of a nucleon,
i.e. the average of the proton and neutron mass my = (m, + m,)/2 = 0.94 GeV.

An invariant quantity, which has the same value in each system, is the square of the mass of a

system of particles defined as
s= (Z Piﬂ) (Z pw) : (9.1)

Here, i is the index for the particle and P* is the corresponding 4-momentum vector. In our
case we consider a collision of two nucleons, align the z-Axis along the beam direction and
hence the momentum in x- and y-direction is p, = p, = 0. Therefore, these two dimensions
can be omitted from the calculation and the 4-momentum for the incoming particle reduces
to PI' = (E,p,) in the laboratory frame. Then the target particle is at rest and Py’ = (my,0).
Inserting this into equation 9.1 and using m? = E2 — p? leads to:

If we insert the values from above, we can calculate the so-called nucleon-nucleon collision
energy which is v/syy = 2.4 GeV. This is the mean energy in a nucleon-nucleon collision which
can be used to produce particles. This approach is very useful in order to investigate to which
extend a heavy-ion collision can be decribed by the sum of single nucleon-nucleon collisions or
many-particle effects play a role.

Another important quantity in heavy-ion collisions is the rapidity y which is defined by:

= -] . .3
y ZH(E—pL (9.3)

Here E is the total energy and p; is the longitudinal momentum component. Hence the rapidity
is a measure for the longitudinal velocity. The advantage of this quantity is that rapidities
are additive quantities. This means that the rapidity distribution dN/dy as well as rapidity
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differences |y; — y,| of different systems 1 and 2 are invariant under Lorentz transformations.
Consequently, the rapidity in the laboratory frame can be transformed to the center-of-mass
frame by subtracting the so-called midrapidity y,;q. The midrapidity is the rapidity of the
center-of-mass frame itself. We can calculate the beam rapidity for a collision of two Au ions by:

1 E, +
YBeam — —In ( Au T P ) ) (94)
2 EAu —DPau

where p,, = y/E: —m3 and E,, = Epqp - Ap, + My, with the mass number of Au Ay, = 197
and its mass my, = 183.51 GeV. Using the beam energy from above this results in yge,, = 1.48.
The midrapidity is simply the half of the beam rapidity, hence y.,iq = Ypeam/2 = 0.74.

Most of the particles produced in a heavy-ion collision will be located at midrapidity. Particles
which are faster, i.e. y-); > 0 are called forward-flying particles and must have gained some
energy from the system. In contrast, backward-flying particles, i.e. y:y < O lost some of their
energy in the system. Thus looking to the rapidity distribution allows to inside the system
created in heavy-ion collisions.

As the rapidity is a measure for the longitudinal velocity, one needs to have also a quantity for
the transverse components. Usually, the transverse momentum p, = ,/p2 + p)% is used.

9.3 y2 minimization

To quantify if a physical model describes a set of data points, the y2-minimization procedure is
used. Changing a quantity x and measuring a physical observable y with the precision Ay one
results in a set of data points which can be sampled (x;|y;|Ay;) while i = 1,...,N and N the
number of measurements. It is assumed that the observable y is only statistically distributed,
i.e. there are no systematical errors or they are corrected for. Then one can test the quality of
physical model f (x) to describe the data sample by

N 2
2 J’i_f(xi))
= E —_— . (9.5)
* i:l( AYi

The smaller y2, the better the model fits to the data. The square effectuates that large deviations
are contributing stronger to the sum and the normalization to the uncertainty is useful in order
to weight more the data points which have smaller uncertainties.
If the physical model f(x) contains parameters p;, the best choise for a parameter can be
defined by the partial derivative of y? with respect to this particular parameter and finding the
minimum, hence determine p; o by
2

% (Pro) =0. 9.6)
How well a data sample is decribed by a certain model can be determined from the y? dis-
tribution. Having more than one data set of the same observable, which are assumed to be
stochastically independent, quadratic, standard-normal distributed random variables one can
determine the distribution of the y2 and finds

xf/Ze—x/Z

X — x>0

py(x) =1 7110/ : (9.7)
0, x<0
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Therefore, the distribution of ¥? depends on one single parameter f = N — N, which is the
number of degrees of freedom, i.e. the number of parameters subtracted from the number
of data points. The expectation value of this distribution is E(p;(x)) = f and hence the fit
describes the data very well in case the reduced x? is closed to one: y2, = x*/f ~ 1. One
can also calculate the propability to find a y2 larger then the measured one in order to decide
whether a model must be rejected.

9.4 Decay Topology

The first step to calculate the decay topology parameters is to parametrize the two daughter
tracks. From the HYDRA class, HParticleCand, the following quantities are used: the z compo-
nents along the beamline, the radial distance R in the plane perpendicular to the beamline, the
azimuthal angle ¢ and the polar angle 6. Using these quantities one can define two vectors
that parametize the particle track in the region surrounded by the tracking system. The base b
is defined by:

b= (Rcos(¢),Rsin(¢),z). (9.8)

The direction d of the track can be defined as:

d= (sin(0)cos(¢ ), sin(0)sin(¢ ), cos(0)), (9.9)

being the usual definition in spherical coordinates.

As a next step, an estimate for the possible decay vertex has to be calculated. If the two daugh-
ter tracks have an intersection point, it can be calculated directly and defined as the decay
vertex. Otherwise the point of closest approach (DCA) is calculated. Therefore, two planes are
calculated from the daughter tracks reading:

L % dy) (9.10)
vd2+p( 1 X _’2). (9.11)

Then the intersection point P, of E; with g, : ¥ = Bz + Ac_fz and vice virsa P, can be calculated.
The point of closest approach, which will be used as the decay vertex, is given by:

1 >

l_}Decay: E(ﬁl"i_PZ)' (9.12)

As a measure for the quality of the possible decay vertex of two daughter candidates, the topol-
ogy parameter d, is introduced which is defined as the distance of closest approach between the
two tracks. Following the calculation above this leads to:

d, =|B,—P,|. (9.13)

However, in the analysis the determination of d, is separated from the calculation of the decay
vertex. Hence it is calculated using the following equation:
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(Bl _Bz) : (C_i1 X C_iz)

d, = e —
|dy % dy|

(9.14)

The opening angle Aa can also be calculated directly as the angle between the two directions,
i.e. Aax(d,,d,).

The decay length d, of the A hyperon candidate is calculated by taking the difference between
the event vertex and the decay vertex, hence

d, = |5Decay — UpyentVertex|- (9.15)

The DCA of the daughter tracks to the event vertex, d, and ds, are calculated as

d2,3 = |3 X (75 - I_}EventVertex) D (9.16)

with the respective base and direction for each daughter track. The same formula is also used
for the calculation of the DCA of the mother track to the event vertex, d;, implementing the base
and direction of the mother track. As a base, the decay vertex Upecy is taken. For the direction
of the mother track, the two daughter momenta are added resulting in the momentum of the
A candidate p, due to momentum conservation. Dividing it by the absolute value gives a unit
vector with specifies the direction of the mother track.

After all the decay topology parameters have been calculated, they can be plotted for the exper-
imental data before further cuts are applied. In Fig. 9.1, the distributions of all parameters are
shown and compared to the same distributions calculated for the mixed-events. Since overall,
the contribution of the A hyperons is negligible, the two samples show very similar behaviour,
as there is no significant difference in their shapes. This legitimates the use of the mixed-event
sample as an input for the neural network to be trained to distinguish the random combinations
of two tracks from the real A hyperons present in the experimental data.
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9.5 Why the momentum of the A hyperon is not used in the neural network

In principle, when the momentum of the A hyperon is used as an additional parameter in the
neural network, the selection power can be increased further. Hence the neural network has
been trained with and without the momentum. After all default selection of the A candidates,
the overall distributions are plotted in the phase-space as a function of rapidity and transverse
momentum. Fig. 9.2 shows the ratio of the sample including the momentum divided by the
sample where the momentum is not used. As can be seen, a strong phace-space dependence
is introduced when the momentum is included, hence otherwise the neural network does not
know about the kinematics. Since a possible polarization might be phase-space dependent, the
impact of this phace-space dependent selection from the neural network might have significant
influence on the extracted signal. Therefore, the momentum of the A hyperon is not used as a
parameter in the multi-variate analysis.

— 1.4
S o B TR 1 ot 700 5 05N 1 oo D
o 1400 N 1.00 1.00 1.04 1.02 1.21 0.82 [ Il
= — 1.06 1.12 1.10 1.15 1.14 1.16 1.02 0.96 0.97 0.94
a C 1.121.231.00 1.04 1.12 {88 117 1.00 1.2
1.17 1.04 1.05 1.08 1.03 1.18 0.94
1200 C 1.07 1.07 1.10 0.99 1.04 1.13
[ 1.16 1.15 1.16 1.13 1.15 1.09 0.95 0.93 1.05
[ 1.12 1.06 1.12 1.06 1.02 1.04 1.06 0.88 — 19
1000 1.17 1.14 1.14 1.1 1.04 1.07 1.03 0.93 1.26 0.85
B 1.16 1.14 1.14 1.13 1.1 0.99 1.08 0.85
[ 1.07 0.98 1.00 1.07 1.17 1.17 1.17 1.15 1.13 1.13 1.06 1.03 1.03
[ 881078 0.95 0.96 1.07 1.10 1.12 . 1.16 1.07 1.10 1.03 0.96 1.05 1.00 0.8
800 0.62 0.69 0.78 0.87 0.89 0.98 1.10 1.16 1.18 1.12 1.09 1.02 1.03 0.88 0.96 :
L 0.65 0.58 0.65 0.71 0.81 0.89 1.01 1.09 1.18 1.17 1.10 1.06 1.07 0.99 1.03 1.08 0170
L 0.45 0.53 0.62 0.66 0.74 0.91 0.99 1.10 1.18 1.10 1.12 1.08 1.02 1.08 0.88 0.42
L 0.43 0.47 053 0.65 0.74 0.88 1.01 1.17 1.18 1.18 1.13 1.12 1.02 1.06 1.00 0.52
600 0.51 0.64 0.77 0.91 1.05 1.14 1.15 1.15 1.08 1.09 0.96 1.02 0.77 0.6
[ 0.52 0.64 0.79 0.95 1.11 1.12 1.09 1.17 1.09 0.98 0.67
L 0.53 0.69 0.84 1.03 1.15 . 1.15 1.09 1.06 EI80I
L 0.51 0.68 0.86 1.02 1.15 .
400 a 0.4
200— ' 0.2
0 [ | | | | | | 0
-0.8 -0.6 0.4 -0.2 0 0.2 0.4 0.6 0.8
yCM

Figure 9.2: Ratio of the overall A candidates in Au+Au passing all selection criteria described in
Ch. 3, when the momentum of the A hyperon is used in the multi-variate analysis
divided by the sample where the momentum of the A hyperon is not used. A strong
difference in the phase-space distrubtions is visible.
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9.6 Invariant mass distribution for Ag+Ag at 1.23 AGeV
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Figure 9.3: Invariant mass distribution in Ag+Ag at 1.23 AGeV for 0 — 40 % centrality.
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9.7 Radial distance asymmetry - Supporting material
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Figure 9.4: Polarization measurement in Au+Au collisions extracted using the invariant mass fit
method depending for a radial distance to the event vertex line of =3 mm < RQ, <
3 mm (left) and the corresponding invariant mass distribution (right).
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Figure 9.5: Polarization measurement in Ag+Ag collisions extracted using the invariant mass fit
method depending for a radial distance to the event vertex line of —=3mm < R}, <
3 mm (left) and the corresponding invariant mass distribution (right).
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Figure 9.6: Polarization measurement in UrQMD Au+Au collisions with embedded A hyperons
extracted using the invariant mass fit method (left) and the corresponding invariant
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