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Preface

The 16th Conference on the Theory of Quantum Computation, Communication and Crypto-
graphy was hosted by the University of Latvia, and held online from July 5–8, 2021.

Quantum computation, quantum communication, and quantum cryptography are subfields
of quantum information processing, an interdisciplinary field of information science and
quantum mechanics. The TQC conference series focuses on theoretical aspects of these
subfields. The objective of the conference is to bring together researchers so that they can
interact with each other and share problems and recent discoveries.

A list of the previous editions of TQC follows:
TQC 2020, University of Latvia, Latvia
TQC 2019, University of Maryland, USA
TQC 2018, University of Technology Sydney, Australia
TQC 2017, Université Pierre et Marie Curie, France
TQC 2016, Freie Universität Berlin, Germany
TQC 2015, Université libre de Bruxelles, Brussels, Belgium
TQC 2014, National University of Singapore, Singapore
TQC 2013, University of Guelph, Canada
TQC 2012, University of Tokyo, Japan
TQC 2011, Universidad Complutense de Madrid, Spain
TQC 2010, University of Leeds, UK
TQC 2009, Institute for Quantum Computing, University of Waterloo, Canada
TQC 2008, University of Tokyo, Japan
TQC 2007, Nara Institute of Science and Technology, Nara, Japan
TQC 2006, NTT R&D Center, Atsugi, Kanagawa, Japan

The conference consisted of invited talks, contributed talks, a poster session, and a business
meeting. The invited talks were given by Scott Aaronson (UT Austin), Srinivasan Arunach-
alam (IBM T. J. Watson Research Center), Cécilia Lancien (Institut de Mathématiques de
Toulouse and CNRS), and Kai-Min Chung (Academia Sinica).
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Quantum Time-Space Tradeoff for Finding

Multiple Collision Pairs

Yassine Hamoudi !

Université de Paris, IRIF, CNRS, F-75013 Paris, France

Frédéric Magniez !

Université de Paris, IRIF, CNRS, F-75013 Paris, France

Abstract

We study the problem of finding K collision pairs in a random function f : [N ] → [N ] by using a
quantum computer. We prove that the number of queries to the function in the quantum random
oracle model must increase significantly when the size of the available memory is limited. Namely,
we demonstrate that any algorithm using S qubits of memory must perform a number T of queries
that satisfies the tradeoff T 3S ≥ Ω(K3N). Classically, the same question has only been settled
recently by Dinur [22, Eurocrypt’20], who showed that the Parallel Collision Search algorithm of
van Oorschot and Wiener [32] achieves the optimal time-space tradeoff of T 2S = Θ(K2N). Our
result limits the extent to which quantum computing may decrease this tradeoff. Our method is
based on a novel application of Zhandry’s recording query technique [41, Crypto’19] for proving
lower bounds in the exponentially small success probability regime. As a second application, we
give a simpler proof of the time-space tradeoff T 2S ≥ Ω(N3) for sorting N numbers on a quantum
computer, which was first obtained by Klauck, Špalek and de Wolf [29].
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1 Introduction

The efficiency of a cryptographic attack is a hard-to-define concept that must express the

interplay between different computational resources [38, 11, 12]. Arguably, the two most

used criteria are the time complexity, measured for instance as the number of queries to

a random oracle, and the space complexity, which is the memory size needed to perform

the attack. Time-space tradeoffs aim at connecting these two quantities by studying how

much the time increases when the available space decreases. Devising security proofs that

are sensitive to memory constraints is a challenging program. Indeed, very few tools are

available to study the impact of space on the security level of a scheme. A recent line of

work [35, 27, 25] has made some progress for the case of classical attackers with bounded

memory. The development of quantum computing asks the question of whether the access to

quantum operations and quantum memories may lower the security levels. The answer is

unclear when taking space into account. Indeed, many quantum “speed-ups” come at the

cost of a dramatic increase in the space requirement [16, 6, 30]. A central question is whether

a speed-up both in terms of time and space complexities is achievable for such problems?
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1:2 Quantum Time-Space Tradeoff for Finding Multiple Collision Pairs

The focus of this work is to provide time-space tradeoff lower bounds for the problem of

finding multiple collision pairs in a random function. The search for a single collision pair is

one of the cornerstones of cryptanalysis. Classically, the birthday attack can be achieved

by the mean of a memoryless (i.e. logarithmic-size memory) algorithm using Pollard’s rho

method [33]. On the other hand, the quantum BHT algorithm [16] requires fewer queries to

the random function, but the product of its time and space complexities is higher than that

of the classical attack! In this paper, we address the problem of finding multiple collision

pairs. This task plays a central role in low-memory meet-in-the-middle attacks [32, 22], with

applications to double and triple encryption [32], subset sum [23, 21], k-sum [37], 3-collision

[28], etc. Recently, it was used to attack the post-quantum cryptography candidates NTRU

[36] and SIKE [4]. The Parallel Collision Search algorithm of van Oorschot and Wiener [32]

can find as many collision pairs as desired in a time that depends on the available memory.

The question of whether this algorithm achieves the optimal classical time-space tradeoff

has been settled positively by Chakrabarti and Chen [18] (for the case of 2-to-1 random

functions) and Dinur [22] (for the case of uniformly random functions). In the quantum

setting, no time-space tradeoff was known prior to our work.

We point out that time-space tradeoffs have been studied for a long time in the complexity

community [14, 9, 13, 39, 10, 3, 31]. The few results known in the quantum circuit model

are for the Sorting problem [29], Boolean Matrix-Vector and Matrix-Matrix Multiplication

[29], and Evaluating Solutions to Systems of Linear Inequalities [8]. Apart from our work,

all existing quantum tradeoffs are based on the hardness of Quantum Search. We use the

machinery developed in our paper to give a simpler proof of the tradeoffs obtained in [29].

1.1 Our results

The Collision Pairs Finding problem asks to find a certain number K of disjoint collision

pairs in a random function f : [M ] → [N ] where M ≥ N . A collision pair (or simply

collision) is a pair of values x1 ̸= x2 such that f(x1) = f(x2). Two collisions (x1, x2) and

(x3, x4) are disjoint if x1, . . . , x4 are all different. We measure the time T of an algorithm

solving this problem as the number of query accesses to f , and the space S as the amount

of memory used. We assume that the output is produced in an online fashion, meaning

that a collision can be output as soon as it is discovered. The length of the output is not

counted toward the space bound and the same collision may be output several times (but it

contributes only once to the total count). The requirement for the collisions to be disjoint

is made to simplify our proofs later on. We note that a random function f : [N ] → [N ]

contains (1− 2/e)N disjoint collisions on average [24].

Classically, the single-processor Parallel Collision Search algorithm [32] achieves an optimal

[22] time-space tradeoff of1 T 2S = Θ̃(K2N) for any amount of space S between Ω̃(logN)

and Õ(K). In the quantum setting, the BHT algorithm [16] can find a single collision in time

T = Õ(N1/3) and space S = Õ(N1/3). In Algorithm 2, we adapt it for finding an arbitrary

number K of collisions at cost T 2S ≤ Õ(K2N). This is the same tradeoff as classically,

except that the space parameter S can hold larger values up to Õ(K2/3N1/3), hence the

existence of a quantum speed-up when there is no memory constraint.

▶ Proposition 17 (restated). For any 1 ≤ K ≤ O(N) and Ω̃(logN) ≤ S ≤ Õ(K2/3N1/3),

there exists a bounded-error quantum algorithm that can find K collisions in a random

function f : [N ]→ [N ] by making T = Õ(K
√
N/S) queries and using S qubits of memory.

1 The notation ˜ is used to denote the presence of hidden polynomial factors in log(N) or 1/ log(N).
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The BHT algorithm achieves the optimal time complexity for finding one collision [2, 40].

Our first main result is to provide a similar lower bound for the problem of finding K disjoint

collisions. We prove that the optimal time complexity is T ≥ Ω(K2/3N1/3). This bound

is matched by Proposition 17 when S = Θ(K2/3N1/3). More precisely, we show that the

optimal success probability decreases at an exponential rate in K below this bound. This

property is of crucial importance for proving our time-space tradeoff next. We note that,

similarly to [40], the bound is independent of the size M of the domain as long as M ≥ N .

▶ Theorem 9 (restated). The success probability of finding K disjoint collisions in a random

function f : [M ] → [N ] is at most O(T 3/(K2N))K/2 + 2−K for any algorithm making T

quantum queries to f and any 1 ≤ K ≤ N/8.

Our second main result is the next time-space tradeoff for the same problem of finding K

collisions in a random function. We summarize the tradeoffs known for this problem in

Table 1. We note that T 2S ≥ Ω(K2N) is always stronger than T 3S ≥ Ω(K3N) since T ≥ K.

▶ Theorem 10 (restated). Any quantum algorithm for finding K disjoint collisions in a

random function f : [M ]→ [N ] with success probability 2/3 must satisfy a time-space tradeoff

of T 3S ≥ Ω(K3N), where 1 ≤ K ≤ N/8.

We obtain that T ≥ Ω(N4/3) quantum queries are needed to find almost all collisions when

S = O(logN), whereas T = N classical queries are sufficient when there is no space restriction.

We further show that any improvement to this lower bound would imply a breakthrough for

the Element Distinctness problem, which consists of finding a single collision in a random

function f : [N ]→ [N2] (or, more generally, deciding if a function contains a collision). It is

a long-standing open question to prove a time-space lower bound for this problem. Although

there is some progress in the classical case [13, 39, 10], no result is known in the quantum

setting. We give a reduction that converts any tradeoff for finding multiple collisions into a

tradeoff for Element Distinctness. We state a particular case of our reduction below.

▶ Corollary 14 (restated). Suppose that there exists ϵ > 0 such that any quantum algorithm

for finding Ω̃(N) disjoint collisions in a random function f : [10N ] → [N ] must satisfy a

time-space tradeoff of TS1/3 ≥ Ω̃(N4/3+ϵ). Then, any quantum algorithm for solving Element

Distinctness on domain size N must satisfy a time-space tradeoff of TS1/3 ≥ Ω̃(N2/3+2ϵ).

We point out that TS1/3 ≥ Ω(N2/3) can already be deduced from the query complexity

of Element Distinctness [2] and S ≥ 1. We conjecture that our current tradeoff for finding K

collisions can be improved to T 2S ≥ Ω(K2N), which would imply T 2S ≥ Ω̃(N2) for Element

Distinctness (Corollary 16). This result would be optimal [6].

Finally, we adapt the machinery developed in our paper to study the K-Search problem,

which consists of finding K preimages of 1 in a function f : [M ] → {0, 1} where f(x) = 1

with probability K/N for each x. Several variants of this problem have been considered in

the literature before [29, 7, 34], where it was shown that the success probability must be

exponentially small in K when the number of quantum queries is smaller than O(
√
KN).

Our proof is the first one to consider this particular input distribution, and it is arguably

simpler and more intuitive than previous work.

▶ Theorem 18 (restated). The success probability of finding K ≤ N/8 preimages of 1 in a

random function f : [M ]→ {0, 1} where f(x) = 1 with probability K/N for each x ∈ [M ] is

at most O(T 2/(KN))K/2 + 2−K for any algorithm using T quantum queries to f .

As an application, we reprove the quantum time-space tradeoff for sorting N numbers [29].

▶ Theorem 24 (restated). Any quantum algorithm for sorting a function f : [N ]→ {0, 1, 2}
with success probability 2/3 must satisfy a time-space tradeoff of T 2S ≥ Ω(N3).
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Table 1 Complexity to find K disjoint collisions in a random function f : [M ] → [N ].

Classical complexity Quantum complexity

Upper bound: T 2S ≤ Õ(K2N) T 2S ≤ Õ(K2N)

when Ω̃(log N) ≤ S ≤ Õ(K) when Ω̃(log N) ≤ S ≤ Õ(K2/3N1/3)

Parallel Collision Search [32] Proposition 17

Lower bound: T 2S ≥ Ω(K2N) T 3S ≥ Ω(K3N)

[22] Theorem 10

1.2 Our techniques

Recording Query Technique. We use the recording query framework of Zhandry [41] to

upper bound the success probability of a query-bounded algorithm in finding K collision

pairs. This method intends to reproduce the classical strategy where the queries made by

an algorithm (the attacker) are recorded and answered with on-the-fly simulation of the

oracle. Zhandry brought this technique to the quantum random oracle model by showing

that, for the uniform input distribution, one can record in superposition the queries made by

a quantum algorithm. Our first technical contribution (Section 3) is to simplify the analysis

of Zhandry’s technique and, as a byproduct, to generalize it to any product distribution on

the input. We notice that there has been other independent work on extending Zhandry’s

recording technique [26, 20, 19]. Our approach does not require moving to the Fourier domain

(as in [20] for instance). It is based on defining a “recording query operator” that is specific to

the input distribution under consideration. This operator can replace the standard quantum

query operator without changing the success probability of the algorithm, but with the

effect of “recording” the quantum queries in an additional register. We detail two recording

query operators corresponding to the uniform distribution (Lemma 5) and to the product of

Bernoulli distributions (Lemma 20).

Finding collisions with time-bounded algorithms. Our application of the recording tech-

nique to the Collision Pairs Finding problem has two stages. We first bound the probability

that the algorithm has forced the recording of many collisions after T queries. Namely, we

show that the norm of the quantum state that records a new collision at the t-th query is on

the order of
√
t/N (Proposition 7). This is related to the probability that a new random

value collides with one of the at most t previously recorded queries. The reason why the

collisions have to be disjoint is to avoid the recording of more than one new collision in one

query. By solving a simple recurrence relation, one gets that the amplitude of the basis states

that have recorded at least K/2 collisions after T queries is at most O(T 3/2/(K
√
N))K/2.

We note that Liu and Zhandry [30, Theorem 5] carried out a similar analysis for the multi-

collision finding problem, where they obtained a similar bound of O(T 3/2/
√
N)K/2. The

second stage of our proof relates the probability of having recorded many collisions to the

actual success probability of the algorithm. If we used previous approaches (notably [41,

Lemma 5]), this step would degrade the upper bound on the success probability by adding a

term that is polynomial in K/N . We preserve the exponentially small dependence on K by

doing a more careful analysis of the relation between the recording and the standard query

models (Proposition 8). We adopt a similar approach for analyzing the K-Search problem in

Appendix A.
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Finding collisions with time-space bounded algorithms. We convert the above time-only

bound into a time-space tradeoff by using the time-segmentation method [14, 29]. Given a

quantum circuit that solves the Collision Pairs Finding problem in time T and space S, we

slice it into T/(S2/3N1/3) consecutive subcircuits, each of them using S2/3N1/3 queries. If

no slice can output more than Ω(S) collisions with high probability then there must be at

least Ω(K/S) slices in total, thus proving the desired tradeoff. Our previous lower bound

implies that it is impossible to find Ω(S) collisions with probability larger than 4−S in time

S2/3N1/3. We must take into account that the initial memory at the beginning of each slice

carries out information from previous stages. As in previous work [1, 29], we can “eliminate”

this memory by replacing it with the completely mixed state while decreasing the success

probability by a factor of 2−S . Thus, if a slice outputs Ω(S) collisions then it can be used to

contradict the lower bound proved before.

Element Distinctness. We connect the Collision Pairs Finding and Element Distinctness

problems by showing how to transform a low-space algorithm for the latter into one for the

former (Proposition 12). If there is a time-T̄ space-S̄ algorithm for Element Distinctness

on domain size
√
N then we find Ω̃(N) collisions in a random function f : [N ] → [N ] by

repeatedly sampling a subset H ⊂ [N ] of size
√
N and using that algorithm on the function f

restricted to the domain H. Among other things, we must ensure that the same collision does

not occur many times and that storing H does not use too much memory (it turns out that

4-wise independence is sufficient for our purpose). We end up with an algorithm with time

T = O(NT̄ ) and space S = O(S̄). Consequently, if the Element Distinctness problem on

domain size
√
N can be solved with a time-space tradeoff of T̄ S̄1/3 ≤ O(N1/3+ϵ), then there

is an algorithm for finding Ω̃(N) collisions that satisfies a tradeoff of TS1/3 ≤ O(N4/3+ϵ).

2 Models of computation

We first present the standard model of quantum query complexity in Section 2.1. This

model is used for investigating the time complexity of the Collision Pairs Finding problem in

Section 4, and of the K-Search problem in Appendix A. Then, we describe the more general

circuit model that also captures the space complexity in Section 2.2. It is used in Section 5

and Appendix B for studying time-space tradeoffs.

2.1 Query model

The (standard) model of quantum query complexity [17] measures the number of quantum

queries an algorithm (also called an “attacker”) needs to make on an input f : [M ]→ [N ] to

find an output z satisfying some fixed relation R(f, z). This model is presented below.

Quantum Query Algorithm. A T -query quantum algorithm is specified by a sequence

U0, . . . , UT of unitary transformations acting on the algorithm’s memory. The state |ψ⟩ of

the algorithm is made of three registers Q, P, W where the query register Q holds x ∈ [M ],

the phase register P holds p ∈ [N ] and the working register W holds some value w. We

represent a basis state in the corresponding Hilbert space as |x, p, w⟩QPW . We may drop the

subscript QPW when it is clear from the context. The state |ψf
t ⟩ of the algorithm after t ≤ T

queries to some input function f : [M ]→ [N ] is

|ψf
t ⟩ = UtOfUt−1 · · ·U1OfU0|0⟩

where the oracle Of is defined by Of |x, p, w⟩ = ω
pf(x)
N |x, p, w⟩ and ωN = e

2iπ
N .
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1:6 Quantum Time-Space Tradeoff for Finding Multiple Collision Pairs

The output of the algorithm is written on a substring z of the value w. The success

probability σf of the quantum algorithm on f is the probability that the output value z

obtained by measuring the working register of |ψf
T ⟩ in the computational basis satisfies the

relation R(f, z). Thus, if we let Πf
succ be the projector whose support consists of all basis

states |x, p, w⟩ such that the output substring z of w satisfies R(f, z), then σf =
∥∥Πf

succ|ψf
T ⟩
∥∥2

.

Oracle’s Register. Here, we describe the variant used in the adversary method [5] and in

Zhandry’s work [41]. It is represented as an interaction between an algorithm that aims at

finding a correct output z, and a superposition of oracle’s inputs that respond to the queries

from the algorithm.

The memory of the oracle is made of an input register F holding the description of a

function f : [M ]→ [N ]. This register is divided into M subregisters F1, . . . ,FM where Fx

holds f(x) ∈ [N ] for each x ∈ [M ]. The basis states in the corresponding Hilbert space are

|f⟩F = ⊗x∈[M ]|f(x)⟩Fx
. Given an input distribution D on the set of functions [N ]M , the

oracle’s initial state is the state |init⟩F =
∑

f∈[N ]M

√
Pr[f ← D]|f⟩.

The query operator O is a unitary transformation acting on the memory of the algorithm

and the oracle. Its action is defined on each basis state by O|x, p, w⟩|f⟩ = (Of |x, p, w⟩)|f⟩.
The joint state |ψt⟩ of the algorithm and the oracle after t queries is equal to |ψt⟩ =

UtOUt−1 · · ·U1OU0(|0⟩|init⟩) =
∑

f∈[N ]M

√
Pr[f ← D]|ψf

t ⟩|f⟩, where the unitaries Ui have

been extended to act as the identity on F . The success probability σ of a quantum algorithm

on an input distribution D is the probability that the output value z and the input f obtained

by measuring the working and input registers of the final state |ψT ⟩ satisfy the relation R(f, z).

In other words, if we let Πsucc be the projector whose support consists of all basis states

|x, p, w⟩|f⟩ such that the output substring z of w satisfies R(f, z), then σ = ∥Πsucc|ψT ⟩∥2
.

2.2 Space-bounded model

Our model of space-bounded computation is identical to the one described in [29, 8]. We use

the quantum circuit model augmented with the oracle gates of the query model defined in the

previous section. The time complexity, denoted by T , is the number of gates in the circuit.

In practice, we lower bound it by the number of oracle gates only. The space complexity,

denoted by S, is the number of qubits on which the circuit is operating. The result of the

computation is written on some dedicated output qubits that may not be used later on,

and that are not counted toward the space bound. In particular, the size of the output can

be larger than S. Furthermore, we assume that the output qubits are updated at some

predefined output gates in the circuit.

We notice that, by the deferred measurement principle, any space-bounded computation

that uses T queries can be transformed into a T -query unitary algorithm as defined in

Section 2.1. Thus, any lower bound on the query complexity of a problem is also a lower

bound on the time complexity of that problem in the space-bounded model. This explains

our use of the query model in Section 4 and Appendix A.

3 Recording model

The quantum recording query model is a modification of the standard query model defined

in Section 2.1 that is unnoticeable by the algorithm, but that allows us to track more easily

the progress made toward solving the problem under consideration. The original recording

model was formulated by Zhandry in [41]. Here, we propose a simplified and more general
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version of this framework that only requires the initial oracle’s state |init⟩F to be a product

state ⊗x∈[M ]|initx⟩Fx
(instead of the uniform distribution over all basis states as in [41]).

Construction. The range [N ] is augmented with a new symbol ⊥. The input register F of

the oracle can now contain f : [M ] → [N ] ∪ {⊥}, where f(x) = ⊥ represents the absence of

knowledge from the algorithm about the image of x. Unlike in the standard query model,

the oracle’s initial state is independent of the input distribution and is fixed to be |⊥M ⟩F
(which represents the fact that the algorithm knows nothing about the input initially). We

extend the query operator O defined in the standard query model by setting

O|x, p, w⟩|f⟩ = |x, p, w⟩|f⟩ when f(x) = ⊥.

Given a product input distribution D = D1 ⊗ · · · ⊗ DM on the set [N ]M , the or-

acle’s initial state in the standard query model can be decomposed as the product state

|init⟩F = ⊗x∈[M ]|initx⟩Fx where |initx⟩Fx :=
∑

y∈[N ]

√
Pr[y ← Dx]|y⟩Fx . The “recording

query operator” R is defined with respect to a family (Sx)x∈[M ] of unitary operators satisfying

Sx|⊥⟩Fx = |initx⟩Fx for all x as follows.

▶ Definition 1. Given M unitary operators S1, . . . ,SM acting on F1, . . . ,FM respectively,

consider the operator S acting on all the registers QPWF such that,

S =
∑

x∈[M ]

|x⟩⟨x|Q ⊗ IPWF1...Fx−1
⊗ Sx ⊗ IFx+1...FM

.

Then, the recording query operator R with respect to (Sx)x∈[M ] is defined as R = S†OS.

Later in this paper, we describe two recording query operators related to the uniform

distribution (Lemma 5) and to the product of Bernoulli distributions (Lemma 20).

Indistinguishability. The joint state of the algorithm and the oracle after t queries in the

recording query model is defined as |ϕt⟩ = UtRUt−1 · · ·U1RU0

(
|0⟩|⊥M ⟩

)
. Notice that the

query operator R can only change the value of f(x′) (contained in the register Fx′) when it

is applied to a state |x, p, w⟩|f⟩ such that x = x′. As a result, we have the following fact.

▶ Fact 2. The state |ϕt⟩ is a linear combination of basis states |x, p, w⟩|f⟩ where f contains

at most t entries different from ⊥.

The entries of f that are different from ⊥ represent what the oracle has learned (or

“recorded”) from the algorithm’s queries so far. In the next theorem, we show that |ϕt⟩
is related to the state |ψt⟩ (defined in Section 2.1) by |ψt⟩ =

(
IQPW ⊗x∈[M ] Sx

)
|ϕt⟩. In

particular, the states |ψt⟩ and |ϕt⟩ cannot be distinguished by the algorithm since the reduced

states on the algorithm’s registers are identical.

▶ Theorem 3. Let (U0, . . . , UT ) be a T -query quantum algorithm. Given M unitary

operators S1, . . . ,SM acting on the oracle’s registers F1, . . . ,FM respectively, let R de-

note the recording query operator associated with (Sx)x∈[M ], and define the initial state

|init⟩F =
(
⊗x∈[M ]Sx

)
|⊥M ⟩. Then, the states




|ψt⟩ = UtOUt−1 · · ·U1OU0

(
|0⟩|init⟩

)

|ϕt⟩ = UtRUt−1 · · ·U1RU0

(
|0⟩|⊥M ⟩

)

after t ≤ T queries in the standard and recording query models respectively satisfy

|ψt⟩ = T |ϕt⟩ where T = IQPW
⊗

x∈[M ]

Sx.
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1:8 Quantum Time-Space Tradeoff for Finding Multiple Collision Pairs

Proof. We start by introducing the intermediate operator R̄ = T †OT . Observe that for any

basis state |x, p, w⟩|f⟩ the operators R̄ and R act the same way on the registers QPFx and

they do not depend on the other registers. Thus, we have R̄ = R. We also observe that Ui

and T commute for all i since they depend on disjoint registers. Consequently, we have that

|ψt⟩ = UtOUt−1O · · ·U1OU0 · T
(
|0⟩|⊥M ⟩

)
since T

(
|0⟩|⊥M ⟩

)
= |0⟩|init⟩

= T T †UtO · T T †Ut−1O · · · T T †U1O · T T †U0 · T
(
|0⟩|⊥M ⟩

)
since T T † = I

= T UtT † · O · T Ut−1T † · O · · · T U1T † · O · T U0

(
|0⟩|⊥M ⟩

)
by commutation

= T UtR̄Ut−1 · · ·U1R̄U0

(
|0⟩|⊥M ⟩

)
by definition of R̄

= T UtRUt−1 · · ·U1RU0

(
|0⟩|⊥M ⟩

)
since R̄ = R

= T |ϕt⟩ by definition of |ϕt⟩.

◀

4 Time lower bound for Collision Pairs Finding

In this section, we upper bound the success probability of finding K disjoint collisions in the

query-bounded model of Section 2.1. The proof uses the recording model of Section 3. We

first describe in Section 4.1 the recording query framework associated with this problem. In

Section 4.2, we study the probability that an algorithm has recorded at least k ≤ K collisions

after t ≤ T queries. We prove by induction on t and k that this quantity is exponentially

small in k when t ≤ O(k2/3N1/3) (Proposition 7). Finally, in Section 4.3, we relate this

progress measure to the actual success probability (Proposition 8), and we conclude that the

latter quantity is exponentially small in K after T ≤ O(K2/3N1/3) queries (Theorem 9).

4.1 Recording query operator

We describe a recording operator that corresponds to the uniform distribution on the set

of functions f : [M ] → [N ]. In the standard query model, the oracle’s initial state is

|init⟩F = ⊗x∈[M ]

(
1√
N

∑
y∈[N ]|y⟩Fx

)
. Consequently, in the recording model, we choose the

unitary transformations S1, · · · ,SM to be defined as follows.

▶ Definition 4. For any x ∈ [M ], we define the unitary Sx acting on the register Fx to be

Sx :





|⊥⟩Fx
7−→ 1√

N

∑
y∈[N ]|y⟩Fx

1√
N

∑
y∈[N ]|y⟩Fx

7−→ |⊥⟩Fx

1√
N

∑
y∈[N ] ω

py
N |y⟩Fx

7−→ 1√
N

∑
y∈[N ] ω

py
N |y⟩Fx

for p = 1, . . . , N − 1.

These unitaries verify T |⊥M ⟩ = |init⟩ where T = ⊗x∈[M ]Sx, as required by Theorem 3.

The recording query operator is R = SOS (Definition 1) since S† = S. The next lemma

gives an explicit characterization of the action of R on a basis state.

▶ Lemma 5. If the recording query operator R associated with Definition 4 is applied to a

basis state |x, p, w⟩|f⟩ where p ̸= 0 then the register |f(x)⟩Fx
is mapped to





∑
y∈[N ]

ωpy
N√
N
|y⟩ if f(x) = ⊥

ω
pf(x)

N

N |⊥⟩+
1+ω

pf(x)

N
(N−2)

N |f(x)⟩+
∑

y∈[N ]\{f(x)}
1−ωpy

N
−ω

pf(x)

N

N |y⟩ otherwise

and the other registers are unchanged. If p = 0 then none of the registers are changed.



Y. Hamoudi and F. Magniez 1:9

Proof. By definition, the unitary Sx maps |⊥⟩Fx 7→ 1√
N

∑
y∈[N ]|y⟩ and |y⟩Fx 7→ 1√

N
|⊥⟩ +

1√
N

∑
p′∈[N ]\{0} ω

−p′y
N |p̂′⟩ where y ∈ [N ] and |p̂′⟩ := 1√

N

∑
y∈[N ] ω

p′y
N |y⟩. Thus, the action on

the register Fx is:

If f(x) = ⊥ then |f(x)⟩Fx

S7−→ 1√
N

∑
y∈[N ]

|y⟩ O7−→ 1√
N

∑
y∈[N ]

ωpy
N |y⟩

S7−→ 1√
N

∑
y∈[N ]

ωpy
N |y⟩.

If f(x) ∈ [N ] then |f(x)⟩Fx = 1√
N

∑
p′∈[N ]

ω
−p′f(x)
N |p̂′⟩ S7−→ 1√

N
|⊥⟩+ 1√

N

∑
p′∈[N ]\{0}

ω
−p′f(x)
N

|p̂′⟩ O7−→ 1√
N
|⊥⟩ + 1√

N

∑
p′∈[N ]\{0}

ω
−p′f(x)
N |p̂+ p′⟩ = 1√

N
|⊥⟩ +

ω
pf(x)

N√
N

∑
p′∈[N ]\{p}

ω
−p′f(x)
N |p̂′⟩

S7−→ 1
N

∑
y∈[N ]

|y⟩ +
ω

pf(x)

N√
N
|⊥⟩ +

ω
pf(x)

N√
N

∑
p′∈[N ]\{0,p}

ω
−p′f(x)
N |p̂′⟩ =

ω
pf(x)

N

N |⊥⟩ +
1+ω

pf(x)

N
(N−2)

N

|f(x)⟩+
∑

y∈[N ]\{f(x)}

1−ωpy
N

−ω
pf(x)

N

N |y⟩. ◀

We note that the recording operator R is close to the mapping |⊥⟩Fx
7→
∑

y∈[N ]
ωpy

N√
N
|y⟩

and |f(x)⟩Fx 7→ ω
pf(x)
N |f(x)⟩ (if f(x) ̸= ⊥) up to lower-order terms of amplitude O(1/N).

This is analogous to a “lazy” classical oracle that would choose the value of f(x) uniformly

at random the first time it is queried.

4.2 Analysis of the recording progress

We define a measure of progress based on the number of disjoint collisions contained in the

oracle’s register of the recording model. We first give some projectors related to this quantity.

▶ Definition 6. We define the following projectors by giving the basis states on which they

project:

Π≤k, Π=k and Π≥k: all basis states |x, p, w⟩|f⟩ such that f contains respectively at

most, exactly or at least k disjoint collisions (the entries with ⊥ are not considered as

collisions).

Π=k,⊥ and Π=k,y for y ∈ [N ]: all basis states |x, p, w⟩|f⟩ such that (1) f contains exactly

k disjoint collisions, (2) the phase multiplier p is nonzero and (3) f(x) = ⊥ or f(x) = y

respectively.

We can now define the measure of progress qt,k for t queries and k collisions as

qt,k = ∥Π≥k|ϕt⟩∥ (1)

where |ϕt⟩ is the state after t queries in the recording model. The main result of this section

is the following bound on the growth of qt,k.

▶ Proposition 7. For all t and k, we have that qt,k ≤
(

t
k

)(
4

√
t√

N

)k

.

Proof. First, q0,0 = 1 and q0,k = 0 for all k ≥ 1 since the initial state is |ϕ0⟩ = |0⟩|⊥M ⟩.
Then, we prove that qt,k satisfies the following recurrence relation

qt+1,k+1 ≤ qt,k+1 + 4

√
t

N
qt,k. (2)

From this result, it is trivial to conclude that qt,k ≤
(

t
k

)(
4

√
t√

N

)k

. In order to prove Equation (2),

we first observe that qt+1,k+1 = ∥Π≥k+1Ut+1R|ϕt⟩∥ = ∥Π≥k+1R|ϕt⟩∥ since the unitary Ut+1
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applied by the algorithm at time t+ 1 does not modify the oracle’s memory. Then, on any

basis state |x, p, w⟩|f⟩, the recording query operator R acts as the identity on the registers Fx′

for x′ ̸= x. Consequently, the basis states |x, p, w⟩|f⟩ in |ϕt⟩ that may contribute to qt+1,k+1

must either already contain k + 1 disjoint collisions in f , or exactly k disjoint collisions in f

and p ̸= 0. This implies that

qt+1,k+1 ≤ qt,k+1 + ∥Π≥k+1RΠ=k,⊥|ϕt⟩∥+
∑

y∈[N ]

∥Π≥k+1RΠ=k,y|ϕt⟩∥.

We first bound the term ∥Π≥k+1RΠ=k,⊥|ϕt⟩∥. Consider any basis state |x, p, w⟩|f⟩ in the

support of Π=k,⊥ and |ϕt⟩. The function f must contain at most t entries different from ⊥
by Fact 2. By Lemma 5, we have R|x, p, w⟩|f⟩ =

∑
y∈[N ]

ωpy
N√
N
|x, p, w⟩|y⟩Fx

⊗x′ ̸=x|f(x′)⟩Fx′
.

Since there are at most t entries in f that can collide with the value contained in the register Fx,

we have ∥Π≥k+1R|x, p, w⟩|f⟩∥ ≤
√
t/N . Finally, since any two basis states in the support of

Π=k,⊥ remain orthogonal after Π≥k+1R is applied, we obtain that ∥Π≥k+1RΠ=k,⊥|ϕt⟩∥ ≤√
t/N∥Π=k,⊥|ϕt⟩∥ ≤

√
t/Nqt,k.

We now consider the term ∥Π≥k+1RΠ=k,y|ϕt⟩∥ for any y ∈ [N ]. Again, we consider any

basis state |x, p, w⟩|f⟩ in the support of Π=k,y where f has at most t entries different from ⊥.

According to Lemma 5, we have R|x, p, w⟩|f⟩ =
ω

pf(x)

N

N |⊥⟩+
1+ω

pf(x)

N
(N−2)

N |f(x)⟩+
∑

y′ ̸=f(x)

1−ωpy′

N
−ω

pf(x)

N

N |x, p, w⟩|y′⟩Fx ⊗x′ ̸=x|f(x′)⟩Fx′
. As before, there are at most t terms in this sum

that can be in the support of Π≥k+1. Consequently, ∥Π≥k+1R|x, p, w⟩|f⟩∥ ≤ 3
√
t/N and

∥Π≥k+1RΠ=k,y|ϕt⟩∥ ≤ 3
√
t/N∥Π=k,y|ϕt⟩∥.

We conclude that qt+1,k+1 ≤ qt,k+1 +
√
t/Nqt,k +

∑
y∈[N ] 3

√
t/N∥Π=k,y|ϕt⟩∥ ≤ qt,k+1 +

√
t/Nqt,k + 3

√
t/N

√∑
y∈[N ]∥Π=k,y|ϕt⟩∥2 ≤ qt,k+1 +

√
t/Nqt,k + 3

√
t/Nqt,k, where the

second step is by Cauchy-Schwarz’ inequality. ◀

4.3 From the recording progress to the success probability

We connect the success probability σ = ∥Πsucc|ψT ⟩∥2
in the standard query model to the

final progress qT,k in the recording model after T queries. We show that if the algorithm has

made no significant progress for recording k ≥ K/2 collisions then it needs to “guess” the

positions of K − k other collisions. Classically, the probability to find the values of K − k
collisions that have not been queried is at most (1/N2)K−k. Here, we show similarly that if a

unit state contains at most k collisions in the recording model, then after mapping it to the

standard query model (by applying the operator T of Theorem 3) the probability that the

output register contains the correct positions of K collisions is at most N2(4K2/N2)K−k.

▶ Proposition 8. For any state |ϕ⟩, we have ∥ΠsuccT Π≤k|ϕ⟩∥ ≤ N
(

2K
N

)K−k∥Π≤k|ϕ⟩∥.

Proof. We assume that the output of the algorithm also contains the image of each collision

pair under f . Namely, the output z is represented as a list of K triples (x1, x2, y1), . . . ,

(x2K−1, x2K , yK) ∈ [M ]2 × ([N ] ∪ {⊥}). It is correct if the input function f : [M ] → [N ]

(in the standard query model) satisfies f(x2i−1) = f(x2i) = yi ̸= ⊥ for all 1 ≤ i ≤ K, and

the values x1, x2, . . . , x2K are all different. By definition, the support of Πsucc consists of all

basis states |x, p, w⟩|f⟩ such that the output substring z of w satisfies these conditions.

We define a new family of projectors Π̃a,b, where 0 ≤ a+ b ≤ 2K, whose supports consist

of all basis states |x, p, w⟩|f⟩ satisfying the following conditions:

(A) The output substring z is made of K triples (x1, x2, y1), . . . , (x2K−1, x2K , yK) where

the xi are all different.
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(B) There are exactly a indices i ∈ [2K] such that f(xi) = ⊥.

(C) There are exactly b indices i ∈ [2K] such that f(xi) ̸= ⊥ and f(xi) ̸= y⌈i/2⌉.

For any state |x, p, w⟩|f⟩ in the support of Π̃a,b, we claim that

∥ΠsuccT |x, p, w⟩|f⟩∥ ≤
(

1√
N

)a(
1

N

)b

. (3)

Indeed, we have T = ⊗x′∈[M ]Sx′ and by Definition 4 the action of Sxi
on the register

|f(xi)⟩Fxi
is |f(xi)⟩ 7→ 1√

N

∑
y∈[N ]|y⟩ if f(xi) = ⊥, and |f(xi)⟩ 7→ 1√

N
|⊥⟩+(1− 1

N )|f(xi)⟩−
1
N

∑
y∈[N ]\f(xi)|y⟩ otherwise. The projector Πsucc only keeps the term |y⌈i/2⌉⟩ in these sums,

which implies Equation (3).

Let us now consider any linear combination |φ⟩ =
∑

x,p,w,f αx,p,w,f |x, p, w⟩|f⟩ of basis

states that are in the support of Π̃a,b. We claim that

∥ΠsuccT |φ⟩∥ ≤
(√

2K

N

)a+b

∥|φ⟩∥. (4)

First, given two basis states |x, p, w⟩|f⟩ and |x̄, p̄, w̄⟩|f̄⟩ where z = ((x1, x2, y1), . . . , (x2K−1,

x2K , yK)) is the output substring of w, if the tuples
(
x, p, w, (f(x′))x′ /∈{x1,...,x2K }

)
and(

x̄, p̄, w̄, (f̄(x′))x′ /∈{x1,...,x2K }
)

are different then ΠsuccT |x, p, w⟩|f⟩ must be orthogonal to

ΠsuccT |x̄, p̄, w̄⟩|f̄⟩. Moreover, for any z = ((x1, x2, y1), . . . , (x2K−1, x2K , yK)) that satis-

fies condition (A), there are
(

2K
a

)(
2K−a

b

)
(N − 1)b ≤ (2K)a+bN b different ways to choose

(f(xi))i∈[2K] that satisfy conditions (B) and (C). Let us write wx⃗ = {x1, . . . , x2K} when the

output substring z of w contains x1, . . . , x2K . Then, by using the Cauchy-Schwarz inequality

and Equation (3), we get that

∥ΠsuccT |φ⟩∥2 =
∑

x,p,w,(f(x′))x′ /∈wx⃗

∥∥∥
∑

(f(x′))x′∈wx⃗

αx,p,w,f ΠsuccT |x, p, w⟩|f⟩
∥∥∥

2

≤
∑

x,p,w,(f(x′))x′ /∈wx⃗

( ∑

(f(x′))x′∈wx⃗

|αx,p,w,f |2
)( ∑

(f(x′))x′∈wx⃗

∥ΠsuccT |x, p, w⟩|f⟩∥2

)

≤ ∥|φ⟩∥2 · (2K)a+bN b

(
1

N

)a(
1

N2

)b

=

(
2K

N

)a+b

∥|φ⟩∥2
,

which proves Equation (4). The support of Π≤k is contained into the union of the sup-

ports of Π̃a,b for a + b ≥ 2(K − k). Thus, by the triangle inequality, ∥ΠsuccT Π≤k|ϕ⟩∥ ≤
∑

a+b≥2(K−k)∥ΠsuccT Π̃a,bΠ≤k|ϕ⟩∥. This is at most
∑

a+b≥2(K−k)

(√
2K
N

)a+b

∥Π̃a,bΠ≤k|ϕ⟩∥
by Equation (4). Finally, by the Cauchy-Schwarz inequality and the fact that the supports of

the projectors Π̃a,b are disjoint, we obtain that ∥ΠsuccT Π≤k|ϕ⟩∥ ≤
√∑

a+b≥2(K−k)

(
2K
N

)a+b

√∑
a,b∥Π̃a,bΠ≤k|ϕ⟩∥2 ≤ N

(
2K
N

)K−k∥Π≤k|ϕ⟩∥. ◀

We can now conclude the proof of the main result of this section.

▶ Theorem 9. The success probability of finding K disjoint collisions in a random function

f : [M ] → [N ] is at most O(T 3/(K2N))K/2 + 2−K for any algorithm making T quantum

queries to f and any 1 ≤ K ≤ N/8.
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Proof. Let |ψT ⟩ (resp. |ϕT ⟩) denote the state of the algorithm after T queries in the

standard (resp. recording) query model. We recall that |ψT ⟩ = T |ϕT ⟩ (Theorem 3).

Thus, by the triangle inequality, the success probability σ = ∥Πsucc|ψT ⟩∥2 satisfies
√
σ ≤

∥ΠsuccT Π≥K/2|ϕT ⟩∥ + ∥ΠsuccT Π≤K/2|ϕT ⟩∥ ≤ ∥Π≥K/2|ϕT ⟩∥ + ∥ΠsuccT Π≤K/2|ϕT ⟩∥. Using

Proposition 7 and Proposition 8, we have that
√
σ ≤

(
T

K/2

)(
4
√
T/N

)K/2
+N(2K/N)K/2 ≤

O(T 3/2/(K
√
N))K/2 + 2−K/2−1. Finally, the upper bound on σ is derived from the standard

inequality (u+ v)2 ≤ 2u2 + 2v2. ◀

5 Time-space tradeoff for Collision Pairs Finding

We use the time lower bound obtained in Section 4 to derive a new time-space tradeoff for

the problem of finding K disjoint collisions in a random function f : [M ]→ [N ]. We recall

that the output is produced in an online fashion (Section 2.2), meaning that a collision can

be output as soon as it is discovered. The length of the output is not counted toward the

space bound. We allow the same collision to be output several times, but it contributes only

once to the total count.

▶ Theorem 10. Any quantum algorithm for finding K disjoint collisions in a random

function f : [M ] → [N ] with success probability 2/3 must satisfy a time-space tradeoff of

T 3S ≥ Ω(K3N), where 1 ≤ K ≤ N/8.

Proof. Our proof relies on the time-segmentation method for large-output problems used in

[14, 29] for instance. Fix any quantum circuit C in the space-bounded model of Section 2.2

running in time T and using S > Ω(logN) qubits of memory. The circuit C is partitioned

into L = T/T ′ consecutive sub-circuits C1 ∥ C2 ∥ · · · ∥ CL each running in time T ′ = S2/3N1/3,

where Cj takes as input the output memory of Cj−1 for each j ∈ [L]. Define Xj to be the

random variable that counts the number of (mutually) disjoint collisions that C outputs

between time (j − 1)T ′ and jT ′ (i.e. in the sub-circuit Cj) when the input is a random

function f : [M ] → [N ]. The algorithm must satisfy
∑L

j=1 E[Xj ] ≥ Ω(K) to be correct.

We claim that the algorithm outputs at most 3S collisions in expectation in each segment

of the computation. Assume by contradiction that E[Xj ] ≥ 3S for some j. Since Xj is

bounded between 0 and N we have Pr[Xj > 2S] ≥ S/N . Consequently, by running Cj on the

completely mixed state on S qubits we obtain 2S disjoint collisions with probability at least

S/N · 2−S in time T ′ (this is akin to a union-bound argument). However, by Theorem 9,

no quantum algorithm can find more than 2S disjoint collisions in time T ′ = S2/3N1/3

with success probability larger than 4−S+1. This contradiction implies that E[Xj ] ≤ 3S

for all j. Consequently, there must be at least L ≥ Ω(K/S) sub-circuits in order to have∑L
j=1 E[Xj ] ≥ Ω(K). Since each sub-circuit runs in time S2/3N1/3 the running time of C is

T ≥ Ω(L · S2/3N1/3) ≥ Ω(KN1/3/S1/3). ◀

As an illustration of the above result, we obtain that any quantum algorithm for finding

N/8 disjoint collisions in a random function must satisfy a time-space tradeoff of TS1/3 ≥
Ω(N4/3). We prove that any improvement to this lower bound would imply a breakthrough

for the Element Distinctness problem.

▶ Definition 11. The Element Distinctness problem EDN on domain size N consists of

finding a collision in a random function f : [N ]→ [N2].

It is well-known that the query complexity of Element Distinctness is T = Θ(N2/3) [2, 6].

However, it is a long-standing open problem to find any quantum time-space lower bound

(even classically the question is not completely settled yet [39, 10]). Here, we show that
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any improvement to Theorem 10 would imply a non-trivial time-space tradeoff for Element

Distinctness. This result relies on a reduction presented in Algorithm 1 and analyzed in

Proposition 12 (the constants c0, c1, c2 are chosen in the proof).

Algorithm 1 Finding collisions by using ED√

N .

Input: a function f : [N ]→ [N ] containing at least c0N collisions.

Output: at least c1N collisions in f (not necessarily disjoint).

1. Repeat c2N times:

a. Sample a 4-wise independent hash function h : [
√
N ] → [N ] and store it in

memory.

b. Run an algorithm for ED√
N on input f ◦ h : [

√
N ]→ [N ]. If it finds a collision

(f ◦ h(i), f ◦ h(j)) check if h(i) ̸= h(j) and output the collision (h(i), h(j)) in

this case.

▶ Proposition 12. Let N be a square number. If there is an algorithm solving EDN in

time TN and space SN then Algorithm 1 runs in time O(NT√
N ) and space O

(
S√

N

)
, and it

finds c1N collisions in any function f : [N ]→ [N ] containing at least c0N collisions.

Proof. We choose c0 = 40, c1 = 1/104 and c2 = 8. We study the probabilities of the following

events to occur in a fixed round of Algorithm 1:

Event A: The hash function h is collision free (i.e. h(i) ̸= h(j) for all i ̸= j).

Event B: None of the collisions output during the previous rounds is present in the

image of h.

Event C: The function f ◦ h : [
√
N ]→ [N ] contains a collision.

Event D: The algorithm for ED√
N finds a collision at step 2.b.

Algorithm 1 succeeds if and only if the event A ∧ B ∧ C ∧ D occurs during at least c1N

rounds. We now lower bound the probability of this event happening.

For event A, let us consider the random variable X =
∑

i ̸=j∈[
√

N ] 1h(i)=h(j). Using

that h is pairwise independent, we have E[X] =
(√

N
2

)
1
N ≤ 1

2 . Thus, by Markov’s inequality,

Pr[A] = 1− Pr[X ≥ 1] ≥ 1
2 .

For event B, let us assume that k < c1N collisions (x1, x2), . . . , (x2k−1, x2k) have

been output so far. For any i ∈ [k], the probability that both x2i−1 and x2i belong to

{h(1), . . . , h(
√
N)} is at most

(√
N
2

)
2

N2 ≤ 1
N since h is pairwise independent. By a union

bound, Pr[B] ≥ 1− k
N ≥ 1− c1.

For event C, let us consider the binary random variables Yi,j = 1f◦h(i)=f◦h(j) for

i ≠ j ∈ [
√
N ], and let Y =

∑
i ̸=j Yi,j be twice the number of collisions in f ◦ h. Note that we

may have Yi,j = 1 because h(i) = h(j) (this is taken care of in event A). For each y ∈ [N ],

let Ny = |{x : f(x) = y}| denote the number of elements that are mapped to y by f . Using

that h is 4-wise independent, for any i ̸= j ̸= k ̸= ℓ we have,





Pr[Yi,j = 1] =

∑
y∈[N]

N2
y

N2

Pr[Yi,j = 1 ∧ Yi,k = 1] =

∑
y∈[N]

N3
y

N3

Pr[Yi,j = 1 ∧ Yk,ℓ = 1] = Pr[Yi,j = 1] · Pr[Yk,ℓ = 1].
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Consequently, E[Y ] =
(√

N
2

)∑
y∈[N]

N2
y

N2 and

Var[Y ] =
∑

{i,j}
Var[Yi,j ] +

∑

{i,j}̸={i,k}
Cov[Yi,j , Yi,k] +

∑

{i,j}∩{k,ℓ}=∅

Cov[Yi,j , Yk,ℓ]

≤
∑

{i,j}
E[Y 2

i,j ] +
∑

{i,j}̸={i,k}
E[Yi,jYi,k]

=

(√
N

2

)∑
y∈[N ] N

2
y

N2
+ 3

(√
N

3

)∑
y∈[N ] N

3
y

N3

where we have used that Yi,j and Yk,ℓ are independent when i ̸= j ≠ k ≠ ℓ. The term∑
y∈[N ] N

2
y is equal to the number of pairs (x, x′) ∈ [N ]2 such that f(x) = f(x′). Each

collision in f gives two such pairs, and we must also count the pairs (x, x). Thus,
∑

y∈[N ] N
2
y ≥

(1 + 2c0)N . Moreover,
∑

y∈[N ] N
3
y ≤ (

∑
y∈[N ] N

2
y )3/2. Consequently,

Var[Y ]

E[Y ]2
≤

1 +
√
N

(∑
y∈[N]

N2
y

N2

)1/2

(√
N
2

)∑
y∈[N]

N2
y

N2

≤ 4(1 +
√

1 + 2c0)

1 + 2c0
.

Finally, according to Chebyshev’s inequality, Pr[Y = 0] ≤ Pr[|Y − E[Y ]| ≥ E[Y ]] ≤ Var[Y ]
E[Y ]2 .

Thus, Pr[C] = 1− Pr[Y = 0] ≥ 1− 4(1+
√

1+2c0)
1+2c0

.

For event D, we have Pr[D |A ∧B ∧ C] ≥ 2/3 assuming the bounded-error algorithm

for solving ED√
N succeeds with probability 2/3.

The probability of the four events happening together is Pr[A∧B∧C∧D] = Pr[D |A∧B∧
C]·Pr[A∧B∧C] ≥ Pr[D|A∧B∧C]·(Pr[A]+Pr[B]+Pr[C]−2) ≥ 2

3 ·
(

1
2 − c1 − 4(1+

√
1+2c0)

1+2c0

)
≥

1/250. Let τ be the number of rounds after which c1N collisions have been found (i.e.

A ∧B ∧ C ∧D has occurred c1N times). We have E[τ ] ≤ 8c1N , and by Markov’s inequality

Pr[τ ≥ c2N ] ≤ 250c1/c2 ≤ 1/3. Thus, with probability at least 2/3, Algorithm 1 outputs at

least c1N collisions in f . ◀

We use the above reduction to transform any low-space algorithm for Element Distinctness

into one for finding Ω(N/ logN) disjoint collisions in a random function. Observe that

Algorithm 1 does not necessarily output collisions that are mutually disjoint. Nevertheless,

there is a small probability that a random function f : [M ]→ [N ] contains multi-collisions

of size larger than logN when M ≈ N [24]. Thus, there is only a logN loss in the analysis.

▶ Proposition 13. Suppose that there exists a bounded-error quantum algorithm for solving

Element Distinctness on domain size N that satisfies a time-space tradeoff of TαSβ ≤
Õ
(
N2(γ−α)

)
for some constants α, β, γ. Then, there exists a bounded-error quantum algorithm

for finding Ω(N/ logN) disjoint collisions in a random function f : [10N ]→ [N ] that satisfies

a time-space tradeoff of TαSβ ≤ Õ(Nγ).

Proof. We use the constants c0, c1, c2 specified in the proof of Proposition 12. First, we note

that a random function f : [10N ]→ [N ] contains c0N collisions and no multi-collisions of

size larger than log(N) with large probability [24]. Consequently, any set of c1N collisions

must contain at least c1N/ logN mutually disjoint collisions with large probability. Assume

now that there exists an algorithm solving ED√
10N in time T√

10N and space S√
10N such

that
(
T√

10N

)α
Sβ√

10N
≤ Ω̃(Nγ−α). Then, by plugging it into Algorithm 1, one can find

c1N/ logN disjoint collisions in a random function f : [10N ]→ [N ] in time T = O
(
NT√

10N

)

and space S = O
(
S√

10N

)
. We derive from the above tradeoff that TαSβ ≤ Õ(Nγ). ◀
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As an application of Proposition 13, we obtain the following result regarding the hardness

of finding Ω̃(N) collisions.

▶ Corollary 14. Suppose that there exists ϵ > 0 such that any quantum algorithm for

finding Ω̃(N) disjoint collisions in a random function f : [10N ]→ [N ] must satisfy a time-

space tradeoff of TS1/3 ≥ Ω̃(N4/3+ϵ). Then, any quantum algorithm for solving Element

Distinctness on domain size N must satisfy a time-space tradeoff of TS1/3 ≥ Ω̃(N2/3+2ϵ).

We conjecture that the optimal tradeoff for finding K collisions is T 2S = Θ(K2N), which

would imply an optimal time-space tradeoff of T 2S ≥ Ω̃(N2) for Element Distinctness.

▶ Conjecture 15. Any quantum algorithm for finding K disjoint collisions in a random

function f : [M ] → [N ] with success probability 2/3 must satisfy a time-space tradeoff

of T 2S ≥ Ω(K2N).

▶ Corollary 16. If Conjecture 15 is true, then any quantum algorithm for solving the

Element Distinctness problem with success probability 2/3 must satisfy a time-space tradeoff

of T 2S ≥ Ω̃(N2).

We describe a quantum algorithm that achieves the tradeoff of T 2S ≤ Õ(K2N). In order

to simplify the analysis, we do not require the collisions to be disjoint.

Algorithm 2 Finding K collision pairs in f : [N ] → [N ] using a memory of size S.

1. Repeat Õ(K/S) times:

a. Sample a subset G ⊂ [N ] of size S uniformly at random.

b. Construct a table containing all pairs (x, f(x)) for x ∈ G. Sort the table

according to the second entry of each pair.

c. Define the function g : [N ] \G→ {0, 1} where g(x) = 1 iff there exists x′ ∈ G
such that f(x) = f(x′). Run the Grover search algorithm [15] on g, by using

the table computed at step 1.b, to find all pairs (x, x′) ∈ G× ([N ] \G) such

that f(x) = f(x′). Output all of these pairs.

▶ Proposition 17. For any 1 ≤ K ≤ O(N) and Ω̃(logN) ≤ S ≤ Õ(K2/3N1/3), there

exists a bounded-error quantum algorithm that can find K collisions in a random function

f : [N ]→ [N ] by making T = Õ(K
√
N/S) queries and using S qubits of memory.

Proof. We prove that Algorithm 2 satisfies the statement of the proposition. For simplicity,

we do not try to tune the hidden factors in the big O notations.

The probability that a fixed pair (x, x′) satisfies (x, x′) ∈ G × ([N ] \ G) for at least

one iteration of step 1 is Ω(K/S · S/N · (1 − S/N)) = Ω(K/N). Since a random function

f : [N ]→ [N ] contains Ω(N) collisions with high probability, the algorithm encounters Ω(K)

collisions in total. Thus, if the Grover search algorithm never fails we obtain the desired

number of collisions.

The expected number of pre-images of 1 under g is O(S). Consequently, the complexity of

Grover’s search at step 1.c is O(
√
SN). The overall query complexity is T = Õ(K/S ·

√
SN) =

Õ(K
√
N/S), and the space complexity is Õ(S). ◀
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A Time lower bound for K-Search

In this section, we illustrate the use of the recording model to upper bound the success

probability of a query-bounded algorithm on a non-uniform input distribution.

▶ Theorem 18. The success probability of finding K ≤ N/8 preimages of 1 in a random

function f : [M ]→ {0, 1} where f(x) = 1 with probability K/N for each x ∈ [M ] is at most

O(T 2/(KN))K/2 + 2−K for any algorithm using T quantum queries to f .

We show that, similarly to the classical setting where a query can reveal a 1 with

probability K/N , the amplitude of the basis states that record a new 1 increases by a factor

of
√
K/N after each query (Proposition 22). Thus, the amplitude of the basis states that

have recorded at least K/2 ones after T queries is at most O(T/
√
KN)K/2. This implies that

any algorithm with T < O(
√
KN) queries is likely to output at least K/2 ones at positions

that have not been recorded. These outputs can only be correct with probability O(K/N)K/2

(Proposition 23).

A.1 Recording query operator

We describe a recording operator that encodes the distribution that gives f : [M ] → [N ]

where f(x) = 1 with probability K/N independently for each x ∈ [M ]. In the standard query

model, the oracle’s initial state is |init⟩ = ⊗x∈[M ]

(√
1−K/N |0⟩Fx

+
√
K/N |1⟩Fx

)
for this

distribution. Consequently, we instantiate the recording model as follows.

▶ Definition 19. For any x ∈ [M ], define the unitary Sx acting on the register Fx to be

Sx|⊥⟩Fx
= |+⟩Fx

, Sx|+⟩Fx
= |⊥⟩Fx

, Sx|−⟩Fx
= |−⟩Fx

where α =
√

1−K/N , β =
√
K/N and |+⟩Fx

= α|0⟩Fx
+ β|1⟩Fx

, |−⟩Fx
= β|0⟩Fx

− α|1⟩Fx
.

We have T |⊥M ⟩ = |init⟩ when T = ⊗x∈[M ]Sx as required by Theorem 3. The recording

query operator is R = SOS since S† = S, and it satisfies the next equations.

▶ Lemma 20. If the recording query operator R associated with Definition 19 is applied to a

basis state |x, p, w⟩|f⟩ where p = 1 then the register |f(x)⟩Fx
is mapped to





(1− 2β2)|⊥⟩ + 2αβ2|0⟩ − 2α2β|1⟩ if f(x) = ⊥
2αβ2|⊥⟩ + (1− 2α2β2)|0⟩ + 2α3β|1⟩ if f(x) = 0

−2α2β|⊥⟩ + 2α3β|0⟩ + (1− 2α4)|1⟩ if f(x) = 1

and the other registers are unchanged. If p = 0 then none of the registers are changed.

Proof. By definition, the unitary Sx maps |⊥⟩Fx
7→ |+⟩, |0⟩Fx

7→ α|⊥⟩ + β|−⟩, |1⟩Fx
7→

β|⊥⟩ − α|−⟩. Thus, the action on the register Fx is

If f(x) = ⊥ then |f(x)⟩Fx

S7−→ |+⟩ O7−→ α|0⟩ − β|1⟩ S7−→ (α2 − β2)|⊥⟩+ 2αβ|−⟩.
If f(x) = 0 then |f(x)⟩Fx

S7−→ α|⊥⟩+ β|−⟩ O7−→ α|⊥⟩+ β(β|0⟩+ α|1⟩) S7−→ 2αβ2|⊥⟩+ (1−
2α2β2)|0⟩+ 2α3β|1⟩.
If f(x) = 1 then |f(x)⟩Fx

S7−→ β|⊥⟩ − α|−⟩ O7−→ β|⊥⟩ − β(β|0⟩ + α|1⟩) S7−→ −2α2β|⊥⟩ +

2α3β|0⟩+ (1− 2α4)|1⟩.
◀

If α≫ β, the above lemma shows that R is close to the mapping |⊥⟩Fx 7→ |⊥⟩ − 2β|1⟩,
|0⟩Fx

7→ |0⟩+2β|1⟩, |1⟩Fx
7→ −|1⟩+2β(|0⟩−|⊥⟩) up to lower order terms of amplitude O(β2).
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A.2 Analysis of the recording progress

The measure of progress is based on the number of ones contained in the oracle’s register.

We first give some projectors related to this quantity.

▶ Definition 21. We define the following projectors by giving the basis states on which they

project:

Π≤k, Π=k and Π≥k: all basis states |x, p, w⟩|f⟩ such that f contains respectively at most,

exactly or at least k coordinates equal to 1.

Π=k,⊥ and Π=k,0: all basis states |x, p, w⟩|f⟩ such that (1) f contains exactly k coordinates

equal to 1, (2) the phase multiplier is p = 1 and (3) f(x) = ⊥ or f(x) = 0 respectively.

We can now define the measure of progress qt,k for t queries and k ones as

qt,k = ∥Π≥k|ϕt⟩∥ (5)

where |ϕt⟩ is the state after t queries in the recording model. The main result of this section

is the following bound on the growth of qt,k.

▶ Proposition 22. For all t and k, we have that qt,k ≤
(

t
k

)(
4

√
K√
N

)k

.

Proof. First, q0,0 = 1 and q0,k = 0 for all k ≥ 1 since the initial state is |ϕ0⟩ = |0⟩|⊥M ⟩.
Then, we prove that qt,k satisfies the following recurrence relation

qt+1,k+1 ≤ qt,k+1 + 4

√
K

N
qt,k. (6)

From this result, it is trivial to conclude that qt,k ≤
(

t
k

)(
4

√
K√
N

)k

. In order to prove Equa-

tion (6), we first observe that qt+1,k+1 = ∥Π≥k+1Ut+1R|ϕt⟩∥ = ∥Π≥k+1R|ϕt⟩∥ where Ut+1

is the unitary applied by the algorithm at time t+ 1. Then, on a basis state |x, p, w⟩|f⟩, the

recording query operator R acts as the identity on the registers Fx′ for x′ ≠ x. Consequently,

the basis states |x, p, w⟩|f⟩ in |ϕt⟩ that may contribute to qt+1,k+1 must either already contain

k + 1 ones in f , or exactly k ones in f and f(x) ̸= 1, p = 1. This implies that

qt+1,k+1 ≤ qt,k+1 + ∥Π≥k+1RΠ=k,⊥|ϕt⟩∥+ ∥Π≥k+1RΠ=k,0|ϕt⟩∥.

We first bound the term ∥Π≥k+1RΠ=k,⊥|ϕt⟩∥. Consider any state |x, p, w⟩|f⟩ in the

support of Π=k,⊥. By Lemma 20, we have Π≥k+1R|x, p, w⟩|f⟩ = −2α2β|x, p, w⟩|1⟩Fx

⊗x′ ̸=x|f(x′)⟩Fx′
. Since any two basis states in the support of Π=k,⊥ remain orthogonal

after Π≥k+1R is applied, we obtain that ∥Π≥k+1RΠ=k,⊥|ϕt⟩∥ = 2α2β∥Π=k,⊥|ϕt⟩∥ ≤
2
√
K/N(1−K/N)qt,k.

Similarly, for |x, p, w⟩|f⟩ in the support of Π=k,0 we have ∥Π≥k+1R|x, p, w⟩|f⟩∥ = 2α3β

by Lemma 20. Consequently, ∥Π≥k+1RΠ=k,0|ϕt⟩∥ = 2α3β∥Π=k,0|ϕt⟩∥ ≤ 2
√
K/N(1 −

K/N)3/2qt,k. We can now conclude the proof,

qt+1,k+1 ≤ qt,k+1 + 2

√
K

N

(
1− K

N

)
qt,k + 2

√
K

N

(
1− K

N

)3/2

qt,k ≤ qt,k+1 + 4

√
K

N
qt,k.

◀
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A.3 From the recording progress to the success probability

We connect the success probability σ = ∥Πsucc|ψT ⟩∥2
in the standard query model to the

final progress qT,k in the recording model after T queries. We show that if the algorithm has

made no significant progress for k ≥ K/2 then it needs to “guess” that f(x) = 1 for about

K − k positions where the Fx register does not contain 1. Classically, the probability to find

K − k preimages of 1 at positions that have not been queried would be (K/N)K−k. Here,

we show similarly that if a unit state contains at most k ones in the quantum recording

model, then after mapping it to the standard query model (by applying the operator T
of Theorem 3) the probability that the output register contains the correct positions of K

preimages of 1 is at most 3K
(

K
N

)K−k
.

▶ Proposition 23. For any |ϕ⟩, we have ∥ΠsuccT Π≤k|ϕ⟩∥ ≤ 3K/2
(√

K
N

)K−k

∥Π≤k|ϕ⟩∥.

Proof. Let |x, p, w⟩|f⟩ be any basis state in the support of Π≤k. The output value z is a

substring of w made of K distinct values x1, . . . , xK ∈ [M ] indicating positions where the

input f is supposed to contain ones. By definition of Π≤k, we have f(xi) ̸= 1 for at least

K − k indices i ∈ [K]. For each such index i, after applying T = ⊗x′∈[M ]Sx′ , the amplitude

of |1⟩Fxi
is
√

K
N (if f(xi) = ⊥) or

√
K
N

(
1− K

N

)
(if f(xi) = 0) by Definition 19. Consequently,

∥ΠsuccT |x, p, w⟩|f⟩∥ ≤
(√

K

N

)K−k

. (7)

Fix any state |ϕ⟩ and denote |φ⟩ = Π≤k|ϕ⟩ =
∑

x,p,w,f αx,p,w,f |x, p, w⟩|f⟩. Let us write

wx⃗ = {x1, . . . , xK} when the output substring z of w contains x1, . . . , xK . For any two basis

states |x, p, w⟩|f⟩ and |x̄, p̄, w̄⟩|f̄⟩, if
(
x, p, w, (f(x′))x′ /∈wx⃗

)
̸=
(
x̄, p̄, w̄, (f̄(x′))x′ /∈wx⃗

)
then

ΠsuccT |x, p, w⟩|f⟩ is orthogonal to ΠsuccT |x̄, p̄, w̄⟩|f̄⟩. There are 3K choices for |x, p, w⟩|f⟩
once we set the value of (x, p, w, (f(x′))x′ /∈wx⃗

) since it remains to choose f(x′) ∈ {⊥, 0, 1} for

x′ ∈ wx⃗. By using the Cauchy–Schwarz inequality and Equation (7), we get that

∥ΠsuccT |φ⟩∥2 =
∑

x,p,w,(f(x′))x′ /∈wx⃗

∥∥∥∥
∑

(f(x′))x′∈wx⃗

αx,p,w,f ΠsuccT |x, p, w⟩|f⟩
∥∥∥∥

2

≤
∑

x,p,w,(f(x′))x′ /∈wx⃗

( ∑

(f(x′))x′∈wx⃗

|αx,p,w,f |2
)( ∑

(f(x′))x′∈wx⃗

∥ΠsuccT |x, p, w⟩|f⟩∥2

)

≤ ∥|φ⟩∥2 · 3K

(
K

N

)K−k

.

◀

We can now conclude the proof of the main result.

Proof of Theorem 18. Let |ψT ⟩ (resp. |ϕT ⟩) denote the state of the algorithm after T queries

in the standard (resp. recording) query model. According to Theorem 3, we have |ψT ⟩ =

T |ϕT ⟩. Thus, by the triangle inequality, the success probability σ = ∥Πsucc|ψT ⟩∥2 satisfies√
σ ≤ ∥ΠsuccT Π≥K/2|ϕT ⟩∥ + ∥ΠsuccT Π≤K/2|ϕT ⟩∥ ≤ ∥Π≥K/2|ϕT ⟩∥ + ∥ΠsuccT Π≤K/2|ϕT ⟩∥.

Using Propositions 22 and 23, we have that
√
σ ≤

(
T

K/2

)(
4
√
K/N

)K/2
+3K/2

(√
K/N

)K/2 ≤
O(T/

√
KN)K/2 + 2−K/2−1. Finally, the upper bound on σ is derived from the standard

inequality (u+ v)2 ≤ 2u2 + 2v2. ◀
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B Time-space tradeoff for Sorting

We use the time lower bound obtained in Appendix A to reprove the time-space tradeoff

for the Sorting problem described in [29, Theorem 21]. The input to the Sorting problem is

represented as a function f : [N ]→ {0, 1, 2} (we do not need to consider a larger range for

the proof). A quantum algorithm for the Sorting problem must output in order a sequence

x1, . . . , xN ∈ [N ] of distinct integers such that f(x1) ≥ f(x2) ≥ · · · ≥ f(xN ) with probability

at least 2/3.

▶ Theorem 24. Any quantum algorithm for sorting a function f : [N ] → {0, 1, 2} with

success probability 2/3 must satisfy a time-space tradeoff of T 2S ≥ Ω(N3).

Proof. The proof is a modified version of [29, Theorem 21] adapted to our version of the

K-Search problem. Given a circuit C that runs in time T and space Ω(logN) ≤ S ≤ N/64,

we partition it into L = T/T ′ consecutive sub-circuits C1 ∥ C2 ∥ · · · ∥ CL each running in time

T ′ =
√
SN/4. Assume by contradiction that a circuit Cj outputs the elements of ranks

r, r + 1, . . . , r + 2S − 1 for some r ≤ N/2. We use Cj to solve the K-search problem for

K = 2S as follows. Given an input g : [N/2] → {0, 1} to the K-search problem where

g(x) = 1 with probability K
N/4 for each x, define the function f : [N ]→ {0, 1, 2} where

f(x) =





2 if x < r,

g(x− r + 1) if r ≤ x < r +N/2,

0 if x ≥ r +N/2.

Note that the function g contains at least 2S preimages of 1 with probability at least 2S/N .

Thus, if the circuit C is run on the input f , then the indices output by the sub-circuit Cj must

contain the position of 2S preimages of 1 with probability at least 2/3 · 2S/N . Consequently,

by running Cj on the completely mixed state on S qubits we can find 2S preimages of 1

under g with probability at least 2/3 · 2S/N · 2−S in time T ′. However, by Theorem 18, any

such algorithm must succeed with probability at most 4−S+1. This contradiction implies

that there must be at least L ≥ Ω(N/S) sub-circuits in C. Thus, the running time of C is

T ≥ Ω(L ·
√
SN) ≥ Ω(N3/2/

√
S). ◀

The time-space tradeoffs for the Boolean matrix-vector product [29, Theorem 23] and

the Boolean matrix product [29, Theorem 25] problems can be reproved in a similar way.
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We construct a quantum oracle relative to which BQP = QMA but cryptographic pseudorandom

quantum states and pseudorandom unitary transformations exist, a counterintuitive result in light

of the fact that pseudorandom states can be “broken” by quantum Merlin-Arthur adversaries. We

explain how this nuance arises as the result of a distinction between algorithms that operate on

quantum and classical inputs. On the other hand, we show that some computational complexity
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1 Introduction

Pseudorandomness is a key concept in complexity theory and cryptography, capturing the

notion of objects that appear random to computationally-bounded adversaries. Recent works

have extended the theory of computational pseudorandomness to quantum objects, with

a particular focus on quantum states and unitary transformations that resemble the Haar

measure [19, 13, 12].

Ji, Liu, and Song [19] define a pseudorandom state (PRS) ensemble as a keyed family

of quantum states {|ϕk⟩}k∈K such that states from the ensemble can be generated in

polynomial time, and such that no polynomial-time quantum adversary can distinguish

polynomially many copies of a random |ϕk⟩ from polynomially many copies of a Haar-

random state. They also define an ensemble of pseudorandom unitary transformations

(PRUs) analogously as a set of efficiently implementable unitary transformations that are

computationally indistinguishable from the Haar measure. These definitions can be viewed

as quantum analogues of pseudorandom generators (PRGs) and pseudorandom functions

(PRFs), respectively. The authors then present a construction of PRSs assuming the existence

of quantum-secure one-way functions, and also give a candidate construction of PRUs that

they conjecture is secure.

Several applications of PRSs and PRUs are known. PRSs and PRUs are potentially

useful in quantum algorithms: in computational applications that require approximations

to the Haar measure, PRSs and PRUs can be much more efficient than t-designs, which

are information-theoretic approximations to the Haar measure that are analogous to t-
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wise independent functions.1 Cryptographic applications are possible, with [19] giving a

construction of a private-key quantum money scheme based on PRSs. Recent work by

Bouland, Fefferman, and Vazirani [12] has also established a fundamental connection between

PRSs and any possible resolution to the so-called “wormhole growth paradox” in the AdS/CFT

correspondence.

1.1 Main Results

Given the importance of PRSs and PRUs across quantum complexity theory, in this work

we seek to better understand the theoretical basis for the existence of these primitives. We

start with a very basic question: what hardness assumptions are necessary for the existence

of PRSs,2 and which unlikely complexity collapses (such as P = PSPACE or BQP = QMA)

would invalidate the security of PRSs? Viewed another way, we ask: what computational

power suffices to distinguish PRSs from Haar-random states?

At first glance, it appears that an “obvious” upper bound on the power needed to

break PRSs is QMA, the quantum analogue of NP consisting of problems decidable by a

polynomial-time quantum Merlin-Arthur protocol (or even QCMA, where the witness is

restricted to be classical). If Arthur holds many copies of a pure quantum state |ψ⟩ that

can be prepared by some polynomial-size quantum circuit C, then Merlin can send Arthur

a classical description of C, and Arthur can verify via the swap test that the output of C

approximates |ψ⟩. By contrast, most Haar-random states cannot even be approximated by

small quantum circuits. So, in some sense, PRSs can be “distinguished” from Haar-random

by quantum Merlin-Arthur adversaries.

There is a subtle problem here, though: QMA is defined as a set of decision problems

where the inputs are classical bit strings, whereas an adversary against a PRS ensemble

inherently operates on a quantum input. As a result, it is unclear whether the hardness of

breaking PRSs can be related to the hardness of QMA, or any other standard complexity

class. Even if we had a proof that BQP = QMA, this might not give rise to an efficient

algorithm for breaking the security of PRSs.

One way to tackle this is to consider quantum adversaries that can query a classical oracle.

If we can show that PRSs can be broken by a polynomial-time quantum algorithm with

oracle access to some language L ⊆ {0, 1}∗, we conclude that if PRSs exist, then L ̸∈ BQP.

A priori, it is not immediately obvious whether oracle access to any language L suffices for

a polynomial-time quantum adversary to break PRSs. For our first result, we show that a

PP-complete language works. Hence, if BQP = PP, then PRSs do not exist.

▶ Theorem 1 (Informal version of Theorem 15). There exists a polynomial-time quantum

algorithm augmented with a PP oracle that can distinguish PRSs from Haar-random states.

This raises the natural question of whether the PP oracle in the above theorem can be

made weaker. For instance, can we break PRSs with a QCMA or QMA oracle, coinciding

with our intuition that the task is solvable by a quantum Merlin-Arthur protocol? In our

second result, we show that this intuition is perhaps misguided, as we construct a quantum

oracle relative to which such a QMA reduction is impossible.

1 t-designs are also sometimes called “pseudorandom” in the literature, e.g. [27, 14]. We emphasize that
t-designs and PRSs/PRUs are fundamentally different notions and that they are generally incomparable:
a t-design need not be a PRS/PRU ensemble, or vice-versa.

2 Note that PRUs imply PRSs, so we focus only on PRSs for this part.
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▶ Theorem 2 (Informal version of Theorem 18 and Theorem 21). There exists a quantum

oracle O such that:

(1) BQPO = QMAO, and

(2) PRUs (and hence PRSs) exist relative to O.

Let us remark how bizarre this theorem appears from a cryptographer’s point of view.

If BQP = QMA, then no quantum-secure classical cryptographic primitives exist, because

such primitives can be broken in NP. So, our construction is a black-box separation between

PRUs and all quantum-secure classical cryptography – a relativized world in which any

computationally-secure cryptography must use quantum communication. Theorem 2 thus

provides a negative answer (in the quantum black box setting) to a question of Ji, Liu, and

Song [19] that asks if quantum-secure one-way functions are necessary for PRSs. One could

even view our result as evidence that it might be possible to base the existence of PRSs and

PRUs on weaker assumptions than those usually used for classical cryptography.

1.2 Application: Hyperefficient Shadow Tomography

An immediate corollary of our results is a new impossibility result for shadow tomography.

Aaronson [2] defined the shadow tomography problem as the following estimation task: given

copies of an n-qubit mixed state ρ and a list of two-outcome measurements O1, . . . , OM ,

estimate Tr(Oiρ) for each i up to additive error ε. Aaronson showed that, remarkably,

this is possible using very few copies of ρ: just poly(n, logM, 1
ε ) copies suffice, which is

polylogarithmic in both the dimension of ρ and the number of quantities to be estimated.

Aaronson then asked in what cases shadow tomography can be made computationally

efficient with respect to n and logM . Of course, just writing down the input to the problem

would take Ω(4nM) time if the measurements are given explicitly as Hermitian matrices, and

listing the outputs would also take Ω(M) time. But perhaps one could hope for an algorithm

that only operates implicitly on both the inputs and outputs. For example, suppose we

stipulate the existence of a quantum algorithm that performs the measurement Oi given

input i ∈ [M ], and that this algorithm runs in time poly(n, logM). Consider a shadow

tomography procedure that takes a description of such an algorithm as input, and that

outputs a quantum circuit C such that |C(i) − Tr(Oiρ)| ≤ ε for each i ∈ [M ].3 Aaronson

calls this a “hyperefficient” shadow tomography protocol if it additionally runs in time

poly(n, logM, 1
ε ).

Aaronson gave some evidence that hyperefficient shadow tomography is unlikely to

exist, by observing that if hyperefficient shadow tomography is possible, then quantum

advice can always be efficiently replaced by classical advice – in other words, BQP/qpoly =

BQP/poly. However, Aaronson and Kuperberg [4] showed a quantum oracle U relative to

which BQPU/qpoly ̸= BQPU/poly, which implies that hyperefficient shadow tomography is

impossible if the observables are merely given as a black box that implements the measurement.

The proof of this oracle separation amounts to showing that if the oracle U either (1)

implements a reflection about a Haar-random n-qubit state, or (2) acts as the identity, then

no poly(n)-query algorithm can distinguish these two cases, even given a classical witness of

size poly(n).

3 Note the slight abuse of notation here, as the shadow tomography procedure can err with some small
probability, and C itself might be a probabilistic quantum circuit. For simplicity, we assume that the
shadow tomography procedure always succeeds and that C is deterministic in this exposition.
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One can consider stronger forms of query access to the observables. For instance, in

the common scenario where each observable measures fidelity with a pure state, meaning

it has the form Oi = |ψi⟩ ⟨ψi|, then in addition to the ability to measure overlap with |ψi⟩,
one might also have the power to produce copies of |ψi⟩. Note that the ability to prepare

|ψi⟩ is generally much more powerful than the ability to recognize |ψi⟩, the latter of which

is equivalent to oracle access to the reflection 1 − 2 |ψi⟩ ⟨ψi|. For example, Aaronson and

Kuperberg’s oracle separation of QCMA and QMA [4] amounts to building an oracle relative

to which certain quantum states can be recognized efficiently but cannot be approximately

prepared by small quantum circuits. Other black-box separations of state preparation and

state reflection are known, e.g. [9], so one might hope that this type of query access could be

substantially more powerful for shadow tomography as well.

Nevertheless, our results imply that black-box hyperefficient shadow tomography is

impossible even in this setting where we have state preparation access to the observables.

This follows from the simple observation that hyperefficient shadow tomography of this form

would suffice to break PRS ensembles with a QCMA oracle.

▶ Theorem 3. If a hyperefficient shadow tomography procedure exists that works for any

list of observables of the form |ψ1⟩ ⟨ψ1| , . . . , |ψM ⟩ ⟨ψM | given state preparation access to

|ψ1⟩ , . . . , |ψM ⟩, then all PRS ensembles can be broken by polynomial-time quantum adversaries

with oracle access to QCMA.

Proof sketch. For a given PRS ensemble {|ϕk⟩}k∈K, we have state preparation access to

the observable list {|ϕk⟩ ⟨ϕk|}k∈K by way of the generating algorithm of the PRS. Hence,

we can run hyperefficient shadow tomography using this observable list on copies of some

unknown state |ψ⟩. Suppose that this produces a quantum circuit C such that |C(k) −
Tr(|ϕk⟩ ⟨ϕk|ψ⟩ ⟨ψ|)| ≤ 1

10 for each k ∈ K. Observe that the problem of deciding whether

there exists some k such that C(k) ≥ 9
10 is in QCMA. If |ψ⟩ is pseudorandom, then such a

k always exists (whichever k satisfies |ψ⟩ = |ϕk⟩), whereas if |ψ⟩ is Haar-random, such a k

exists with negligible probability over the choice of |ψ⟩. Hence, these two ensembles can be

distinguished by feeding C into this QCMA language. ◀

The above theorem also relativizes, in the sense that if the shadow tomography procedure

only accesses the state preparation algorithm via a black box O, then hyperefficient shadow

tomography lets us break PRSs in polynomial time with oracle access to O and QCMAO.

Since Theorem 2 gives an oracle relative to which BQPO = QCMAO = QMAO and PRSs

exist, we conclude that hyperefficient shadow tomography is impossible with only black-box

state preparation access to the observables.

1.3 Our Techniques

The starting point for the proof of Theorem 1, which gives an upper bound of PP on the

power needed to break pseudorandom states, is a theorem of Huang, Kueng, and Preskill

[17] that gives a simple procedure for shadow tomography.

▶ Theorem 4 ([17]). Fix M different observables O1, O2, . . . , OM and an unknown n-qubit

mixed state ρ. Then there exists a quantum algorithm that performs T = O(log(M/δ)/ε2 ·
maxi Tr(O2

i )) single-copy measurements in random Clifford bases of ρ, and uses the meas-

urement results to estimate the quantities Tr(O1ρ),Tr(O2ρ), . . . ,Tr(OMρ), such that with

probability at least 1− δ, all of the M quantities are correct up to additive error ε.



W. Kretschmer 2:5

If {|ϕk⟩k∈K} is a family of PRSs, then by choosing Ok = |ϕk⟩ ⟨ϕk| for each k ∈ K to

be the list of observables, we can use the above algorithm to determine whether ρ is close

to one of the states in the PRS ensemble. A Haar-random state will be far from all of

the pseudorandom states with overwhelming probability. Hence, Theorem 4 implies the

existence of an algorithm that distinguishes the pseudorandom and Haar-random ensembles,

by performing a polynomial number of random Clifford measurements and analyzing the

results. The key observation is that the Clifford measurements can be performed efficiently,

even though the resulting analysis (which operates on purely classical information) might be

computationally expensive.

Next, one could try to argue that the computationally difficult steps in the above algorithm

can be made efficient with a PP oracle. However, we take a different approach. We adopt

a Bayesian perspective: suppose that with 50% probability we are given copies of a Haar-

random state, and otherwise with 50% probability we are given copies of a randomly chosen

state from the pseudorandom ensemble. We wish to distinguish these two cases using only

the results of the random Clifford measurements as observed data. One way to do this is

via the Bayes decision rule: we compute the posterior probability of being Haar-random or

pseudorandom given the measurements, and then guess the more likely result. In fact, the

Bayes decision rule is well-known to be the optimal decision rule in general, in the sense that

any decision rule errs at least as often as the Bayes decision rule (see e.g. [11, Chapter 4.4.1]).

Hence, because the algorithm of Huang, Kueng, and Preskill (Theorem 4) distinguishes the

Haar-random and pseudorandom ensembles with good probability, the Bayes decision rule

conditioned on the random Clifford measurements must work at least as well at the same

distinguishing task.

Finally, we observe that using a quantum algorithm with postselection, we can approximate

the relevant posterior probabilities needed for the Bayes decision rule. This allows us to

appeal to the equivalence PostBQP = PP [1] to simulate this postselection with a PP oracle.

Technically, one challenge is that the postselected quantum algorithm requires the ability

to prepare copies of a Haar-random state, even though a polynomial-time quantum algorithm

cannot even approximately prepare most Haar-random states. The solution is to replace the

Haar ensemble by an approximate quantum design, which we argue does not substantially

change the success probability of the algorithm.

For our second result (Theorem 2), the oracle construction we use is simple to describe.

The oracle O consists of two parts: a quantum oracle U = {Un}n∈N, where each Un consists

of 2n different Haar-random n-qubit unitary matrices, and a classical oracle P that is an

arbitrary PSPACE-complete language. We prove that Theorem 2 holds with probability 1

over the choice of U .

Showing that PRUs exist relative to (U ,P) is reasonably straightforward. The proof uses

the BBBV theorem (i.e. the optimality of Grover’s algorithm) [10], and is analogous to showing

that one-way functions or pseudorandom generators exist relative to a random classical oracle,

as was shown by Impagliazzo and Rudich [18]. We only rigorously prove security against

adversaries with classical advice, though we believe that the recently introduced framework

of Chung, Guo, Liu, and Qian [16] should yield a security proof against adversaries with

quantum advice.

Slightly more technically involved is proving that BQPU,P = QMAU,P . To do so, we

argue that a QMA verifier is not substantially more powerful than a BQP machine at learning

nontrivial properties of U . More precisely, we argue that if a QMA verifier V makes T queries

to Un for some n ∈ N, then either (1) n = O(log T ) is sufficiently small that poly(T ) queries

to Un actually suffice to learn Un to inverse-polynomial precision, or else (2) n = ω(log t) is
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sufficiently large that with high probability, the maximum acceptance probability of V (over

the choice of Merlin’s witness) is close to the average maximum acceptance probability of V
when Un is replaced by a random set of matrices sampled from the Haar measure. We prove

this as a consequence of the extremely strong concentration of measure properties exhibited

by the Haar measure [22].

This allows a BQPU,P machine to approximate the maximum acceptance probability of

VU,P as follows. In case (1), the BQPU,P machine first queries Un enough times to learn a

unitary transformation Ũn that is close to Un, and then hard codes Ũn into a new QMAP

verifier Ṽ that simulates V by replacing queries to Un with calls to Ũn. In case (2), the BQPU,P

machine similarly constructs a new QMAP verifier Ṽ, instead simulating V by replacing

queries to Un with unitaries chosen from an approximate polynomial design.4 In both cases,

Ṽ defines a QMAP problem. Because P is PSPACE-complete, BQPP = QMAP = PSPACE,

and therefore this problem can be decided with a single query to P.

The astute reader may notice that this proof works for more general choices of P: it

shows that for any oracle P, if BQPP = QMAP , then BQPU,P = QMAU,P with probability 1

over the choice of U . An interesting consequence is the special case when P is trivial.

▶ Corollary 5. If BQP = QMA, then BQPU = QMAU with probability 1 over the choice of U .

In words, if BQP = QMA in the unrelativized world, then the complexity classes also

coincide relative to a collection U of Haar-random oracles. Or, viewed another way, separating

BQP from QMA relative to U requires separating them in the unrelativized world. This is in

stark contrast to the case of random classical oracles, where we can prove unconditionally

that for a uniformly random oracle O, BQPO ̸= QMAO (and indeed, NPO ̸⊂ BQPO) with

probability 1 over O [10].

1.4 Open Problems

Can we prove a similar result to Theorem 2 using a classical oracle, for either PRUs or PRSs?

Attempting to resolve this question seems to run into many of the same difficulties that arise

in constructing a classical oracle separation between QCMA and QMA, which also remains

an open problem [4]. For one, as pointed out in [4], we do not even know whether every

n-qubit unitary transformation can be approximately implemented in poly(n) time relative

to some classical oracle. Even if one could resolve this, it is not clear whether the resulting

PRUs or PRSs would be secure against adversaries with the power of QMA. For instance,

we show in Appendix C that an existing construction of PRSs, whose security is provable in

the random oracle model [13], can be broken with an NP oracle.

What else can be said about the hardness of learning quantum states and unitary

transformations, either in the worst case or on average? A related question is to explore the

hardness of problems involving quantum meta-complexity: that is, problems that themselves

encode computational complexity or difficulty. Consider, for example, a version of the

minimum circuit size problem (MCSP) for quantum states: given copies of a pure quantum

state |ψ⟩, determine the size of the smallest quantum circuit that approximately outputs |ψ⟩.
If PRSs exist, then this task should be hard, but placing an upper bound on the complexity

of this task might be difficult in light of our results. We view this problem as particularly

intriguing because it does not appear to have an obvious classical analogue, and also because of

4 Technically, this requires choosing a random element of the polynomial design for each x ∈ {0, 1}n by
means of a random oracle, so we use Zhandry’s strategy [28] to simulate T quantum queries to a random
oracle using a 2T -wise independent function.
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its relevance to the wormhole growth paradox and Susskind’s Complexity=Volume conjecture

in AdS/CFT [12, 25, 24]. A number of recent breakthroughs in complexity theory have

involved ideas from meta-complexity (see surveys by Allender [6, 7]), and it would be

interesting to see which of these techniques could be ported to the quantum setting.

What other complexity-theoretic evidence can be given for the existence of PRSs and

PRUs? Can we give candidate constructions of PRSs or PRUs that do not rely on the

assumption BQP ̸= QMA? To give a specific example, an interesting question is whether

polynomial-size quantum circuits with random local gates form PRUs. Random circuits are

known to information-theoretically approximate the Haar measure in the sense that they

form approximate unitary designs [15], and it seems conceivable that they could also be

computationally pseudorandom.

2 Preliminaries

2.1 Notation

Throughout, [n] denotes the set of integers {1, 2, . . . , n}, and [n,m] denotes the set of integers

{n, n + 1, n + 2, . . . ,m}. If x ∈ {0, 1}n is a binary string, then |x| denotes the length of

x. For X a finite set, we let |X| denote the size of X. If X is a probability distribution,

then we use x← X to denote a random variable x sampled according to X. When X is a

finite set, we also use x← X to indicate a random variable x drawn uniformly from X. A

function f(n) is negligible if for every constant c > 0, f(n) ≤ 1
nc for all sufficiently large n.

We use negl(n) to denote an arbitrary negligible function, and poly(n) to denote an arbitrary

polynomially-bounded function.

We use ||M ||F =
√

Tr (M†M) to denote the Frobenius norm of a matrix M . We denote

by ||A||⋄ the diamond norm of a superoperator A acting on density matrices (see [5] for a

definition). For a unitary matrix U , we use U · U† to denote the superoperator that maps a

density matrix ρ to UρU†.
We use S(N) to denote the set of N -dimensional pure quantum states, and U(N) to

denote the group of N ×N unitary matrices. When N = 2n, we identify these with n-qubit

states and unitary transformations, respectively. We use σN to denote the Haar measure on

S(N), and we let µN denote the Haar measure over U(N). We write U(N)M for the space

of MN ×MN block-diagonal unitary matrices, where each block has size N ×N , and we

also identify U(N)M with M -tuples of N ×N unitary matrices. We use µMN to denote the

product measure µMN (U1, U2, . . . , UM ) = µN (U1) · µN (U2) · · ·µN (UM ) on U(N)M .

We assume familiarity with standard complexity classes such as BQP and PP, including

relativized versions of these classes that can query a quantum or classical oracle. For

completeness, we define some of the relevant complexity classes and related notions in

Appendix B.

We use superscript notation for algorithms that query oracles. For instance, AU (x, |ψ⟩)
denotes a quantum algorithm A that queries an oracle U and receives a classical input x and

a quantum input |ψ⟩.

2.2 Quantum Information

We require the following well-known fact, which bounds the distance in the diamond norm

between two unitary superoperators in terms of the Frobenius norm of the difference of the

two matrices. We provide a proof in Appendix A.

▶ Lemma 6. Let U, V ∈ U(N). Then ||U · U† − V · V †||⋄ ≤ 2||U − V ||F .
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We use the notion of an ε-approximate quantum (state) t-design, which is a distribution

over quantum states that information-theoretically approximates the Haar measure over

states.

▶ Definition 7 (Approximate quantum design [8]). A probability distribution S over S(N) is

an ε-approximate quantum t-design if:

(1− ε) E
|ψ⟩←σN

|ψ⟩ ⟨ψ|⊗t ≤ E
|ψ⟩←S

|ψ⟩ ⟨ψ|⊗t ≤ (1 + ε) E
|ψ⟩←σN

|ψ⟩ ⟨ψ|⊗t

and:

E
|ψ⟩←S

|ψ⟩ ⟨ψ| = E
|ψ⟩←σN

|ψ⟩ ⟨ψ| .

Similarly, we require ε-approximate unitary t-designs, which are approximations to the

Haar measure over unitary matrices. The definition of ε-approximate unitary t-designs is

more technical, so we point to [15, Definition 2] for a formal definition. While there are

several definitions of approximate t-designs used in the literature, for this work it is crucial

that we use multiplicative approximate designs for both states and unitaries, meaning that

the designs approximate the first t moments of the Haar measure to within a multiplicative

1± ε error (as opposed to additive error).

Efficient constructions of approximate unitary t-designs over qubits are known, as below.

▶ Lemma 8. Fix ε > 0. For each n, t ∈ N, there exists m(n) ≤ poly(n) and a poly(n, t)-

time classical algorithm S that takes as input a random string x← {0, 1}m and outputs a

description of a quantum circuit on n qubits such that the circuits sampled from S form an

ε-approximate unitary t-design over U(2n).

Proof sketch. Fix an arbitrary universal quantum gate set G with algebraic entries that is

closed under taking inverses (e.g. G = {CNOT,H, T, T †}). Brandão, Harrow, and Horodecki

[15, Corollary 7] show that n-qubit quantum circuits consisting of poly(n, t) random gates

sampled from G, applied to random pairs of qubits, form ε-approximate unitary t-designs.

So, S just has to sample from this distribution, which can be done with poly(n, t) bits of

randomness. ◀

Note that this also implies an efficient construction of ε-approximate quantum (state) t-

designs, as if S is an ε-approximate unitary t-design over U(N) then S |ψ⟩ is an ε-approximate

quantum t-design for any fixed |ψ⟩ (e.g. |0n⟩).
Essentially the only property we need of approximate t-designs is that they can be used

in place of the Haar measure in any quantum algorithm that uses t copies of a Haar-random

state (or t queries to a Haar-random unitary), and the measurement probabilities of the

algorithm will change by only a small multiplicative factor.

▶ Fact 9. Let S be an ε-approximate quantum t-design over S(N), and let A be an arbitrary

quantum measurement. Then:

(1−ε) Pr
|ψ⟩←σN

[
A
(
|ψ⟩⊗t

)
= 1
]
≤ Pr
|ψ⟩←S

[
A
(
|ψ⟩⊗t

)
= 1
]
≤ (1+ε) Pr

|ψ⟩←σN

[
A
(
|ψ⟩⊗t

)
= 1
]
.

▶ Fact 10 ([15]). Let S be an ε-approximate unitary t-design over U(N), and let AU be an

arbitrary quantum algorithm that makes t queries to some U ∈ U(N). Then:

(1− ε) Pr
U←µN

[
AU = 1

]
≤ Pr
U←S

[
AU = 1

]
≤ (1 + ε) Pr

U←µN

[A = 1] .
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We require the following concentration inequality on the Haar measure, which is stated

in terms of Lipschitz continuous functions. For a metric space M with metric d, a function

f : M → R is L-Lipschitz if for all x, y ∈M , |f(x)− f(y)| ≤ L · d(x, y).

▶ Theorem 11 ([22, Theorem 5.17]). Given N1, . . . , Nk ∈ N, let X = U(N1)⊕ · · · ⊕ U(Nk)

be the space of block-diagonal unitary matrices with blocks of size N1, . . . , Nk. Let µ =

µN1
× · · · × µNk

be the product of Haar measures on X. Suppose that f : X → R is

L-Lipschitz in the Frobenius norm. Then for every t > 0:

Pr
U←µ

[
f(U) ≥ E

V←µ
[f(V )] + t

]
≤ exp

(
− (N − 2)t2

24L2

)
,

where N = min{N1, . . . , Nk}.

2.3 Cryptography

A family of functions {fk}k∈K where fk : {0, 1}n → {0, 1}m is called t-wise independent if

for every distinct x1, x2, . . . , xt ∈ {0, 1}n and every (not necessarily distinct) y1, y2, . . . , yt ∈
{0, 1}m:

Pr
k←K

[fk(xi) = yi ∀i ∈ [t]] = 2−mt.

Efficient constructions of t-wise independent functions are known, in the sense that one can

sample a random fk from a t-wise independent function family and make queries to fk in

poly(t, n,m) time [28]. Our primary use of t-wise independent functions is in simulating

random oracles: 2t-wise independent functions can be used in place of a uniformly random

function {0, 1}n → {0, 1}m in any quantum algorithm that makes at most t queries to the

random function; see Zhandry [28, Theorem 6.1] for more details.

We use the following definitions of pseudorandom quantum states (PRSs) and pseudoran-

dom unitaries (PRUs), which were introduced by Ji, Liu, and Song [19].

▶ Definition 12 (Pseudorandom quantum states [19]). Let κ ∈ N be the security parameter.

Let D be the dimension of a quantum system and let K be the key set, both parameterized by

κ. A keyed family of quantum states {|ϕk⟩}k∈K ⊂ S(D) is pseudorandom if the following

two conditions hold:

(1) (Efficient generation) There is a polynomial-time quantum algorithm G that generates

|ϕk⟩ on input k, meaning G(k) = |ϕk⟩.
(2) (Computationally indistinguishable) For any polynomial-time quantum algorithm A and

T = poly(κ):
∣∣∣∣ Pr
k←K

[
A
(
|ϕ⟩⊗T

)
= 1
]
− Pr
|ψ⟩←σD

[
A
(
|ψ⟩⊗T

)
= 1
]∣∣∣∣ = negl(κ).

▶ Definition 13 (Pseudorandom unitary transformations [19]). Let κ ∈ N be the security

parameter. Let D be the dimension of a quantum system and let K be the key set, both para-

meterized by κ. A keyed family of unitary transformations {Uk}k∈K ⊂ U(D) is pseudorandom

if the following two conditions hold:

(1) (Efficient computation) There is a polynomial-time quantum algorithm G that implements

Uk on input k, meaning that for any |ψ⟩ ∈ S(D), G(k, |ψ⟩) = Uk |ψ⟩.
(2) (Computationally indistinguishable) For any polynomial-time quantum algorithm AU

that queries U ∈ U(D):
∣∣∣∣ Pr
k←K

[
AUk (1κ) = 1

]
− Pr
U←µD

[
AU (1κ) = 1

]∣∣∣∣ = negl(κ).
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We generally take the key set K = {0, 1}κ and choose D = 2n for some n = poly(κ) in

the above definitions. We sometimes call the negligible quantities in the above definitions

the advantage of the quantum adversary A.

In this work, we consider security against non-uniform quantum algorithms with classical

advice, which means that the adversary is allowed to be a different polynomial-time quantum

algorithm for each setting of the security parameter κ ∈ N. Without loss of generality, such

an adversary can always be assumed to take the form of a uniform poly(κ)-time quantum

algorithm A (1κ, x), where x ∈ {0, 1}poly(κ) is an advice string that depends only on κ.

3 Breaking Pseudorandomness with a Classical Oracle

In this section, we prove that a polynomial-time quantum algorithm with a PP oracle can

distinguish a PRS from a Haar-random state. First, we need a lemma about the overlap

between a fixed state |ϕ⟩ and a Haar-random state |ψ⟩.
▶ Lemma 14. Let |ϕ⟩ ∈ S(N), and let ε > 0. Then:

Pr
|ψ⟩←σN

[
| ⟨ψ|ϕ⟩ |2 ≥ ε

]
≤ e−εN .

Proof. This follows from standard concentration inequalities, or even an explicit computation,

using the fact that | ⟨ψ|ϕ⟩ |2 is roughly exponentially distributed for a random state |ψ⟩. See

e.g. [15, Equation (14)] ◀

The formal statement of our result is below.

▶ Theorem 15. For any PRS ensemble {|ϕk⟩}k∈K of n-qubit states with security parameter

κ, there exists a PP language L, a poly(κ)-time quantum algorithm AL, and T = poly(κ)

such that the following holds. Let X ← {0, 1} be a uniform random bit. Let |ψ⟩ be sampled

uniformly from the PRS ensemble if X = 0, and otherwise let |ψ⟩ be sampled from the Haar

measure σ2n if X = 1. Then we have:

Pr
X,|ψ⟩

[
AL
(
|ψ⟩⊗T

)
= X

]
≥ 0.995.

Proof. We first describe A. For some T to be chosen later, on input |ψ⟩⊗T , A measures each

copy of |ψ⟩ in a different randomly chosen Clifford basis. Call the list of measurement bases

b = (b1, b2, . . . , bT ) and the measurement results c = (c1, c2, . . . , cT ). A then feeds (b, c) into

a single query to L, and outputs the result of the query. This takes polynomial time because

there exists an O(n3)-time algorithm to sample a random n-qubit Clifford unitary, and this

algorithm also produces an implementation of the unitary with O(n2/ logn) gates [20, 3].

The PP language L we choose for the oracle is most easily described in terms of a

PostBQP algorithm B(b, c) (i.e. a postselected polynomial-time quantum algorithm, as in

Definition 23), by the equivalence PostBQP = PP [1].5 Let S be a 1
17 -approximate n-qubit

quantum T -design (Definition 7) such that a state can be drawn from S in poly(κ) time

(because n, T ≤ poly(κ), the existence of such a design follows from Lemma 8). B begins by

initializing the state:

ρ̂ =
1

2
|0⟩ ⟨0| ⊗ E

k←K

[
|ϕk⟩ ⟨ϕk|⊗T

]
+

1

2
|1⟩ ⟨1| ⊗ E

|ψ⟩←S

[
|ψ⟩ ⟨ψ|⊗T

]
.

5 Note that any promise problem in PostBQP is also in PP [1], and any promise problem in PP can be
extended to a language in PP because PP is a syntactic class. Hence, we might as well take a language
in PP instead of a promise problem.
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B measures all but the leftmost qubit of ρ̂ in the basis given by b, and postselects on

observing c (i.e. B outputs ∗ if the measurements are not equal to c). Finally, conditioned

on postselection succeeding, B measures and outputs the result of the leftmost qubit that

was not measured.

It remains to show that A distinguishes the pseudorandom and Haar-random state

ensembles. For the purpose of this analysis, it will be convenient to view ρ̂ as an approximation

to the state:

ρ =
1

2
|0⟩ ⟨0| ⊗ E

k←K

[
|ϕk⟩ ⟨ϕk|⊗T

]
+

1

2
|1⟩ ⟨1| ⊗ E

|ψ⟩←σ2n

[
|ψ⟩ ⟨ψ|⊗T

]
,

where the ε-approximate T -design S is replaced by the Haar measure σ2n . Indeed, we will

essentially argue the algorithm’s correctness if the state ρ̂ is replaced by ρ, and then argue

that this implies the correctness of the actual algorithm.

For each k ∈ K, define Ok = |ϕk⟩ ⟨ϕk|. Note that if X = 0 (i.e. |ψ⟩ is pseudorandom),

there always exists a k such that Tr(Ok |ψ⟩ ⟨ψ|) = 1, namely whichever k satisfies |ψ⟩ = |ϕk⟩.
On the other hand, by Lemma 14 and a union bound, if X = 1 (i.e. |ψ⟩ is Haar-random),

Tr(Ok |ψ⟩ ⟨ψ|) < 1
3 for every k ∈ K, except with probability at most |K| · e−2n/3 ≤ negl(κ)

over |ψ⟩.
If we choose M = |K|, ε = 1

3 , and δ = 0.001−|K|·e−2n/3, then by Theorem 4 there exists a

quantum algorithm that takes as input the results (b, c) of T = O(log |K|) = O(κ) single-copy

random Clifford measurements, uses the measurement results to estimate Tr(Ok |ψ⟩ ⟨ψ|) for

each k up to additive error 1
3 , and is correct with probability at least 0.999 + |K| · e−2n/3. In

particular, this algorithm can distinguish the pseudorandom ensemble from the Haar-random

ensemble, by checking if there exists a k such that the estimate for Tr(Ok |ψ⟩ ⟨ψ|) is at least
2
3 . Call this algorithm C, so that Pr[C(b, c) = X] ≥ 0.999.

We will not actually use C, but only its existence. By the optimality of the Bayes

decision rule [11, Chapter 4.4.1], because C uses (b, c) to identify a state |ψ⟩ as either Haar-

random or pseudorandom with probability 0.999, an algorithm that computes the maximum

a posteriori estimate of X also succeeds with probability at least 0.999. In symbols, let

pi = Pr[X = i | b, c], which we view as a random variable (depending on b and c) for each

i ∈ {0, 1}. Then Pr [arg maxi pi = X] ≥ 0.999.

Next, observe that Pr [arg maxi pi = X] = E [Pr [arg maxi pi = X|b, c]] = E [maxi pi], by

the law of total expectation. Hence, by Markov’s inequality (and the fact that 1
2 ≤ maxi pi ≤

1), we know that Pr
[
maxi pi ≥ 3

4

]
≥ 0.996. In other words, the Bayes decision rule is usually

confident in its predictions, so to speak.

Notice that pi equals the probability (conditioned on postselection succeeding) that B
outputs i if it starts with ρ in place of ρ̂. For i ∈ {0, 1}, define p̂i analogously as the postselcted

output probabilities of B itself: p̂i = Pr [B(b, c) = i | B(b, c) ∈ {0, 1}]. To argue that A is

correct with 0.995 probability, it suffices to show that Pr
[
maxi p̂i ≥ 2

3 ∧ arg maxi p̂i = X
]
≥

0.995, as in this case the PostBQP promise is satisfied and the output of L agrees with X.

We have that:

Pr

[
max
i
p̂i ≥

2

3
∧ arg max

i
p̂i = X

]
≥ Pr

[
max
i
pi ≥

3

4
∧ arg max

i
pi = X

]

≥ 1− Pr

[
max
i
pi <

3

4

]
− Pr

[
arg max

i
pi ̸= X

]

≥ 0.996− Pr

[
arg max

i
pi ̸= X

]

≥ 0.995
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Above, the first inequality follows from the assumption that S is a 1
17 -approximate T -design,

because the acceptance probability of a postselected quantum algorithm can be viewed as

the ratio of two probabilities:

p̂i =
Pr[B(b, c) = i]

Pr[B(b, c) ∈ {0, 1}] .

Fact 9 implies that both the numerator and denominator change by at most a multiplicative

factor of 1± 1
17 when switching between ρ and ρ̂. So, if pi ≥ 3

4 , then p̂i ≥ 3
4 ·

1− 1

17

1+ 1

17

= 2
3 . The

second inequality follows by a union bound, and the remaining inequalities were established

above. ◀

We remark that the above theorem also holds relative to all oracles, in the sense that

if the state generation algorithm G in the definition of the PRS (Definition 12) queries a

classical or quantum oracle U , then the corresponding ensemble of states can be distinguished

from Haar-random by a polynomial-time quantum algorithm with a PostBQPU oracle.

4 Pseudorandomness from a Quantum Oracle

In this section, we construct a quantum oracle (U ,P) relative to which BQP = QMA and

PRUs exist.

4.1 BQP = QMA Relative to (U , P)

We start with a lemma showing that the acceptance probability of a quantum query algorithm,

viewed as a function of the unitary transformation used in the query, is Lipschitz.

▶ Lemma 16. Let AU be quantum algorithm that makes T queries to U ∈ U(D), and define

f(U) = Pr
[
AU = 1

]
. Then f is 2T -Lipschitz in the Frobenius norm.

Proof. Suppose that ||U − V ||F ≤ d. By Lemma 6, this implies that the distance between U

and V in the diamond norm is at most 2d. The sub-additivity of the diamond norm under

composition implies that as superoperators, ||AU −AV ||⋄ ≤ 2Td. By the definition of the

diamond norm, it must be the case that |f(U)− f(V )| ≤ 2Td. ◀

The next lemma extends Lemma 16 to QMA verifiers: we should think of V as a QMA

verifier that receives a witness |ψ⟩, in which case this lemma states that the maximum

acceptance probability of V is Lipschitz with respect to the queried unitary.

▶ Lemma 17. Let VU (|ψ⟩) be quantum algorithm that makes T queries to U ∈ U(D) and

takes as input a quantum state |ψ⟩ on some fixed (but arbitrary) number of qubits. Define

f(U) = max|ψ⟩ Pr
[
VU (|ψ⟩) = 1

]
. Then f is 2T -Lipschitz in the Frobenius norm.

Proof. Note that f is well-defined because of the extreme value theorem. Define fψ : U(D)→
R by:

fψ(U) = Pr
[
VU (|ψ⟩) = 1

]
,

so that f(U) = max|ψ⟩ fψ(U). Lemma 16 implies that fψ is 2T -Lipschitz for every |ψ⟩. Let

U, V ∈ U(D), and suppose that |ψ⟩ and |ϕ⟩ are such that f(U) = fψ(U) and f(V ) = fϕ(V ).
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Then:

|f(U)− f(V )| = |fψ(U)− fϕ(V )|
= max{fψ(U)− fϕ(V ), fϕ(V )− fψ(U)}
≤ max{fψ(U)− fψ(V ), fϕ(V )− fϕ(U)}
≤ 2T ||U − V ||F ,

where the third line uses the fact that fψ(V ) ≤ fϕ(V ) and fϕ(U) ≤ fψ(U), and the last line

uses the fact that fψ and fϕ are 2T -Lipschitz. ◀

We are now ready to prove the first main result of this section, that BQPU,P = QMAU,P .

▶ Theorem 18. Let U = {Un}n∈N be a quantum oracle where each Un is chosen randomly

from µ2n

2n . Let P be an arbitrary PSPACE-complete language. Then with probability 1 over U ,

BQPU,P = QMAU,P .

Proof. First, some notation. We view each Un alternatively as either a unitary transformation

on 2n qubits, or as a list of 2n different n-qubit unitary transformations Un = {Unm}m∈{0,1}n

indexed by n-bit strings.

Let L ∈ QMAU,P , which means that there exists a polynomial-time QMAU,P verifier

VU,P(x, |ψ⟩) with completeness 2
3 and soundness 1

3 . Without loss of generality, we can

amplify the completeness and soundness probabilities of V to 11
12 and 1

12 , respectively. Let

p(n) be a polynomial upper bound on the running time of V on inputs of length n.

We now describe a BQPU,P machine AU,P(x) such that, with probability 1 over U , A
computes L on all but finitely many inputs x ∈ {0, 1}∗. Let d = ⌊log2

(
13824|x|p(|x|)2 + 2

)
⌋.

For each n ∈ [d], A performs process tomography on each Un, producing estimates Ũn such

that ||Ũn ·Ũ†n−Un ·U†n||⋄ ≤ 1
12p(|x|) for every n, with probability at least 2

3 over the randomness

of A.6 Let S be the algorithm from Lemma 8 that samples from a 1
12 -approximate unitary

p(|x|)-design on n qubits, given as input a random seed r ← {0, 1}kn where kn = poly(n, |x|).
Consider a QMAP verifier ṼP(x, |ψ⟩) that simulates VU,P(x, |ψ⟩) by replacing queries to

U as follows. For each n ∈ [d+ 1, p(|x|)], Ṽ samples a function fn : {0, 1}n → {0, 1}kn from

a 2p(|x|)-wise independent function family. Then, for n ∈ [d], queries to Un are replaced

by queries to Ũn. For n ∈ [d + 1, p(|x|)] and m ∈ {0, 1}n, queries to Unm are replaced by

queries to S(fn(m)) (i.e. the mth unitary in Un is replaced by an element of the p(|x|)-
design, selected by fn(m)). Consider the QMAP promise problem L̃ corresponding to Ṽ

with completeness 2
3 and soundness 1

3 . Since QMAA ⊆ PSPACEA for all classical oracles A,

L̃ ∈ PSPACEP = PSPACE, so A can decide L̃(x) with a single query to P. A does this, and

outputs L̃(x).

We now argue that for any x, with high probability over U , Pr
[
AU,P(x) = L(x)

]
≥ 2

3 . It

will be convenient to define several hybrid verifiers:

V1 = V.

V2: For each n ∈ [d + 1, p(|x|)], chooses a matrix Un ← µ2n

2n . Simulates V1, replacing

queries to Un by Un for n ∈ [d+ 1, p(|x|)].

6 There are many ways to accomplish this. For instance, one can use the Choi-Jamiołkowski isomorphism
and quantum state tomography [23] to estimate the Choi state of Un to inverse polynomial (in 2n) error

in trace distance. The estimated unitary transformation Ũn can then be compiled to a circuit using

2O(n) 1- and 2-qubit gates [26]. Since n ≤ d = O(log |x|), this can be done in polynomial time.
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V3: For each n ∈ [d + 1, p(|x|)], samples a function gn : {0, 1}n → {0, 1}kn uniformly

at random. Simulates V2, replacing queries to Unm by by queries to S(gn(m)) for

n ∈ [d+ 1, p(|x|)] and m ∈ {0, 1}n.

V4: For each n ∈ [d + 1, p(|x|)], samples a function fn : {0, 1}n → {0, 1}kn from a

2p(|x|)-wise independent function family. Simulates V3, replacing queries to gn by fn.

V5: Simulates V4, replacing queries to Un by queries to Ũn for n ∈ [d]. Note that V5 and

Ṽ are equivalent, and that of these hybrids, V5 is the only one whose output depends on

the randomness of A (by way of Ũn).

For i ∈ [5] and a fixed choice of U , define:

acc(Vi) = max
|ψ⟩

Pr [Vi(x, |ψ⟩) = 1] ,

which is well defined by the extreme value theorem. We now bound |acc(Vi)− acc(Vi−1)| for

various i:

By Lemma 17, because V makes at most p(|x|) queries, we know that acc(V1), viewed as

a function of (Ud+1,Ud+2, . . . ,Up(|x|)), is 2p(|x|)-Lipschitz in the Frobenius norm. Hence,

by Theorem 11 with N = 13824|x|p(|x|)2 + 2, L = 2p(|x|), and t = 1
12 , we have that:

Pr
U

[
|acc(V1)− acc(V2)| ≥ 1

12

]
≤ 2 exp

(
− (N − 2)t2

24L2

)

= 2 exp

(
−13824|x|p(|x|)2 · 1

144

96p(|x|)2

)

= 2e−|x|.

The factor of 2 appears because Theorem 11 applies to one-sided error, but the absolute

value forces us to consider two-sided error.

Fact 10 and the assumption that S samples from a 1
12 -approximate unitary p(|x|)-design

implies that for any fixed |ψ⟩, |Pr [V2(x, |ψ⟩) = 1]− Pr [V3(x, |ψ⟩) = 1]| ≤ 1
12 . This in

turn implies that |acc(V2)− acc(V3)| ≤ 1
12 .

Zhandry [28, Theorem 6.1] shows that a quantum algorithm that makes T queries to a

random function can be exactly simulated by the same algorithm with T queries to a

2T -wise independent function, so acc(V3) = acc(V4).

Because ||Ũn · Ũ†n−Un · U†n||⋄ ≤ 1
12p(|x|) for each n ∈ [d] with probability at least 2

3 over A,

from the definition of the diamond norm [5] and because V makes at most p(|x|) queries,

it holds that PrA
[
|acc(V4)− acc(V5)| ≥ 1

12

]
≤ 1

3 .

Putting these bounds together, we have that, except with probability 2e−|x| over U :

L(x) = 1 =⇒ Pr
A

[
max
|ψ⟩

Pr
[
Ṽ(x, |ψ⟩) = 1

]
≥ 2

3

]
≥ 2

3

L(x) = 0 =⇒ Pr
A

[
max
|ψ⟩

Pr
[
Ṽ(x, |ψ⟩) = 1

]
≤ 1

3

]
≥ 2

3
.

This is to say that A correctly decides L(x), expect with probability at most 2e−|x| over U .

By the Borel-Cantelli Lemma, because
∑∞
i=1 2i · 2e−i = 4

e−2 <∞, A correctly decides L(x)

for all but finitely many x ∈ {0, 1}∗, with probability 1 over U . Hence, with probability 1

over U , A can be modified into an algorithm A′ that agrees with L on every x ∈ {0, 1}∗, by

simply hard-coding those x on which A and L disagree.

Because there are only countably many QMAU,P machines, we can union bound over all

L ∈ QMAU,P to conclude that QMAU,P ⊆ BQPU,P with probability 1 over U . ◀
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4.2 PRUs Relative to (U , P)

We proceed to the second part of the oracle construction, showing that PRUs exist relative to

(U ,P). We begin with a lemma establishing that the average advantage of a polynomial-time

adversary is small against our PRU construction. Here, we should think of {Uk}k∈[N ] as the

PRU ensemble.

▶ Lemma 19. Consider a quantum algorithm AO,U that makes T queries to O ∈ U(D) and

U = (U1, . . . , UN ) ∈ U(D)N . For fixed U , define:

adv(AU ) := Pr
k←[N ]

[
AUk,U = 1

]
− Pr
O←µD

[
AO,U = 1

]
.

Then there exists a universal constant c > 0 such that:

E
U←µN

D

[
adv(AU )

]
≤ cT 2

N
.

Proof. Our strategy is to reduce to the quantum query lower bound for unstructured search.

Intuitively, if A could identify whether O ∈ {U1, . . . , UN} or not, then A could be modified

into a quantum algorithm B that finds a single marked item from a list of size N . Then the

BBBV theorem [10] forces T to be Ω
(√

N
)

.

More formally, we construct an algorithm B(x) that queries a string x ∈ {0, 1}N as follows.

B draws a unitary V = (V0, V1, . . . , VN ) ∈ U(D)N+1 from µN+1
D . Then, B runs A, replacing

queries to O by queries to V0, and replacing queries to Uk ∈ U by V0 if xk = 1 and by Vk if

xk = 0.

Let ek ∈ {0, 1}N be the string with 1 in the kth position and 0s everywhere else. We

have that:

E
U←µN

D

[
adv(AU )

]
= E
U←µN

D

[
Pr

k←[N ]

[
AUk,U = 1

]]
− E
U←µN

D

[
Pr

O←µD

[
AO,U = 1

]]

= Pr
k←[N ]

[B (ek) = 1]− Pr
[
B
(
0N
)

= 1
]

≤ cT 2

N
.

Above, the first line applies linearity of expectation, the second line holds by definition of B,

and the third line holds for some universal c by the BBBV theorem [10]. ◀

The next lemma uses Lemma 19 to show that the advantage of A is small with extremely

high probability, which follows from the strong concentration properties of the Haar measure

(Theorem 11).

▶ Lemma 20. Consider a quantum algorithm AO,U that makes T queries to O ∈ U(D) and

U = (U1, . . . , UN ) ∈ U(D)N . Let adv(AU ) be defined as in Lemma 20. Then there exists a

universal constant c > 0 such that for any p,

Pr
U←µN

D

[∣∣adv(AU )
∣∣ ≥ p

]
≤ 2 exp

(
− (D − 2)

(
p− cT 2/N

)2

384T 2

)
.

Proof. By Lemma 16, adv(AU ) is 4T -Lipschitz as a function of U , because adv(AU ) can be

expressed as the the difference between the acceptance probabilities of two algorithms that

each make T queries to U . Combining Lemma 19 and Theorem 11, we obtain:

Pr
U←µN

D

[
adv(AU ) ≥ p

]
≤ exp

(
− (D − 2)

(
p− cT 2/N

)2

384T 2

)
.
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Similar reasoning yields the same upper bound on PrU←µN

D

[
adv(AU ) ≤ −p

]
, so we get the

final bound (with an additional factor of 2) by a union bound. ◀

Completing the security proof of the PRU construction amounts to combining Lemma 20

with a union bound over all possible polynomial-time adversaries.

▶ Theorem 21. Let U = {Un}n∈N be a quantum oracle where each Un is chosen randomly

from µ2n

2n . Let P be an arbitrary PSPACE-complete language. Then with probability 1 over U ,

there exists a family of PRUs relative to (U ,P).

Proof. Fix an input length n ∈ N. We take the key set K = [2n] and take the PRU family to

be {Uk}k∈K, where Un = (U1, U2, . . . , U2n) ∈ U(2n)2n

. In words, the family consists of the

2n different Haar-random n-qubit unitaries specified by Un.

Without loss of generality, assume the adversary is a uniform polynomial-time quantum

algorithm AO,U,P(1n, x), where x ∈ {0, 1}poly(n) is the advice and O ∈ U(2n) is the oracle

that the adversary seeks to distinguish as pseudorandom or Haar-random.

By Lemma 20 with N = D = 2n and T = poly(n), for any fixed x ∈ {0, 1}poly(n),

AO,U,P(1n, x) achieves non-negligible advantage with extremely low probability over U . This

is to say that for any p = 1
poly(n) :

Pr
Un←µ2n

2n

[∣∣∣∣ Pr
k←[2n]

[
AUk,U,P(1n, x) = 1

]
− Pr
O←µ2n

[
AO,U,P(1n, x) = 1

]∣∣∣∣ ≥ p
]

≤ exp

(
− 2n

poly(n)

)
.

By a union bound over all x ∈ {0, 1}poly(n), AO,U,P(1n, x) achieves advantage larger

than p for any x ∈ {0, 1}poly(n) with probability at most 2poly(n) · exp
(
− 2n

poly(n)

)
≤ negl(n).

Hence, by the Borel-Cantelli lemma, A achieves negligible advantage for all but finitely many

input lengths n ∈ N with probability 1 over U , as
∑∞
n=1 negl(n) < ∞. This is to say that

{Uk}k∈K defines a PRU ensemble. ◀

We expect that using the techniques of Chung, Guo, Liu, and Qian [16], one can extend

Theorem 21 to a security proof against adversaries with quantum advice. Some version of

[16, Theorem 5.14] likely suffices. The idea is that breaking the PRU should remain hard

even if A could query an explicit description of O and explicit descriptions of Uk for k ∈ [2n],

which is a strictly more powerful model. But then this corresponds to the security game

defined in [16, Definition 5.12], except that the range of the random oracle is U(D) rather

than the finite set [M ].
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A Proof of Lemma 6

Proof. Let {λi : i ∈ [N ]} denote the eigenvalues of UV †. Then we have:

||U − V ||2F = Tr
(
(U − V )(U − V )†

)

= Tr(2I − UV † − V U†)

= 2N −
N∑

i=1

(λi + λ∗i )

=
N∑

i=1

(2− 2Re(λi))

≥ max
i

(2− 2Re(λi)), (1)

where Re(λi) denotes the real part of λi. The last line holds because the eigenvalues

of a unitary matrix have absolute value 1. Aharonov, Kitaev, and Nisan [5] show that

||U · U† − V · V †||⋄ = 2
√

1− d2, where d is the distance in the complex plane between 0 and

the polygon whose vertices are λ1, . . . , λN . From this we may conclude:

||U · U† − V · V †||⋄ ≤ max
i

2
√

1−max{Re(λi), 0}2

≤ max
i

2
√

2− 2Re(λi)

≤ 2||U − V ||F ,

where the first inequality uses the fact that either all of the eigenvalues have positive real

components and therefore d ≥ mini Re(λi), or else d ≥ 0; the second inequality substitutes

1−max{x, 0}2 ≤ 2−2x which holds for all x ∈ R; and the third inequality substitutes (1). ◀

B Complexity Classes

▶ Definition 22. A promise problem L = (Lyes,Lno) is in QMA if there exists a polynomial-

time quantum algorithm V(x, |ψ⟩) called a QMA verifier and a polynomial p such that:

1. (Completeness) If x ∈ Lyes, then there exists a state |ψ⟩ (called a witness or proof) on

p(|x|) qubits such that Pr [V(x, |ψ⟩) = 1] ≥ 2
3 .

2. (Soundness) If x ∈ Lno, then for every state |ψ⟩ on p(|x|) qubits, Pr [V(x, |ψ⟩) = 1] ≤ 1
3 .

Aaronson [1] defined PostBQP as follows, and showed that PostBQP = PP.
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▶ Definition 23. A promise problem L = (Lyes,Lno) is in PostBQP if there exists a

polynomial-time quantum algorithm A(x) that outputs a trit {0, 1, ∗} such that:

1. If x ∈ Lyes ∪ Lno, then Pr [A(x) ∈ {0, 1}] > 0. When A(x) ∈ {0, 1}, we say that

postselection succeeds.

2. If x ∈ Lyes, then Pr [A(x) = 1 | A(x) ∈ {0, 1}] ≥ 2
3 . In other words, conditioned on

postselection succeeding, A outputs 1 with at least 2
3 probability.

3. If x ∈ Lno, then Pr [A(x) = 1 | A(x) ∈ {0, 1}] ≤ 1
3 . In other words, conditioned on

postselection succeeding, A outputs 1 with at most 1
3 probability.

Technically, the definition of PostBQP is sensitive to the choice of universal gate set

used to specify quantum algorithms, as was observed by Kuperberg [21]. However, for most

“reasonable” gate sets, such as unitary gates with algebraic entries [21], the choice of gate set

is irrelevant. We assume such a gate set, e.g. {CNOT,H, T}.
We consider versions of BQP, QMA, and PostBQP augmented with quantum oracles,

where the algorithm (or in the case of QMA, the verifier) can apply unitary transformations

from an infinite sequence U = {Un}n∈N. We denote the respective complexity classes by

BQPU , QMAU , and PostBQPU . We assume the algorithm incurs a cost of n to query Un so

that a polynomial-time algorithm on input x can query Un for any n ≤ poly(|x|). In this

model, a query to Un consists of a single application of either Un, U†n, or controlled versions

of Un or U†n.

The quantum oracle model includes classical oracles as a special case. For a language

L, a query to L is implemented via the unitary transformation U that acts as U |x⟩ |b⟩ =

|x⟩ |b⊕ L(x)⟩.

C PRSs with Binary Phases

In this section, we sketch a proof that a PRS construction proposed by Ji, Liu, and Song [19]

and shown secure by Brakerski and Shmueli [13] can be broken efficiently with an NP oracle.

The PRS family is based on pseudorandom functions (PRFs). Let {fk}k∈K be a PRF family

of functions fk : {0, 1}n → {0, 1} keyed by K. The corresponding PRS family is the set of

states {|ϕk⟩}k∈K given by:

|ϕk⟩ =
1

2n/2

∑

x∈{0,1}n

(−1)fk(x) |x⟩ .

For simplicity, suppose that each fk is balanced, meaning that |f−1
k (0)| = |f−1

k (1)| = 2n−1.

Consider the quantum circuit below:

|0⟩ H •

|ψ⟩ / × H⊗n H⊗n

|0⊗n⟩ / H⊗n ×

Observe that if |ψ⟩ = |ϕk⟩, then this circuit produces the state |0⟩ |ϕk⟩|+⟩⊗n+|+⟩⊗n|ϕk⟩√
2

from

a single copy of |ϕk⟩. Notice that if we measure the resulting state in the computational

basis, then we observe |0⟩ |x⟩ |y⟩ with nonzero probability for x, y ∈ {0, 1}n if and only if

fk(x) = fk(y). This is because the amplitude on this basis state is given by:

⟨x| ⟨y| |ϕk⟩ |+⟩
⊗n

+ |+⟩⊗n |ϕk⟩√
2

=
(−1)fk(x) + (−1)fk(y)

2n
√

2
.
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Furthermore, this shows that we in fact sample a uniformly random pair (x, y) such that

fk(x) = fk(y).

Suppose that given a state |ψ⟩ which is either pseudorandom or Haar-random, we repeat

this procedure poly(n) times to obtain a list of pairs {(xi, yi)}. It is an NP problem to decide

whether there exists a k such that fk(xi) = fk(yi) for all i. If |ψ⟩ = |ϕk⟩ for some k then

this NP language always returns true, while if |ψ⟩ is Haar-random, this NP language returns

true with negligible probability, so long as we take sufficiently many samples (xi, yi).

In the case where fk is not perfectly balanced, we simply observe that the above procedure

still works with good probability so long as fk is close to a balanced function. But PRFs must

be close to balanced functions, in the sense that for most k ∈ K, it must be possible to change

a negl(n) fraction of the outputs of fk to turn it into a balanced function. Otherwise, the

PRF family could be distinguished efficiently from random functions, which are negl(n)-close

to balanced with high probability.
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such an approach is not immediately possible with a concept class of quantum channels, because the

outputs are unknown quantum states from the quantum channel.

To study the quantum state learning problem associated with PAC learning quantum channels,

we focus on the special case where the channels all have constant output. In this special case,

learning the channels reduce to a problem of learning quantum states that is similar to the well

known quantum state discrimination problem [8], but with the extra twist that we allow ϵ-trace-

distance-error in the output. We call this problem Approximate State Discrimination, which we

believe is a natural problem that is of independent interest.

We give two algorithms for learning quantum channels in PAC model. The first algorithm has

sample complexity
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(

log |C| + log(1/δ)

ϵ2

)

,

but only works when the outputs are pure states, where C is the concept class, ϵ is the error of

the output, and δ is the probability of failure of the algorithm. The second algorithm has sample

complexity

O

(

log3 |C|(log |C| + log(1/δ))

ϵ2

)

,

and work for mixed state outputs. Some implications of our results are that we can PAC-learn a

polynomial sized quantum circuit in polynomial samples, and approximate state discrimination can

be solved in polynomial samples even when the size of the input set is exponential in the number of

qubits, exponentially better than a naive state tomography.
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1 Introduction

In computational learning theory, the Probably Approximately Correct (PAC) model of

Valiant [30] gives a complexity-theoretic foundation of what it means for a concept class to

be (efficiently) learnable. In the most basic setting of PAC learning model, we want to learn

a set of Boolean functions, C = {c : {0, 1}n → {0, 1}}, called the concept class. The goal of

a learning algorithm A is to guess the identity of an unknown target concept c∗ ∈ C from

samples {(x1, c∗(x1)), (x2, c∗(x2)), . . . }, where {x1, x2, . . . } are inputs randomly drawn from

a distribution D that is unknown to A. Specifically, with error parameters ϵ and δ, for all

concept c∗ ∈ C and probability distribution D, A is required to, given access to the samples

{(x1, c∗(x1)), (x2, c∗(x2)), . . . }, with probability 1− δ, come up with a hypothesis h ∈ C that

is ϵ-close to c∗, i.e. Prx←D[c(x) ̸= h(x)] ≤ ϵ. Such a learning algorithm is called a proper1

(ϵ, δ)-PAC learner for the concept class C. Of course, we would like the learner A to be as

efficient as possible in terms of both sample complexity (i.e., the number of samples A needs

to access) and time complexity, and ideally, polynomial in the input length n and the error

parameters ϵ−1 and log(1/δ). Since its introduction in the 80’s by Valiant, PAC learning

theory has been deeply studied to characterize when efficient learning is or is not possible.

Following Valient’s PAC learning model on Boolean functions, generalization to different

kinds of concept classes has been proposed, including Boolean functions on continuous

spaces [13], probabilistic Boolean functions [20, 2], functions with {0, . . . , n} outputs [26, 11],

and real valued functions [10].

With quantum computers coming closer and closer into reality, it is natural to generalize

the PAC learning model to quantum channels, capturing the learnability of quantum circuits

or devices that we might build in the near future. Note that quantum states has an inherent

“unlearnability”, as manifested by the no-cloning theorem and uncertainty principle. Therefore

this study of learnability of quantum channels has an interesting interaction between classical

learning theory and quantum information theory.

Formally, we define the PAC learning model for quantum channels as follows: Let the

concept class C be a finite set of known d1 to d2 dimensional quantum channels. We are

trying to learn an unknown quantum channel, the target concept c∗ ∈ C. In order to do

this, we are given samples {(x1, c∗(x1)), (x2, c∗(x2)), . . . }, where {x1, x2, . . . } are classical

descriptions of the input quantum states to the quantum channel c∗ and {c∗(x1), c∗(x2), . . . }
are the corresponding quantum states outputted by c∗. The inputs are drawn from a

distribution D unknown to the learner. Because of the no-cloning theorem, it is hard to

justify holding both the inputs and outputs as unknown quantum states, so we assume that

we have full classical description of the input state and keep the outputted states as unknown

quantum states, meaning that we hold a copy of the quantum state c∗(xi) rather than the

full classical description of it. A proper (ϵ, δ)-PAC learner for the concept class C of quantum

channels is a quantum algorithm that for all concepts c∗ ∈ C and distribution D, takes the

description of C and T samples {(x1, c∗(x1)), (x2, c∗(x2)), . . . (xT , c∗(xT ))} as input2 and

with probability 1− δ, outputs a hypothesis h ∈ C that is ϵ-close to the target concept c∗,

where the distance between two concepts h, c∗ depends on the input distribution D and is

defined as ∆(h, c∗) = Ex∈D [∆tr(h(x), c∗(x))], i.e. the expected trace distance between the

outputs averaged over D.

1 Proper means that the hypothesis h must be inside the concept class C, whereas an improper learner
can output any h as the hypothesis. All learners in this paper are proper, and we sometimes omit the
term “proper”.

2 Note that D is not part of the input and is unknown to the learner.
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We gave two algorithms for learning quantum channels in PAC model that in a sense

generalize the classical Occam’s razor algorithm [12]. In particular, our algorithms have

poly log sample complexity in the size of the concept class. The first algorithm has sample

complexity

O

(

log |C|+ log(1/δ)

ϵ2

)

,

but requires the outputs to be pure states. The second algorithm has sample complexity

O

(

log3 |C|(log |C|+ log(1/δ))

ϵ2

)

,

while outputs can be mixed.

The Occam’s razor algorithm [12] is a classical PAC learner for any finite sized concept

class C with sample complexity O(log |C|). The idea of the algorithm is simple: keep taking

samples, check which concepts in the concept class do not agree with the samples and exclude

them. One can show that every time a sample is taken, a constant fraction of the concepts

that are ϵ-far away from the target concept will be excluded, so an ϵ-close hypothesis can be

found in O(log |C|) samples.

Although the Occam’s razor algorithm is simple, generalizing it to our PAC model for

quantum channels is troublesome. The main difference is that when learning quantum chan-

nels, the outputs from the target concept are copies of unknown (possibly high dimensional)

quantum states. By the nature of quantum mechanics, if we just have a few copies of a

high dimensional quantum state, we can only learn a tiny fraction of information contained

in the quantum state. Since we don’t really know what the outputted state is, we cannot

simply “exclude all channels that do not output this state.” Instead, we need to carefully

design the measurement we take on the outputted states, getting the information useful in

distinguishing the quantum channels in our concept class. Note that the sample complexities

of both of our algorithms do not depend on the dimension of the outputted states.

As a possible application of our result, our algorithms for learning quantum channels in

PAC model can be viewed as a sample-efficient way to do quantum process tomography [23]

when we know that the target quantum processes comes from a finite set and only care

about being correct on average over an input distribution. For example, if we try to PAC-

learn a polynomial sized quantum circuit of n-qubits, since there are only 2poly(n) possible

polynomial sized circuits, our result shows that we can learn it in poly(n) samples, an

exponential improvement over a naive process tomography that has no restriction on concept

class size and inputs.

Note that this work studies the sample complexity instead of time complexity of learning.

Just like various other cases in theoretical computer science where the oracle-based complexity

does not match the time complexity of a problem, sample complexity and time complexity of

learning quantum channels in PAC model is unlikely to match. In particular, Arunachalam

et al. [5] showed that there is no polynomial time algorithm for learning TC0 or AC0 circuit

even knowing D is uniform unless LWE can be solved in polynomial time by a quantum

computer.

1.1 Approximate State Discrimination

As stated previously, the most challenging part of our algorithms is how to extract information

from unknown outputted quantum states to distinguish the channels. We isolate and study

this problem by focusing on the special case where the channels are “constant,” i.e. every

TQC 2021
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channel in the concept class outputs a fixed quantum state irrespective of the input3. Since

the input does not matter, we don’t need to write it down anymore, so the samples are

just copies of the fixed unknown quantum state, and since a concept is fully specified by its

unique output state, we might as well describe the concept class as a set of quantum states.

In this special case, learning quantum channels in PAC model becomes an interesting hybrid

of quantum state discrimination [6, 25, 24, 8, 29] and quantum state tomography [15, 27],

and we named it the approximate state discrimination problem. The approximate state

discrimination problem is formalized as follows: Let S be a known finite set of d-dimensional

density matrices. We want to learn an unknown target state σ ∈ S using as few identical

copies of σ as possible. A quantum algorithm is an (ϵ, δ)-approximate discriminator of S if,

for all σ ∈ S, it takes the description of S and T copies of σ as input and with probability

1 − δ outputs a state ρ ∈ S with ∆tr(ρ, σ) ≤ ϵ. This problem is called approximate

state discrimination because it is the same as the state discrimination problem except that

ϵ-approximate answers are allowed.

Since approximate state discrimination is a special case of PAC learning quantum

channels4, it can also be solved with

O

(

log |S|+ log(1/δ)

ϵ2

)

samples if S consists of pure states and

O

(

log3 |S|(log |S|+ log(1/δ))

ϵ2

)

samples if S consists of mixed states.

1.2 Related Works and Independent Work

There are several works in the literature that study the sample complexity of PAC learning

with different ways of generalization to quantum information. Cheng, Hsieh, and Yeh [14]

studies the sample complexity of PAC learning arbitrary two outcome measurements, where

the inputs are quantum states, and the learner has complete classical description of them.

They show an upper of sample complexity linear in the dimension of the Hilbert space. Note

that one can trivially get a lower bound of similar order by noticing that Boolean functions

is a subset of two outcome measurements. Arunachalam and de Wolf [4] studies the sample

complexity of PAC learning classical functions with quantum samples and shows that there

is no quantum speed up. See [3] for a survey of quantum learning theory.

1.2.0.1 Independent Work

Independent to our work, in [7], Bădescu and O’Donnell formulate the problem of quantum

hypothesis selection. Quantum hypothesis selection can be viewed as a generalization of

our approximate state discrimination problem where the unknown state σ might not be in

the hypothesis set |S|, and the learner what to find the state in |S| that is closest to the

3 The outputs of different concepts are still different.
4 We choose not to write up stand-alone algorithms for the approximate state discrimination problem as

it will be very similar to that of PAC learning quantum channels. However, the reader can read the
analysis of our algorithms with constant output assumptions to easily get the intuition behind them.
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unknown state σ (see Theorem 1.5 of [7] for the formal definition). This is similar to the

agnostic learning model [18, 21]. Let η be the minimum distance from the unknown state to

something in |S|, Bădescu and O’Donnell give an algorithm that finds some ρ ∈ S such that

∆tr(ρ, σ) ≤ 3.01η + ϵ using O
(

log3 |S|+log(1/δ)
ϵ2

)

samples. Since quantum hypothesis selection

is a generalization of approximate state discrimination, Bădescu and O’Donnell’s algorithm

supersedes our algorithm for approximate state discrimination for the mixed state.

However, it is important to note that Bădescu and O’Donnell’s algorithm requires many

identical copies of the unknown state and thus does not generalize to our main result of PAC

learning of quantum channels because every channel output might be a different state. On the

other hand, as will shown in the following technical overview, our approach for approximate

state discrimination involves a binary search through gap amplification and pretty good

measurement and generalizes naturally to the PAC learning of quantum channels.

In [1], Aharonov, Cotler, and Qi introduced the notion of quantum algorithmic meas-

urement, which broadly captures the query and computational complexity of quantum

experiments, including those that generate unknown identical quantum states. In [19],

Huang, Kueng, and Preskill compared the complexity of classically or quantumly training a

machine learning model for predicting outcomes of physical experiments.

1.3 Technical Overview

The intuition behind both of our learning algorithms start with looking at the tensor product

of all outputted states. The fidelity between such tensor produces decays exponentially in the

number of samples drawn, so with enough samples , the tensor products from ϵ-far concepts

will become almost orthogonal (see Lemma 4), so intuitively, we should be able to distinguish

between them.

1.3.0.1 Pure State algorithm

In the case where the channels always output pure states, we have a rather simple algorithm.

The key part is a theorem by Sen [28] on high dimensional random orthonormal measurements,

which states that if we do a measurement of random orthonormal basis on two pure states,

with high probability5, the trace distance between the distribution of measurement outcome

is lower bounded by a constant times the trace distance between those two states (see

Theorem 11). This result might seem counter-intuitive, but remember that a random

orthonormal measurement in d dimension has d possible outputs instead of 2. With this

theorem in hand, the algorithm is rather easy: take enough samples to amplify the distance

between outputted states and do a random orthonormal measurement on each sample. Choose

the hypothesis as the channel that most likely to give the measurement result.

1.3.0.2 Mixed State algorithm

Our thought process on designing a learner for the channels that output mixed states is

the following. In this case, Theorem 11 does not give us a useful result, so we need to find

something else. Noticing the connection to the quantum state discrimination problem, we

turned to pretty good measurement (PGM, Definition 3), a well studied tool for solving the

quantum state discrimination problem. However, the lack of minimum distance between our

outputted states is pretty pathological to PGM, so it was pretty easy to self-reject all our

5 The probability goes to 1 as the dimension goes to infinity.
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too close
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Unknown
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Figure 1 (a) Pathological case when trying to cut the concept class into two sets. (b) Cutting

the concept class into three sets.

attempts. Following that, we sought guidance from the analysis of classical Occam’s razor

algorithm, where a constant fraction of concepts are ruled out by each sample. We tried to

divide the concept class into two sets, then do a PGM to distinguish those two, so we can

recurse this into a binary search. Cutting the concepts into two sets does not work either

because there can be concepts really close to any cut, which again is pathological to PGM.

At this point, we realized that we need to have some kind of minimum distance for our PGM,

so we cut the concept class into three sets, Syes, Sno, and Sunknown. We set a minimum

distance γ between elements of Syes and Sno, so those two sets can be distinguished. This is

the idea that works out. See Figure 1 for a graphical representation.

To follow our intuition in the previous paragraph, we give a definition about the distance

between two sets of quantum states. Actually fidelity is more useful than trace distance,

so we give the following definition of fidelity between sets of quantum states, which is the

maximum fidelity among all pairs:

F (Syes, Sno) = max {F (σ, ρ)|σ ∈ Syes, ρ ∈ Sno}

1.3.0.3 Bichromatic State Discrimination Problem (BSD)

The key component our mixed state algorithm is solving what we called (η, N)-Bichromatic

State Discrimination Problem (BSD). The (η, N)-Bichromatic State Discrimination Problem

is defined as follows: given complete information of two sets of quantum states, Syes and Sno,

with fidelity F (Syes, Sno) ≤ η and size Syes ≤ N , Sno ≤ N , and one copy of an unknown

quantum state σ, the goal is to decide whether σ ∈ Syes or σ ∈ Sno. A quantum algorithm

solves (η, N)-BSD with error δ if for all Syes and Sno such that F (Syes, Sno) ≤ η, Syes ≤ N ,

and Sno ≤ N , given complete information about Syes and Sno and one copy of an unknown

quantum state σ as input to the algorithm, the algorithm output a yes/no answer satisfies

the following two conditions6:

1. If σ ∈ Syes, the learner outputs yes with probability (1− δ).

2. If σ ∈ Sno, the learner outputs no with probability (1− δ).

See Figure 2 for some graphical intuition of BSD.

Note that BSD only requires maximum fidelity between the two sets; two states from the

same set can be arbitrarily close. This does not violate quantum state discrimination lower

bounds because the solver only needs to discriminate between the two sets.

We are able to show that BSD can be solved with good enough parameter:

6 The learner can output anything if σ does not come from either of the two sets.
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might be close

Figure 2 Bichromatic State Discrimination Problem.

▶ Theorem 1. There exist an algorithm that solves (η, N)-BSD with error δ = N2η.

The proof idea of Theorem 1 is trying to apply PGM on Syes ∪ Sno. We start with

the observation that the result of [6] and [9], which gives an upper bound on PGM’s error

probability of mistaking one state as other states, can be generalized to an upper bound on

PGM’s error probability of mistaking one subset of states to its complement subset (See

Appendix C). This almost gives us the required error bound for BSD, except that the PGM

result is for the average case, where σ is drawn from some probability distribution, so we

turned it into a worst case result with the minimax argument of [17].

1.3.0.4 Back to Learning Quantum Channels

With BSD solved, we can get an algorithm that recursively exclude a constant fraction

of the concept class. In each recursion, the algorithm partition the remain concepts into

three sets, Syes, Sunknown, and Sno. Ideally, Syes and Sno both occupy a constant fraction

of the remaining concepts and have minimum distance γ = Ω(1/ poly log |C|). Noticing

that the fidelity between tensor products of outputs decays exponentially with number of

samples by lemma 4, the BSD between O(log |C|/γ) samples of Syes or Sno can be solved

with high probability. If the target concept is in Syes, the BSD solver will return yes with

high probability, and if the target concept is in Sno, the BSD solver will return no. If the

target concept is from Sunknown, the BSD solver might return anything, but what we can be

sure is that, if the BSD solver returned yes, the target concept is not from Sno, and if the

BSD solver return no, the target concept is not from Syes. Therefore, we can always exclude

either Syes or Sno as possible target concept.

There is another complication in that the distance between the concepts depends on

the unknown distribution D and thus cannot be calculated. In stead, we use the empirical

distance between concepts, ∆emp(c1, c2) = 1
T

∑T
i=1 [∆tr (c1(xi), c2(xi))], where {xi} are the

inputs points we drawn in each recursion. Our calculation shows that that the error incurred

from this change of distance measure is negligible.

1.3.0.5 Partition Sub-algorithm

It is not always possible to have an ideal partition where Syes and Sno are both constant-

fraction sized7 and separated by the gap γ. Therefore, we designed a classical partition

sub-algorithm (Algorithm 1) to handle these exceptions.

7 By “constant-fraction sized” we mean “occupies a constant fraction of the remaining concepts”.
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An example where the ideal partition is not possible is the extreme case where every

concept in the concept class is literally identical to each other. Note that in this extreme case

can be trivially solved by output anything in the concept class as the hypothesis because

everything is ϵ-close to c∗.

Our partition sub algorithm builds on the intuition of what happened in the above

extreme case. More specifically, our partition algorithm will not reserve a constant-fraction

sized Sno if a significant fraction of C is clustered around a concept. In such case, we choose

the cluster as Syes with a γ-thick “shell” of Sunknown around it. If we measured no, we can

rule out Syes, which is a constant fraction of |C|. If we measured yes, we can output the

center of the cluster as the hypothesis, and we tune γ so that everything in either Syes or

Sunknown is ϵ-close to the center. This completes our algorithm for mixed state outputs.

1.4 Lower Bounds and Agnostic Model

We complement our positive results on the sample complexity of PAC learning quantum

channels with two simple lower bounds. First, by adapting a lower bound argument in [15],

we prove that Ω̃((log |C|)/ϵ2) samples are necessary to PAC learn quantum channels when

the outputs are pure states, showing that our positive result is tight in the dependency on

|C| and ϵ. In particular, for the dependency on ϵ, this is in contrast with the classical results

on the sample complexity for PAC learning concepts with Boolean outputs, where a tight

Θ((log |C|)/ϵ) sample complexity is known [22, 16].8

Agnostic model is a learning model closely related to the PAC model, and the two models

have similar sample complexity [18, 21]. In the agnostic model, the samples comes from

a concept cs that is not necessarily inside the concept class C. Accordingly, the goal of

the learner is to find, with ϵ-distance error, the target concept c∗ ∈ C that is closest to cs.

We introduce the agnostic model for learning quantum channels, see section B.2 for details.

Interestingly, in stark contrast to our algorithms that have dimension-independent sample

complexity for learning quantum channels in PAC model, we found an Ω(
√

d) lower bound

on the sample complexity for learning quantum channels in agnostic model with output

dimension d. Thus, in the agnostic model, learning quantum channels requires number

of samples polynomial in the dimension, so it is not possible to efficiently learn quantum

channels with large output dimension. Also, our negative example is in fact classical in

nature, consisting of two concepts that output classical distributions, so learning classical

distributions efficiently in agnostic model in large dimension is also impossible. However,

since quantum pure states are not generalizations of classical distributions, the possibility of

sample efficiently learn quantum channels with pure state output in agnostic is still open.

2 Preliminary

Throughout this paper, log is base 2 and ln is base e.

We use ∥·∥1 to denote the trace norm ∥A∥1 = tr
√

A†A. We use ∥·∥2 or ∥·∥F to denote

the Frobenius norm ∥A∥2 =
√

tr(A†A).

Denote the trace distance and fidelity between two distribution D1, D2 as ∆tr (D1, D2)

and F (D1, D2), where the trace distance is equal to the total variation distance. Denote the

trace distance and fidelity between two quantum states ρ1, ρ2 as ∆tr(ρ1, ρ2) = 1
2 ∥ρ1 − ρ2∥1

8 The classical results show that the sample complexity is characterized by the VC dimension of the
concept class C. In the case that C is finite, log |C| is a trivial upper bound on the VC dimension.
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and F (ρ1, ρ2) =
∥

∥

√
ρ1
√

ρ2

∥

∥

1
. For a quantum state σ and a quantum measurement M , denote

M(σ) as the output probability distribution when applying M on σ.

Note that fidelity and trace distance are related by

1− F ≤ ∆tr ≤
√

1− F 2.

For two quantum channel concepts c1, c2, define the distance between them with respect

to D as

∆(c1, c2) = Ex∈D [∆tr(c1(x), c2(x))] .

We say that c1, c2 are ϵ-close if ∆(c1, c2) ≤ ϵ and ϵ-far if ∆(c1, c2) ≥ ϵ. For two sets of concepts

S1 and S2, define the distance between them as ∆ (S1, S2) = min {∆(c1, c2)|c1 ∈ S1, c2 ∈ S2}.

2.1 Chernoff Bound

We use the following standard multiplicative version of Chernoff bound.

▶ Theorem 2. Let X1, . . . , XT ∈ [0, 1] be independent random variables with E[Xi] = µi.

Let X = (1/T )
∑

i Xi, µ = (1/T )
∑

i µi and α ∈ (0, 1). We have

Pr[|X − µ| ≥ αµ] ≤ 2−Ω(α2T µ).

2.2 Pretty Good Measurement

The pretty good measurement (PGM) is defined as follows:

▶ Definition 3 (pretty good measurement). Let {σi} be a set of density matrices and {pi} a

probability distribution over {σi}. Define

Ai = piσi, A =
∑

i

Ai. (1)

The PGM associated with {σi}, {pi} is the measurement {Ei} with

Ei = A−1/2AiA
−1/2. (2)

3 Problem Definitions

In this section we describe the PAC model of learning quantum channel and approximate

state discrimination.

3.1 Classical PAC Learning Model

We start with a review of the classical PAC learning model.

In the classical probably approximately correct (PAC) learning model, a learner tries

to learn a target concept c∗ ∈ C from a known concept class C, which is a set of Boolean

functions c : {0, 1}n → {0, 1}, with respect to an unknown distribution D over the input

domain {0, 1}n. Specifically, the learner is given access to a sample oracle Oc∗,D, which

generates i.i.d. samples (xi, c∗(xi)), where each xi ← D is drawn according to the distribution
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D, and outputs a hypothesis h ∈ C.9 The distance between two concepts c and h under the

distribution D is defined as ∆D(c, h) = Ex∼D |c(x)− h(x)|. The goal of the learner is to find

a hypothesis h with sufficiently small distance ∆D(c∗, h) to c∗.

A learning algorithm A is a proper (ϵ, δ)-PAC learner for a concept class C if the following

holds: For every c∗ ∈ C and distribution D, given oracle access to Oc∗,D, AOc∗,D outputs an

h ∈ C such that ∆D(c∗, h) ≤ ϵ with probability at least 1− δ. The sample complexity of A

is the maximum number of samples T that A needs to query Oc∗,D to output h. The proper

(ϵ, δ)-PAC sample complexity of a concept class C is the minimum sample complexity over

all learners. A Θ̃((log |C|)/ϵ) sample complexity is known [22, 16].10

3.2 Learning Quantum Channels in PAC model

We now generalize classical PAC learning to the context of learning quantum channels. As

above, we consider a learner trying to learn a target concept c∗ ∈ C from a known concept

class C with respect to an unknown distribution D. Here, we consider the concept class C

as a finite set of known d1 to d2 dimensional quantum channels, and D as a distribution over

the Hilbert space of dimension d1. Precisely, the learner is given access to a sample oracle

Oc∗,D and outputs a hypothesis h ∈ C. The oracle Oc∗,D generates i.i.d. samples (xi, c∗(xi)),

where each xi ← D is the classical description of a state drawn according to the distribution

D, and c∗(xi) is the (potentially mixed) quantum state outputted by c∗ on input xi.

The distance between two concepts c and h under the distribution D is the expected trace

distance ∆(c, h) = Ex∈D [∆tr(c(x), h(x))]. The goal of the learner is to find a hypothesis

h ∈ C with sufficiently small ∆(c∗, h).

A quantum learning algorithm A is a proper (ϵ, δ)-PAC learner for C if the following

holds: For every c∗ ∈ C and distribution D, given oracle access to Oc∗,D, AOc∗,D outputs an

h ∈ C such that ∆D(c∗, h) ≤ ϵ with probability at least 1− δ. The sample complexity of A

is the maximum number of samples T that A needs to query Oc∗,D to output h. The proper

(ϵ, δ)-PAC sample complexity of a concept class C is the minimum sample complexity over

all learners.

3.3 Approximate State Discrimination

Let S be a finite set of d-dimensional density matrices. We want to learn a target state σ ∈ S

using as few identical copies of σ as possible. A quantum algorithm is an (ϵ, δ)-approximate

discriminator of S if it takes the description of S and T copies of σ as input and with

probability 1− δ outputs a state ρ ∈ S with ∆tr(ρ, σ) ≤ ϵ, for any σ ∈ S.

Note that approximate state discrimination can be viewed as a special case of PAC learning

quantum channels with constant output, so the algorithms for PAC learning quantum channels

in Section 4 and Section 5 trivially works for approximate state discrimination.

4 PAC Learning Quantum Channels with Pure State Output

See Appendix A

9 The requirement that the hypothesis h is in the concept class C is referred to as proper learning. We
focus on proper learning since our algorithms satisfy this property.

10 We use Θ̃ to denote Θ with log factors. The classical results show that the sample complexity is
Θ ((d + log 1/δ)/ϵ), where d is the VC dimension of the concept class. In the case where |C| is finite,
log |C| is a trivial upper bound on d, and there are concept classes whose VC dimension d matches
log |C|.
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5 PAC Learning Quantum Channels with Mixed State Output

The random orthonormal measurement approach in Section 4 does not work since two high

dimensional mixed states with constant trace distance between them can have negligible

Frobenius distance between them. Instead, We follow the intuitions detailed in Section 1.3. We

define the bichromatic state discrimination problem (BSD), solve BSD with PGM techniques

, and build our learner algorithm with the BSD solver and a partition sub-algorithm.

Before we show the algorithms for bicromatic state discrimination, let us first show that

we can efficiently amplify the distance between concepts by taking samples.

▶ Lemma 4 (concept distance amplification). Let c be a quantum channel concept ϵ-far from

the target concept c∗. Let {x1, x2, . . . , xT } be T inputs drawn from the distribution D. With

probability 1− 2−Ω(T ϵ) over {xi} drawn, we have

F





⊗

i∈[T ]

c(xi),
⊗

i∈[T ]

c∗(xi)



 ≤ 2−Ω(T ϵ2) (3)

and

∆tr





⊗

i∈[T ]

c(xi),
⊗

i∈[T ]

c∗(xi)



 ≥ 1− 2−Ω(T ϵ2). (4)

Proof. By Chernoff bound, with probability 1− 2−Ω(T ϵ),

∑

i

∆tr (c(xi), c∗(xi)) ≥
1

2
Tϵ. (5)

Then by Cauchy-Schwarz Inequality,

∑

i

(∆tr (c(xi), c∗(xi)))
2 ≥ 1

4
Tϵ2. (6)

Then the amplified fidelity is bounded by

F

(

⊗

i

c(xi),
⊗

i

c∗(xi)

)

= ΠiF (c(xi), c∗(xi))

≤ Πi

√

1− (∆tr (c(xi), c∗(xi)))
2

≤ exp

[

−1

2

∑

i

(∆tr (c(xi), c∗(xi)))
2

]

= 2−Ω(T ϵ2), (7)

where the last inequality is true because 1− x ≤ e−x. And the amplified trace distance is

∆tr





⊗

i∈[T ]

c(xi),
⊗

i∈[T ]

c∗(xi)



 ≥ 1− F

(

⊗

i

c(xi),
⊗

i

c∗(xi)

)

= 1− 2−Ω(T ϵ2). (8)

◀

Lemma 4 means that we can amplify the distance between tensor products of samples

from quantum channels as efficiently as we do on samples of fixed quantum states. This means

that PAC learning quantum channels is really similar to approximate state discrimination

even in the mixed state case.

Now back to BSD. The bichromatic state discrimination problem (BSD) is defined as

follows:
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▶ Definition 5 (Bichromatic State Discrimination Problem (BSD)). Given complete information

of two sets of quantum states, Syes and Sno, with fidelity F (Syes, Sno) ≤ η and size Syes ≤ N ,

Sno ≤ N , and one copy of an unknown quantum state σ, the goal is to decide whether

σ ∈ Syes or σ ∈ Sno. We say a quantum algorithm solves (η, N)-BSD with error δ if for

all Syes and Sno such that F (Syes, Sno) ≤ η, Syes ≤ N , and Sno ≤ N , given complete

information about Syes and Sno and one copy of an unknown quantum state σ as input to

the algorithm, the algorithm output and yes/no answer satisfies the following two conditions:

1. If σ ∈ Syes, the learner outputs yes with probability (1− δ).

2. If σ ∈ Sno, the learner outputs no with probability (1− δ).

The learner can output anything if σ does not come from either of the two sets.

We show the existence of a BSD solver by first showing that PGM over Syes ∪ Sno solves

the “average case” BSD and then turn it into a “worst case” result by the minimax theorem.

First by slightly modifying a result of [9] and [6], We show that PGM can solve the

“average case” BSD:

▶ Lemma 6 (PGM for “average BSD”). Let Syes, Sno be two sets of density matrices and

{pi} be a probability distribution over Syes ∪ Sno. 11 The PGM on Syes ∪ Sno, {pi} satisfies

∑

i∈Syes

∑

j∈Sno

[pi Pr (PGM(σi) = j) + pj Pr(PGM (σj) = i)] ≤
∑

i∈Syes

∑

j∈Sno

F (σi, σj). (9)

Proof. See appendix C. ◀

We can group together the outputs of the PGM in Lemma 6 and define a binary

measurement {Eyes, Eno}, where Eyes =
∑

i∈Syes
Ei, Eno =

∑

i∈Sno
Ei, and {Ei} is the

PGM. By Lemma 6, the binary measurement solves “average BSD” with error probability at

most
∑

i∈Syes

∑

j∈Sno
F (σi, σj).12

Since the upper bound on error is independent of the distribution {pi}, minimax theorem

guarantees the existence of a measurement that distinguishes between Syes and Sno for any

distribution {pi} with error probability less than
∑

i∈Syes

∑

j∈Sno
F (σi, σj)13. In particular,

if pi = 1 for some σi ∈ Syes, the probability of the minimax measurement mistaking σi

as something in Sno is upper bounded by
∑

i∈Syes

∑

j∈Sno
F (σi, σj), and vice versa. We

formalize this discussion as the following Theorem.

▶ Theorem 7 (solver for BSD, Theorem 1 restated). There exist an algorithm that solves

(η, N)-BSD with error δ = N2η

Proof. Consider the zero sum game between two players where player1 choose a probability

distribution {pi} over Syes ∪ Sno and player2 choose a binary measurement strategy M . The

score of player1 is given by the following error probability14:

Pbi−error =
∑

i∈Syes

[pi Pr (M(σi) = no)] +
∑

j∈Sno

[pj Pr (M(σj) = yes)] (10)

11 We will slightly abuse the notation and write i ∈ Syes or j ∈ Sno instead of σi ∈ Syes or σj ∈ Sno.
12 A careful reader might notice that since we only want a binary answer, we are essentially distinguishing

the states Ayes =
∑

i∈Syes
piσi and Ano =

∑

j∈Sno
pjσj , and thus the optimal error probability is

characterized by trace distance between Ayes and Ano. However, to our knowledge there is no inequality
in the literature giving a lower bound on trace distance between on linear combinations of density
matrices, so actually, the other direction of the trace-distance characterization is the relevant one:
Lemma 6 gives a new lower bound on ∆tr(Ayes, Ano).

13 This argument was used in [17]
14 We will slightly abuse the notation and write i ∈ Syes or j ∈ Sno instead of σi ∈ Syes or σj ∈ Sno.
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It is easy to check that that strategies of both sides are linear, so we can apply the

minimax theorem to get

min
M

max
{pi}

Pbi−error = max
{pi}

min
M

Pbi−error ≤
∑

i∈Syes

∑

j∈Sno

F (σi, σj) ≤ N2η, (11)

where the second inequality is from the promises of (η, N) BSD, and the first inequality is

shown by considering the binary measurement {Eyes, Eno}, where Eyes =
∑

i∈Syes
Ei, Eno =

∑

i∈Sno
Ei, and {Ei} is the PGM of Lemma 6. This means that there is a measurement M

whose error probability is less than
∑

i∈Syes

∑

j∈Sno
F (σi, σj) for all probability distribution

{pi}. In particular, the error probability is at most N2η when player1 uses the deterministic

strategy of always choosing some specific state σi ∈ Syes ∪ Sno. Therefore, algorithm of

applying the measurement M solves (η, N)-BSD with error N2δ.

◀

Theorem 7 implies that if we amplify the maximum fidelity between Syes and Sno by

Lemma 4 to less than O(1/|C|2), we have a constant error probability in distinguishing

whether a state is from Syes or Sno. By lemma 4 this requires Θ
(

log |C|/γ2
)

samples if the

distance between Syes and Sno is γ.

Now we present the partition sub-algorithm. Let Cr be the set of remaining concepts that

have not been cut off by the main algorithm. The sub-algorithm partitions the remaining

concepts into three disjoint subsets: (Syes, Sunknown, Sno), such that |Syes| ≥ 1
9 |Cr|15, and

∆(Syes, Sno) ≥ γ = Θ(ϵ/ log |Cr|). The sub-algorithm might or might not found an extreme

case. If no extreme case is found, |Sno| ≥ 1
9 |Cr|. If an extreme case is found, more than

1
3 |Cr| concepts are ϵ-close to some concept. The sub-algorithm initialized with every concept

in Sno. It then repeatedly picks a concept cc from Sno and adds concepts within the ball

around cc to Syes and concepts in a γ-shell around the ball to Sunknown. The γ-shell of Sno

ensures that ∆(Syes, Sno) ≥ γ and we choose the radius of the ball so that the number of

concepts added to Syes is greater than half the number of concepts added to Sunknown to

ensure that |Syes| > 1
2 |Sunknown| in the end. The sub-algorithm keeps adding concepts to

Syes and Sunknown until |Syes|+ |Sunknown| > 1
3 |Cr| or the loop is breaked by an extreme

case. The sub-algorithm reports an extreme case if the number of concepts to be added

to Syes and Sunknown in the current iteration is greater than 1
3 |Cr|. In this case we know

that more than 1
3 |Cr| concepts are around cc. If no extreme case is found, since the loop

stops when |Syes|+ |Sunknown| > 1
3 |Cr| and the last iteration cannot add more than 1

3 |Cr|
concepts to Syes or Sunknown, there are at least (1− 1

3 − 1
3 )|Cr| > 1

9 |Cr| concepts left in Sno,

and |Syes| > 1
3 (|Syes|+ |Sunknown|) > 1

9 |Cr|.
There is another complication in that the distance between the concepts depends on the

unknown distribution D and thus cannot be calculated. In stead, we calculate the empirical

distance between concepts, ∆emp(c1, c2) = 1
T

∑T
i=1 [∆tr (c1(xi), c2(xi))], which depends on

the input points drawn from D. We also tune ϵ into ϵ/2 to accommodate for the extra error

incurred.

The sub-algorithm is detailed in Algorithm 1.

▶ Lemma 8. The output of Algorithm 1 satisfies the following conditions:

(Syes, Sunknown, Sno) is a partition of Cr. ∆emp(Syes, Sno) ≥ γ = ϵ/4 log |Cr|. |Syes| ≥
1
9 |Cr|. If flag_extreme = false, |Sno| ≥ 1

9 |Cr|. If flag_extreme = true, ∆emp(c, cc) ≤
ϵ/2, ∀c ∈ (Syes ∪ Sunknown).

15 1

9
is an arbitrary constant and can be further optimized
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Algorithm 1 partition sub-algorithm.

Data: concepts class Cr, real number ϵ.

Result: Set of concepts Syes, Sunknown, Sno, boolean variable flag_extreme,

concept cc

1 Sno ← Cr, Syes ← ∅, Sunknown ← ∅, f lag_extreme← false, γ ← ϵ/(4 log |Cr|).
2 while |Syes|+ |Sunknown| < 1

3 |Cr|16
do

3 cc ← a random concept in Sno;

4 Count the number of concept in Sno whose distance to cc is in the interval

[(m− 1)γ, mγ) for all m ∈ [1/γ] and record the number as bm. I.e.

bm ← |{c|∆(c, cc) ∈ [(m− 1)γ, mγ) , c ∈ Sno}|;
5 Find the smallest i∗ ≥ 2 such that bi∗ < 2

∑

i∈[i∗−1] bi;

6 if
∑

i∈[i∗−1] bi + bi∗ > 1
3 |Cr| then

7 flag_extreme← true;

8 move everything in Syes and Sunknown back to Sno;

9 run line 12 once;

10 Terminate;

11 end

12 For the concepts in Sno, move the concepts within distance (i∗ − 1)γ of cc to Syes,

and move the concepts whose distance to cc is in [(i∗ − 1)γ, i∗γ) to Sunknown.

I.e. move {c|∆(c, cc) ∈ [0, (i∗ − 1)γ) , c ∈ Sno} to Syes and move

{c|∆(c, cc) ∈ [(i∗ − 1)γ, i∗γ) , c ∈ Sno} to Sunknown;

13 end

Proof. First note that in line 5, γ = ϵ/(4 log |Cr|) ensures that i∗ exists and i∗ ≤ ϵ/(2γ). This

can be proved by contradiction: if b∗i ≥ 2
∑

i∈[i∗−1] bi,∀i∗ ≤ ϵ/(2γ), then b∗i > 2bi∗−1,∀i∗ ≤
ϵ/(2γ). Together with b1 ≥ 1 because ∆(cc, cc) = 0, we have b⌊ϵ/2γ⌋ ≥ 2 · 2log |Cr|b1 ≥ |Cr|, a

contradiction.

(Syes, Sunknown, Sno) is a partition because it is initialized as a partition and we only

moves elements between them. Note that whenever we move something to Syes, we move a

γ-thick shell around it to Sunknown. By triangle inequality of empirical distances between

concepts, ∆emp(Syes, Sno) ≥ γ = ϵ/4 log |Cr| at the end of every step.

If no extreme case is found, at each iteration of the loop at line 12, (
∑

i∈[i∗−1] bi) concepts

are moved to Syes from Sno, and bi∗ concepts are moved to Sunknown from Sno. Before the last

iteration of the loop |Syes|+ |Sunknown| ≤ 1
3 |Cr|, and the number of concepts moved to Syes

and Sunknown in the last iteration is
∑

i∈[i∗−1] bi + b∗i ≤ 1
3 |Cr|, so |Sno| ≥ (1− 1

3 − 1
3 )|Cr| >

1
9 |Cr|. Because of the requirement bi∗ < 2

∑

i∈[i∗−1] bi in line 5,
∑

i∈[i∗−1] bi > 1
3 (
∑

i∈[i∗−1] bi+

bi∗) and thus |Syes| > 1
3 (|Syes|+ |Sunknown|) at the end of every loop. Combined with the

loop-termination condition |Syes|+ |Sunknown| > 1
3 |Cr|, we have |Syes| > 1

9 |Cr|.
If an extreme case is found at line 7, because we moved everything back to Sno, all

concepts in Syes or Sunknown are added in that one call of line 12, and thus they are

all (i∗γ)-close to cc . Recall that i∗γ ≤ ϵ/2, so everything in Syes or Sunknown is ϵ/2-

close to cc. The analysis on |Syes| is a bit subtle. Similar to the previous paragraph, we

have
∑

i∈[i∗−1] bi > 1
3 (
∑

i∈[i∗−1] bi + bi∗). Combined with
∑

i∈[i∗−1] bi + bi∗ > 1
3 |Cr| to

trigger line 7, we have
∑

i∈[i∗−1] bi > 1
9 |Cr|. Since the wiping of Syes and Sunknown at

the beginning of line 7 only opens more possible concepts to be added to Syes, we have

|Syes| ≥
∑

i∈[i∗−1] bi > 1
9 |Cr|. ◀
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With the partition sub-algorithm described, we detail the main algorithm for mixed state

case in Algorithm 2.

Algorithm 2 algorithm for mixed state case.

Data: Concept class C, Sampling Oracle Oc∗,D

Result: hypothesis h

1 Cr ← C ;

2 T ← Θ
(

log2 |C|(log |C|+log(1/δ))
ϵ2

)

;

3 while do

4 Call Oc∗,D T times, getting T samples

{(x1, c∗(x1)), (x2, c∗(x2)), . . . (xT , c∗(xT ))};
5 (Syes, Sunknown, Sno, f lag_extreme, cc)← (Algorithm 1)(Cr, ϵ);

6 Construct the measurement M in Theorem 7 between Syes and Sno with the

state σi corresponding to concept ci being σi =
⊗

j∈[T ] ci(xj);

7 Measure_result←M(
⊗

j∈[T ] c∗(xj)).;

8 if Measure_result = no then

9 remove Syes from Cr;

10 end

11 if Measure_result = yes and flag_extreme = false then

12 remove Sno from Cr.;

13 end

14 if Measure_result = yes and flag_extreme = true then

15 h← cc;

16 Terminate;

17 end

18 end

Now we state and prove our result for mixed state case:

▶ Theorem 9. Algorithm 2 is a proper (ϵ, δ)-PAC learner for any quantum circuit concept

class C, using

O

(

log3 |C|(log |C|+ log(1/δ))

ϵ2

)

samples.

Proof. By Lemma 8, Algorithm 2 removes at least 1
9 |Cr| concepts from Cr in each loop

unless it terminates, so it terminates in O(log |C|) loops at line 16. Combined with the fact

that Algorithm 2 takes O
(

log2 |C|(log |C|+log(1/δ))
ϵ2

)

samples each loop, its sample complexity

is

O

(

log3 |C|(log |C|+ log(1/δ))

ϵ2

)

.

As for the correctness of the algorithm, first note that by Lemma 8 the empirical distance

between any pair of concepts in Syes and Sno is at least γ0 = ϵ/(4 log |C|).
Consider any pair of concepts ci ∈ Syes and Cj ∈ Sno, with the corresponding states σi

and σj . By definition of empirical distance,

T
∑

k=1

∆tr (ci(xk), cj(xk)) ≥ Tγ0 (12)
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Then by Cauchy-Schwarz Inequality,

T
∑

k=1

∆tr (ci(xk), cj(xk))
2 ≥ Tγ2

0 . (13)

Then the fidelity between σi and σj is bounded by

F (σi, σj) = F

(

⊗

k

ci(xk),
⊗

k

cj(xk)

)

= ΠkF (ci(xk), cj(xk))

≤ Πk

√

1− (∆tr (ci(xk), cj(xk)))
2

≤ exp

[

−1

2

∑

k

(∆tr (ci(xk), cj(xk)))
2

]

= 2−Ω(T γ2

0) (14)

where the last inequality is true because 1− x ≤ e−x.

There are only two possible ways for Algorithm 2 to make an error: first is to remove c∗

from Cr in line 9 or line 12, and second is to output a far-away concept at line 15 because of

the mismatch between empirical distance and true distance.

For the first error, note that c∗ always has empirical distance zero to it self, no matter

what {x1, x2, . . . , xT } are sampled. By Theorem 7 and Equation 14 the error probability in

each loop is bounded by

Perror,1 ≤ |Cr|2 · 2−Ω(T γ2

0
). (15)

Apply union bound over O(log |C|) loop we can bound the total error probability by

Ptotal error,1 ≤ log |C||C|2 · 2−Ω(T γ2) ≤ O

(

δ |C|2 log |C|
poly(|C|)

)

≤ O(δ) (16)

For the second error, consider a pair of concepts that has distance bigger than ϵ. By

Chernoff bound, the probability that their empirical distance is less than 1
2 ϵ is less than

2−Ω(T ϵ2). Union bound over all O(|C|2) pairs of concepts, we have

Ptotal error,2 ≤ |C|2 · 2−Ω(T ϵ2) ≪ Ptotal error,1. (17)

◀
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A PAC Learning Quantum Channels with Pure State Output

The algorithm follows ideas by Sen [28], who shows that random orthonormal measurement

preserves trace distance between pure states. One can then apply random orthonormal

measurements on each sampled output and take enough samples to amplify the distance

between ϵ-far concepts to 1 − O(1/|C|) and show that the probability for the maximum

likelihood estimate to select a ϵ-far concept over the target concept is less than O(1/|C|).
Take a union bound and we have a bounded error probability.

▶ Theorem 10. Algorithm 3 is a proper (ϵ, δ)-PAC learner for any concept class C of

quantum channels with pure state outputs, using

O

(

(log |C|) + log(1/δ)

ϵ2

)

samples.

Algorithm 3 algorithm for pure state output.

1 Take T = Θ((log |C|+ log(1/δ))/ϵ2) samples (x1, σ1), (x2, σ2), . . . , (xT , σT ) ;

2 Do a random orthonormal measurementa Mi on each output state σi. Let the

measured outputs be {zi} ;

3 Output the concept h ∈ C that is most likely to give the measured result of line 2:

h = arg max
c∈C

Πi∈[T ] Pr[Mi(c(xi)) = zi]

a The measurement has d2 outcomes, where d2 is the dimension of output quantum state.

We need the following theorem to prove the correctness of Algorithm 3. First we state

the result 1 of [28] (lemma 4 of arxiv version):

▶ Theorem 11 (random orthonormal measurement [28]). Let σ1, σ2 be two density matrices in

C
d. Define r := rank(σ1 − σ2). There exists a universal constant k > 0 such that if r < k

√
d

then with probability at least 1 − exp(−kd/r) over the choice of a random orthonormal

measurement basis M in C
d, ∥M(σ1)−M(σ2)∥1 > k ∥σ1 − σ2∥F . 17

Note that if σ1, σ2 are pure states, r < 2 < k
√

n for large enough n and ∥σ1 − σ2∥1 ≤√
2 ∥σ1 − σ2∥F so that ∆tr(M(σ1), M(σ2)) > k/

√
2∆tr(σ1, σ2).

The following lemma shows how trace distance of the measured result grows when we

take multiple samples.

17 Recall that M(σ) is the output distribution of the measurement M on state σ.

https://doi.org/10.1145/1968.1972


K.-M. Chung and H.-H. Lin 3:19

▶ Lemma 12 (trace distance amplification). Let X1, X2, . . . , XT be T independent distribu-

tions and so are Y1, Y2, . . . , YT . Denote the joint distribution (X1, X2, . . . , XT ) as X and

(Y1, Y2, . . . , YT ) as Y . Suppose that

∑

i

∆tr(Xi, Yi) = Tϵ, (18)

then

∆tr(X, Y ) ≥ 1− 2−Ω(T ϵ2) (19)

Proof. By Cauchy-Schwarz inequality,

∑

i

(∆tr(Xi, Yi))
2 ≥ Tϵ2, (20)

Then the joint fidelity is bounded by

F (X, Y ) = ΠiF (Xi, Yi)

≤ Πi

√

1− (∆tr (Xi, Yi))
2

≤ exp

[

−1

2

∑

i

(∆tr (Xi, Yi))
2

]

= 2−Ω(T ϵ2), (21)

where the last inequality is true because 1− x ≤ e−x. And the joint trace distance is

∆tr (X, Y ) ≥ 1− F (X, Y ) = 1− 2−Ω(T ϵ2). (22)

◀

The following lemma analyzes the effectiveness of maximum likelihood estimate.

▶ Lemma 13. For any two distributions D, D∗ have total variation distance α, Pri∼D∗(D(i) ≤
D∗(i)) ≥ α

Proof.

0 ≤
∑

i:D(i)≤D∗(i)

D(i)

=
∑

i:D(i)≤D∗(i)

D(i)−D∗(i) +
∑

i:D(i)≤D∗(i)

D∗(i)

=
1

2





∑

i:D(i)≤D∗(i)

(D(i)−D∗(i)) +
∑

i:D∗(i)≤D(i)

(D∗(i)−D(i))



+
∑

i:D(i)≤D∗(i)

D∗(i)

= −α + Pr
i∼D∗

(D(i) ≤ D∗(i)) (23)

⇒ Pr
i∼D∗

(D(i) ≤ D∗(i)) ≥ α

The third line is true because
∑

i:D(i)≤D∗(i)(D(i)−D∗(i)) =
∑

i:D∗(i)≤D(i)(D
∗(i)−D(i)). ◀

We think D∗ as the correct distribution and D is a distribution far away, with the

total variation distance between them being α = 1− ϵ. When we use maximum likelihood

estimation to distinguish D∗ from D, Lemma 13 says that the probability of error is less

than ϵ. Now we are ready to prove theorem 10.
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Proof. Let c∗ be the target concept, and c a concept such that ∆(c∗, c) > ϵ. Recall that we

took

T = Θ

(

log |C|+ log(1/δ)

ϵ2

)

samples. For all i ∈ [T ], apply Theorem 11 to the pair of states (c∗(xi), c(xi)), we get that

with probability 1− exp(−kd2/2) over random orthonormal measurements Mi,

∆tr (Mi(c
∗(xi)), Mi(c(xi))) > k/

√
2∆tr(c∗(xi), c(xi)), (24)

where k is a universal constant. Since you can pad some ancilla states to increase d2 without

changing trace distances if exp(−kd2/2) is not small enough, we ignore this term. By Chernoff

bound, with probability at least 1− 2−Ω(T ϵ) over {xi} sampled from D,

(1/T ) ·
∑

i

∆tr (Mi(c
∗(xi)), Mi(c(xi))) > (1/T ) ·

∑

i

k/
√

2∆tr(c∗(xi), c(xi)) ≥
k

2
√

2
ϵ.

(25)

So we can apply Lemma 12 to get that with probability at least 1− 2−Ω(T ϵ),

[∆tr ({Mi(c
∗(xi))}, {Mi(h(xi))})] ≥ 1− 2−Ω(T ϵ2). (26)

Now, note that by Lemma 13, the probability that the maximal likelihood estimation

(incorrectly) selects c is at most (2−Ω(T ϵ2) + 2−Ω(T ϵ)). By taking a union bound over all such

c, we get

Pr[∆(c∗, h) > ϵ] ≤ (2−Ω(T ϵ2) + 2−Ω(T ϵ)) · |C| ≤ δ. (27)

◀

B Lower Bounds

In this section we describe two simple lower bounds. One is an Ω((1−δ) ln |C|/ϵ2)/ ln(ln |C|/ϵ)

lower bound on the sample complexity of approximate state discrimination for pure states,

which in turn gives lower bounds on the sample complexity of PAC learning quantum channels.

The other is an Ω(
√

d) lower bound on the sample complexity of learning large dimensional

classical distribution in the agnostic model, which in turn lower bounds approximate state

discrimination and PAC learning quantum state in the agnostic model [18, 21].

B.1 Lower Bound for Pure State Case

▶ Theorem 14. The sample complexity of (ϵ, δ)-approximate state discrimination on a set

C of pure states is Ω((1− δ) ln |C|/ϵ2)/ ln(ln |C|/ϵ).

Proof. This lower bound uses the ϵ-packing-net construction of [15]. In Lemma 5 of the

arxiv version of [15], the authors showed the existence of a set C of d-dimensional pure states

with the following three properties: the distance between each state is at least ϵ, the Holevo

information χ0 for states uniformly drawn from the set is O(ϵ2 ln(d/ϵ)), and ln |C| = Ω(d).

With a simple reduction to communication protocol and Holevo theorem, [15] showed that to

distinguish states in C with probability δ, (1−δ) ln |C|−ln 2
χ0

= Ω((1− δ) ln |C|/ϵ2)/ ln(ln |C|/ϵ)

samples are required. Since every state in C is ϵ-far from each other, an (ϵ, δ)-approximate
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discriminator should be able to distinguish each state in C with probability δ, therefore

the discriminator must take Ω((1 − δ) ln |C|/ϵ2)/ ln(ln |C|/ϵ) samples. This matches the

sample complexity of our pure state algorithm in terms of ϵ and |C| with some logarithmic

factors. ◀

▶ Remark 15. Unfortunately, running the same argument with the mixed state ϵ-packing

nets of [15] does not give us tighter lower bound, so we don’t have a matching lower bound

for the mixed state case.

▶ Corollary 16. The proper (ϵ, δ)-PAC sample complexity of a concept class C of pure states

is Ω((1− δ) ln |C|/ϵ2)/ ln(ln |C|/ϵ).

B.2 Agnostic Model

Agnostic model [18, 21] is a learning model related to the PAC model. In agnostic model,

the target concept does not need to come from the concept class. We formally define the

agnostic model for learning quantum channels as follows:

We consider a learner trying to learn a target concept c∗ with respect to an unknown

distribution D. The learner is also given a concept class C. Since the target concept might

not be in the concept class C, the learner tries the output the concept copt that minimize

the distance to the target concept c∗. Here, we consider the concept class C as a finite set

of known d1 to d2 dimensional quantum channels, and D as a distribution over the Hilbert

space of dimension d1. Precisely, the learner is given access to a sample oracle Oc∗,D and

outputs a hypothesis h ∈ C. The oracle Oc∗,D generates i.i.d. samples (xi, c∗(xi)), where

each xi ← D is the classical description of a state drawn according to the distribution D,

and c∗(xi) is the (potentially mixed) quantum state outputted by c∗ on input xi.

The distance between two concepts c and h under the distribution D is the expected

trace distance to the target concept ∆(c, h) = Ex∈D [∆tr(c(x), h(x))]. Let copt be the optimal

output, copt = arg min [∆(c, c∗)|c ∈ C] . The goal of the learner is to find a hypothesis h ∈ C

with ∆(c∗, h) ≤ ∆(c∗, copt) + ϵ.

A quantum learning algorithm A is a (ϵ, δ)-agnostic learner for C if the following holds:

For every c∗ and distribution D, given oracle access to Oc∗,D, AOc∗,D outputs an h ∈ C such

that ∆(c∗, h) ≤ ∆(c∗, copt) + ϵ with probability at least 1 − δ. The sample complexity of

A is the maximum number of samples T that A needs to query Oc∗,D to output h. The

(ϵ, δ)-agnostic sample complexity of a concept class C is the minimum sample complexity

over all learners.

We show that there is no efficient quantum agnostic learner in the following theorem.

▶ Theorem 17. For all ϵ < 1
10 and positive integer d, there exist a concept class C of

dimension 0 to d whose (ϵ, δ)-agnostic sample complexity is Ω(
√

d).

Proof. We can get the Ω(
√

d) lower bound with a simple concept class of that only has two

concepts. Both of the concepts are constant channels that output classical distributions.

Consider distributions on d + 1 dimensions e0, e1, . . . , ed. The first concept C1 has all weight

on e0. The second concept C2 has weight uniformly distributed over e1, . . . , ed. Now consider

the following two set of distribution to be learned. D1 = {D1,i} has weight 1/3 on e0 and

weight 1/d on 2/3 of dimensions e1 . . . , ed. Anything in D1 has distance 2/3 to C1 and

distance 1/3 to C2, so it should be learned as C2. D2 = {D2,i} has weight 1/3 on e0 and

weight 100/d on 2/300 of dimensions e1 . . . , ed. Anything in D2 has distance 2/3 to C1 and

distance (1/3 + 99 ∗ 2/300 + 1 ∗ (1− 2/300))/2 ∼ 0.993 to C2, so it should be learned as C1.

However, D1 and D2 both looks pretty much like a uniform distribution on e1, . . . , ed. To
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distinguish them we need to see a collision on e1, . . . , ed. By a standard birthday bound,

we need at least Ω(
√

d/100) samples to see a collision. Therefore we need Ω(
√

d) samples

to learn classical distributions in agnostic model with constant error. In the regime of

|C| = poly(d), the lower bound means that it’s impossible to find an efficient algorithm of

sample complexity O(polylog |C|). ◀

▶ Remark 18. Note that the construction of Theorem 17 is based on a classical distribution,

so it means that agnostic learning of a classical distribution of many outputs efficiently is

also impossible. To the knowledge of the authors, agnostic learning of classical distribution

of many output has not been studied in the literature. Also note that classical distribution

is not a subclass of pure quantum states, so Theorem 17 does not rule out that quantum

channel with pure state outcomes can be efficiently agnostically learned.

▶ Remark 19. As mentioned in section 1.2.0.1, [7] studied the problem of quantum hypothesis

selection, which can be viewed as a a relax version of agnostic learning, outputting a state h

such that ∆(c∗, h) ≤ 3.01∆(c∗, copt) + ϵ.

C PGM for “average BSD”

Please refer to the full version at https://arxiv.org/abs/1810.10938.
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under derandomization assumptions.
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1 Introduction

This tale originates from Arthur-Merlin protocols, such as complexity classes MA and AM,

introduced by Babai [5]. MA is a randomized generalization of the complexity class NP,

namely the verifier could take advantage of the randomness. AM is additionally allowing

two-message interaction. Surprisingly, two-message Arthur-Merlin protocols are as powerful

as such protocols with a constant-message interaction, whereas it is a long-standing open

problem whether MA = AM. It is evident that NP ⊆ MA ⊆ AM. Moreover, under well-

believed derandomization assumptions [31, 32], these classes collapse all the way to NP.

Despite limited progresses on proving MA = AM, is there any intermediate class between

MA and AM?

StoqMA is a natural class between MA and AM, initially introduced by Bravyi, Bessen,

Terhal [9]. StoqMA captures the computational hardness of the stoquastic local Hamiltonian

problems. The local Hamiltonian problem, defined by Kitaev [29], is substantially approxim-

ating the minimum eigenvalue (a.k.a. ground energy) of a sparse exponential-size matrix

(a.k.a. local Hamiltonian) within inverse-polynomial accuracy. Stoquastic Hamiltonians [10]

are a family of Hamiltonians that do not suffer the sign problem, namely all off-diagonal
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entries in the Hamiltonian are non-positive. StoqMA also plays a crucial role in the Hamilto-

nian complexity – StoqMA-complete is a level in the complexity classification of 2-local

Hamiltonian problems on qubits [17, 11], along with P, NP-complete, and QMA-complete.

Inspiring by the Monte-Carlo simulation in physics, Bravyi and Terhal [9, 12] propose

a MA protocol for the stoquastic frustration-free local Hamiltonian problem, which further

signifies StoqMA with perfect completeness (StoqMA1) is contained in MA. A uniformly

restricted variant1 of this problem, which is also referred to as SetCSP [3]2, essentially

captures the MA-hardness.

To characterize StoqMA through the distribution testing lens, we begin with an informal

definition of StoqMA and leave the details in Section 2.2. For a language L in StoqMA,

there exists a verifier Vx that takes x ∈ L as an input, where the verifier’s computation is

given by a classical reversible circuit, viewed as a quantum circuit. Besides a non-negative

state3 in the verifier’s input as a witness, to utilize the randomness, ancillary qubits in the

verifier’s input consist of not only state |0⟩ but also |+⟩ := (|0⟩ + |1⟩)/
√

2. After applying

the circuit, the designated output qubit is measured in the Hadamard basis4. A problem

is in StoqMA(a, b) for some a > b ≥ 1/2, if for yes instances, there is a witness making the

verifier accept with probability at least a; whereas for no instances, all witness make the

verifier accepts with probability at most b. The gap between a and b is at least an inverse

polynomial since error reduction for StoqMA is unknown.

The optimality of non-negative witnesses suggests a novel connection to distribution

testing. Let |0⟩ |D0⟩ + |1⟩ |D1⟩ be the state before the final measurement, where |Dk⟩ =
∑

i∈{0,1}n−1

√

Dk(i) |i⟩ for k = 0, 1 and n is the number of qubits utilized by the verifier. A

straightforward calculation indicates that the acceptance probability of a StoqMA verifier is

linearly dependent on the squared Hellinger distance d2
H(D0, D1) between D0 and D1, which

indeed connects to distribution testing! Consequently, to prove StoqMA ⊆ MA, it suffices to

approximate d2
H(D0, D1) within an inverse-polynomial accuracy using merely polynomially

many samples5.

1.1 Main results

StoqMA with easy witness (eStoqMA). With this connection to distribution testing, it

is essential to take advantage of the efficient query access of a non-negative witness where

a witness satisfied with this condition is the so-called easy witness. For this sub-class of

StoqMA (viz. eStoqMA) such that there exists an easy witness for any yes instances, we are

then able to show an MA containment by utilizing both query and sample accesses to the

witness. Informally, easy witness is a generalization of a subset state such that the associated

state’s membership is efficiently verifiable, and all non-zero coordinates are unnecessarily

uniform. It is evident that a classical witness is also an easy witness, but the opposite is not

necessarily true (See Remark 17). Now let us state our first main theorem:

1 It is the projection uniform stoquastic local Hamiltonian problem, namely each local term in Hamiltonian
is exactly a projection. See Definition 2.10 in [4].

2 Namely, a modified constraint satisfaction problem such that both constraints and satisfying assignments
are a subset.

3 A witness here could be any quantum state, but the optimal witness is a non-negative state, see
Remark 10.

4 It is worthwhile to mention that we can define MA [10] (see Definition 7) in the same fashion, namely
replacing the measurement on the output qubit by the computational basis.

5 Each sample is actually the measurement outcome after running an independent copy of the verifier, see
Remark 12.
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▶ Theorem 1 (Informal of Theorem 15). eStoqMA = MA.

It is worthwhile to mention that easy witness also relates to SBP (Small Bounded-error

Probability) [7]. In particular, Goldwasser and Sipser [22] propose the celebrated Set Lower

Bound protocol – it is an AM protocol for the problem of approximately counting the

cardinality of such an efficient verifiable set. Recently, Watson [42] and Volkovich [40]

separately point out that such a problem is essentially SBP-complete.

Although eStoqMA seems only a sub-class of StoqMA, we could provide an arguably

simplified proof for StoqMA1 ⊆ MA [9]. Namely, employed the local verifiability of SetCSP [3],

it is evident to show eStoqMA contains StoqMA with perfect completeness, which infers

StoqMA1 ⊆ MA. However, it remains open whether all StoqMA verifier has easy witness,

whereas an analogous statement is false for classical witnesses (see Proposition 27).

Reversible Circuit Distinguishability is StoqMA-complete. It is well-known that distin-

guishing quantum circuits (a.k.a. the Non-Identity Check problem), namely given two efficient

quantum circuits and decide whether there exists a pure state that distinguishes one from

the other, is QMA-complete [26]. Moreover, if we restrict these circuits to be reversible (with

the same number of ancillary bits), this variant is NP-complete [27]. What happens if we

also allow ancillary random bits, viewed as quantum circuits with ancillary qubits which is

initially state |+⟩? It seems reasonable to believe this variant is MA-complete; however, it is

actually StoqMA-complete, as stated in Theorem 2:

▶ Theorem 2 (Informal of Theorem 22). Distinguishing reversible circuits with ancillary

random bits within an inverse-polynomial accuracy is StoqMA-complete.

In fact, Theorem 2 is a consequence of the distribution testing explanation of a StoqMA

verifier’s maximum acceptance probability. We can view Theorem 2 as new strong evidence

of StoqMA = MA. It further straightforwardly inspires a simplified proof of [27]:

▶ Proposition 3 (Informal of Proposition 28). Distinguishing reversible circuits without

ancillary random bits is NP-complete.

Apart from the role of randomness, Proposition 4 is analogous for StoqMA regarding the

well-known derandomization property [21] of Arthur-Merlin systems with perfect soundness:

▶ Proposition 4 (Informal of Proposition 23). StoqMA with perfect soundness is in NP.

Notably, the NP-containment in Proposition 4 holds even for StoqMA(a, b) verifiers with

arbitrarily small gap a− b. It is arguably surprising since StoqMA(a, b) with an exponentially

small gap (i.e., the precise variant) at least contains NPPP [33], but such a phenomenon does

not appear in this scenario.

Soundness error reduction of StoqMA. Error reduction is a rudimentary property of many

complexity classes, such as P, BPP, MA, QMA, etc. . It is peculiar that such property of

StoqMA is open, even though this class has been proposed since 2006 [9]. An obstacle follows

from the limitation of performing a single-qubit Hadamard basis final measurement, so we

cannot directly take the majority vote of outcomes from the verifier’s parallel repetition.

Utilized the gadget in the proof of Theorem 2, we have derived soundness error reduction

of StoqMA, which means we could take the conjunction of verifier’s parallel repetition’s

outcomes:

▶ Theorem 5 (Soundness error reduction of StoqMA). For any polynomial r = poly(n),

StoqMA

(

1

2
+
a

2
,

1

2
+
b

2

)

⊆ StoqMA

(

1

2
+
ar

2
,

1

2
+
br

2

)

.
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1.2 Discussion and open problems

Towards SBP = MA. As stated before, it is known MA ⊆ StoqMA ⊆ SBP ⊆ AM [7, 9].

Note a subset state associated with an efficient membership-verifiable set is an easy witness.

Could we utilize this connection and deduce proof of SBP ⊆ eStoqMA?

Owing to the wide uses of the Set Lower Bound protocol [22], such a solution would be a

remarkable result with many complexity-theoretic applications. Unfortunately, even a QMA

containment for this kind of approximate counting problem is unknown. Despite such smart

usage of the Grover algorithm implies an O(
√

2n/|S|)-query algorithm [2, 8, 39], we are not

aware of utilizing a quantum witness. Furthermore, an oracle separation between SBP and

QMA [1] suggests that such a proof of SBP ⊆ QMA is supposed to be in a non-black-box

approach, which signifies a better understanding beyond a query oracle is required.

Besides SBP vs. MA, it remains open whether StoqMA = MA. It is natural to ask

whether each StoqMA verifier has easy witness. However, we even do not know how to

prove StoqMA(1 − a, 1 − 1/poly(n)) has easy witness, where a is negligible (i.e., an inverse

super-polynomial). In [4], they prove StoqMA(1 − a, 1 − 1/poly(n)) ⊆ MA by applying the

probabilistic method on a random walk, whereas the existence of easy witness seems to

require a stronger structure6.

Towards error reduction of StoqMA. Error reduction of StoqMA is an open problem since

Bravyi, Bessen, and Terhal define this class in 2006 [9]. We first state this conjecture:

▶ Conjecture 6 (Error reduction of StoqMA). For any a, b such that 1/2 ≤ b < a ≤
1 and a − b ≥ 1/poly(n), the following holds for any polynomial l(n): StoqMA(a, b) ⊆
StoqMA

(

1 − 2−l(n), 1/2 + 2−l(n)
)

.

As [4] shows that StoqMA with a negligible completeness error is contained in MA, (com-

pleteness) error reduction of StoqMA plays a crucial role in proving StoqMA = MA. Instead

of performing the majority vote among parallelly running verifiers, another commonplace

approach is first reducing errors of completeness and soundness separately, then utilizing

these two procedures alternatively with well-chosen parameters. For instance, the renowned

polarization lemma of SZK [36, 6], and the space-efficient error reduction of QMA [19].

Since Theorem 5 already states soundness error reduction of StoqMA, is it possible to

also construct a completeness error reduction? Namely, a mechanism that builds a new

StoqMA(1/2 + a′/2, 1/2 + b′/2) verifier from the given StoqMA(1/2 + a/2, 1/2 + b/2) verifier

such that a′ is super-polynomially close to 1. It seems to require new ideas since a direct

analog of the XOR lemma in the polarization lemma of SZK, such as Lemma 4.11 in [6],

does not work here.

StoqMA with exponentially small gap. Fefferman and Lin prove [20] that PreciseQMA is

as powerful as PSPACE, where PreciseQMA is a variant of QMA(a, b) with exponentially small

gap a− b. Moreover, we know that both PreciseQCMA and PreciseMA are equal to NPPP [33],

where PreciseQCMA is a precise variant of QMA with a classical witness of the verifier. It is

evident that PreciseStoqMA is between NPPP and PSPACE, also the classical-witness variant

of this class is precisely NPPP (see Section 3.3). Does PreciseStoqMA an intermediate class

between NPPP and PSPACE, or even strong enough to capture the full PSPACE power?

6 The candidate here is the set S of all good strings (see Appendix B) of the given SetCSP instance, which
is unnecessary an optimal witness. It is thus unclear whether the frustration of S remains negligible.
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Paper organization

Section 2 introduces useful terminologies and notations. Section 3 proves that easy-witness

StoqMA is contained in MA, which indicates an arguably simplified proof of StoqMA1 ⊆ MA,

together with remarks on classical-witness StoqMA. Section 4 presents a new StoqMA-

complete problem named reversible circuit distinguishability, and the complexity of this

problem’s exact variant, which infers StoqMA with perfect soundness is in NP. Section 5

provides error reduction of StoqMA regarding soundness error.

2 Preliminaries

2.1 Non-negative states

We assume familiarity with quantum computing on the levels of [34]. Beyond this, we

then introduce some notations which are more particular for this paper: the support of |ψ⟩,
supp(|ψ⟩) := {i ∈ {0, 1}n : ⟨ψ|i⟩ ̸= 0}, is the set strings with non-zero amplitude. A quantum

state |ψ⟩ is non-negative of ⟨i|ψ⟩ ≥ 0 for all i ∈ {0, 1}n. For any S ⊆ {0, 1}n, we refer to the

state |S⟩ := 1√
|S|

∑

i∈S |i⟩ as the subset state corresponding to the set S [41].

2.2 Complexity class: MA and StoqMA

A (promise) problem L = (Lyes,Lno) consists of two non-overlapping subsets Lyes,Lno ⊆
{0, 1}∗. These classes MA and StoqMA considered in this paper using the language of

reversible circuits, as Definition 7 and Definition 9.

▶ Definition 7 (MA, adapted from [9]). A promise problem L = (Lyes,Lno) ∈ MA if there

exists an MA verifier such that for any input x ∈ L, an associated uniformly generated

verification circuit Vx using only classical reversible gates (i.e. Toffoli, CNOT, X) on

n := nw + n0 + n+ qubits and a computational-basis measurement on the output qubit, where

nw is the number of qubits for a witness, and n0 (or n+) is the number of |0⟩ (or |+⟩)
ancillary qubits, such that

Completeness. If x ∈ Lyes, then there exists an n-qubit non-negative witness |w⟩ such that

Pr [Vx accepts |w⟩] ≥ 2/3.

Soundness. If x ∈ Lno, we have Pr [Vx accepts |w⟩] ≤ 1/3 for any n-qubit witness |w⟩.

For simplicity, we denote
∣

∣0̄
〉

:= |0⟩⊗n0 and |+̄⟩ := |+⟩⊗n+ for the rest of this paper. We

refer the equivalence between Definition 7 and the standard definition of MA to as Remark 8,

which is first observed by [10].

▶ Remark 8 (Equivalent definitions of MA). The standard definition of MA only allows

classical witnesses, viz. binary strings. To show it is equivalent to Definition 7, it suffices to

prove the optimal witness for yes instances is classical. Notice that Pr [Vx accepts |w⟩] =

⟨ψin|V †
x ΠoutVx |ψin⟩ where |ψin⟩ := |w⟩⊗

∣

∣0̄
〉

⊗|+̄⟩ and Πout = |0⟩ ⟨0|1 ⊗Ielse. Since V †
x ΠoutVx

is a diagonal matrix, the optimal witness of Vx is classical.

Analogously, we could define NP using classical reversible gates by setting n+ = 0 in

Definition 7. Now we proceed with the definition of StoqMA.

▶ Definition 9 (StoqMA, adapted from [9]). A promise problem L = (Lyes,Lno) ∈ StoqMA if

there is a StoqMA verifier such that for any input x ∈ L, a uniformly generated verification

circuit Vx using Toffoli, CNOT, X gates on n := nw + n0 + n+ qubits and a Hadamard-basis

measurement on the output qubit, where nw is the number of qubits for a witness, and n0

TQC 2021



4:6 StoqMA Meets Distribution Testing

(or n+) is the number of |0⟩ (or |+⟩) ancillary qubits, such that for efficiently computable

functions a(n) and b(n):

Completeness. If x ∈ Lyes, then there exists an n-qubit non-negative witness |w⟩ such that

Pr [Vx accepts |w⟩] ≥ a(n).

Soundness. If x ∈ Lno, we have Pr [Vx accepts |w⟩] ≤ b(n) for any n-qubit witness |w⟩.
Moreover, a(n) and b(n) satisfy 1/2 ≤ b(n) < a(n) ≤ 1 and a(n) − b(n) ≥ 1/poly(n).

Error reduction of StoqMA remains open since this class was defined in 2006 [9] because

this class does not permit amplification of gap between thresholds a, b based on majority

voting. Hence, this gap is at least an inverse polynomial. We leave the remarks regarding

the non-negativity of witnesses and parameters to Remark 10.

▶ Remark 10 (Optimal witnesses of a StoqMA verifier is non-negative). Analogous to QMA,

the maximum acceptance probability of a StoqMA verifier Vx is precisely the maximum

eigenvalue of Mx :=
〈

0̄
∣

∣ ⟨+̄|V †
x |+⟩ ⟨+|1 Vx

∣

∣0̄
〉

|+̄⟩ due to Pr [Vx accepts |ψ⟩] = ⟨ψ|Mx |ψ⟩.
Notice the matrix Mx is entry-wise non-negative. Owing to the Perron-Frobenius theorem

(see Theorem 8.4.4 in [24]), a straightforward corollary is that the eigenvector ψ (i.e., the

optimal witness) maximizing the acceptance probability has non-negative amplitudes in

the computational basis, namely it suffices to consider only non-negative witness for yes

instances. Additionally, it is clear-cut that the acceptance probability for any non-negative

witness |ψ⟩, regardless of the optimality, is at least 1/2 by a direct calculation.

2.3 Distribution testing

Distribution testing is generally about telling whether one probability distribution is close to

the other. We further recommend a comprehensive survey [15] for a detailed introduction.

We begin with the squared Hellinger distance d2
H(D0, D1) between two (sub-)distributions

D0, D1, where d2
H(D0, D1) := 1

2 ∥ |D0⟩ − |D1⟩ ∥2
2 and |Dk⟩ =

∑

i

√

Dk(i) |i⟩ for any k = 0, 1.

This distance is comparable with the total variation distance (see Proposition 1 in [18]). We

then introduce a specific model used for this paper, namely the dual access model:

▶ Definition 11 (Dual access model, adapted from [14]). Let D be a fixed distribution over

[2n]. A dual oracle for D is a pair of oracles (SD,QD):

Sample access: SD returns an element i ∈ {0, 1}n with probability D(i). And it is

independent of all previous calls to any oracle.

Query access: QD takes an input a query element j ∈ {0, 1}n−1, and returns the quotient

D(0||j)/D(1||j) where D(a||j) is the probability weight that D puts on a||j for a ∈ {0, 1}.

We then explain how to implement these oracles here in Remark 12:

▶ Remark 12 (Implementation of dual access model). The sample access oracle in Definition 11

could be implemented by running an independent copy of the circuit that generates the state

|0⟩ |D0⟩ + |1⟩ |D1⟩, and measuring all qubits on the computational basis. Meanwhile, the

query access oracle is substantially an efficient evaluation algorithm corresponding to the

quotient D0(i)/D1(i) for given index i.

In [14], Canonne and Rubinfeld show that approximating the total variation distance

between two distributions within an additive error ϵ requires only Θ(1/ϵ2) oracle accesses

(see Theorems 6 and 7 in [14]). However, suppose we allow to utilize only sample accesses.

In that case, such a task requires Ω(N/ logN) samples even within constant accuracy (see

Theorem 9 in [18]), where N is the dimension of distributions.
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3 StoqMA with easy witnesses

This section will prove that StoqMA with easy witnesses, viz. eStoqMA, is contained in MA.

Easy witness is named in the flavor of the seminal easy witness lemma [25], which means

that an n-qubit non-negative state witness of a StoqMA verifier has a succinct representation.

In particular, there exists an efficient algorithm to output the quotient D0(i)/D1(i) for given

index i. It is a straightforward generalization of subset states where the membership of the

corresponding subset is efficiently verifiable. We here define eStoqMA formally:

▶ Definition 13 (eStoqMA). A promise problem L = (Lyes,Lno) ∈ eStoqMA if there is a

StoqMA verifier such that for any input x ∈ L, a uniformly generated verification circuit

Vx using only Toffoli, CNOT, X gates on n := nw + n0 + n+ qubits and a Hadamard-basis

measurement on the output qubit, where nw is the number of qubits for a witness, and

n0 (or n+) is the number of |0⟩ (or |+⟩) ancillary qubits, such that for efficiently computable

functions a(n) and b(n):

Completeness. There exists an n-qubit non-negative witness |w⟩ :=
∑

i∈{0,1}n

√

Dw(i) |i⟩
such that Pr [Vx accepts |w⟩] ≥ a(n), and there is an efficient algorithm Qw that out-

puts Dw(0||i)/Dw(1||i) (or Dw(1||i)/Dw(0||i)) of index 1||i (or 0||i) sampled from the

distribution Dw where i ∈ {0, 1}n−1.

Soundness. For any n-qubit witness |w⟩, Pr [Vx accepts |w⟩] ≤ b(n).

Moreover, a(n) and b(n) satisfy 1/2 ≤ b(n) < α(n) ≤ 1 and a(n) − b(n) ≥ 1/poly(n).

▶ Remark 14 (Subset-state witnesses require only membership). To show a subset-state witness

|w⟩ is an easy witness, it suffices to decide the membership of supp (|w⟩) for the associated

algorithm Qw. Notice any coordinate Dw(j) in Dw is 1/|supp (|w⟩) | if j ∈ supp (|w⟩);
otherwise Dw(j) = 0. Moreover, if Dw(1||i) = 0 for some i, the corresponding point will

never be sampled. Hence, the quotient Dw(0||i)/Dw(1||i) is 1 if both 0||i and 1||i belong to

supp (|w⟩) (i.e., Dw(0||i) = Dw(1||i) ̸= 0); otherwise the quotient is 0.

Distribution testing techniques inspire an MA containment of eStoqMA, as Theorem 15.

Precisely, employed with the dual access model (see Definition 11) adapted from Canonne

and Rubinfeld [14], we obtain an empirical estimation within inverse-polynomial accuracy

of an eStoqMA verifier’s acceptance probability, where both sample complexity and time

complexity are efficient.

▶ Theorem 15 (eStoqMA ⊆ MA). For any 1/2 ≤ b < a ≤ 1 and a− b ≥ 1/poly(n),

eStoqMA(a, b) ⊆ MA
(

9
16 ,

7
16

)

.

In [9, 12], Bravyi, Bessen, and Terhal proved StoqMA1 ⊆ MA, utilizing a relatively

complicated random walk based argument. By taking advantage of eStoqMA, we here

provide an arguably simplified proof by plugging Proposition 16 into Theorem 15:

▶ Proposition 16. StoqMA1 ⊆ eStoqMA.

The proof of Proposition 16 straightforwardly follows from the definition of SetCSP (see

Definition 30), namely any SetCSP0,1/poly instance certainly has easy witness, and it is

indeed optimal. We further leave the technical details regarding SetCSP in Appendix B.

How strong is the eStoqMA? Remark 17 suggests eStoqMA seems more powerful than

classical-witness StoqMA (i.e., cStoqMA):

▶ Remark 17 (eStoqMA is not trivially contained in cStoqMA). Classical witness is clearly also

easy witness, but the opposite is unnecessarily true. Even though Merlin could send the

TQC 2021



4:8 StoqMA Meets Distribution Testing

algorithm QDw
as classical witness to Arthur, Arthur only can prepare |w⟩ by a post-selection,

which means cStoqMA does not trivially contain eStoqMA.

Furthermore, the proof of StoqMA(a, b) with classical witnesses is in MA [23] could

preserve completeness and soundness parameters. By inspection, it is clear-cut that this

proof even holds when the gap a− b is arbitrarily small, whereas the proof of Theorem 15

works only for inverse-polynomial accuracy. Further remarks of classical witness’ limitations

can be found in Section 3.3.

3.1 eStoqMA ⊆ MA: the power of distribution testing

To derive an MA containment of eStoqMA, it suffices to distinguish two non-negative states

(viz., approximating the maximum acceptance probability) within an inverse-polynomial

accuracy regarding the inner product (i.e., squared Hellinger distance). It seems plausible to

prove StoqMA ⊆ MA by taking samples and post-processing. However, the known sample

complexity lower bound (See Section 2.3) indicates that (almost) exponentially many samples

are unavoidable. Fortunately, we could circumvent this barrier for showing eStoqMA ⊆ MA,

since easy witness guarantees efficient query access to D0(i)/D1(i) for given index i. In

particular, employing both sample and query oracle accesses to D0, D1, such approximation

within an additive error ϵ requires merely Θ(1/ϵ2) samples and queries! This advantage first

noticed by Rubinfeld and Servedio [35], and then almost fully characterized by Canonne

and Rubinfeld [14]. Recently, this technique also has algorithmic applications used in

quantum-inspired classical algorithms for machine learning [16, 38].

▶ Lemma 18 (Approximating a single-qubit Hadamard-basis measurement). In the dual access

model, there is a randomized algorithm T which takes an input x, 1/2 ≤ b(|x|) < a(|x|) ≤ 1,

as well as access to (SD,QD), where the non-negative state before the measurement is

|ψ⟩ =
∑

i∈[2n]

√

D(i) |i⟩. After making O
(

1/(a− b)2
)

calls to the oracles, T outputs either

accept or reject such that:

If 1
2 ∥ |D0⟩ + |D1⟩ ∥2

2 ≥ a, T outputs accept with probability at least 9/16;

If 1
2 ∥ |D0⟩ + |D1⟩ ∥2

2 ≤ b, T outputs accept with probability at most 7/16,

where Dk (k ∈ {0, 1}) is a sub-distribution such that ∀i ∈ {0, 1}n−1, Dk(i) := D(k||i).

Proof Intuition. To construct this algorithm T , the main idea is writing the acceptance

probability pacc of a StoqMA verifier’s easy witness as an expectation over D1 (or D0) of

some random variable regarding coordinates quotients D0(i)/D1(i). Note that the quotient
√

D0(i)/
√

D1(i) could be computed by running the evaluation algorithm Qw (i.e., query

oracle access). Hence, T only require to calculate an empirical estimation of E[X] (see the

RHS of Equation (1)) within 1/poly(|x|) accuracy. Such an approximation could be achieved

by averaging poly(|x|) sample with a standard concentration bound, which is analogous to

Theorem 6 in [14].

Now we proceed with the explicit construction (i.e., Algorithm 1) and analysis.

Proof of Lemma 18. We begin with estimating the quantity ∥|D0⟩ + |D1⟩∥2
2 /2 ∥D1∥1 up

to some additive error ϵ := (a− b)/8. We first observe that

∥|D0⟩+|D1⟩∥2
2

2∥D1∥1
=

1

2

∑

i∈{0,1}n−1

(

1 +

√
D0(i)√
D1(i)

)2
D1(i)
∥D1∥1

= E
i∼D1/∥D1∥1

[

1

2

(

1 +

√
D0(i)√
D1(i)

)2
]

. (1)

Since the inner product is symmetric, it also implies
∥|D0⟩+|D1⟩∥2

2

2∥D0∥1
= E

i∼ D0

∥D0∥1

[

1
2

(

1 +

√
D1(i)√
D0(i)

)]

.
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Algorithm 1 O(1/(a − b)2)-additive approximation tester T of 1
2

∥|D0⟩ + |D1⟩∥2
2.

Require : SD and QD oracle accesses; parameters 1
2 ≤ b < a ≤ 1.

Set m,m′ := Θ(1/ϵ2), where ϵ := (a− b)/8;

Draw samples o1, · · · , om′ from

Dout := marginal distribution of the designated output qubit;

Compute Ẑ := 1
m′

∑m′

i=1 Zi, where Zi := oi;

Draw samples s1, · · · , sm from D;

For i = 1, · · · ,m Do

If Ẑ ≥ 1
2 Then with QD, get Xi := 1

2

(

1 +

√
D0(si)√
D1(si)

)2

;

Else with QD, get Xi := 1
2

(

1 +

√
D1(si)√
D0(si)

)2

;

End

Compute X̂ := 1
m

∑m
i=1 Xi;

If Ẑ ≥ 1
2 and X̂Ẑ ≥ 1

2 (a+ b) Then output ACCEPT;

Else If Ẑ < 1
2 and X̂(1 − Ẑ) ≥ 1

2 (a+ b) Then output ACCEPT;

Else output REJECT;

Notice T only require to achieve an empirical estimate of this expected value, which suffices

to utilize m = O
(

1/(a− b)2
)

samples si from D1, querying D0(si)
D1(si) , and computing Xi =

1
2

(

1 +

√
D0(si)√
D1(si)

)2

∥D1∥1. We here provide the explicit construction of T , as Algorithm 1.

Analysis. Define random variables Zi as in Algorithm 1. We obviously have E[Zi] =

∥D1∥1 ∈ [0, 1]. Since all Zis’ are independent, a Chernoff bound ensures

Pr
[∣

∣

∣
Ẑ − ∥D1∥1

∣

∣

∣
≤ ϵ
]

≥ 1 − 2e−2m′/ϵ2

, (2)

which is at least 3/4 by an appropriate choice of m′.
Note drawing samples from p0 implicitly by post-selecting the output qubit to be 0.

However, due to the inner product’s symmetry and ∥D0∥1 + ∥D1∥1 = 1, there must exist

i ∈ {0, 1} such that ∥Di∥1 ≥ 1/2. Hence, the required sample complexity will be enlarged

merely by a factor of 2.

Let us also define random variables Xi as in Algorithm 1. W.L.O.G. assume that ∥D1∥1 ≥
1/2 ≥ ∥D0∥1. By Equation (1), we obtain Ei∼D1/∥D1∥1

[Xi] = ∥|D0⟩ + |D1⟩∥2
2 /2 ∥D1∥1.

Because the Xi’s are independent and takes value in [1/2, 1], by Chernoff bound,

Pr

[
∣

∣

∣

∣

∣

X̂ − ∥|D0⟩ + |D1⟩∥2
2

2∥D1∥1

∣

∣

∣

∣

∣

≤ ϵ

]

≥ 1 − 2e−2m/ϵ2

. (3)

Therefore, by our choice of m, X̂ is an ϵ-additive approximation of ∥|D0⟩ + |D1⟩∥2
2 /2 ∥D1∥1

with probability at least 3/4. Note that Xi, Zi are independent, we obtain E

[

X̂Ẑ
]

=

1
2 ∥|D0⟩ + |D1⟩∥2

2. Hence, notice 1/2 ≤ ∥D1∥1 ≤ 1 and 1/2 ≤ 1
2 ∥|D0⟩ + |D1⟩∥2

2 ≤ 1, by
combining Equations (2) and (3), we obtain with probability 9/16:

X̂Ẑ ≤
(

∥|D0⟩+|D1⟩∥2
2

2∥D1∥1
+ ϵ
)

(∥D1∥1 + ϵ) ≤ 1
2

∥|D0⟩ + |D1⟩∥2
2 + ϵ2 + ϵ + 2ϵ ≤ 1

2
∥|D0⟩ + |D1⟩∥2

2 + 4ϵ;

X̂Ẑ ≥
(

∥|D0⟩+|D1⟩∥2
2

2∥D1∥1
− ϵ
)

(∥D1∥1 − ϵ) ≥ 1
2

∥|D0⟩ + |D1⟩∥2
2 + ϵ2 − ϵ − 2ϵ ≥ 1

2
∥|D0⟩ + |D1⟩∥2

2 − 4ϵ.

TQC 2021
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It implies that Pr
[∣

∣

∣
X̂Ẑ − 1

2 ∥|D0⟩ + |D1⟩∥2
2

∣

∣

∣
≤ 4ϵ

]

≥ 9/16. We thereby conclude that

If 1
2 ∥|D0⟩ + |D1⟩∥2

2 ≥ a, then X̂Ẑ ≥ a− 4ϵ and T outputs ACCEPT w.p. at least 9/16.

If 1
2 ∥|D0⟩ + |D1⟩∥2

2 ≤ b, then X̂Ẑ ≤ b+ 4ϵ and T outputs ACCEPT w.p. at most 7/16.

Furthermore, the algorithm T makes m′ + 2m calls for SD and m calls for QD . ◀

It is worthwhile to mention that this construction in the proof of Theorem 15 is optimal

regarding the sample complexity, as Theorem 7 stated in [14].

Finally, we complete the proof of Theorem 15 by Lemma 18.

Proof of Theorem 15. Given an eStoqMA(a, b) verifier Vx, we here construct a MA verifier

V ′
x that follows from Algorithm 1 in the proof of Lemma 18:

(1) For each call to the sample oracle SDw
, we run the eStoqMA verifier Vx (without measuring

the output qubit) with the witness w, and draw samples by performing measurements:

For samples si (1 ≤ i ≤ m) from distribution D, measure all qubits utilized by the

verification circuit in the computational basis;

For samples oj (1 ≤ j ≤ m′) from distribution Dout, measure the designated output

qubit in the computational basis.

(2) For each call to the query oracle QDw
with index i, find the corresponding index i′ at the

beginning by performing the permutation associated with V †
x on i, and then evaluate the

value Dw(i′′)/Dw(i′) by utilizing the given algorithm associated with this easy witness,

where i′′ is given by flipping the first bit of i′.

(3) Compute an empirical estimation of 1
2 ∥|D0⟩ + |D1⟩∥2

2 as Algorithm 1, and then decide

whether Vx accepts w.

The circuit size of V ′
x is a polynomial of |x| since both sample and query complexity

are efficient. We thus conclude that the new MA verifier V ′
x is efficient, and only requires

O
(

1/(a− b)2
)

copies of the witness w, which finishes the completeness case.

For the soundness case, the acceptance probability pacc of the eStoqMA verifier Vx for

all witnesses is obviously upper-bounded by b, regardless of whether such a witness is easy

or not. Furthermore, entangled witnesses are useless since we draw samples by performing

measurements separately. Hence, the maximum acceptance probability of the new MA verifier

V ′
x is also at most b. ◀

3.2 StoqMA with perfect completeness is in eStoqMA

We here complete proof of Proposition 16. By Theorem 15, it infers StoqMA1 ⊆ MA.

Proof of Proposition 16. By Theorem 31, we know that SetCSP0,1/poly is

StoqMA1-complete, so it suffices to show that SetCSP0,1/poly is contained in eStoqMA1.

By Lemma 35, given a SetCSP0,b instance C, we can construct a StoqMA (1, 1 − b/2)

verifier. The corresponding subset S ⊆ {0, 1}n, where S satisfies all set-constraints of C, is

an optimal witness. It is left to show that this subset states is an easy witness.

We achieve the proof by inspection. Let S be the set of all good strings of C, then

set-unsat(C,S) = 0. Note x ∈ S is a good string of C iff x is a good string of all set-

constraints Ci(1 ≤ i ≤ m), the membership of S thus can be decided efficiently, which infers

the subset state |S⟩ is easy witness by Remark 14. ◀
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3.3 Limitations of classical-witness StoqMA

As we have shown StoqMA with easy witness is contained in MA. What about classical

witness, namely cStoqMA? In fact, we could show such a containment that preserves both

completeness and soundness parameters.

▶ Proposition 19 ([23]). For any 1/2 ≤ b < a ≤ 1 and a− b ≥ 1/poly(n), cStoqMA(a, b) ⊆
MA(2a− 1, 2b− 1).

Proof Sketch. We only illustrate the intuition: for any s ∈ {0, 1}n and any reversible

circuit U , we have ⟨s|U† |+⟩ ⟨+|1 U |s⟩ = 1
2 + 1

2 ⟨s|U†X1U |s⟩ since |+⟩ ⟨+| = 1
2 (X + I). The

detailed proof is left in Appendix A.1. ◀

The proof of Proposition 19 immediately infers the precise variant of StoqMA with

classical witnesses, where the completeness-soundness gap is exponentially small, is equal

to PreciseMA. However, the proof of Theorem 15 no longer works for precise scenarios,

indicating that StoqMA with classical witness seems not interesting.

Furthermore, it is not hard to see that classical witness is optimal for StoqMA1 verifier7.

However, it does not mean that a classical witness is optimal for any StoqMA1 verifier. In

fact Appendix A.2 provides a simple counterexample by considering an identity as a verifier.

However, this impossibility result is unknown for easy witness yet.

4 Complexity of reversible circuit distinguishability

This section will concentrate on the complexity classification of distinguishing reversible

circuits, namely given two efficient reversible circuits, and decide whether there is a non-

negative state that cannot tell one from the other. With ancillary random bits, this problem

is StoqMA-complete, as Theorem 22. However, this problem’s exact variant, namely assuming

two reversible circuits are indistinguishable with respect to any non-negative witness for

no instances (viz., StoqMA with perfect soundness), is NP-complete (see Proposition 23).

Moreover, Theorem 22 also implies that distinguishing reversible circuits without any ancillary

random bit is NP-complete, which signifies a simplified proof of [27].

4.1 Reversible circuit distinguishability is StoqMA-complete

We begin with the formal definition of the Reversible Circuit Distinguishability problem.

▶ Definition 20 (Reversible Circuit Distinguishability). Given a classical description of two

reversible circuits C0, C1 (using Toffoli, CNOT, X gates) on n := nw +n0 +n+ qubits, where

nw is the number of qubits of a non-negative state witness |w⟩, n0 is the number of |0⟩
ancillary qubits, and n+ is the number of |+⟩ ancillary qubits. Let the resulting state before

measuring the output qubit be |Ri⟩ := Ci |w⟩
∣

∣0̄
〉

|+̄⟩, i ∈ {0, 1}. Promise that C0 and C1 with

respect to witness state(s) are either α-indistinguishable or β-distinguishable, decide whether

Yes (α-indistinguishable): there exists a non-negative witness |w⟩ such that ⟨R0|R1⟩ ≥ α;

No (β-distinguishable): for any non-negative witness |w⟩, then ⟨R0|R1⟩ ≤ β;

where α− β ≥ 1/poly(n)8.

7 By combining StoqMA1 ⊆ MA1 and the gadget in the proof of Proposition 36, we could construct a
StoqMA1 verifier such that a classical witness is optimal.

8 Note ⟨R0|R0⟩ = ⟨R1|R1⟩ = 1 which differs from ⟨D0|D0⟩ + ⟨D1|D1⟩ = 1 previously used in Section 3,
we obtain that the acceptance probability pacc = 1

2 + 1
2 ⟨R0|R1⟩ = 1 − 1

2 · 1
2 ∥ |R0⟩ − |R1⟩ ∥2

2.
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4:12 StoqMA Meets Distribution Testing

Since Definition 20 seems slightly inconsistent with known results regarding distinguishing

circuits [26, 27, 37], it is worthwhile to mention a slightly different version (see Remark 21)

of Definition 20, which is co-StoqMA-complete.

▶ Remark 21 (Equivalence Check of Reversible Circuits is co-StoqMA-complete). Consider the

same scenario in Definition 20, and the task is checking whether C0 and C1 are approximately

equivalent (with respect to witness states). More concretely, decide whether ⟨R0|R1⟩ ≥ α

for any |w⟩; or there exists |w⟩ such that ⟨R0|R1⟩ ≤ β. The co-StoqMA-completeness

straightforwardly follows from the constructions in the proof of Theorem 22.

Now we state the main theorem in Section 4.

▶ Theorem 22 (Reversible Circuit Distinguishability is StoqMA-complete). For any α− β ≥
1/poly(n), (α, β)-Reversible Circuit Distinguishability is StoqMA (1/2 + α/2, 1/2 + β/2)-

complete.

We will then proceed with an intuitive explanation regarding proof of Theorem 22.

Proof Intuition. The StoqMA-containment proof is inspired by the SWAP test for distin-

guishing two quantum states [13], since it could be thought of as a StoqMA verification

circuit with the maximum acceptance probability 1. We below provide a procedure (see

Figure 1) to distinguish two reversible circuits C0, C1 using a non-negative witness, and such

a procedure is apparently a StoqMA verifier. The StoqMA-hardness proof is straightforward:

replacing C0 and C1 by identity and V †
xX1Vx (see Figure 2), respectively, where Vx is the

given StoqMA verification circuit.

|+⟩|+⟩ X

|w⟩

C0 C1

∣

∣0̄
〉

|+̄⟩

Figure 1 RCD is in StoqMA.

|+⟩|+⟩

|w⟩

V †
xX1Vx

∣

∣0̄
〉

|+̄⟩

Figure 2 RCD is StoqMA-hard.

Now we proceed with the technical details.

Proof of Theorem 22. We first show (α, β)-RCD is StoqMA (1/2 + α/2, 1/2 + β/2)-hard.

Consider a StoqMA verifier Vx as Figure 2, let C0 := V †
xX1Vx where the X gate in the middle

acts on the output qubit, and let C1 be identity. Then for any witness |w⟩, we obtain:

Pr [Vx accepts |w⟩] = ⟨w|
〈

0̄
∣

∣ ⟨+̄|
(

V †
x |+⟩ ⟨+|1 Vx

)

|w⟩
∣

∣0̄
〉

|+̄⟩ ;

⟨R0|R1⟩ = ⟨w|
〈

0̄
∣

∣ ⟨+̄|
(

V †
xX1Vx

)

|w⟩
∣

∣0̄
〉

|+̄⟩ .
(4)

Note that |+⟩ ⟨+| = (X + I)/2, we thereby complete the StoqMA-hardness proof by Equa-

tion (4): Pr [Vx accepts |w⟩] = 1/2 + ⟨R0|R1⟩/2.

Now it is left to show the StoqMA (1/2 + α/2, 1/2 + β/2) containment of (α, β)-RCD.

Given reversible circuits C0, C1, we construct a StoqMA verifier as Figure 1. Hence, we
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obtain the state before measuring the output qubit (viz. the red dash line):

Ctrl−C1 ·X1 · Ctrl−C0

( |0⟩ + |1⟩√
2

⊗ |w⟩
∣

∣0̄
〉

|+̄⟩
)

=
1√
2

|0⟩ |R0⟩ +
1√
2

|1⟩ |R1⟩ := |RHS⟩ .

We thus complete the StoqMA-containment proof:

Pr [Vx accepts |w⟩] = ∥|+⟩ ⟨+|1 |RHS⟩∥2
2 = 1/2 + ⟨R0|R1⟩/2. ◀

4.2 Exact Reversible Circuit Distinguishability is NP-complete

We will prove that the exact variant of the Reversible Circuit Distinguishability is NP-

complete. Moreover, it will signify that StoqMA with perfect soundness (even the gap

between thresholds α, 1/2 is arbitrarily small) is in NP.

▶ Proposition 23 (Exact RCD is NP-complete). Exact Reversible Circuit Distinguishability

(RCD), namely (α, 0)-Reversible Circuit Distinguishability for any 0 ≤ α < 1, is NP-complete.

Proof Sketch. It suffices to show an NP containment. By an analogous idea in [21], we

could find two matched pairs (s, r) and (s′, r′) as classical witness, where s, s′ are indices

of non-zero coordinates in the given witness, and r, r′ are random bit strings. Specifically,

for yes instances, there exist two such pairs such that the resulting strings C0(s, r) 9 and

C1(s′, r′) are identical; whereas it is evident that no matched pairs exist for no instances.

The details are left in Appendix A.3. ◀

As a corollary, Proposition 23 will imply StoqMA with perfect soundness is in NP:

▶ Corollary 24 (StoqMA with perfect soundness is in NP).
⋃

a>1/2 StoqMA
(

a, 1
2

)

= NP.

StoqMA without any ancillary random bit is in NP. In fact, distinguishing reversible

circuits without any ancillary random bit is NP-complete. By analogous reasoning, we

also provide an alternating proof of Strong Equivalence of Reversible Circuits is co-NP-

complete [27]. We leave the detailed proof in Appendix A.4.

5 Soundness error reduction of StoqMA

In this section, we will partially solve Conjecture 6 by providing a procedure that reduces

the soundness error of any StoqMA verifier.

▶ Theorem 25 (restated of Theorem 5). For any r = poly(n),

StoqMA

(

1

2
+
a

2
,

1

2
+
b

2

)

⊆ StoqMA

(

1

2
+
ar

2
,

1

2
+
br

2

)

.

Consequently, Theorem 25 infers a direct error reduction for StoqMA1 by choosing

appropriate parameters a, b, r.

▶ Corollary 26 (Error reduction of StoqMA1). For any s such that 1/2 ≤ s ≤ 1 and

1 − s ≥ 1/poly(n), StoqMA(1, s) ⊆ StoqMA (1, 1/2 + 2−n) .

Proof. Choosing a, b such that 1 = 1/2+a/2 and s = 1/2+b/2, we have a = 1 and b = 2s−1.

By Theorem 25, we obtain StoqMA
(

1
2 + 1

2 · 1, 1
2 + 1

2 (2s− 1)
)

⊆ StoqMA
(

1, 1
2 + 1

2 (2s− 1)r
)

.

To finish the proof, it remains to choose a parameter r such that r ≥ (n+1)/ log2 (1/(2s− 1)),

since (2s− 1)r/2 ≤ 2−n implies that 2−r log2(1/(2s−1))−1 ≤ 2−n. ◀

9 A reversible circuit takes (s, r) as an input, and permutes it to the other binary string as the output.
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. . . |+⟩

. . .

. . .

. . .

. . .

. . .

. . .

|+⟩

∣

∣w(1)
〉

V †
xX1Vx

∣

∣0̄
〉

|+̄⟩

∣

∣w(r)
〉

V †
xX1Vx

∣

∣0̄
〉

|+̄⟩

Figure 3 AND-type repetition procedure of a StoqMA verifier.

5.1 AND-type repetition procedure of a StoqMA verifier

Proof Intuition. The main idea is doing a parallel repetition of a StoqMA verifier Vx,

and taking the conjunction (viz., AND) of the outcomes cleverly. More concretely, given a

StoqMA verification circuit Vx where x is in L ∈ StoqMA, we result in a new StoqMA verifier

by separately substituting an identity and V †
xX1Vx for C0, C1 (as Figure 2). Notice the

acceptance probability of a StoqMA verifier’s non-negative witness |w⟩, Pr [Vx accepts |w⟩] =
1
2 + 1

2 ⟨D0|D1⟩, is linearly dependent to an inner product between states associated with two

distributions D0, D1 where |D0⟩ := |w⟩
∣

∣0̄
〉

|+̄⟩ and |D1⟩ := Vx |w⟩
∣

∣0̄
〉

|+̄⟩. We could then

take advantage of this new StoqMA verifier by running r = poly(|x|) copies of these reversible

circuits parallelly with the same target qubit, which is denoted as V ′
x (see Figure 3).

For yes instances, it follows that an inner product of two tensor products of distributions

is equal to the product of inner products of states associated with these distributions, namely,

Pr [V ′
x accepts |w⟩] = 1

2 + 1
2 ⟨D0|D1⟩r. However, it seems problematic for no instances, since

a dishonest prover probably wants to cheat with an entangled witness instead of a tensor

product among repetitive verifiers. We resolve this issue by an observation used in the QMA

error reduction [30]: the maximum acceptance probability of a verifier Vx is the same as the

maximum eigenvalue of a projection Π0V
†

x Π1VxΠ0 where Π1 is the final measurement on

the designated output qubit and Π0 :=
∣

∣0̄
〉 〈

0̄
∣

∣⊗ |+̄⟩ ⟨+̄|. Eventually, an entangled witness

will not help a dishonest prover. This is because the maximum eigenvalue of the tensor

product of the projection Π0V
†

x Π1VxΠ0 is also the product of the maximum eigenvalue of

this projection.

Finally, we proceed with the proof of Theorem 25.

Proof of Theorem 25. Given a promise problem L = (Lyes,Lno) ∈ StoqMA(1/2+a/2, 1/2+

b/2). For any input x ∈ L, we have a StoqMA verifier Vx which is equivalent to a new StoqMA

verifier Ṽx as Figure 2, by the StoqMA-hardness proof of reversible circuit distinguishability

as Theorem 22. Namely, Ṽx is starting on a |+⟩ ancillary qubit, applying a controlled-unitary

V †
xX1Vx on nw + n0 + n+ qubits, and measuring the designated output qubit.
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Let |Rw⟩ := |w⟩
∣

∣0̄
〉

|+̄⟩ where |w⟩ is a witness, we obtain

∥

∥

∥

∥

|+⟩ ⟨+|1
(

1√
2

|0⟩ ⊗ |Rw⟩ +
1√
2

|1⟩ ⊗
(

V †
xX1Vx

)

|Rw⟩
)
∥

∥

∥

∥

2

2

= ∥ |+⟩ ⟨+|1 Vx |Rw⟩ ∥2
2. (5)

By an observation used in the QMA error reduction, namely Lemma 14.1 in [30], we

notice that the maximum acceptance probability of a StoqMA verifier Vx is proportion to

the maximum eigenvalue of a matrix Mx :=
〈

0̄
∣

∣ ⟨+̄|V †
xX1Vx

∣

∣0̄
〉

|+̄⟩ associated with Vx:

Pr [Vx accepts |w⟩] =
1

2
+

1

2
max
|w⟩

Tr(Mx |w⟩ ⟨w|) =
1

2
+

1

2
λmax(Mx). (6)

AND-type repetition procedure of a StoqMA verifier. We now construct a new StoqMA

verifier V ′
x using r copies of the witness |w⟩ on r(nw + n0 + n+) + 1 qubits. As Figure 3, V ′

x

is starting from a |+⟩ ancillary qubit as a control qubit, then applying controlled-unitary

V †
xX1Vx on qubits associated with different copies of the witness

∣

∣w(i)
〉

for any 1 ≤ i ≤ r.

By an analogous calculation of Equation (5), we have derived the acceptance probability

of a witness w(1) ⊗ · · · ⊗ w(k) of the new StoqMA verifier V ′
x:

Pr
[

V ′
x accepts

(

w(1) ⊗ · · · ⊗ w(r)
)]

=
1

2
+

1

2
Tr
(∣

∣

∣
w(i)

〉〈

w(i)
∣

∣

∣
M⊗r

x

)

,

where Mx is defined in Equation (6). Hence, the maximum acceptance probability of V ′
x:

max
|w′⟩

Pr [V ′
x accepts |w′⟩] =

1

2
+

1

2
λmax

(

M⊗r
x

)

=
1

2
+

1

2
(λmax(Mx))

r
, (7)

where the second equality thanks to the property of the tensor product of matrices. Equa-

tion (7) indicates that entangled-state witnesses are harmless since any entangled-state

witness’ acceptance probability is not larger than a tensor-product state witness’.

Finally, we complete the proof by analyzing the maximum acceptance probability of the

new StoqMA verifier V ′
x regarding the promises: For yes instances, we obtain λmax(Mx) ≥ a

since there exists |w⟩ such that Pr [Vx accepts |w⟩] ≥ 1/2 + a/2. By Equation (7), we have

derived Pr
[

V ′
x accepts |w⟩⊗r

]

= 1
2 + 1

2 (λmax(Mx))
r ≥ 1

2 + ar

2 . For no instances, we have

λmax(Mx) ≤ b since Pr [Vx accepts |w⟩] ≤ 1/2 + b/2 for all witness |w⟩. By Equation (7), we

further deduce ∀w′,Pr [V ′
x accepts |w′⟩] = 1

2 + 1
2 (λmax(Mx))

r ≤ 1
2 + br

2 . ◀
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A Missing proofs

A.1 Proof of Proposition 19: cStoqMA ⊆ MA

Proof of Proposition 19. Given a cStoqMA verifier Vx on n = n′ +n0 +nw qubits where n′

is the number of qubits of a witness, we construct a new MA verifier Ṽx on n = n′ + n0 + nw

qubits: first run the verification circuit Vx (without measuring the output qubit), then apply

an X gate on the output qubit, after that run the verification circuit’s inverse V †
x , finally

measure the first n′ + n0 qubits in the computational basis; Ṽx accepts iff the first n′ bits of

the measurement outcome is exactly s1 · · · sn′ and the remained bits are all zero.

We then calculate the acceptance probability of a classical witness |s⟩ of a cStoqMA

verifier Vx, where w = w1 · · ·wn′ ∈ {0, 1}n′

. Notice |+⟩ ⟨+| = 1
2 (I +X), we obtain

Pr [Vx accepts s] = ∥ |+⟩ ⟨+|1 Vx |s⟩
∣

∣0̄
〉

|+̄⟩ ∥2
2

= 1
2 + 1

2 ⟨s|
〈

0̄
∣

∣ ⟨+̄|V †
x (X ⊗ In−1)Vx |s⟩

∣

∣0̄
〉

|+̄⟩ .
(8)

By a direct calculation, the acceptance probability of a classical witness |s⟩ of Ṽx:

Pr
[

Ṽx accepts s
]

= ⟨R|R⟩ where |R⟩ :=
(

⟨s|
〈

0̄
∣

∣⊗ In+

)

V †
x (X ⊗ In−1)Vx |s⟩

∣

∣0̄
〉

|+̄⟩ . (9)
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It is evident that |R⟩ is a subset state and supp(|R⟩) ⊆ {0, 1}n+ . Together with Equations

(8) and (9), we have completed the proof by noticing Pr [Vx accepts s] = 1
2 + 1

2 ⟨+̄|R⟩ =
1
2 + 1

2 ⟨R|R⟩ = 1
2 + 1

2 Pr
[

Ṽx accepts s
]

. ◀

Could we extend Proposition 19 from a classical witness to a probabilistic witness
∑

si

√

D(i) |si⟩ with a polynomial-size support10? Notice that the crucial equality ⟨+̄| |R⟩ =

⟨R|R⟩ utilized in Proposition 19 does not hold anymore, we need an efficient evaluation

algorithm calculating D(i) given an index i. Moreover, we have to calculate each coordinate’s

contribution on the acceptance probability separately, so the accumulated additive error is

still supposed to be inverse-polynomial, which indicates the support size of this probabilistic

witness is negligible for some polynomial.

A.2 Classical witness is not optimal for any StoqMA1 verifier

▶ Proposition 27. Classical witness is not optimal for any StoqMA1 verifier.

Proof. Consider a StoqMA1 verifier Vx that uses only identity gates, then

(1) For all classical witness si ∈ {0, 1}nw , Pr [Vx accepts si] = 1
2 since ⟨R0|R1⟩ = 0 where

the resulting state before the measurement is |0⟩ ⊗ |R0⟩ + |1⟩ ⊗ |R1⟩.
(2) For any classical witness si, sj ∈ {0, 1}nw such that si and sj are identical except for the

first bit, one can construct a witness |s⟩ = 1√
2

|si⟩ + 1√
2

|sj⟩, Pr [Vx accepts s] = 1 since

⟨R0|R1⟩ = 1.

We thus conclude that classical witness is not optimal for this StoqMA1 verifier. ◀

A.3 Proof of Proposition 23: Exact RCD is NP-complete

Proof of Proposition 23. Exact RCD is NP-hard, namely NP ⊆ StoqMA (1, 1/2), straight-

forwardly follows from the proof of Proposition 36. It suffices to prove that the exact

RCD is in NP. By Theorem 22, (2α − 1, 0)-RCD is StoqMA (α, 1/2)-complete. Let |w⟩
be an nw-qubit non-negative witness such that |w⟩ :=

∑

si∈supp(w)

√

Dw(si) |si⟩, then

Pr [Vx accepts |w⟩] = 1
2 + 1

2 ⟨R0|R1⟩ = 1
2 + 1

2 ⟨w|
〈

0̄
∣

∣ ⟨+̄|C†
0C1 |w⟩

∣

∣0̄
〉

|+̄⟩ .
For yes instances, note that ⟨R0|R1⟩ = 2α− 1 and α > 1/2, we have derived

⟨R0|R1⟩ =
∑

si,sj∈supp(w)

∑

r,r′∈{0,1}n+

√

Dw(si)Dw(sj)

2n+
⟨si|

〈

0̄
∣

∣ ⟨r|C†
0C1 |sj⟩

∣

∣0̄
〉

|r′⟩ > 0. (10)

Since ∀si, sj , Dw(si)Dw(sj) ≥ 0, there exists si, sj ∈ supp (w) and r, r′ ∈ {0, 1}n+ such that

⟨si|
〈

0̄
∣

∣ ⟨r|C†
0C1 |sj⟩

∣

∣0̄
〉

|r′⟩ = 1. (11)

For no instances, combining ⟨R0|R1⟩ = 0 and Equation (10), it infers

∀si, sj ∈ supp (w) ,∀r, r′ ∈ {0, 1}n+ , ⟨si|
〈

0̄
∣

∣ ⟨r|C†
0C1 |sj⟩

∣

∣0̄
〉

|r′⟩ = 0. (12)

We eventually construct an NP verifier as follows. The input is the classical description

of two reversible circuits C0 and C1, and the witness is two pairs of binary strings (s0, r0)

and (s1, r1). The verifier accepts iff C0(s0, 0
n0 , r0) and C1(s1, 0

n0 , r1) are identical where

Ci(i = 0, 1) takes (si, 0
n0 , ri) as an input and permutes it as the output. Notice these strings

s0, r0, s1, r1 exists for yes instances owing to Equation (11), whereas they do not exist for no

instances due to Equation (12), which achieves the proof. ◀

10 Such witnesses are clearly easy witnesses, but not all easy witnesses have polynomial-bounded size
support. See the explicit construction in Section 3.2 as an example.
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A.4 StoqMA without any ancillary random bit is in NP

▶ Proposition 28. StoqMA without any ancillary random bit is NP-complete.

Proof. It suffices to show that StoqMA without any ancillary random bit (viz. ancillary

qubits which is initially |+⟩) is in NP. As a straightforward corollary of Theorem 22,

distinguishing reversible circuits without |+⟩ ancillary qubit is complete for StoqMA without

|+⟩ ancillary qubit, which is essentially NP according to Section 2.2.

Consider reversible circuits C0 and C1 act on nw + n0 qubits where n0 is the number of

|0⟩ ancillary qubits, we observe that if C0 and C1 are not distinguishable with respect to

any classical witness, then ∃s ∈ {0, 1}nw , ⟨s|
〈

0̄
∣

∣C†
0C1 |s⟩

∣

∣0̄
〉

= 1 since reversible circuits C0

and C1 are bijections. Otherwise, it is evident that ∀w, ⟨w|
〈

0̄
∣

∣C†
0C1 |w⟩

∣

∣0̄
〉

= 0 provided C0

and C1 are distinguishable with respect to any witness. It is thus sufficient to only consider

classical witnesses for distinguishing C0 and C1, namely, classical witness is optimal.

Now we provide an NP verifier. The input is the classical description of two reversible

circuits C0 and C1, and the witness is a nw-bit string s. The verifier accepts iff C0(s, 0n0)

is identical to C1(s, 0n0). Note by inspection, the analysis is completed by above showing

classical witness is optimal, which finishes the proof. ◀

By analogous reasoning, we provide an alternating proof of [27] with respect to the variant

of RCD defined in Remark 21.

▶ Proposition 29. Equivalence check of reversible circuits without any ancillary random bit

is co-NP-complete.

Proof. Consider reversible circuits C0, C1 act on nw +n0 qubits, we observe that if C0 and C1

are not exactly equivalent, then ∃s ∈ {0, 1}nw , ⟨s|
〈

0̄
∣

∣C†
0C1 |s⟩

∣

∣0̄
〉

= 0 since reversible circuits

C0 and C1 are essentially bijections. Otherwise, it is evident that ∀w, ⟨w|
〈

0̄
∣

∣C†
0C1 |w⟩

∣

∣0̄
〉

= 1

provided C0 and C1 are exactly equivalent. Therefore, classical witness is optimal, and the

remained proof follows from the proof of Proposition 28. ◀

B SetCSP0,1/poly is StoqMA1-complete

We start from the definition of SetCSP with frustration:

▶ Definition 30 (k-SetCSPϵ1,ϵ2 , adapted from Section 4.1 in [3]). Given a sequence of k-local

set-constraints C = (C1, · · · , Cm) on {0, 1}n, where k is a constant, n is the number of

variables, and m is a polynomial of n. A set-constraint Ci acts on k distinct elements of

[n], and it consists of a collection Y (Ci) = {Y (i)
1 , · · · , Y (i)

li
}of disjoint subsets Y

(i)
j ⊆ {0, 1}k.

Promise that one of the following holds, decide whether

Yes: There exists a subset S ⊆ {0, 1}n s.t. set-unsat(C,S) ≤ ϵ1(n);

No: For any subset S ⊆ {0, 1}n, set-unsat(C,S) ≥ ϵ2(n),

where ϵ1 and ϵ2 are efficiently computable function and ϵ2 − ϵ1 ≥ 1/poly(n).

Now we briefly define a SetCSP instance C’s frustration. We leave the formal definition in

Proposition 34. The frustration of a set-constraint C regarding a subset S is set-unsat(C,S) =
1
m

∑m
i=1 set-unsat(Ci, S) = 1

m

∑m
i=1

(

|Bi(S)|
|S| + |Li(S)|

|S|

)

, where Bi(S) is the set of bad strings

of Ci, namely ∀s ∈ Bi(S), s|supp(Ci) /∈ ∪li

j=1Y
(i)

j ; And Li(S) is the set of longing strings of

the subset S regarding Ci.

We will prove Theorem 31 in the remainder of this section.

▶ Theorem 31. SetCSPnegl,1/poly is StoqMA1−negl-complete.

TQC 2021
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B.1 SetCSPnegl,1/poly is StoqMA(1 − negl, 1/poly)-hard

To prove Theorem 31, we will first show that SetCSP0,1/poly is StoqMA1-hard.

▶ Proposition 32 (SetCSP is hard for StoqMA(1 − negl, 1/poly)). For any super-polynomial

q(n) and polynomial q1(n), there exists a polynomial q2(n) such that SetCSP1/q(n),1/p2(n) is

hard for StoqMA (1 − 1/q(n), 1/p1(n)).

Proof. The StoqMA (1 − 1/q(n), 1/p1(n))-hardness proof is straightforwardly analogous to

the circuit-to-Hamiltonian construction used in MA-hardness proof of SetCSP in [3]. The only

difference is replacing Y (Cout) = {{00}, {01}, {11}} by Y (Cout) = {{00}, {01}, {10, 11}} in

Section 4.4.2, since the final measurement on the (T + 1)-qubit is on the Hadamard basis

instead of the computational basis. The rest of the proof follows from an inspection of Section

4.4 in [3]. ◀

Then Corollary 33 is an immediate corollary of Proposition 32 by substituting 0 for

1/q(n):

▶ Corollary 33. SetCSP0,1/poly is StoqMA1-hard.

B.2 SetCSPa,b is in StoqMA(1 − a/2, 1 − b/2)

It now remains to show a StoqMA1 containment of SetCSP0,1/poly. We will complete the

proof by mimicking the StoqMA containment of the stoquastic local Hamiltonian problem in

Section 4 in [9]. The starting point is an alternating characterization of the frustration of a

set-constraint Ci in a SetCSP instance C. The proof of Proposition 34 is deferred in the end

of this section.

▶ Proposition 34 (Local matrix associated with set-constraint). For any k-local set-constraint

Ci(1 ≤ i ≤ m), given a subset S ⊆ {0, 1}n, the frustration

set-unsat(Ci, S) = 1 −
|Y (Ci)|
∑

j=1

∑

x,y∈Y
(i)

j

1

|Y (i)
j

|
⟨S| (|x⟩ ⟨y| ⊗ In−k) |S⟩.

Now we state the StoqMA containment of SetCSP, as Lemma 35.

▶ Lemma 35. For any 0 ≤ a < b ≤ 1, SetCSPa,b ∈ StoqMA (1 − a/2, 1 − b/2). Moreover,

for a subset S ⊆ {0, 1}n such that S = argminS′ set-unsat(C,S′), the subset state |S⟩ is an

optimal witness of the resulting StoqMA verifier.

The proof of Lemma 35 tightly follows from Section 4 in [9]. We here provide a somewhat

simplified proof using the SetCSP language by avoiding unnecessary normalization.

Proof of Lemma 35. Given a SetCSPa,b instance C = (C1, · · · , Cm). For each set-

constraint Ci(1 ≤ i ≤ m), we first construct a local Hermitian matrix Mi preserves the

frustration, then construct a family of StoqMA verifiers for such a Mi. For any set-constraint

Ci, we obtain a k-local matrix Mi by Proposition 34 such that for any subset S ⊆ {0, 1}n:

set-unsat(Ci, S) = 1 − ⟨S|Mi ⊗ In−k|S⟩ where Mi =

|Y (Ci)|
∑

j=1

∑

x,y∈Y
(i)

j

1

|Y (i)
j |

|x⟩ ⟨y| . (13)
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Moreover, for a set Y
(i)

j of strings associated with the set-constraint Ci, we further have

∑

x,y∈Y
(i)

j

|x⟩ ⟨y| =
∑

x∈Y
(i)

j

|x⟩ ⟨x| +
1

2

∑

x̸=y∈Y
(i)

j

(|x⟩ ⟨y| + |y⟩ ⟨x|)

=
∑

x∈Y
(i)

j

Vx |0⟩ ⟨0|⊗k
V †

x +
1

2

∑

x̸=y∈Y
(i)

j

Vx,y

(

X ⊗ |0⟩ ⟨0|⊗k−1
)

V †
x,y,

(14)

where Vx is a depth-1 reversible circuit with X such that ∀x, |x⟩ = Ux

∣

∣0k
〉

, and Vx,y is a

O(k)-depth reversible circuit with CNOT and X such that ∀x, y, Ux,y

∣

∣0k
〉
∣

∣10k−1
〉

U†
x,y.

Notice that the resulting local observables in Equation (14) are either |0⟩ ⟨0|⊗k
(i.e. a single-

qubit computational-basis measurement) or X ⊗ |0⟩ ⟨0|⊗k−1
(i.e. a single-qubit Hadamard-

basis measurement). To construct a StoqMA verifier, we only allow local observables in form

X ⊗ I⊗O(k). Namely, we are supposed to simulate a computational-basis measurement by

ancillary qubits and a Hadamard-basis measurement, which is achieved by Proposition 36.

▶ Proposition 36 (Adapted from Lemma 3 in [9]).

(1) For any integer k, there exists an O(k)-depth reversible circuit W using k |0⟩ ancillary

qubits and a |+⟩ ancillary qubits s.t.

∀ |ψ⟩ , ⟨ψ| |0⟩ ⟨0|⊗k |ψ⟩ = ⟨ψ| ⟨0|⊗k ⟨+|W † (X ⊗ I⊗2k
)

W |ψ⟩ |0⟩⊗k |+⟩ .

(2) For any integer k, there exists an O(k)-depth circuit V using k − 1 |0⟩ ancillary qubits

s.t.

∀ |ψ⟩ , ⟨ψ|X ⊗ |0⟩ ⟨0|⊗k−1 |ψ⟩ = ⟨ψ| ⟨0|⊗k−1
W † (X ⊗ I⊗2k−2

)

W |ψ⟩ |0⟩⊗k−1
.

It is worthwhile to mention that the gadgets used in the proof (see Section A.4 in [9]) further

provide proof of MA ⊆ StoqMA that preserves both completeness and soundness parameters.
Let Idx (Ci) be the set of indices, and let α(j,x,y) be the weight of an index (j, x, y),

Idx (Ci) :=

{

(j, x, y) : 1 ≤ j ≤ |Yi(C)|, (x, y) ∈

(

Y
(i)

j

2

)

⊔
{

(x, x) : x ∈ Y
(i)

j

}

}

;

α(j,x,y) :=
1

(1 + I(x ̸= y))m|Y
(i)

j |
, where the indicator I(x ̸= y)) = 1 ⇔ x ̸= y.

Plugging Proposition 36 and Equation (14) into Equation (13), we have derived

1−set-unsat(Ci, S) =
∑

l∈Idx(Ci)

αl⟨S|
(

⟨0|⊗k ⟨+|U†
k

(

X ⊗ I⊗2k
)

Uk |0⟩⊗k |+⟩
)

⊗In−k|S⟩. (15)

For a SetCSP instance C = (C1, · · · , Cm), by Equation (15), by substituting |+⟩ ⟨+| =
1
2 (X + I) into Equation (15), we thus arrive at a conclusion that

Pr [Vx accepts |S⟩] =
1

m

m
∑

i=1

(

1 − 1

2
· set-unsat(Ci, S)

)

= 1 − 1

2
· set-unsat(C,S). (16)

Note that the set of StoqMA verifiers Vx with the same number of input qubits and witness

qubits is linear, namely a convex combination of l StoqMA verifiers (V1, p1), · · · , (Vl, pl) can

be implemented by additional |+⟩ ancillary qubits and controlled Vi(1 ≤ i ≤ l). Therefore,

by Equation (16), we conclude that ∀a, b, SetCSPa,b is in StoqMA (1 − a/2, 1 − b/2). ◀

Finally, we achieve proof of Proposition 34:
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Proof of Proposition 34. Given a k-local set-constraint Ci, the set of good strings Gi =

⊔1≤j≤|Y (Ci)|Y
(i)

j , and the set of bad strings Bi = {0, 1}|J(Ci)| \ Gi. Also, for any subset

S{0, 1}n, the set of bad strings in S is Bi(S). By direction calculation, notice that

|Bi(S)|

|S|
= ⟨S|

(

∑

x∈Bi

|x⟩ ⟨x| ⊗ In−k

)

|S⟩

|Y (Ci)|
∑

j=1

|L
(i)
j (S)|

|S|
= ⟨S|

(

∑

x∈Gi

|x⟩ ⟨x| ⊗ In−k

)

|S⟩ −

|Y (Ci)|
∑

j=1

∑

x,y∈Y
(i)

j

1

|Y
(i)

j |
⟨S| (|x⟩ ⟨y| ⊗ In−k) |S⟩.

(17)

Plugging Equation (17) and {0, 1}|J(Ci)| = Bi ⊔ Gi into set-unsat(Ci, S) = |Bi(S)|
|S| +

∑|Y (Ci)|
j=1

|L(i)
j

(S)|
|S| , we then finish the proof.

◀
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We reduce the extra qubits needed for two fault-tolerant quantum computing protocols: error
correction, specifically syndrome bit measurement, and cat state preparation. For fault-tolerant
syndrome extraction, we show an exponential reduction in qubit overhead over the previous best
protocol. For a weight-w stabilizer, we demonstrate that stabilizer measurement tolerating one fault
(distance-three) needs at most ⌈log2 w⌉ + 1 ancillas. If qubits reset quickly, four ancillas suffice. We
also study the preparation of cat states, simple yet versatile entangled states. We prove that the
overhead needed for distance-three fault tolerance is only logarithmic in the cat state size. These
results could be useful both for near-term experiments with a few qubits, and for the general study
of the asymptotic resource requirements of syndrome measurement and state preparation.

For a measured flag bits, there are 2a possible flag patterns that can identify faults. Hence our
results come from solving a combinatorial problem: the construction of maximal-length paths in the
a-dimensional hypercube, corresponding to maximal-weight stabilizers or maximal-weight cat states.
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1 Introduction

A critical component of quantum error correction is syndrome measurement: a set of circuits

used to pinpoint which qubits have errors. This process of error identification is itself

susceptible to noise and may fail. To make this process robust, extra (ancilla) qubits can

be used to identify damaging mid-circuit faults and mitigate the spread of errors. The

objective of this paper is to reduce the overhead of ancilla qubits used in imparting this

fault tolerance. In particular, we focus on optimizing the flag technique for distance-three

fault tolerant stabilizer measurement. We also reduce qubit overhead in distance-three

fault-tolerant cat state preparation. Cat states [11] have applications in many areas of

quantum computing, including communication [9], information processing [12], and error

correction [13, 14]. Besides practical applications, our results on cat state preparation are

theoretically interesting since: i) we introduce the study of asymptotic estimates of qubit

overhead for the fault-tolerant preparation of cat states of arbitrary size, and, ii) ideas

developed for cat state preparation may provide clues for the fault-tolerant preparation of

logical states of more complex codes.
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(a)
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Figure 1 Functioning of a flag scheme. (a) Flag qubits interact with a non-fault-tolerant circuit
to catch faults. Upon measurement, flag qubits yield a pattern of 1s and 0s. Based on the flag
pattern, a correction is applied onto the data qubits. (b) Measurement of stabilizer X⊗10 in the
slow reset model, CSS fault-tolerant to distance three, using a = 4 ancilla qubits. Colored qubits
and gates are used to impart distance-three fault tolerance.

We strive for low qubit overhead since quantum computers with limited qubits count

resources preciously, and even minor improvements can free up extra qubits for other tasks.

In topological codes where stabilizers are localized in space and low-weight, only a few flag

qubits close to each stabilizer suffice to impart fault tolerance [16, 2, 3]. It has also been

shown that with adaptive control and quickly resetting qubits, only four ancillas are needed

for the universal fault-tolerant operation of some distance-three codes [4, 5]. In this paper, we

present a general fault-tolerant protocol that works for a stabilizer of any size. If qubits are

connected well enough, we show that only logarithmic overhead is required for fault-tolerant

stabilizer measurement, an exponential space improvement over the previous linear overhead.

The general model of flag-based fault-tolerance is displayed in Figure 1a. Here, a set

of flag ancilla qubits monitor operations in a non-fault-tolerant circuit and when measured

at the end, produce flag patterns which uniquely identify mid-circuit faults. Based on the

observed flag pattern, a correction is applied to the data to minimize the spread of errors.

As an example, Figure 1b measures a stabilizer on 10 data qubits while tolerating one fault.

The three colored qubits are the flag ancillas and the measured flag patterns each imply

different corrections. Also note that the sequence of flag patterns (100, 110, 111, 011, 001) is

a path on the hypercube and also corresponds to the order of the flag CNOTs (edge between

100 and 110 implies a CNOT is applied onto flag qubit 2).

In this paper, we restrict discussion to the measurement of individual stabilizers of a

quantum code, as in Shor-style fault-tolerant stabilizer measurement [13]. We do not focus on

other methods which measure multiple stabilizers in parallel. Figure 2 displays improvements

made over the years to Shor’s method. Note that Shor’s method can tolerate any number of

faults by increasing the fault tolerance of the ancillary cat state preparation. The subsequent

schemes forgo this property and are only fault-tolerant to distance three. DiVincenzo and

Aliferis first make the circuit deterministic by removing the need for cat state verification [7].

This ensures that a circuit designer need not wait for a fault-tolerantly prepared cat state

before measuring the stabilizer. Subsequent improvements were made in [15], [16] and [5] to

reduce ancilla count by coupling each ancilla qubit to two data qubits instead of one.

With our flag method, the ancilla cat state is prepared and unprepared while collecting

the stabilizer. As in Figure 1b, an X fault occurring anywhere on the |+⟩ qubit may spread

into the data, but will also leave its imprint on the flags. This is then measured out as a flag

pattern. Due to the particular chosen arrangement of the flag CNOTs, any fault that can



P. Prabhu and B. W. Reichardt 5:3

PROGRESSION OF STABILIZER MEASUREMENT CIRCUITS

(a) [13]. (b) [7]. (c) [15, 16, 5]. (d)

Figure 2 Historical progression of stabilizer measurement circuits. A weight-10 X stabilizer
measurement circuit is provided as an example. CNOTs in black have targets on the 10 data
qubits, collectively represented by the black wire. In (b)(c)(d), fault-tolerance is only guaranteed
to distance-three and Pauli corrections (or Pauli frame updates) are applied to the data based on
the Z basis measurements. (a) Shor’s method uses w + 1 ancillas and requires a fault-tolerantly
prepared cat state. (b)(c) The following two methods use unverified cat states with subsequent error
decoding. Non-deterministic cat state verification is replaced with a deterministic circuit, allowing
for uninterrupted circuit operation. (d) The flag method prepares and unprepares an ancilla cat
state while collecting the stabilizer. Exponentially more flag configurations can thus be accessed for
fault diagnosis.

Table 1 Distance-3 cat state preparation: Weight-w cat states can be prepared fault-tolerantly
to distance-3 with m measurements of ancilla qubits. Slow reset requires m ancilla qubits whereas
with fast reset, only one ancilla qubit is required.

Type Bounds

Deterministic error correction w ≤ 3 (2m − 2m + 2)

Theorem 5

Adaptive error correction w ≤ 3 (2m − 2m + 3)

Theorem 6

spread to a high-weight data error triggers one of the five shown flag patterns. Each flag

pattern then applies a unique correction that ensures that there is at most one data qubit in

error. This satisfies the condition for fault tolerance, which states that k faults in a circuit

should cause no more than k qubits to have errors.

For the distance-three fault-tolerant measurement of a weight-w stabilizer, we propose

two methods based on the speed of qubit reset. With fast qubit reset, Theorem 3, only

three flag ancillas are required in total, but each flag needs to be measured once per four

data qubits. If more flags are used in parallel, the number of accessible flag patterns grows

exponentially and the number of measurements per ancilla converges to one. This is the

regime of slow qubit reset, Theorem 4, which uses at most ⌈log2 w⌉ flag ancillas measured

only at the end.

Table 1 contains bounds on the ancilla overhead for preparing weight-w cat states fault-

tolerantly to distance-three. If the flag qubits can reset quickly, Theorem 5 states that only

one flag qubit is required and it needs to be reset and measured m times. Since the flag

qubits operate independently, it is also possible to use m flag qubits, with each one being

measured once. We further show how to use an adaptive circuit in Theorem 6 to marginally

increase the number of flag patterns in use.

The rest of this paper is divided into three sections. Section 2 details the construction of

the two paths on the hypercube that we use as flag sequences. Section 3 describes how to

use these sequences for distance-three fault-tolerant syndrome measurement, and Section 4

deals with cat state preparation.
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2 Flag sequences

A flag pattern or flag configuration is a string of 1s and 0s that arises from measuring out

the flags. If a flag ancillas are used, then the a-bit flag configuration labels a vertex of the

a-dimensional hypercube. We show how to construct two paths on the hypercube to produce

maximal-length sequences of flag configurations. Since they are paths, only one bit is flipped

between subsequent flag configurations. This bit flip corresponds to the application of a flag

CNOT from the syndrome ancilla to the flag qubit indexed by the flipped bit, thus providing

a blueprint to construct the fault-tolerant circuit.

The first type of sequence just requires a maximal-length traversal of the a-dimensional

hypercube. A simple choice for this is the Gray code [10, 8].

▶ Lemma 1. For a ≥ 1, the Gray code creates a length-2a Hamiltonian path in the a-

dimensional hypercube.

Proof. We provide a quick construction of the sequence. For a = 1, use the sequence 0, 1.

For a > 1, construct the sequence inductively. First, run the sequence for a − 1 with a 0

prepended, then run it backwards with a 1 prepended. ◀

For example, for a = 2, the sequence is 00, 01, 11, 10. For a = 3, the sequence is 000, 001, 011,

010, 110, 111, 101, 100.

In this paper we use a piece-wise definition of fault tolerance. Fault tolerance to distance-

d implies that for all k ≤ t = ⌊ d−1
2 ⌋, correlated errors of weight-k occur with k-th order

probability. For distance-three CSS fault-tolerant syndrome bit measurement, any single

fault should result in a data error with X and Z components having weight zero or one.

In order to ensure that the circuit is distance-three fault-tolerant, we need to ensure that

a measurement fault does not trigger corrections of weight greater than one. Hence the

second maximal-length sequence requires that there are no weight-one strings except at the

start and end. As shown in Figure 1b, we may assign weight-one corrections to these two

configurations, but for all others there exist multi-qubit corrections.

▶ Lemma 2. For a ≥ 2, in the a-dimensional hypercube {0, 1}a there exists a path v1 =

10a−1, . . . , vn = 0a−11 such that all intermediate vertices v2, . . . , vn−1 have weight at least

two, and each vertex appears at most once; with length n = 2a − 2a + 3.

Proof. Figure 3 illustrates the inductive construction of maximal-length flag sequences

satisfying the above constraints. With a = m − 1 flag qubits, the sequence has length

2a − 2a + 3. The a-flag sequence is constructed by first running the previous flag sequence,

on a − 1 flags, up to the second-to-last element (which for a ≥ 4 is χ{2,a−1}
1), and with 0

appended at the end. Then run the sequence backward, except with 1 appended at the end,

and with the 2 and a − 1 coordinates swapped (the red and blue rows in the figure). Finally,

finish the sequence from χ{1,a} by walking through χ{3,a}, χ{4,a}, . . . , χ{a−2,a}, χ{2,a}, with

the appropriate weight-three sequences (shown in gray) interposed.

To ensure that no vertex is visited more than once, one need only check that the last 2a−5

sequences are distinct from those that came before. For this, one can track by induction the

2a − 3 hypercube vertices that are not visited by each walk: 0a, the a − 2 weight-one strings

χ2, . . . , χa−1, and the a − 2 weight-two strings χ{1,3}, χ{3,4}, χ{4,5}, . . . , χ{a−1,a}. ◀

1 χ{x,y} implies bits at positions x and y are set to 1.
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a = 3 :

<latexit sha1_base64="fhnB2Wq5Kp1dEZ4PO9sVh252gjM=">AAAHUXicbVXbbtw2EFXc1k42vTht3vJCVzCQOuuFtOugQZEULtwrUCMuajsBTMOguLMyYYmSSSreLcF/6Wv7O33qp/StQ+0lK+0KEkCdOZozczSUkjIT2kTRv/c2Pvjwo82t+w86Dz/+5NPPth99fq6LSnE440VWqLcJ05AJCWdGmAzelgpYnmTwJrk58vE370BpUchTMynhMmepFCPBmUHoavsxrXPYJGP8xnUYeUUG31xth1Evqg+yuohni/DwcVAfJ1ePNnfpsOBVDtLwjGl9EUelubRMGcEzcB1aaShRgaVga0FHdhEaklGh8JKG1GiDx3KtJ3mCzJyZa92OeXBd7KIyoxeXVsiyMiD5VGhUZcQUxDtAhkIBN9mEMM6x3ooZrINfM8W4Qac6DaFUsfJa8DG2ICTPqiHYWy4Ur4RBSMIdL/KcyaGlhqm0Kp3ds3Q8sS8jyLt4fbtnHaFMkUNL9okjz172DmaRZXh/PfysTuNDLXYNDxB23T1M+QJXdKRyWzgKcjieoObtnevsUgXtGt2iVOx0CCN6A4aEsaU4Jn5BFZNp/c58MFGsDmY16MOe5hZPTuNh3/obG8aO7vhnbNh3M5KukjrDzhU+vDMDWaKnaReiS2llofJp9HwePZ9GvwecLgXH+M5fl6CYwcmlRjl7qtyupcUMkywHD/kOl9tPhCxywTJ30b+0aJSuFPj5QSUYmac0gVRIi5OVZQgrMXZhTCglYZ94WxsRqkR6bb5qadBSWdQZEXvi5gaUuLWgNikcWJprHC3w/tCc3UBSjC/qrYK2C+1vbThw3kg3p+7XXjamstRmH0tBtJbAvT/dxUdsAlKCsypNnI16z7tRN3JNzrEYSl/6nOQpvect0klW5c0sK5RTQCMXOTxphXKUFfham6R2NUwVhWxJ9duJXnNgcilPf53aKY4oKLFoP14r+LtR7C4BpSbvaWuS/QjqfVVTuZVU391WrNFc3G6u0Lpl0UprxwV+epb7r9VapF8hX5gUd+PVSnBSFEsr3Ui0mucn/Jo1p6Nd8i9qIdQbdOtzxUCA+YvvHXTrs0X5IU1x6OV8xHxHvaiLHuOPJW7/RlYX5/1eHPXi3w7Cw73pHya4HzwJvgyeBnHwdXAY/BycBGcBD/4I/gz+Cv7e/Gfzv61ga2NK3bg3e+aLoHFsPfwfnoZ4hQ==</latexit><latexit sha1_base64="fhnB2Wq5Kp1dEZ4PO9sVh252gjM=">AAAHUXicbVXbbtw2EFXc1k42vTht3vJCVzCQOuuFtOugQZEULtwrUCMuajsBTMOguLMyYYmSSSreLcF/6Wv7O33qp/StQ+0lK+0KEkCdOZozczSUkjIT2kTRv/c2Pvjwo82t+w86Dz/+5NPPth99fq6LSnE440VWqLcJ05AJCWdGmAzelgpYnmTwJrk58vE370BpUchTMynhMmepFCPBmUHoavsxrXPYJGP8xnUYeUUG31xth1Evqg+yuohni/DwcVAfJ1ePNnfpsOBVDtLwjGl9EUelubRMGcEzcB1aaShRgaVga0FHdhEaklGh8JKG1GiDx3KtJ3mCzJyZa92OeXBd7KIyoxeXVsiyMiD5VGhUZcQUxDtAhkIBN9mEMM6x3ooZrINfM8W4Qac6DaFUsfJa8DG2ICTPqiHYWy4Ur4RBSMIdL/KcyaGlhqm0Kp3ds3Q8sS8jyLt4fbtnHaFMkUNL9okjz172DmaRZXh/PfysTuNDLXYNDxB23T1M+QJXdKRyWzgKcjieoObtnevsUgXtGt2iVOx0CCN6A4aEsaU4Jn5BFZNp/c58MFGsDmY16MOe5hZPTuNh3/obG8aO7vhnbNh3M5KukjrDzhU+vDMDWaKnaReiS2llofJp9HwePZ9GvwecLgXH+M5fl6CYwcmlRjl7qtyupcUMkywHD/kOl9tPhCxywTJ30b+0aJSuFPj5QSUYmac0gVRIi5OVZQgrMXZhTCglYZ94WxsRqkR6bb5qadBSWdQZEXvi5gaUuLWgNikcWJprHC3w/tCc3UBSjC/qrYK2C+1vbThw3kg3p+7XXjamstRmH0tBtJbAvT/dxUdsAlKCsypNnI16z7tRN3JNzrEYSl/6nOQpvect0klW5c0sK5RTQCMXOTxphXKUFfham6R2NUwVhWxJ9duJXnNgcilPf53aKY4oKLFoP14r+LtR7C4BpSbvaWuS/QjqfVVTuZVU391WrNFc3G6u0Lpl0UprxwV+epb7r9VapF8hX5gUd+PVSnBSFEsr3Ui0mucn/Jo1p6Nd8i9qIdQbdOtzxUCA+YvvHXTrs0X5IU1x6OV8xHxHvaiLHuOPJW7/RlYX5/1eHPXi3w7Cw73pHya4HzwJvgyeBnHwdXAY/BycBGcBD/4I/gz+Cv7e/Gfzv61ga2NK3bg3e+aLoHFsPfwfnoZ4hQ==</latexit><latexit sha1_base64="fhnB2Wq5Kp1dEZ4PO9sVh252gjM=">AAAHUXicbVXbbtw2EFXc1k42vTht3vJCVzCQOuuFtOugQZEULtwrUCMuajsBTMOguLMyYYmSSSreLcF/6Wv7O33qp/StQ+0lK+0KEkCdOZozczSUkjIT2kTRv/c2Pvjwo82t+w86Dz/+5NPPth99fq6LSnE440VWqLcJ05AJCWdGmAzelgpYnmTwJrk58vE370BpUchTMynhMmepFCPBmUHoavsxrXPYJGP8xnUYeUUG31xth1Evqg+yuohni/DwcVAfJ1ePNnfpsOBVDtLwjGl9EUelubRMGcEzcB1aaShRgaVga0FHdhEaklGh8JKG1GiDx3KtJ3mCzJyZa92OeXBd7KIyoxeXVsiyMiD5VGhUZcQUxDtAhkIBN9mEMM6x3ooZrINfM8W4Qac6DaFUsfJa8DG2ICTPqiHYWy4Ur4RBSMIdL/KcyaGlhqm0Kp3ds3Q8sS8jyLt4fbtnHaFMkUNL9okjz172DmaRZXh/PfysTuNDLXYNDxB23T1M+QJXdKRyWzgKcjieoObtnevsUgXtGt2iVOx0CCN6A4aEsaU4Jn5BFZNp/c58MFGsDmY16MOe5hZPTuNh3/obG8aO7vhnbNh3M5KukjrDzhU+vDMDWaKnaReiS2llofJp9HwePZ9GvwecLgXH+M5fl6CYwcmlRjl7qtyupcUMkywHD/kOl9tPhCxywTJ30b+0aJSuFPj5QSUYmac0gVRIi5OVZQgrMXZhTCglYZ94WxsRqkR6bb5qadBSWdQZEXvi5gaUuLWgNikcWJprHC3w/tCc3UBSjC/qrYK2C+1vbThw3kg3p+7XXjamstRmH0tBtJbAvT/dxUdsAlKCsypNnI16z7tRN3JNzrEYSl/6nOQpvect0klW5c0sK5RTQCMXOTxphXKUFfham6R2NUwVhWxJ9duJXnNgcilPf53aKY4oKLFoP14r+LtR7C4BpSbvaWuS/QjqfVVTuZVU391WrNFc3G6u0Lpl0UprxwV+epb7r9VapF8hX5gUd+PVSnBSFEsr3Ui0mucn/Jo1p6Nd8i9qIdQbdOtzxUCA+YvvHXTrs0X5IU1x6OV8xHxHvaiLHuOPJW7/RlYX5/1eHPXi3w7Cw73pHya4HzwJvgyeBnHwdXAY/BycBGcBD/4I/gz+Cv7e/Gfzv61ga2NK3bg3e+aLoHFsPfwfnoZ4hQ==</latexit><latexit sha1_base64="dkmlrY2c3r1OnX8BymzYQSyvnZA=">AAAHUXicbVVdb9s2FFWzLencrU23vfWFmRCgSx1DslOsGNohQ/YJLGiGJmmBMAgo+lohIlEKSS32CP6XvW5/Z0/7KXvbpfxRS7YgAdS5R/fce3QpJWUmtImif+9tfPDhR5tb9z/uPPjk04ePth9/dq6LSnE440VWqHcJ05AJCWdGmAzelQpYnmTwNrk58vG3v4PSopCnZlLCZc5SKUaCM4PQ1fYXtM5hk4zxG9dh5BUZfHO1HUa9qD7I6iKeLcJgdpxcPd7cpcOCVzlIwzOm9UUclebSMmUEz8B1aKWhRAWWgq0FHdlFaEhGhcJLGlKjDR7LtZ7kCTJzZq51O+bBdbGLyoxeXFohy8qA5FOhUZURUxDvABkKBdxkE8I4x3orZrAOfs0U4wad6jSEUsXKa8HH2IKQPKuGYG+5ULwSBiEJd7zIcyaHlhqm0qp0ds/S8cS+jCDv4vXtnnWEMkUOLdknjjx72TuYRZbh/fXwszqND7XYNTxA2HX3MOULXNGRym3hKMjheIKat3eus0sVtGt0i1Kx0yGM6A0YEsaW4pj4BVVMpvU788FEsTqY1aAPe5pbPDmNh33rb2wYO7rjn7Fh381IukrqDDtX+PDODGSJnqZdiC6llYXKp9HzefR8Gv0ecLoUHOM7f12CYgYnlxrl7Klyu5YWM0yyHDzkO1xuPxGyyAXL3EX/0qJRulLg5weVYGSe0gRSIS1OVpYhrMTYhTGhlIR94m1tRKgS6bX5qqVBS2VRZ0TsiZsbUOLWgtqkcGBprnG0wPtDc3YDSTG+qLcK2i60v7XhwHkj3Zy6X3vZmMpSm30sBdFaAvf+dBcfsQlICc6qNHE26j3vRt3INTnHYih96XOSp/Set0gnWZU3s6xQTgGNXOTwpBXKUVbga22S2tUwVRSyJdVvJ3rNgcmlPP11aqc4oqDEov14reAbo9hdAkpN3tPWJPsR1PuqpnIrqb67rVijubjdXKF1y6KV1o4L/PQs91+rtUi/Qr4wKe7Gq5XgpCiWVrqRaDXPT/g1a05Hu+Rf1EKoN+jW54qBAPMX3zvo1meL8kOa4tDL+Yj5jnpRFz3GH0vc/o2sLs77vTjqxb8dhId7s1/M/eBJ8GXwNIiDr4PD4OfgJDgLePBH8GfwV/D35j+b/20FWxtT6sa92TOfB41j68H/bLx4MQ==</latexit>

a = 4 :

<latexit sha1_base64="lBlC1yBWxzwQQIkTyoU+3zesv0U=">AAAHUXicbVVdb9xEFHUDJGXLRwp942WCFamkm5W9SUWFCgoKnxJRg0jSSpkoGs/edUaxx87MmOwymv/CK/wdnvgpvHHH+9G1vZYtjc89vufe4zt2UmZCmyj698HGO+++t7n18P3eow8+/Ojj7cefXOiiUhzOeZEV6k3CNGRCwrkRJoM3pQKWJxm8Tm6Pffz176C0KOSZmZZwlbNUirHgzCB0vf2E1jlskjF+63qMfE0Ov7reDqNBVB+ku4jni/DoSVAfp9ePN3fpqOBVDtLwjGl9GUelubJMGcEzcD1aaShRgaVga0FHdhEakXGh8JKG1GiDx3Ktp3mCzJyZG92OeXBd7LIy4xdXVsiyMiD5TGhcZcQUxDtARkIBN9mUMM6x3ooZrIPfMMW4Qad6DaFUsfJG8Am2ICTPqhHYOy4Ur4RBSMI9L/KcyZGlhqm0Kp3ds3QytS8jyPt4fbNnHaFMkSNL9okjz14ODueRVXh/PfysTuNDLXYNHyDs+nuY8gWu6FjltnAU5GgyRc27e9fbpQraNbplqdjpCMb0FgwJY0txTPyCKibT+p35YKJYHcxq0Ic9zS2fnMXDofU3Nowd3fHP2HDo5iRdJXWGnWt8eGcOskTP0i5FV9LKQuWz6MUiejGLfgc4XQpO8J2/KkExg5NLjXL2TLldS4s5JlkOHvIdrrafCFnkgmXucnhl0ShdKfDzg0owNk9pAqmQFicryxBWYuLCmFBKwiHxtjYiVIn0xnzR0qClsqgzJvbULQwocWtBbVJ4YGmucbTA+0NzdgtJMbmstwraLrS/teGB80a6BXW/9rIxlaU2+1gKorUE7v3ZLj5mU5ASnFVp4mw0eN6P+pFrck7ESPrSFyRPGTxvkU6zKm9m6VDOAI1c5vCkDuU4K/C1NkntapgqCtmSGrYTveLA5Eqe4Tq1MxxRUGLZfrxW8Dej2H0CSk3f0tYk+wHU26pmcp1U395VrNFc3G6u0LplUae1kwI/Pav912ot0i+QL02K+3G3EpwUxdJKNxJ18/yIX7PmdLRL/lkthQYH/frsGAiwePGDw359tijfpykOvVyMmO9oEPXRY/yxxO3fSHdxMRzE0SD+9TA82pv9YYKHwWfB58HTIA6+DI6Cn4LT4DzgwR/Bn8Ffwd+b/2z+txVsbcyoGw/mz3waNI6tR/8DpV94hg==</latexit><latexit sha1_base64="lBlC1yBWxzwQQIkTyoU+3zesv0U=">AAAHUXicbVVdb9xEFHUDJGXLRwp942WCFamkm5W9SUWFCgoKnxJRg0jSSpkoGs/edUaxx87MmOwymv/CK/wdnvgpvHHH+9G1vZYtjc89vufe4zt2UmZCmyj698HGO+++t7n18P3eow8+/Ojj7cefXOiiUhzOeZEV6k3CNGRCwrkRJoM3pQKWJxm8Tm6Pffz176C0KOSZmZZwlbNUirHgzCB0vf2E1jlskjF+63qMfE0Ov7reDqNBVB+ku4jni/DoSVAfp9ePN3fpqOBVDtLwjGl9GUelubJMGcEzcD1aaShRgaVga0FHdhEakXGh8JKG1GiDx3Ktp3mCzJyZG92OeXBd7LIy4xdXVsiyMiD5TGhcZcQUxDtARkIBN9mUMM6x3ooZrIPfMMW4Qad6DaFUsfJG8Am2ICTPqhHYOy4Ur4RBSMI9L/KcyZGlhqm0Kp3ds3QytS8jyPt4fbNnHaFMkSNL9okjz14ODueRVXh/PfysTuNDLXYNHyDs+nuY8gWu6FjltnAU5GgyRc27e9fbpQraNbplqdjpCMb0FgwJY0txTPyCKibT+p35YKJYHcxq0Ic9zS2fnMXDofU3Nowd3fHP2HDo5iRdJXWGnWt8eGcOskTP0i5FV9LKQuWz6MUiejGLfgc4XQpO8J2/KkExg5NLjXL2TLldS4s5JlkOHvIdrrafCFnkgmXucnhl0ShdKfDzg0owNk9pAqmQFicryxBWYuLCmFBKwiHxtjYiVIn0xnzR0qClsqgzJvbULQwocWtBbVJ4YGmucbTA+0NzdgtJMbmstwraLrS/teGB80a6BXW/9rIxlaU2+1gKorUE7v3ZLj5mU5ASnFVp4mw0eN6P+pFrck7ESPrSFyRPGTxvkU6zKm9m6VDOAI1c5vCkDuU4K/C1NkntapgqCtmSGrYTveLA5Eqe4Tq1MxxRUGLZfrxW8Dej2H0CSk3f0tYk+wHU26pmcp1U395VrNFc3G6u0LplUae1kwI/Pav912ot0i+QL02K+3G3EpwUxdJKNxJ18/yIX7PmdLRL/lkthQYH/frsGAiwePGDw359tijfpykOvVyMmO9oEPXRY/yxxO3fSHdxMRzE0SD+9TA82pv9YYKHwWfB58HTIA6+DI6Cn4LT4DzgwR/Bn8Ffwd+b/2z+txVsbcyoGw/mz3waNI6tR/8DpV94hg==</latexit><latexit sha1_base64="lBlC1yBWxzwQQIkTyoU+3zesv0U=">AAAHUXicbVVdb9xEFHUDJGXLRwp942WCFamkm5W9SUWFCgoKnxJRg0jSSpkoGs/edUaxx87MmOwymv/CK/wdnvgpvHHH+9G1vZYtjc89vufe4zt2UmZCmyj698HGO+++t7n18P3eow8+/Ojj7cefXOiiUhzOeZEV6k3CNGRCwrkRJoM3pQKWJxm8Tm6Pffz176C0KOSZmZZwlbNUirHgzCB0vf2E1jlskjF+63qMfE0Ov7reDqNBVB+ku4jni/DoSVAfp9ePN3fpqOBVDtLwjGl9GUelubJMGcEzcD1aaShRgaVga0FHdhEakXGh8JKG1GiDx3Ktp3mCzJyZG92OeXBd7LIy4xdXVsiyMiD5TGhcZcQUxDtARkIBN9mUMM6x3ooZrIPfMMW4Qad6DaFUsfJG8Am2ICTPqhHYOy4Ur4RBSMI9L/KcyZGlhqm0Kp3ds3QytS8jyPt4fbNnHaFMkSNL9okjz14ODueRVXh/PfysTuNDLXYNHyDs+nuY8gWu6FjltnAU5GgyRc27e9fbpQraNbplqdjpCMb0FgwJY0txTPyCKibT+p35YKJYHcxq0Ic9zS2fnMXDofU3Nowd3fHP2HDo5iRdJXWGnWt8eGcOskTP0i5FV9LKQuWz6MUiejGLfgc4XQpO8J2/KkExg5NLjXL2TLldS4s5JlkOHvIdrrafCFnkgmXucnhl0ShdKfDzg0owNk9pAqmQFicryxBWYuLCmFBKwiHxtjYiVIn0xnzR0qClsqgzJvbULQwocWtBbVJ4YGmucbTA+0NzdgtJMbmstwraLrS/teGB80a6BXW/9rIxlaU2+1gKorUE7v3ZLj5mU5ASnFVp4mw0eN6P+pFrck7ESPrSFyRPGTxvkU6zKm9m6VDOAI1c5vCkDuU4K/C1NkntapgqCtmSGrYTveLA5Eqe4Tq1MxxRUGLZfrxW8Dej2H0CSk3f0tYk+wHU26pmcp1U395VrNFc3G6u0LplUae1kwI/Pav912ot0i+QL02K+3G3EpwUxdJKNxJ18/yIX7PmdLRL/lkthQYH/frsGAiwePGDw359tijfpykOvVyMmO9oEPXRY/yxxO3fSHdxMRzE0SD+9TA82pv9YYKHwWfB58HTIA6+DI6Cn4LT4DzgwR/Bn8Ffwd+b/2z+txVsbcyoGw/mz3waNI6tR/8DpV94hg==</latexit><latexit sha1_base64="9NP+YLVV/5gAMWKnPHl6G8uxkxo=">AAAHUXicbVVdb9xEFHUDJGULNAXeeJlgRSrpxrI3qahQQUHhUyJqEElaKRNF49m7zij22JkZk11G8194hb/DEz+FN+54P7r2rmVL43OP77n3+I6dVrnQJo7/fbDxzrvvbW49fL/36IMPP3q8/eTjC13WisM5L/NSvUmZhlxIODfC5PCmUsCKNIfX6e2xj7/+HZQWpTwzkwquCpZJMRKcGYSutz+lTQ6b5ozfuh4jX5PDr663wziKm4OsLpLZIgxmx+n1k81dOix5XYA0PGdaXyZxZa4sU0bwHFyP1hoqVGAZ2EbQkV2EhmRUKrykIQ3a4rFC60mRIrNg5kZ3Yx5cF7uszejFlRWyqg1IPhUa1TkxJfEOkKFQwE0+IYxzrLdmBuvgN0wxbtCpXksoU6y6EXyMLQjJ83oI9o4LxWthEJJwz8uiYHJoqWEqqytn9ywdT+zLGIo+Xt/sWUcoU+TIkn3iyLOX0eEssgzvr4efNWl8qMNu4AOEXX8PU77AFR2pwpaOghyOJ6h5d+96u1RBt0a3KBU7HcKI3oIhYWIpjolfUMVk1rwzH0wVa4J5A/qwp7nFk9N4OLD+xoaJozv+GRsO3Iyk67TJsHOND+/MQJbqadqF6FJaWapiGr2YRy+m0e8Ap0vBCb7zVxUoZnByqVHOnim3a2k5wyQrwEO+w+X2UyHLQrDcXQ6uLBqlawV+flAJRuYpTSET0uJk5TnCSoxdmBBKSTgg3tZWhCqR3ZgvOhq0UhZ1RsSeurkBFW4taEwKDywtNI4WeH9owW4hLceXzVZB24X2tzY8cN5IN6fuN162prLSZh9LQbSRwL0/3cXHbAJSgrMqS52No+f9uB+7NudEDKUvfU7ylOh5h3Sa10U7ywrlDNDIRQ5PWqEc5yW+1japWw1TZSk7UoNuolccmFzKM1indoYjCkos2k/WCv5mFLtPQanJW9qaZD+AelvVVG4l1bd3NWs1l3SbK7XuWLTS2kmJn57l/hu1DukXKBYmJf1ktRKcFMWyWrcSreb5Eb9m7enolvyzWghFB/3mXDEQYP7io8N+c3Yo32cZDr2cj5jvKIr76DH+WJLub2R1cTGIkjhKfj0Mj/Zmv5iHwWfB58HTIAm+DI6Cn4LT4DzgwR/Bn8Ffwd+b/2z+txVsbUypGw9mz3wStI6tR/8Dc5V4Mg==</latexit>

a = 5 :

<latexit sha1_base64="EuU9dSKDnQ8Hr9Iv6ghlvYW/U1c=">AAAHUXicbVXbbtw2EFWc1E42vTht3vpCVzCQOuuFtLaRoEgLB+4VqBEXtZ0ApmFQ3FmZsETJJBXvluC/9LX9nT71U/rWofaSlXYFCaDOHM2ZORpKSZkJbaLo33tr9x98tL7x8FHn8ceffPrZ5pPPz3VRKQ5nvMgK9S5hGjIh4cwIk8G7UgHLkwzeJjdHPv72PSgtCnlqxiVc5iyVYig4MwhdbT6ldQ6bZIzfuA4j35KDb642w6gX1QdZXsTTRXj4NKiPk6sn69t0UPAqB2l4xrS+iKPSXFqmjOAZuA6tNJSowFKwtaAj2wgNyLBQeElDarTBY7nW4zxBZs7MtW7HPLgqdlGZ4ctLK2RZGZB8IjSsMmIK4h0gA6GAm2xMGOdYb8UM1sGvmWLcoFOdhlCqWHkt+AhbEJJn1QDsLReKV8IgJOGOF3nO5MBSw1Ralc7uWDoa21cR5F28vtuxjlCmyKElu8SR5696+9PIIry7Gn5ep/GhFruG9xB23R1M+RJXdKhyWzgKcjAao+btnetsUwXtGt28VOx0AEN6A4aEsaU4Jn5BFZNp/c58MFGsDmY16MOe5uZPTuJh3/obG8aObvlnbNh3U5KukjrD1hU+vDUFWaInaeeiC2llofJJ9HwWPZ9EvwecLgXH+M7flKCYwcmlRjl7qty2pcUUkywHD/kOF9tPhCxywTJ30b+0aJSuFPj5QSUYmmc0gVRIi5OVZQgrMXJhTCglYZ94WxsRqkR6bb5uadBSWdQZEnviZgaUuLWgNincszTXOFrg/aE5u4GkGF3UWwVtF9rf2nDPeSPdjLpbe9mYylKbXSwF0VoC9/5kFx+xMUgJzqo0cTbqHXSjbuSanGMxkL70GclTegct0klW5c0sS5RTQCPnOTxpiXKUFfham6R2NUwVhWxJ9duJ3nBgciFPf5XaKY4oKDFvP14p+LtR7C4BpcYfaCuS/QjqQ1UTuaVUr28r1mgubjdXaN2yaKm14wI/PYv912ot0q+Qz02Ku/FyJTgpiqWVbiRazvMTfs2a09Eu+Rc1F+rtdetzyUCA2Yvv7Xfrs0X5IU1x6OVsxHxHvaiLHuOPJW7/RpYX5/1eHPXi3/bDw53JHyZ4GHwZfBU8C+LgRXAY/BycBGcBD/4I/gz+Cv5e/2f9v41gY21CXbs3feaLoHFsPP4frDh4hw==</latexit><latexit sha1_base64="EuU9dSKDnQ8Hr9Iv6ghlvYW/U1c=">AAAHUXicbVXbbtw2EFWc1E42vTht3vpCVzCQOuuFtLaRoEgLB+4VqBEXtZ0ApmFQ3FmZsETJJBXvluC/9LX9nT71U/rWofaSlXYFCaDOHM2ZORpKSZkJbaLo33tr9x98tL7x8FHn8ceffPrZ5pPPz3VRKQ5nvMgK9S5hGjIh4cwIk8G7UgHLkwzeJjdHPv72PSgtCnlqxiVc5iyVYig4MwhdbT6ldQ6bZIzfuA4j35KDb642w6gX1QdZXsTTRXj4NKiPk6sn69t0UPAqB2l4xrS+iKPSXFqmjOAZuA6tNJSowFKwtaAj2wgNyLBQeElDarTBY7nW4zxBZs7MtW7HPLgqdlGZ4ctLK2RZGZB8IjSsMmIK4h0gA6GAm2xMGOdYb8UM1sGvmWLcoFOdhlCqWHkt+AhbEJJn1QDsLReKV8IgJOGOF3nO5MBSw1Ralc7uWDoa21cR5F28vtuxjlCmyKElu8SR5696+9PIIry7Gn5ep/GhFruG9xB23R1M+RJXdKhyWzgKcjAao+btnetsUwXtGt28VOx0AEN6A4aEsaU4Jn5BFZNp/c58MFGsDmY16MOe5uZPTuJh3/obG8aObvlnbNh3U5KukjrD1hU+vDUFWaInaeeiC2llofJJ9HwWPZ9EvwecLgXH+M7flKCYwcmlRjl7qty2pcUUkywHD/kOF9tPhCxywTJ30b+0aJSuFPj5QSUYmmc0gVRIi5OVZQgrMXJhTCglYZ94WxsRqkR6bb5uadBSWdQZEnviZgaUuLWgNincszTXOFrg/aE5u4GkGF3UWwVtF9rf2nDPeSPdjLpbe9mYylKbXSwF0VoC9/5kFx+xMUgJzqo0cTbqHXSjbuSanGMxkL70GclTegct0klW5c0sS5RTQCPnOTxpiXKUFfham6R2NUwVhWxJ9duJ3nBgciFPf5XaKY4oKDFvP14p+LtR7C4BpcYfaCuS/QjqQ1UTuaVUr28r1mgubjdXaN2yaKm14wI/PYv912ot0q+Qz02Ku/FyJTgpiqWVbiRazvMTfs2a09Eu+Rc1F+rtdetzyUCA2Yvv7Xfrs0X5IU1x6OVsxHxHvaiLHuOPJW7/RpYX5/1eHPXi3/bDw53JHyZ4GHwZfBU8C+LgRXAY/BycBGcBD/4I/gz+Cv5e/2f9v41gY21CXbs3feaLoHFsPP4frDh4hw==</latexit><latexit sha1_base64="EuU9dSKDnQ8Hr9Iv6ghlvYW/U1c=">AAAHUXicbVXbbtw2EFWc1E42vTht3vpCVzCQOuuFtLaRoEgLB+4VqBEXtZ0ApmFQ3FmZsETJJBXvluC/9LX9nT71U/rWofaSlXYFCaDOHM2ZORpKSZkJbaLo33tr9x98tL7x8FHn8ceffPrZ5pPPz3VRKQ5nvMgK9S5hGjIh4cwIk8G7UgHLkwzeJjdHPv72PSgtCnlqxiVc5iyVYig4MwhdbT6ldQ6bZIzfuA4j35KDb642w6gX1QdZXsTTRXj4NKiPk6sn69t0UPAqB2l4xrS+iKPSXFqmjOAZuA6tNJSowFKwtaAj2wgNyLBQeElDarTBY7nW4zxBZs7MtW7HPLgqdlGZ4ctLK2RZGZB8IjSsMmIK4h0gA6GAm2xMGOdYb8UM1sGvmWLcoFOdhlCqWHkt+AhbEJJn1QDsLReKV8IgJOGOF3nO5MBSw1Ralc7uWDoa21cR5F28vtuxjlCmyKElu8SR5696+9PIIry7Gn5ep/GhFruG9xB23R1M+RJXdKhyWzgKcjAao+btnetsUwXtGt28VOx0AEN6A4aEsaU4Jn5BFZNp/c58MFGsDmY16MOe5uZPTuJh3/obG8aObvlnbNh3U5KukjrD1hU+vDUFWaInaeeiC2llofJJ9HwWPZ9EvwecLgXH+M7flKCYwcmlRjl7qty2pcUUkywHD/kOF9tPhCxywTJ30b+0aJSuFPj5QSUYmmc0gVRIi5OVZQgrMXJhTCglYZ94WxsRqkR6bb5uadBSWdQZEnviZgaUuLWgNincszTXOFrg/aE5u4GkGF3UWwVtF9rf2nDPeSPdjLpbe9mYylKbXSwF0VoC9/5kFx+xMUgJzqo0cTbqHXSjbuSanGMxkL70GclTegct0klW5c0sS5RTQCPnOTxpiXKUFfham6R2NUwVhWxJ9duJ3nBgciFPf5XaKY4oKDFvP14p+LtR7C4BpcYfaCuS/QjqQ1UTuaVUr28r1mgubjdXaN2yaKm14wI/PYv912ot0q+Qz02Ku/FyJTgpiqWVbiRazvMTfs2a09Eu+Rc1F+rtdetzyUCA2Yvv7Xfrs0X5IU1x6OVsxHxHvaiLHuOPJW7/RpYX5/1eHPXi3/bDw53JHyZ4GHwZfBU8C+LgRXAY/BycBGcBD/4I/gz+Cv5e/2f9v41gY21CXbs3feaLoHFsPP4frDh4hw==</latexit><latexit sha1_base64="XsG2/qgQ2pxYvM5eWZx8BwECFmg=">AAAHUXicbVXbbtw2EFXc1k43beM0eesLXcFA6qwX0tpGgiANXLhXoEZc1HYCmIZBcWdlwhIlk1S9G4L/0tf2d/rUT+lbh9pLVtoVJIA6czRn5mgoJWUmtImif++tffTxJ+sb9z/tPPjs8y8ebj768lwXleJwxousUO8SpiETEs6MMBm8KxWwPMngbXJz5ONv/wClRSFPzbiEy5ylUgwFZwahq80ntM5hk4zxG9dh5Fty8PJqM4x6UX2Q5UU8XYTB9Di5erS+TQcFr3KQhmdM64s4Ks2lZcoInoHr0EpDiQosBVsLOrKN0IAMC4WXNKRGGzyWaz3OE2TmzFzrdsyDq2IXlRm+uLRClpUBySdCwyojpiDeATIQCrjJxoRxjvVWzGAd/Jopxg061WkIpYqV14KPsAUheVYNwN5yoXglDEIS7niR50wOLDVMpVXp7I6lo7F9FUHexev1jnWEMkUOLdkljjx71dufRhbh3dXwszqND7XYNbyHsOvuYMoXuKJDldvCUZCD0Rg1b+9cZ5sqaNfo5qVipwMY0hswJIwtxTHxC6qYTOt35oOJYnUwq0Ef9jQ3f3ISD/vW39gwdnTLP2PDvpuSdJXUGbau8OGtKcgSPUk7F11IKwuVT6Lns+j5JPo94HQpOMZ3/qYExQxOLjXK2VPlti0tpphkOXjId7jYfiJkkQuWuYv+pUWjdKXAzw8qwdA8pQmkQlqcrCxDWImRC2NCKQn7xNvaiFAl0mvzTUuDlsqizpDYEzczoMStBbVJ4Z6lucbRAu8PzdkNJMXoot4qaLvQ/taGe84b6WbU3drLxlSW2uxiKYjWErj3J7v4iI1BSnBWpYmzUe+gG3Uj1+Qci4H0pc9IntI7aJFOsipvZlminAIaOc/hSUuUo6zA19oktathqihkS6rfTvSGA5MLefqr1E5xREGJefvxSsHfjWJ3CSg1/kBbkexHUB+qmsgtpfrutmKN5uJ2c4XWLYuWWjsu8NOz2H+t1iL9CvncpLgbL1eCk6JYWulGouU8P+HXrDkd7ZJ/UXOh3l63PpcMBJi9+N5+tz5blB/SFIdezkbMd9SLuugx/lji9m9keXHe78VRL/5tPzzcmf5i7gdfBV8HT4M4eB4cBj8HJ8FZwIP3wZ/BX8Hf6/+s/7cRbKxNqGv3ps88DhrHxoP/AXpueDM=</latexit>

a = 6 :

<latexit sha1_base64="MSYqNpgrIGv3z/re1V1icri1/Ds=">AAAHUXicbVXbbtw2EFXcxk43beM0eesLXcFA6qwX0tpJgyItXLi3ADXiorYTwDQMijsrE5YomaTq3RD8l7y2v9OnfkrfOtRestKuIAHUmaM5M0dDKSkzoU0U/Xtn7aOP765v3Pukc//Tzz5/sPnwizNdVIrDKS+yQr1NmIZMSDg1wmTwtlTA8iSDN8n1oY+/+ROUFoU8MeMSLnKWSjEUnBmELjcf0zqHTTLGr12Hke/I828vN8OoF9UHWV7E00V48Dioj+PLh+vbdFDwKgdpeMa0Po+j0lxYpozgGbgOrTSUqMBSsLWgI9sIDciwUHhJQ2q0wWO51uM8QWbOzJVuxzy4KnZemeGLCytkWRmQfCI0rDJiCuIdIAOhgJtsTBjnWG/FDNbBr5hi3KBTnYZQqlh5JfgIWxCSZ9UA7A0XilfCICThlhd5zuTAUsNUWpXO7lg6GtuXEeRdvL7fsY5QpsiBJbvEkacve/vTyCK8uxp+WqfxoRa7hvcQdt0dTPkCV3Socls4CnIwGqPmza3rbFMF7RrdvFTsdABDeg2GhLGlOCZ+QRWTaf3OfDBRrA5mNejDnubmT07iYd/6GxvGjm75Z2zYd1OSrpI6w9YlPrw1BVmiJ2nnogtpZaHySfRsFj2bRH8EnC4FR/jOX5egmMHJpUY5e6LctqXFFJMsBw/5DhfbT4QscsEyd96/sGiUrhT4+UElGJonNIFUSIuTlWUIKzFyYUwoJWGfeFsbEapEemW+bmnQUlnUGRJ77GYGlLi1oDYp3LM01zha4P2hObuGpBid11sFbRfa39pwz3kj3Yy6W3vZmMpSm10sBdFaAvf+ZBcfsjFICc6qNHE26j3rRt3INTlHYiB96TOSp/SetUjHWZU3syxRTgCNnOfwpCXKYVbga22S2tUwVRSyJdVvJ3rNgcmFPP1Vaic4oqDEvP14peAfRrHbBJQaf6CtSPYzqA9VTeSWUv1wU7FGc3G7uULrlkVLrR0V+OlZ7L9Wa5F+g3xuUtyNlyvBSVEsrXQj0XKeX/Br1pyOdsmv1Fyot9etzyUDAWYvvrffrc8W5ac0xaGXsxHzHfWiLnqMP5a4/RtZXpz1e3HUi3/fDw92Jn+Y4F7wZfBV8CSIg2+Cg+DX4Dg4DXjwLngf/BX8vf7P+n8bwcbahLp2Z/rMo6BxbNz/H7MReIg=</latexit><latexit sha1_base64="MSYqNpgrIGv3z/re1V1icri1/Ds=">AAAHUXicbVXbbtw2EFXcxk43beM0eesLXcFA6qwX0tpJgyItXLi3ADXiorYTwDQMijsrE5YomaTq3RD8l7y2v9OnfkrfOtRestKuIAHUmaM5M0dDKSkzoU0U/Xtn7aOP765v3Pukc//Tzz5/sPnwizNdVIrDKS+yQr1NmIZMSDg1wmTwtlTA8iSDN8n1oY+/+ROUFoU8MeMSLnKWSjEUnBmELjcf0zqHTTLGr12Hke/I828vN8OoF9UHWV7E00V48Dioj+PLh+vbdFDwKgdpeMa0Po+j0lxYpozgGbgOrTSUqMBSsLWgI9sIDciwUHhJQ2q0wWO51uM8QWbOzJVuxzy4KnZemeGLCytkWRmQfCI0rDJiCuIdIAOhgJtsTBjnWG/FDNbBr5hi3KBTnYZQqlh5JfgIWxCSZ9UA7A0XilfCICThlhd5zuTAUsNUWpXO7lg6GtuXEeRdvL7fsY5QpsiBJbvEkacve/vTyCK8uxp+WqfxoRa7hvcQdt0dTPkCV3Socls4CnIwGqPmza3rbFMF7RrdvFTsdABDeg2GhLGlOCZ+QRWTaf3OfDBRrA5mNejDnubmT07iYd/6GxvGjm75Z2zYd1OSrpI6w9YlPrw1BVmiJ2nnogtpZaHySfRsFj2bRH8EnC4FR/jOX5egmMHJpUY5e6LctqXFFJMsBw/5DhfbT4QscsEyd96/sGiUrhT4+UElGJonNIFUSIuTlWUIKzFyYUwoJWGfeFsbEapEemW+bmnQUlnUGRJ77GYGlLi1oDYp3LM01zha4P2hObuGpBid11sFbRfa39pwz3kj3Yy6W3vZmMpSm10sBdFaAvf+ZBcfsjFICc6qNHE26j3rRt3INTlHYiB96TOSp/SetUjHWZU3syxRTgCNnOfwpCXKYVbga22S2tUwVRSyJdVvJ3rNgcmFPP1Vaic4oqDEvP14peAfRrHbBJQaf6CtSPYzqA9VTeSWUv1wU7FGc3G7uULrlkVLrR0V+OlZ7L9Wa5F+g3xuUtyNlyvBSVEsrXQj0XKeX/Br1pyOdsmv1Fyot9etzyUDAWYvvrffrc8W5ac0xaGXsxHzHfWiLnqMP5a4/RtZXpz1e3HUi3/fDw92Jn+Y4F7wZfBV8CSIg2+Cg+DX4Dg4DXjwLngf/BX8vf7P+n8bwcbahLp2Z/rMo6BxbNz/H7MReIg=</latexit><latexit sha1_base64="MSYqNpgrIGv3z/re1V1icri1/Ds=">AAAHUXicbVXbbtw2EFXcxk43beM0eesLXcFA6qwX0tpJgyItXLi3ADXiorYTwDQMijsrE5YomaTq3RD8l7y2v9OnfkrfOtRestKuIAHUmaM5M0dDKSkzoU0U/Xtn7aOP765v3Pukc//Tzz5/sPnwizNdVIrDKS+yQr1NmIZMSDg1wmTwtlTA8iSDN8n1oY+/+ROUFoU8MeMSLnKWSjEUnBmELjcf0zqHTTLGr12Hke/I828vN8OoF9UHWV7E00V48Dioj+PLh+vbdFDwKgdpeMa0Po+j0lxYpozgGbgOrTSUqMBSsLWgI9sIDciwUHhJQ2q0wWO51uM8QWbOzJVuxzy4KnZemeGLCytkWRmQfCI0rDJiCuIdIAOhgJtsTBjnWG/FDNbBr5hi3KBTnYZQqlh5JfgIWxCSZ9UA7A0XilfCICThlhd5zuTAUsNUWpXO7lg6GtuXEeRdvL7fsY5QpsiBJbvEkacve/vTyCK8uxp+WqfxoRa7hvcQdt0dTPkCV3Socls4CnIwGqPmza3rbFMF7RrdvFTsdABDeg2GhLGlOCZ+QRWTaf3OfDBRrA5mNejDnubmT07iYd/6GxvGjm75Z2zYd1OSrpI6w9YlPrw1BVmiJ2nnogtpZaHySfRsFj2bRH8EnC4FR/jOX5egmMHJpUY5e6LctqXFFJMsBw/5DhfbT4QscsEyd96/sGiUrhT4+UElGJonNIFUSIuTlWUIKzFyYUwoJWGfeFsbEapEemW+bmnQUlnUGRJ77GYGlLi1oDYp3LM01zha4P2hObuGpBid11sFbRfa39pwz3kj3Yy6W3vZmMpSm10sBdFaAvf+ZBcfsjFICc6qNHE26j3rRt3INTlHYiB96TOSp/SetUjHWZU3syxRTgCNnOfwpCXKYVbga22S2tUwVRSyJdVvJ3rNgcmFPP1Vaic4oqDEvP14peAfRrHbBJQaf6CtSPYzqA9VTeSWUv1wU7FGc3G7uULrlkVLrR0V+OlZ7L9Wa5F+g3xuUtyNlyvBSVEsrXQj0XKeX/Br1pyOdsmv1Fyot9etzyUDAWYvvrffrc8W5ac0xaGXsxHzHfWiLnqMP5a4/RtZXpz1e3HUi3/fDw92Jn+Y4F7wZfBV8CSIg2+Cg+DX4Dg4DXjwLngf/BX8vf7P+n8bwcbahLp2Z/rMo6BxbNz/H7MReIg=</latexit><latexit sha1_base64="rDdtKVdLTyGjhQ/8sDYx8jPrjw0=">AAAHUXicbVVdb+Q0FM0WaJdZPrrAGy8uUaWlO42SaRdWaEFF5VOi2iLa7kp1VTmeO6nVxElth85g+b/wCn+HJ34Kb1xnPnaSmSiRnHNP7rn35DpJq1xoE8f/Pth46+13Nrcevtt79N77H3y4/fijC13WisM5L/NSvU6ZhlxIODfC5PC6UsCKNIdX6e2xj7/6HZQWpTwzkwquCpZJMRKcGYSutz+hTQ6b5ozfuh4jX5MvvrreDuMobg6yukhmizCYHafXjzd36bDkdQHS8JxpfZnElbmyTBnBc3A9WmuoUIFlYBtBR3YRGpJRqfCShjRoi8cKrSdFisyCmRvdjXlwXeyyNqPnV1bIqjYg+VRoVOfElMQ7QIZCATf5hDDOsd6aGayD3zDFuEGnei2hTLHqRvAxtiAkz+sh2DsuFK+FQUjCPS+LgsmhpYaprK6c3bN0PLEvYij6eH2zZx2hTJEjS/aJI09fRIezyDK8vx5+2qTxoQ67gQ8Qdv09TPkcV3SkCls6CnI4nqDm3b3r7VIF3RrdolTsdAgjeguGhImlOCZ+QRWTWfPOfDBVrAnmDejDnuYWT07j4cD6Gxsmju74Z2w4cDOSrtMmw841PrwzA1mqp2kXoktpZamKafRiHr2YRr8DnC4FJ/jOX1agmMHJpUY5e6bcrqXlDJOsAA/5DpfbT4UsC8Fydzm4smiUrhX4+UElGJknNIVMSIuTlecIKzF2YUIoJeGAeFtbEapEdmM+72jQSlnUGRF76uYGVLi1oDEpPLC00Dha4P2hBbuFtBxfNlsFbRfa39rwwHkj3Zy633jZmspKm30sBdFGAvf+dBcfswlICc6qLHU2jp71437s2pwTMZS+9DnJU6JnHdJpXhftLCuUM0AjFzk8aYVynJf4WtukbjVMlaXsSA26iV5yYHIpz2Cd2hmOKCixaD9ZK/ibUew+BaUmb2hrkv0A6k1VU7mVVN/e1azVXNJtrtS6Y9FKayclfnqW+2/UOqRfoFiYlPST1UpwUhTLat1KtJrnR/yataejW/LPaiEUHfSbc8VAgPmLjw77zdmhfJ9lOPRyPmK+oyjuo8f4Y0m6v5HVxcUgSuIo+fUwPNqb/WIeBp8GnwVPgiT4MjgKfgpOg/OAB38EfwZ/BX9v/rP531awtTGlbjyYPfNx0Dq2Hv0PgUd4NA==</latexit>

a = 7 :

<latexit sha1_base64="k2sqxXYeNQG6Nmg6p9kUVbwnNiU=">AAAHUXicbVXbbtw2EFXc1E42beM0eesLXcFA6qwX0tpBgiAtHLhXoEZc1HYCmIZBcWdlwhIlk1S8W4L/0tf2d/rUT+lbh9pLVtoVJIA6czRn5mgoJWUmtImif++sfXL30/WNe/c7Dz77/IuHm4++PNNFpTic8iIr1PuEaciEhFMjTAbvSwUsTzJ4l1wf+vi7D6C0KOSJGZdwkbNUiqHgzCB0ufmE1jlskjF+7TqMfEtevLrcDKNeVB9keRFPF+HBk6A+ji8frW/TQcGrHKThGdP6PI5Kc2GZMoJn4Dq00lCiAkvB1oKObCM0IMNC4SUNqdEGj+Vaj/MEmTkzV7od8+Cq2Hllhi8vrJBlZUDyidCwyogpiHeADIQCbrIxYZxjvRUzWAe/Yopxg051GkKpYuWV4CNsQUieVQOwN1woXgmDkIRbXuQ5kwNLDVNpVTq7Y+lobF9HkHfx+m7HOkKZIgeW7BJHnr3u7U8ji/DuavhZncaHWuwa3kPYdXcw5Utc0aHKbeEoyMFojJo3t66zTRW0a3TzUrHTAQzpNRgSxpbimPgFVUym9TvzwUSxOpjVoA97mps/OYmHfetvbBg7uuWfsWHfTUm6SuoMW5f48NYUZImepJ2LLqSVhcon0bNZ9GwS/R5wuhQc4Tt/W4JiBieXGuXsiXLblhZTTLIcPOQ7XGw/EbLIBcvcef/ColG6UuDnB5VgaJ7SBFIhLU5WliGsxMiFMaGUhH3ibW1EqBLplfmmpUFLZVFnSOyxmxlQ4taC2qRwz9Jc42iB94fm7BqSYnRebxW0XWh/a8M95410M+pu7WVjKkttdrEURGsJ3PuTXXzIxiAlOKvSxNmo97wbdSPX5ByJgfSlz0ie0nveIh1nVd7MskQ5ATRynsOTliiHWYGvtUlqV8NUUciWVL+d6C0HJhfy9FepneCIghLz9uOVgr8bxW4TUGr8kbYi2Y+gPlY1kVtK9eamYo3m4nZzhdYti5ZaOyrw07PYf63WIv0K+dykuBsvV4KTolha6Uai5Tw/4desOR3tkn9Rc6HeXrc+lwwEmL343n63PluUH9IUh17ORsx31Iu66DH+WOL2b2R5cdbvxVEv/m0/PNiZ/GGCe8FXwdfB0yAOXgQHwc/BcXAa8OCP4M/gr+Dv9X/W/9sINtYm1LU702ceB41j48H/uep4iQ==</latexit><latexit sha1_base64="k2sqxXYeNQG6Nmg6p9kUVbwnNiU=">AAAHUXicbVXbbtw2EFXc1E42beM0eesLXcFA6qwX0tpBgiAtHLhXoEZc1HYCmIZBcWdlwhIlk1S8W4L/0tf2d/rUT+lbh9pLVtoVJIA6czRn5mgoJWUmtImif++sfXL30/WNe/c7Dz77/IuHm4++PNNFpTic8iIr1PuEaciEhFMjTAbvSwUsTzJ4l1wf+vi7D6C0KOSJGZdwkbNUiqHgzCB0ufmE1jlskjF+7TqMfEtevLrcDKNeVB9keRFPF+HBk6A+ji8frW/TQcGrHKThGdP6PI5Kc2GZMoJn4Dq00lCiAkvB1oKObCM0IMNC4SUNqdEGj+Vaj/MEmTkzV7od8+Cq2Hllhi8vrJBlZUDyidCwyogpiHeADIQCbrIxYZxjvRUzWAe/Yopxg051GkKpYuWV4CNsQUieVQOwN1woXgmDkIRbXuQ5kwNLDVNpVTq7Y+lobF9HkHfx+m7HOkKZIgeW7BJHnr3u7U8ji/DuavhZncaHWuwa3kPYdXcw5Utc0aHKbeEoyMFojJo3t66zTRW0a3TzUrHTAQzpNRgSxpbimPgFVUym9TvzwUSxOpjVoA97mps/OYmHfetvbBg7uuWfsWHfTUm6SuoMW5f48NYUZImepJ2LLqSVhcon0bNZ9GwS/R5wuhQc4Tt/W4JiBieXGuXsiXLblhZTTLIcPOQ7XGw/EbLIBcvcef/ColG6UuDnB5VgaJ7SBFIhLU5WliGsxMiFMaGUhH3ibW1EqBLplfmmpUFLZVFnSOyxmxlQ4taC2qRwz9Jc42iB94fm7BqSYnRebxW0XWh/a8M95410M+pu7WVjKkttdrEURGsJ3PuTXXzIxiAlOKvSxNmo97wbdSPX5ByJgfSlz0ie0nveIh1nVd7MskQ5ATRynsOTliiHWYGvtUlqV8NUUciWVL+d6C0HJhfy9FepneCIghLz9uOVgr8bxW4TUGr8kbYi2Y+gPlY1kVtK9eamYo3m4nZzhdYti5ZaOyrw07PYf63WIv0K+dykuBsvV4KTolha6Uai5Tw/4desOR3tkn9Rc6HeXrc+lwwEmL343n63PluUH9IUh17ORsx31Iu66DH+WOL2b2R5cdbvxVEv/m0/PNiZ/GGCe8FXwdfB0yAOXgQHwc/BcXAa8OCP4M/gr+Dv9X/W/9sINtYm1LU702ceB41j48H/uep4iQ==</latexit><latexit sha1_base64="k2sqxXYeNQG6Nmg6p9kUVbwnNiU=">AAAHUXicbVXbbtw2EFXc1E42beM0eesLXcFA6qwX0tpBgiAtHLhXoEZc1HYCmIZBcWdlwhIlk1S8W4L/0tf2d/rUT+lbh9pLVtoVJIA6czRn5mgoJWUmtImif++sfXL30/WNe/c7Dz77/IuHm4++PNNFpTic8iIr1PuEaciEhFMjTAbvSwUsTzJ4l1wf+vi7D6C0KOSJGZdwkbNUiqHgzCB0ufmE1jlskjF+7TqMfEtevLrcDKNeVB9keRFPF+HBk6A+ji8frW/TQcGrHKThGdP6PI5Kc2GZMoJn4Dq00lCiAkvB1oKObCM0IMNC4SUNqdEGj+Vaj/MEmTkzV7od8+Cq2Hllhi8vrJBlZUDyidCwyogpiHeADIQCbrIxYZxjvRUzWAe/Yopxg051GkKpYuWV4CNsQUieVQOwN1woXgmDkIRbXuQ5kwNLDVNpVTq7Y+lobF9HkHfx+m7HOkKZIgeW7BJHnr3u7U8ji/DuavhZncaHWuwa3kPYdXcw5Utc0aHKbeEoyMFojJo3t66zTRW0a3TzUrHTAQzpNRgSxpbimPgFVUym9TvzwUSxOpjVoA97mps/OYmHfetvbBg7uuWfsWHfTUm6SuoMW5f48NYUZImepJ2LLqSVhcon0bNZ9GwS/R5wuhQc4Tt/W4JiBieXGuXsiXLblhZTTLIcPOQ7XGw/EbLIBcvcef/ColG6UuDnB5VgaJ7SBFIhLU5WliGsxMiFMaGUhH3ibW1EqBLplfmmpUFLZVFnSOyxmxlQ4taC2qRwz9Jc42iB94fm7BqSYnRebxW0XWh/a8M95410M+pu7WVjKkttdrEURGsJ3PuTXXzIxiAlOKvSxNmo97wbdSPX5ByJgfSlz0ie0nveIh1nVd7MskQ5ATRynsOTliiHWYGvtUlqV8NUUciWVL+d6C0HJhfy9FepneCIghLz9uOVgr8bxW4TUGr8kbYi2Y+gPlY1kVtK9eamYo3m4nZzhdYti5ZaOyrw07PYf63WIv0K+dykuBsvV4KTolha6Uai5Tw/4desOR3tkn9Rc6HeXrc+lwwEmL343n63PluUH9IUh17ORsx31Iu66DH+WOL2b2R5cdbvxVEv/m0/PNiZ/GGCe8FXwdfB0yAOXgQHwc/BcXAa8OCP4M/gr+Dv9X/W/9sINtYm1LU702ceB41j48H/uep4iQ==</latexit><latexit sha1_base64="pz7MK3ii3gAF+sDPjZVEb4Yo15s=">AAAHUXicbVVdb9xEFHUDJGXLRwq88TLBilTSzcrepGqFCgoKnxJRg0jSSpkoGs/edUaxx87MmOwymv/CK/wdnvgpvHHH+9G1vZYtjc89vufe4zt2UmZCmyj698HGO+++t7n18P3eow8+/Ojj7cefXOiiUhzOeZEV6k3CNGRCwrkRJoM3pQKWJxm8Tm6Pffz176C0KOSZmZZwlbNUirHgzCB0vf0ZrXPYJGP81vUY+Zo8/+p6O4wGUX2Q7iKeL8JgfpxeP97cpaOCVzlIwzOm9WUclebKMmUEz8D1aKWhRAWWgq0FHdlFaETGhcJLGlKjDR7LtZ7mCTJzZm50O+bBdbHLyoxfXFkhy8qA5DOhcZURUxDvABkJBdxkU8I4x3orZrAOfsMU4wad6jWEUsXKG8En2IKQPKtGYO+4ULwSBiEJ97zIcyZHlhqm0qp0ds/SydS+jCDv4/XNnnWEMkWOLNknjjx9OTicR1bh/fXw0zqND7XYNXyAsOvvYcoXuKJjldvCUZCjyRQ17+5db5cqaNfolqVipyMY01swJIwtxTHxC6qYTOt35oOJYnUwq0Ef9jS3fHIWD4fW39gwdnTHP2PDoZuTdJXUGXau8eGdOcgSPUu7FF1JKwuVz6IXi+jFLPod4HQpOMF3/qoExQxOLjXK2TPldi0t5phkOXjId7jafiJkkQuWucvhlUWjdKXAzw8qwdg8oQmkQlqcrCxDWImJC2NCKQmHxNvaiFAl0hvzZUuDlsqizpjYU7cwoMStBbVJ4YGlucbRAu8PzdktJMXkst4qaLvQ/taGB84b6RbU/drLxlSW2uxjKYjWErj3Z7v4mE1BSnBWpYmz0eBZP+pHrsk5ESPpS1+QPGXwrEU6zaq8maVDOQM0cpnDkzqU46zA19oktathqihkS2rYTvSKA5MreYbr1M5wREGJZfvxWsHfjGL3CSg1fUtbk+wHUG+rmsl1Un17V7FGc3G7uULrlkWd1k4K/PSs9l+rtUi/QL40Ke7H3UpwUhRLK91I1M3zI37NmtPRLvlntRQaHPTrs2MgwOLFDw779dmifJ+mOPRyMWK+o0HUR4/xxxK3fyPdxcVwEEeD+NfD8Ghv/ot5GHwefBE8CeLgeXAU/BScBucBD/4I/gz+Cv7e/Gfzv61ga2NG3Xgwf+bToHFsPfofiCB4NQ==</latexit>

Flag sequence

<latexit sha1_base64="XntdX+iXpB5SE7D65F4Wy7KpjuY=">AAAHZHicbVXtbtxEFHVbyJZQIKXlFxKaYEW06WZlb1rRHxUKChSQiBpEklbKRNF4fNcZxR47M2Oyq9E8Ak/DX3gQXoDn4I73o2vvWrY0Pvf4nnuP79hJlQttoujfO3fvffDhRu/+R5sfP/jk08+2Hn5+pstacTjlZV6qdwnTkAsJp0aYHN5VCliR5PA2uT708bd/gNKilCdmUsFFwTIpRoIzg9Dl1je0yWGTnPFrt0lrmYLyyezrnGVEw00NkoO73AqjQdQcZHURzxbhweOgOY4vH27s0LTkdQHS8JxpfR5HlbmwTBnBc/BSGioUZRnYpgZHdhBKyahUeElDGrTFY4XWkyJBZsHMle7GPLgudl6b0csLK2RVG+xmKjSqc2JK4k0hqVDATT4hjHOst2YG6+BXTDFu0LzNllCmWHUl+BhbEJLndQr2hgvFa2EQknDLy6JgMrXUMJXVlbO7lo4n9lUERR+v73atI5QpcmDJHnHk2avB81lkGd5bDz9r0vhQh93A+wi7/i6mfIkrOlKFLR0FmY4nqHlz6zZ3qIJujW5RKnaawohegyFhbClOjl9QxWTWvDMfTBRrgnkD+rCnucWT03g4tP7GhrGj2/4ZGw7djKTrpMmwfYkPb89Aluhp2oXoUlpZqmIaPZtHz6bRHwCnS8ERvvM3FShmcJipUc6eKLdjaTnDJCvAQ77D5fYTIctCsNydDy8sGqVrBX5+UAlG5glNIBPS4mTlOcJKjF0YE0pJOCTe1laEKpFdmacdDVopizojYo/d3IAKdxs0JoX7lhYaRwu8P7Rg15CU4/Nmq6DtQvtbG+47b6SbU/caL1tTWWmzh6Ug2kjgDp5u7EM2ASnBWZUlzkaDF/2oH7k250ik0pc+J3nK4EWHdJzXRTvLCuUE0MhFDk9aoRzmJb7WNqlbDVNlKTtSw26iNxyYXMozXKd2giMKSizaj9cK/m4Uu01Aqcl72ppkr0G9r2oqt5Lq+5uatZqLu82VWncsWmntqMRPz3L/jVqH9CsUC5PifrxaCU6KYlmtW4lW8/yEX7P2dHRL/kUthAb7/eZcMRBg/uIHz/vN2aH8mGU49HI+Yr6jQdRHj/HHEnd/I6uLs+Egjgbxb8PwYHf6hwnuB18GXwdPgjj4NjgIfg6Og9OAB38GfwV/B/9s/Nd70HvU+2JKvXtn9syjoHX0vvofchWBBA==</latexit><latexit sha1_base64="XntdX+iXpB5SE7D65F4Wy7KpjuY=">AAAHZHicbVXtbtxEFHVbyJZQIKXlFxKaYEW06WZlb1rRHxUKChSQiBpEklbKRNF4fNcZxR47M2Oyq9E8Ak/DX3gQXoDn4I73o2vvWrY0Pvf4nnuP79hJlQttoujfO3fvffDhRu/+R5sfP/jk08+2Hn5+pstacTjlZV6qdwnTkAsJp0aYHN5VCliR5PA2uT708bd/gNKilCdmUsFFwTIpRoIzg9Dl1je0yWGTnPFrt0lrmYLyyezrnGVEw00NkoO73AqjQdQcZHURzxbhweOgOY4vH27s0LTkdQHS8JxpfR5HlbmwTBnBc/BSGioUZRnYpgZHdhBKyahUeElDGrTFY4XWkyJBZsHMle7GPLgudl6b0csLK2RVG+xmKjSqc2JK4k0hqVDATT4hjHOst2YG6+BXTDFu0LzNllCmWHUl+BhbEJLndQr2hgvFa2EQknDLy6JgMrXUMJXVlbO7lo4n9lUERR+v73atI5QpcmDJHnHk2avB81lkGd5bDz9r0vhQh93A+wi7/i6mfIkrOlKFLR0FmY4nqHlz6zZ3qIJujW5RKnaawohegyFhbClOjl9QxWTWvDMfTBRrgnkD+rCnucWT03g4tP7GhrGj2/4ZGw7djKTrpMmwfYkPb89Aluhp2oXoUlpZqmIaPZtHz6bRHwCnS8ERvvM3FShmcJipUc6eKLdjaTnDJCvAQ77D5fYTIctCsNydDy8sGqVrBX5+UAlG5glNIBPS4mTlOcJKjF0YE0pJOCTe1laEKpFdmacdDVopizojYo/d3IAKdxs0JoX7lhYaRwu8P7Rg15CU4/Nmq6DtQvtbG+47b6SbU/caL1tTWWmzh6Ug2kjgDp5u7EM2ASnBWZUlzkaDF/2oH7k250ik0pc+J3nK4EWHdJzXRTvLCuUE0MhFDk9aoRzmJb7WNqlbDVNlKTtSw26iNxyYXMozXKd2giMKSizaj9cK/m4Uu01Aqcl72ppkr0G9r2oqt5Lq+5uatZqLu82VWncsWmntqMRPz3L/jVqH9CsUC5PifrxaCU6KYlmtW4lW8/yEX7P2dHRL/kUthAb7/eZcMRBg/uIHz/vN2aH8mGU49HI+Yr6jQdRHj/HHEnd/I6uLs+Egjgbxb8PwYHf6hwnuB18GXwdPgjj4NjgIfg6Og9OAB38GfwV/B/9s/Nd70HvU+2JKvXtn9syjoHX0vvofchWBBA==</latexit><latexit sha1_base64="XntdX+iXpB5SE7D65F4Wy7KpjuY=">AAAHZHicbVXtbtxEFHVbyJZQIKXlFxKaYEW06WZlb1rRHxUKChSQiBpEklbKRNF4fNcZxR47M2Oyq9E8Ak/DX3gQXoDn4I73o2vvWrY0Pvf4nnuP79hJlQttoujfO3fvffDhRu/+R5sfP/jk08+2Hn5+pstacTjlZV6qdwnTkAsJp0aYHN5VCliR5PA2uT708bd/gNKilCdmUsFFwTIpRoIzg9Dl1je0yWGTnPFrt0lrmYLyyezrnGVEw00NkoO73AqjQdQcZHURzxbhweOgOY4vH27s0LTkdQHS8JxpfR5HlbmwTBnBc/BSGioUZRnYpgZHdhBKyahUeElDGrTFY4XWkyJBZsHMle7GPLgudl6b0csLK2RVG+xmKjSqc2JK4k0hqVDATT4hjHOst2YG6+BXTDFu0LzNllCmWHUl+BhbEJLndQr2hgvFa2EQknDLy6JgMrXUMJXVlbO7lo4n9lUERR+v73atI5QpcmDJHnHk2avB81lkGd5bDz9r0vhQh93A+wi7/i6mfIkrOlKFLR0FmY4nqHlz6zZ3qIJujW5RKnaawohegyFhbClOjl9QxWTWvDMfTBRrgnkD+rCnucWT03g4tP7GhrGj2/4ZGw7djKTrpMmwfYkPb89Aluhp2oXoUlpZqmIaPZtHz6bRHwCnS8ERvvM3FShmcJipUc6eKLdjaTnDJCvAQ77D5fYTIctCsNydDy8sGqVrBX5+UAlG5glNIBPS4mTlOcJKjF0YE0pJOCTe1laEKpFdmacdDVopizojYo/d3IAKdxs0JoX7lhYaRwu8P7Rg15CU4/Nmq6DtQvtbG+47b6SbU/caL1tTWWmzh6Ug2kjgDp5u7EM2ASnBWZUlzkaDF/2oH7k250ik0pc+J3nK4EWHdJzXRTvLCuUE0MhFDk9aoRzmJb7WNqlbDVNlKTtSw26iNxyYXMozXKd2giMKSizaj9cK/m4Uu01Aqcl72ppkr0G9r2oqt5Lq+5uatZqLu82VWncsWmntqMRPz3L/jVqH9CsUC5PifrxaCU6KYlmtW4lW8/yEX7P2dHRL/kUthAb7/eZcMRBg/uIHz/vN2aH8mGU49HI+Yr6jQdRHj/HHEnd/I6uLs+Egjgbxb8PwYHf6hwnuB18GXwdPgjj4NjgIfg6Og9OAB38GfwV/B/9s/Nd70HvU+2JKvXtn9syjoHX0vvofchWBBA==</latexit><latexit sha1_base64="vSax9PUVe+ZKUH0ZRZEnt3HLABM=">AAAHZHicbVXtbtxEFHULZNtQIKXqL6RqghVR0o1lb1rRH1UVFCggETWIJK2UiaLx7F1nFHvszIzJrkbzCDwNf+FBeAGegzvej669a9nS+Nzje+49vmOnVS60ieN/79z96ONPNnr37m9++uCzz7/YevjlmS5rxeGUl3mp3qdMQy4knBphcnhfKWBFmsO79PrQx9/9AUqLUp6YSQUXBcukGAnODEKXW9/QJodNc8av3Sat5RCUT2bf5CwjGm5qkBzc5VYYR3FzkNVFMluEwew4vny4sUOHJa8LkIbnTOvzJK7MhWXKCJ6Dl9JQoSjLwDY1OLKD0JCMSoWXNKRBWzxWaD0pUmQWzFzpbsyD62LntRm9vLBCVrXBbqZCozonpiTeFDIUCrjJJ4RxjvXWzGAd/Iopxg2at9kSyhSrrgQfYwtC8rwegr3hQvFaGIQk3PKyKJgcWmqYyurK2V1LxxP7Koaij9frXesIZYocWLJHHHn2Kno+iyzDe+vhZ00aH+qwG3gfYdffxZQvcUVHqrCloyCH4wlq3ty6zR2qoFujW5SKnQ5hRK/BkDCxFCfHL6hiMmvemQ+mijXBvAF92NPc4slpPBxYf2PDxNFt/4wNB25G0nXaZNi+xIe3ZyBL9TTtQnQprSxVMY2ezaNn0+gPgNOl4Ajf+dsKFDM4zNQoZ0+U27G0nGGSFeAh3+Fy+6mQZSFY7s4HFxaN0rUCPz+oBCPzlKaQCWlxsvIcYSXGLkwIpSQcEG9rK0KVyK7Mtx0NWimLOiNij93cgAp3GzQmhfuWFhpHC7w/tGDXkJbj82aroO1C+1sb7jtvpJtT9xovW1NZabOHpSDaSOAOnm7sQzYBKcFZlaXOxtGLftyPXZtzJIbSlz4neUr0okM6zuuinWWFcgJo5CKHJ61QDvMSX2ub1K2GqbKUHalBN9FbDkwu5RmsUzvBEQUlFu0nawV/N4rdpqDU5ANtTbI3oD5UNZVbSfX9Tc1azSXd5kqtOxattHZU4qdnuf9GrUP6FYqFSUk/Wa0EJ0WxrNatRKt5fsKvWXs6uiX/ohZC0X6/OVcMBJi/+Oh5vzk7lB+zDIdezkfMdxTFffQYfyxJ9zeyujgbREkcJb8NwoPd2S/mXvBV8HXwNEiC74KD4OfgODgNePBn8Ffwd/DPxn+9B71HvcdT6t07s2ceBa2j9+R/QEuAsA==</latexit>

a = 2 :

<latexit sha1_base64="vh9n3NhBLukuU/P38ogZhGf+V38=">AAAHUXicbVVdb9xEFHUDJGXLRwp942WCFamkG8vepKJCBQWFT4moQSRppUwUjWfvOqPYY2dmTHYZzX/hFf4OT/wU3rjj/ejau5Ytjc89vufe4zt2WuVCmzj+98HGO+++t7n18P3eow8+/Ojj7cefXOiyVhzOeZmX6k3KNORCwrkRJoc3lQJWpDm8Tm+Pffz176C0KOWZmVRwVbBMipHgzCB0vf2ENjlsmjN+63qMfE0GX11vh3EUNwdZXSSzRXj0JGiO0+vHm7t0WPK6AGl4zrS+TOLKXFmmjOA5uB6tNVSowDKwjaAjuwgNyahUeElDGrTFY4XWkyJFZsHMje7GPLgudlmb0YsrK2RVG5B8KjSqc2JK4h0gQ6GAm3xCGOdYb80M1sFvmGLcoFO9llCmWHUj+BhbEJLn9RDsHReK18IgJOGel0XB5NBSw1RWV87uWTqe2JcxFH28vtmzjlCmyJEl+8SRZy+jw1lkGd5fDz9r0vhQh93ABwi7/h6mfIErOlKFLR0FORxPUPPu3vV2qYJujW5RKnY6hBG9BUPCxFIcE7+gismseWc+mCrWBPMG9GFPc4snp/FwYP2NDRNHd/wzNhy4GUnXaZNh5xof3pmBLNXTtAvRpbSyVMU0ejGPXkyj3wFOl4ITfOevKlDM4ORSo5w9U27X0nKGSVaAh3yHy+2nQpaFYLm7HFxZNErXCvz8oBKMzFOaQiakxcnKc4SVGLswIZSScEC8ra0IVSK7MV90NGilLOqMiD11cwMq3FrQmBQeWFpoHC3w/tCC3UJaji+brYK2C+1vbXjgvJFuTt1vvGxNZaXNPpaCaCOBe3+6i4/ZBKQEZ1WWOhtHz/txP3ZtzokYSl/6nOQp0fMO6TSvi3aWFcoZoJGLHJ60QjnOS3ytbVK3GqbKUnakBt1ErzgwuZRnsE7tDEcUlFi0n6wV/M0odp+CUpO3tDXJfgD1tqqp3Eqqb+9q1mou6TZXat2xaKW1kxI/Pcv9N2od0i9QLExK+slqJTgpimW1biVazfMjfs3a09Et+We1EIoO+s25YiDA/MVHh/3m7FC+zzIcejkfMd9RFPfRY/yxJN3fyOriYhAlcZT8ehge7U3/MMHD4LPg8+BpkARfBkfBT8FpcB7w4I/gz+Cv4O/Nfzb/2wq2NqbUjQezZz4NWsfWo/8Bl614hA==</latexit><latexit sha1_base64="vh9n3NhBLukuU/P38ogZhGf+V38=">AAAHUXicbVVdb9xEFHUDJGXLRwp942WCFamkG8vepKJCBQWFT4moQSRppUwUjWfvOqPYY2dmTHYZzX/hFf4OT/wU3rjj/ejau5Ytjc89vufe4zt2WuVCmzj+98HGO+++t7n18P3eow8+/Ojj7cefXOiyVhzOeZmX6k3KNORCwrkRJoc3lQJWpDm8Tm+Pffz176C0KOWZmVRwVbBMipHgzCB0vf2ENjlsmjN+63qMfE0GX11vh3EUNwdZXSSzRXj0JGiO0+vHm7t0WPK6AGl4zrS+TOLKXFmmjOA5uB6tNVSowDKwjaAjuwgNyahUeElDGrTFY4XWkyJFZsHMje7GPLgudlmb0YsrK2RVG5B8KjSqc2JK4h0gQ6GAm3xCGOdYb80M1sFvmGLcoFO9llCmWHUj+BhbEJLn9RDsHReK18IgJOGel0XB5NBSw1RWV87uWTqe2JcxFH28vtmzjlCmyJEl+8SRZy+jw1lkGd5fDz9r0vhQh93ABwi7/h6mfIErOlKFLR0FORxPUPPu3vV2qYJujW5RKnY6hBG9BUPCxFIcE7+gismseWc+mCrWBPMG9GFPc4snp/FwYP2NDRNHd/wzNhy4GUnXaZNh5xof3pmBLNXTtAvRpbSyVMU0ejGPXkyj3wFOl4ITfOevKlDM4ORSo5w9U27X0nKGSVaAh3yHy+2nQpaFYLm7HFxZNErXCvz8oBKMzFOaQiakxcnKc4SVGLswIZSScEC8ra0IVSK7MV90NGilLOqMiD11cwMq3FrQmBQeWFpoHC3w/tCC3UJaji+brYK2C+1vbXjgvJFuTt1vvGxNZaXNPpaCaCOBe3+6i4/ZBKQEZ1WWOhtHz/txP3ZtzokYSl/6nOQp0fMO6TSvi3aWFcoZoJGLHJ60QjnOS3ytbVK3GqbKUnakBt1ErzgwuZRnsE7tDEcUlFi0n6wV/M0odp+CUpO3tDXJfgD1tqqp3Eqqb+9q1mou6TZXat2xaKW1kxI/Pcv9N2od0i9QLExK+slqJTgpimW1biVazfMjfs3a09Et+We1EIoO+s25YiDA/MVHh/3m7FC+zzIcejkfMd9RFPfRY/yxJN3fyOriYhAlcZT8ehge7U3/MMHD4LPg8+BpkARfBkfBT8FpcB7w4I/gz+Cv4O/Nfzb/2wq2NqbUjQezZz4NWsfWo/8Bl614hA==</latexit><latexit sha1_base64="vh9n3NhBLukuU/P38ogZhGf+V38=">AAAHUXicbVVdb9xEFHUDJGXLRwp942WCFamkG8vepKJCBQWFT4moQSRppUwUjWfvOqPYY2dmTHYZzX/hFf4OT/wU3rjj/ejau5Ytjc89vufe4zt2WuVCmzj+98HGO+++t7n18P3eow8+/Ojj7cefXOiyVhzOeZmX6k3KNORCwrkRJoc3lQJWpDm8Tm+Pffz176C0KOWZmVRwVbBMipHgzCB0vf2ENjlsmjN+63qMfE0GX11vh3EUNwdZXSSzRXj0JGiO0+vHm7t0WPK6AGl4zrS+TOLKXFmmjOA5uB6tNVSowDKwjaAjuwgNyahUeElDGrTFY4XWkyJFZsHMje7GPLgudlmb0YsrK2RVG5B8KjSqc2JK4h0gQ6GAm3xCGOdYb80M1sFvmGLcoFO9llCmWHUj+BhbEJLn9RDsHReK18IgJOGel0XB5NBSw1RWV87uWTqe2JcxFH28vtmzjlCmyJEl+8SRZy+jw1lkGd5fDz9r0vhQh93ABwi7/h6mfIErOlKFLR0FORxPUPPu3vV2qYJujW5RKnY6hBG9BUPCxFIcE7+gismseWc+mCrWBPMG9GFPc4snp/FwYP2NDRNHd/wzNhy4GUnXaZNh5xof3pmBLNXTtAvRpbSyVMU0ejGPXkyj3wFOl4ITfOevKlDM4ORSo5w9U27X0nKGSVaAh3yHy+2nQpaFYLm7HFxZNErXCvz8oBKMzFOaQiakxcnKc4SVGLswIZSScEC8ra0IVSK7MV90NGilLOqMiD11cwMq3FrQmBQeWFpoHC3w/tCC3UJaji+brYK2C+1vbXjgvJFuTt1vvGxNZaXNPpaCaCOBe3+6i4/ZBKQEZ1WWOhtHz/txP3ZtzokYSl/6nOQp0fMO6TSvi3aWFcoZoJGLHJ60QjnOS3ytbVK3GqbKUnakBt1ErzgwuZRnsE7tDEcUlFi0n6wV/M0odp+CUpO3tDXJfgD1tqqp3Eqqb+9q1mou6TZXat2xaKW1kxI/Pcv9N2od0i9QLExK+slqJTgpimW1biVazfMjfs3a09Et+We1EIoO+s25YiDA/MVHh/3m7FC+zzIcejkfMd9RFPfRY/yxJN3fyOriYhAlcZT8ehge7U3/MMHD4LPg8+BpkARfBkfBT8FpcB7w4I/gz+Cv4O/Nfzb/2wq2NqbUjQezZz4NWsfWo/8Bl614hA==</latexit><latexit sha1_base64="AicLWzVOD+YTWoQQ5AU/1A8Go8k=">AAAHUXicbVVdb9xEFHUDJGULNAXeeJlgRSrpxrI3qahQQUHhUyJqEElaKRNF49m7zij22JkZk11G8194hb/DEz+FN+54P7r2rmVL43OP77n3+I6dVrnQJo7/fbDxzrvvbW49fL/36IMPP3q8/eTjC13WisM5L/NSvUmZhlxIODfC5PCmUsCKNIfX6e2xj7/+HZQWpTwzkwquCpZJMRKcGYSutz+lTQ6b5ozfuh4jX5PBV9fbYRzFzUFWF8lsEQaz4/T6yeYuHZa8LkAanjOtL5O4MleWKSN4Dq5Haw0VKrAMbCPoyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknwqN6pyYkngHyFAo4CafEMY51lszg3XwG6YYN+hUryWUKVbdCD7GFoTkeT0Ee8eF4rUwCEm452VRMDm01DCV1ZWze5aOJ/ZlDEUfr2/2rCOUKXJkyT5x5NnL6HAWWYb318PPmjQ+1GE38AHCrr+HKV/gio5UYUtHQQ7HE9S8u3e9XaqgW6NblIqdDmFEb8GQMLEUx8QvqGIya96ZD6aKNcG8AX3Y09ziyWk8HFh/Y8PE0R3/jA0HbkbSddpk2LnGh3dmIEv1NO1CdCmtLFUxjV7MoxfT6HeA06XgBN/5qwoUMzi51Chnz5TbtbScYZIV4CHf4XL7qZBlIVjuLgdXFo3StQI/P6gEI/OUppAJaXGy8hxhJcYuTAilJBwQb2srQpXIbswXHQ1aKYs6I2JP3dyACrcWNCaFB5YWGkcLvD+0YLeQluPLZqug7UL7WxseOG+km1P3Gy9bU1lps4+lINpI4N6f7uJjNgEpwVmVpc7G0fN+3I9dm3MihtKXPid5SvS8QzrN66KdZYVyBmjkIocnrVCO8xJfa5vUrYapspQdqUE30SsOTC7lGaxTO8MRBSUW7SdrBX8zit2noNTkLW1Nsh9Ava1qKreS6tu7mrWaS7rNlVp3LFpp7aTET89y/41ah/QLFAuTkn6yWglOimJZrVuJVvP8iF+z9nR0S/5ZLYSig35zrhgIMH/x0WG/OTuU77MMh17OR8x3FMV99Bh/LEn3N7K6uBhESRwlvx6GR3uzX8zD4LPg8+BpkARfBkfBT8FpcB7w4I/gz+Cv4O/Nfzb/2wq2NqbUjQezZz4JWsfWo/8BZeN4MA==</latexit>

Unused

configurations

<latexit sha1_base64="9AEMvVZfEjoilITi699HECD0OaE=">AAAHb3icbVXtbts2FFXbLe68r3QdsB8DBmVCgDZ1BMlpsf4ohgzZJ7CgGZakBcIgoOhrhYhEKiS12CD4Hnua/d1eYY+xN9il/FFLtiAB9L2H59x7dGllVcG1SZJ/791/8N77W72HH/Q//OjjTz7dfvTZuZa1YnDGZCHV24xqKLiAM8NNAW8rBbTMCniT3Rz5/Js/QGkuxamZVnBZ0lzwMWfUYOhqe0gaDpsVlN24/pmoNYxCQvqkFiNQntYyKcY8r1WzRbur7SiJk+YK1xfpfBEdfh4018nVo61dMpKsLkEYVlCtL9KkMpeWKsNZAQ61NFSoT3MvhuW4cLepYywVPsKETbSFo6XW0zJDZEnNte7mfHBT7qI245eXlouqNiDYTGhcF6GRofcnHHEFzBTTkDKG9dbUYB3smirKDPrYbwnlilbXnE2wBS5YUY/A3jKuWM0NhgTcMVmWVIwsMVTldeXsniWTqX2VQDnA59s960JCVXhow/3Qhc9exc/nmdXw/ubws4bGpzroJnyAYTfYQ8qXuCJjVVrpCIjRZIqat3euv0sUdGt0y1Kx0xGMyQ2YMEotwSHyC6KoyJt35pOZok2yaII+7WFuuXOWj4bW/7BR6siO32OjoZuDdJ01DDtXuHlnHqSZntEuRVdohVTlLHu+yJ7Pst8DTpeCY3znryvAccW5JkY5e6rcriVyHhO0BB/yHa62n3EhS04LdzG8tGiUrhX4+UElGJsnJIOcC4uTVRQYVnziohRPShgNQ29rK0MUz6/N044GqZRFnXFoT9zCgAoPHjQmRQeWlBpHC7w/pKQ3kMnJRXNU0Hau/U8bHThvpFtA9xsvW1NZabOPpWC0kcAjPDvjR3QKQoCzKs+cTeIXg2SQuDbmmI+EL30B8pD4RQd0UtRlm2UNcgpo5JLDg9YgR4XE19oGdauhSkrRkRp2iV4zoGKFZ7hJ7RRHFBRftp9uFPzdKHqXgVLTd7ANZD+CelfVTG6N6rvbmraaS7vNSa07Fq21dizxr2e1/0atA/oVyqVJ6SBdrwQnRdG81i2idZ6f8N+sPR3dkn9RS6H4YNDcawYCLF58/HzQ3B3ID3mOQy8WI+Y7ipMBeowflrT7GVlfnA/jNInT34bR4d7sCxM8DL4Mvg6eBGnwTXAY/BycBGcBC/4M/gr+Dv7Z+q/3Re+rXjiD3r833/M4aF29p/8DcriFwA==</latexit><latexit sha1_base64="9AEMvVZfEjoilITi699HECD0OaE=">AAAHb3icbVXtbts2FFXbLe68r3QdsB8DBmVCgDZ1BMlpsf4ohgzZJ7CgGZakBcIgoOhrhYhEKiS12CD4Hnua/d1eYY+xN9il/FFLtiAB9L2H59x7dGllVcG1SZJ/791/8N77W72HH/Q//OjjTz7dfvTZuZa1YnDGZCHV24xqKLiAM8NNAW8rBbTMCniT3Rz5/Js/QGkuxamZVnBZ0lzwMWfUYOhqe0gaDpsVlN24/pmoNYxCQvqkFiNQntYyKcY8r1WzRbur7SiJk+YK1xfpfBEdfh4018nVo61dMpKsLkEYVlCtL9KkMpeWKsNZAQ61NFSoT3MvhuW4cLepYywVPsKETbSFo6XW0zJDZEnNte7mfHBT7qI245eXlouqNiDYTGhcF6GRofcnHHEFzBTTkDKG9dbUYB3smirKDPrYbwnlilbXnE2wBS5YUY/A3jKuWM0NhgTcMVmWVIwsMVTldeXsniWTqX2VQDnA59s960JCVXhow/3Qhc9exc/nmdXw/ubws4bGpzroJnyAYTfYQ8qXuCJjVVrpCIjRZIqat3euv0sUdGt0y1Kx0xGMyQ2YMEotwSHyC6KoyJt35pOZok2yaII+7WFuuXOWj4bW/7BR6siO32OjoZuDdJ01DDtXuHlnHqSZntEuRVdohVTlLHu+yJ7Pst8DTpeCY3znryvAccW5JkY5e6rcriVyHhO0BB/yHa62n3EhS04LdzG8tGiUrhX4+UElGJsnJIOcC4uTVRQYVnziohRPShgNQ29rK0MUz6/N044GqZRFnXFoT9zCgAoPHjQmRQeWlBpHC7w/pKQ3kMnJRXNU0Hau/U8bHThvpFtA9xsvW1NZabOPpWC0kcAjPDvjR3QKQoCzKs+cTeIXg2SQuDbmmI+EL30B8pD4RQd0UtRlm2UNcgpo5JLDg9YgR4XE19oGdauhSkrRkRp2iV4zoGKFZ7hJ7RRHFBRftp9uFPzdKHqXgVLTd7ANZD+CelfVTG6N6rvbmraaS7vNSa07Fq21dizxr2e1/0atA/oVyqVJ6SBdrwQnRdG81i2idZ6f8N+sPR3dkn9RS6H4YNDcawYCLF58/HzQ3B3ID3mOQy8WI+Y7ipMBeowflrT7GVlfnA/jNInT34bR4d7sCxM8DL4Mvg6eBGnwTXAY/BycBGcBC/4M/gr+Dv7Z+q/3Re+rXjiD3r833/M4aF29p/8DcriFwA==</latexit><latexit sha1_base64="9AEMvVZfEjoilITi699HECD0OaE=">AAAHb3icbVXtbts2FFXbLe68r3QdsB8DBmVCgDZ1BMlpsf4ohgzZJ7CgGZakBcIgoOhrhYhEKiS12CD4Hnua/d1eYY+xN9il/FFLtiAB9L2H59x7dGllVcG1SZJ/791/8N77W72HH/Q//OjjTz7dfvTZuZa1YnDGZCHV24xqKLiAM8NNAW8rBbTMCniT3Rz5/Js/QGkuxamZVnBZ0lzwMWfUYOhqe0gaDpsVlN24/pmoNYxCQvqkFiNQntYyKcY8r1WzRbur7SiJk+YK1xfpfBEdfh4018nVo61dMpKsLkEYVlCtL9KkMpeWKsNZAQ61NFSoT3MvhuW4cLepYywVPsKETbSFo6XW0zJDZEnNte7mfHBT7qI245eXlouqNiDYTGhcF6GRofcnHHEFzBTTkDKG9dbUYB3smirKDPrYbwnlilbXnE2wBS5YUY/A3jKuWM0NhgTcMVmWVIwsMVTldeXsniWTqX2VQDnA59s960JCVXhow/3Qhc9exc/nmdXw/ubws4bGpzroJnyAYTfYQ8qXuCJjVVrpCIjRZIqat3euv0sUdGt0y1Kx0xGMyQ2YMEotwSHyC6KoyJt35pOZok2yaII+7WFuuXOWj4bW/7BR6siO32OjoZuDdJ01DDtXuHlnHqSZntEuRVdohVTlLHu+yJ7Pst8DTpeCY3znryvAccW5JkY5e6rcriVyHhO0BB/yHa62n3EhS04LdzG8tGiUrhX4+UElGJsnJIOcC4uTVRQYVnziohRPShgNQ29rK0MUz6/N044GqZRFnXFoT9zCgAoPHjQmRQeWlBpHC7w/pKQ3kMnJRXNU0Hau/U8bHThvpFtA9xsvW1NZabOPpWC0kcAjPDvjR3QKQoCzKs+cTeIXg2SQuDbmmI+EL30B8pD4RQd0UtRlm2UNcgpo5JLDg9YgR4XE19oGdauhSkrRkRp2iV4zoGKFZ7hJ7RRHFBRftp9uFPzdKHqXgVLTd7ANZD+CelfVTG6N6rvbmraaS7vNSa07Fq21dizxr2e1/0atA/oVyqVJ6SBdrwQnRdG81i2idZ6f8N+sPR3dkn9RS6H4YNDcawYCLF58/HzQ3B3ID3mOQy8WI+Y7ipMBeowflrT7GVlfnA/jNInT34bR4d7sCxM8DL4Mvg6eBGnwTXAY/BycBGcBC/4M/gr+Dv7Z+q/3Re+rXjiD3r833/M4aF29p/8DcriFwA==</latexit><latexit sha1_base64="GELIm9bVvbnd6nimTEO8Z0eGu2c=">AAAHb3icbVXbbtw2EFXS1ptuL3Gahz4UKOQKBhJnLUjrBMlDULhwr0CNuKjtBDANg+LOyoQlUiapehcE/6Nf09f2F/oZ/YMOtZestCtIAHfm8JyZo+EqqwquTZL8e+/+Bx9+tNV78HH/k08/+/zh9qMvzrWsFYMzJgup3mVUQ8EFnBluCnhXKaBlVsDb7ObI59/+AUpzKU7NtILLkuaCjzmjBkNX20PScNisoOzG9c9ErWEUEtIntRiB8rSWSTHmea2aLdpdbUdJnDRXuL5I54somF8nV4+2dslIsroEYVhBtb5Ik8pcWqoMZwU41NJQoT7NvRiW48Ldpo6xVPgIEzbRFo6WWk/LDJElNde6m/PBTbmL2oxfXVouqtqAYDOhcV2ERoben3DEFTBTTEPKGNZbU4N1sGuqKDPoY78llCtaXXM2wRa4YEU9AnvLuGI1NxgScMdkWVIxssRQldeVs3uWTKb2dQLlAJ9v96wLCVXhoQ33Qxc+ex0/n2dWw/ubw88aGp/qoJvwAYbdYA8pX+GKjFVppSMgRpMpat7euf4uUdCt0S1LxU5HMCY3YMIotQSHyC+IoiJv3plPZoo2yaIJ+rSHueXOWT4aWv/DRqkjO36PjYZuDtJ11jDsXOHmnXmQZnpGuxRdoRVSlbPs+SJ7Pst+DzhdCo7xnb+pAMcV55oY5eypcruWyHlM0BJ8yHe42n7GhSw5LdzF8NKiUbpW4OcHlWBsnpAMci4sTlZRYFjxiYtSPClhNAy9ra0MUTy/Nk87GqRSFnXGoT1xCwMqPHjQmBQdWFJqHC3w/pCS3kAmJxfNUUHbufY/bXTgvJFuAd1vvGxNZaXNPpaC0UYCj/DsjB/RKQgBzqo8czaJXwySQeLamGM+Er70BchD4hcd0ElRl22WNcgpoJFLDg9agxwVEl9rG9SthiopRUdq2CV6w4CKFZ7hJrVTHFFQfNl+ulHwd6PoXQZKTd/DNpD9COp9VTO5Narvbmvaai7tNie17li01tqxxL+e1f4btQ7oVyiXJqWDdL0SnBRF81q3iNZ5fsJ/s/Z0dEv+RS2F4oNBc68ZCLB48fHzQXN3ID/kOQ69WIyY7yhOBugxfljS7mdkfXE+jNMkTn8bRod780/Mg+Cr4JvgSZAGL4PD4OfgJDgLWPBn8Ffwd/DP1n+9L3tf98IZ9P69+Z7HQevqPf0fQO6FbA==</latexit>

Figure 3 Flag sequences for distance-three fault-tolerant syndrome bit measurement, using a

flag qubits, each measured once (the slow reset model). These sequences are walks through the
a-dimensional hypercube, from 10a−1 to 0a−11; passing through each vertex at most once and no
other weight-one vertices. Flag configurations are stacked vertically and ordered initially left to
right, with solid and empty squares representing 1 and 0, respectively, e.g., represents 10, 11, 01.
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5:6 FT Syndrome Extraction and Cat State Preparation with Fewer Qubits

3 Distance-three syndrome measurement

In this section, we outline two protocols for distance-three CSS fault-tolerant syndrome

measurement. They differ based on the speed of qubit measurement and reset.

For w ∈ {4, 5, 6}, flag-fault-tolerant circuits are constructed the same way regardless of

qubit reset speed. We show in Figure 4a that for w = 6, only two flag ancillas are required.

Lower-weight stabilizers can be measured by removing data CNOTs and making appropriate

changes to the Pauli corrections. For 7 ≤ w ≤ 10, the different methods of construction yield

the same circuits. It is only for w > 10 that the effects of qubit reset speed are pronounced.

3.1 Fast reset

▶ Theorem 3. If qubits can be measured and reset quickly, then for any w, four ancilla

qubits are sufficient to measure the syndrome of X⊗w, CSS fault-tolerantly to distance three.

Moreover, the number of measurements needed is ⌈ w+2
4 ⌉ + 1.

Proof. For w ∈ {4, 5, 6}, the circuit using two flag ancillas is shown in Figure 4a. It

runs through a sequence of three flag configurations and a multi-qubit correction is only

applied for the flag configuration 11. For w > 6, the general construction is shown in

Figure 5. Each repetition of the highlighted region adds the X parity of four more data

qubits, while measuring and quickly reinitializing one flag qubit. In terms of the number

of measurements m, the construction achieves up to w = 4 (m − 1) − 2. It is fault tolerant

because X faults on the control wire cause flag configurations of alternating weights two or

three, that localize the fault to three possible consecutive locations along the control wire:

before, between or after two CNOT gates. The appropriate correction is for a fault between

the CNOT gates. ◀

Theorem 3 may be optimal; it does not appear to be possible to use fewer than three flag

qubits. With just one flag qubit, one can detect that an error has occurred, but not where.

As illustrated in Figure 6, either the control wire is unprotected at some point or for w ≥ 4

there is no consistent correction rule.

By a similar argument, two flag qubits are not enough. Any correction based on a single

flag can have weight at most one, since the flag measurement itself could be faulty. However,

if at some point in the middle the control wire is protected by just a single flag, a weight-one

correction will not suffice. On the other hand, if both flags are used to protect the control

wire across the entire sequence of CNOT gates, we are unable to locate faults well enough to

correct them.
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±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

±X

<latexit sha1_base64="YDmI7OSPjM0F3ADT79PK2lksAuY=">AAACBnicbVDLSsNAFL3xWesr6tLNYBFFpCRF0GXBje4q2Ae0pUwmk3boJBNmJkIJ2bvxV9yIuFFw6S/4N07TbNp6mIHDue/jxZwp7Ti/1srq2vrGZmmrvL2zu7dvHxy2lEgkoU0iuJAdDyvKWUSbmmlOO7GkOPQ4bXvj22m8/USlYiJ61JOY9kM8jFjACNZGGthnPZ8GpjbvlN5LEWWpHHpZWq1d5i8r9+IQdQZ2xak6OdAycQtSgQKNgf3T8wVJQhppwrFSXdeJdT/FUjPCqemaKBpjMsZDmubDM3RqJB8FQpofaZSrc3k4VGoSeiYzxHqkFmNT8b9YN9HBTT9lUZxoGpHZoCDhSAs09QT5TFKi+cQQTCQzGyIywhITbZwrm9PdxUOXSatWdZ2q+3BVqV8UJpTgGE7gHFy4hjrcQQOaQOAF3uATvqxn69V6tz5mqStWUXMEc7C+/wCmNZeY</latexit><latexit sha1_base64="YDmI7OSPjM0F3ADT79PK2lksAuY=">AAACBnicbVDLSsNAFL3xWesr6tLNYBFFpCRF0GXBje4q2Ae0pUwmk3boJBNmJkIJ2bvxV9yIuFFw6S/4N07TbNp6mIHDue/jxZwp7Ti/1srq2vrGZmmrvL2zu7dvHxy2lEgkoU0iuJAdDyvKWUSbmmlOO7GkOPQ4bXvj22m8/USlYiJ61JOY9kM8jFjACNZGGthnPZ8GpjbvlN5LEWWpHHpZWq1d5i8r9+IQdQZ2xak6OdAycQtSgQKNgf3T8wVJQhppwrFSXdeJdT/FUjPCqemaKBpjMsZDmubDM3RqJB8FQpofaZSrc3k4VGoSeiYzxHqkFmNT8b9YN9HBTT9lUZxoGpHZoCDhSAs09QT5TFKi+cQQTCQzGyIywhITbZwrm9PdxUOXSatWdZ2q+3BVqV8UJpTgGE7gHFy4hjrcQQOaQOAF3uATvqxn69V6tz5mqStWUXMEc7C+/wCmNZeY</latexit><latexit sha1_base64="YDmI7OSPjM0F3ADT79PK2lksAuY=">AAACBnicbVDLSsNAFL3xWesr6tLNYBFFpCRF0GXBje4q2Ae0pUwmk3boJBNmJkIJ2bvxV9yIuFFw6S/4N07TbNp6mIHDue/jxZwp7Ti/1srq2vrGZmmrvL2zu7dvHxy2lEgkoU0iuJAdDyvKWUSbmmlOO7GkOPQ4bXvj22m8/USlYiJ61JOY9kM8jFjACNZGGthnPZ8GpjbvlN5LEWWpHHpZWq1d5i8r9+IQdQZ2xak6OdAycQtSgQKNgf3T8wVJQhppwrFSXdeJdT/FUjPCqemaKBpjMsZDmubDM3RqJB8FQpofaZSrc3k4VGoSeiYzxHqkFmNT8b9YN9HBTT9lUZxoGpHZoCDhSAs09QT5TFKi+cQQTCQzGyIywhITbZwrm9PdxUOXSatWdZ2q+3BVqV8UJpTgGE7gHFy4hjrcQQOaQOAF3uATvqxn69V6tz5mqStWUXMEc7C+/wCmNZeY</latexit><latexit sha1_base64="YDmI7OSPjM0F3ADT79PK2lksAuY=">AAACBnicbVDLSsNAFL3xWesr6tLNYBFFpCRF0GXBje4q2Ae0pUwmk3boJBNmJkIJ2bvxV9yIuFFw6S/4N07TbNp6mIHDue/jxZwp7Ti/1srq2vrGZmmrvL2zu7dvHxy2lEgkoU0iuJAdDyvKWUSbmmlOO7GkOPQ4bXvj22m8/USlYiJ61JOY9kM8jFjACNZGGthnPZ8GpjbvlN5LEWWpHHpZWq1d5i8r9+IQdQZ2xak6OdAycQtSgQKNgf3T8wVJQhppwrFSXdeJdT/FUjPCqemaKBpjMsZDmubDM3RqJB8FQpofaZSrc3k4VGoSeiYzxHqkFmNT8b9YN9HBTT9lUZxoGpHZoCDhSAs09QT5TFKi+cQQTCQzGyIywhITbZwrm9PdxUOXSatWdZ2q+3BVqV8UJpTgGE7gHFy4hjrcQQOaQOAF3uATvqxn69V6tz5mqStWUXMEc7C+/wCmNZeY</latexit>

(a)

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

|0i

<latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="j+7TKEfOe97pG6uNQBdN7wfZNMM=">AAAIpHicdVVLb9w2EFaSttlsX0l67IWt4CJ11gtpnaA5BIULN30AMeIithPAcgKKmtWypkiZpOrd0rz32Gv7z/pvOpTXjqV1BAiihh+/eQ/zWnBjk+S/GzdvffDhR7cHd4Yff/LpZ5/fvXf/wKhGM9hnSij9OqcGBJewb7kV8LrWQKtcwKv8eDvsv/oDtOFK7tlFDUcVLSWfckYtig6yY7AkeXs3TsZJ+5DVRbpcxNHy2X177/ZfWaFYU4G0TFBjDtOktkeOasuZAD/MGgM1Zce0BNca6ckaigoyVRpfaUkr7eBoZcyiyhFZUTsz/b0gvG7vsLHTJ0eOy7qxINm5omkjiFUkeEwKroFZsSCUMbS3oRbtYDOqKbMYmWFHUalpPeNs7odrGZdMNAW4E8Y1a7gNMgmnTFUVlYXLLNVlU3u37rL5wj1NoBrh+/268ySjmmw5skE8efh0/Gi5c1W8cb34YUsTtnroVryJYj9aR8onuMqmunLKZyCL+QJ1npwGCzX0bfSXpqKvVzdzTf1heuRcJqgsBcTpmfddCNbHOeQsTjPdovoQZGlRkw5RPHkPHLGt3haOPy5OffZVYHHxxPfRNDcXJmIZWxKsCAvv76wRgxkCYmeYY2yAiod0kkIRqSwxjAoYEW5JxcuZJTkQSkqlCsILoKE4aFGgqGiqakEwZdS2TBjMETGKBM0u5yWBOTaUCQ3k30zIjJoWZpoalTHNaxtOUiLUKZlBUNV1QCpdLT04Q+tJthJiqI137YcLVNKPLpeq4lS0AcNUm0ZD6AEMCEztgyyHkkuH3SEEijWf+6AkI/GEhMLo7GQ62PdtUPEjYN9q2EGmF+gJtUq77NkcS0UtfyWtwD17L9Zq7/a0X+sdQFHPAQy3xMG08F3rcyWK0O5KuBSzTtayIM9z92vnfFZrjE0+JW431MYwK2Ca1YJi3uM0nsSbLqsMNi+E4kGKY8jV/LAdRlh/3IRfF2/6UGX+AroRCm2IvXKl8WtjNzBS3dFl+fGffkhaWVgLjmWqFzjntDo1owKY0u0gNeMara+UxuEhy1GO50utGlmYUa0MD5Agn3I7MjNagxlX3LClPzi622notukCpATvdJl7l4wfj5JR4ruYHV7IkMULUICMH/dAu6KpuiwrkD3AmrrkCKAVyLZQ2GpdUN8aqhXWbFfVpE/0ggGVV3gm12nbw2kBml+6n16r8KXV9DQHrRfvYNeQ/QT6nVXn6laofjhpaMe5tO+cMqYXohXXdhTeJFf9b7X1QM+hugxSOkpXLcGy1LRsTIdolednvJy61ZF6vLvT/k29ujiYjNNknP72KN5aX97ig+jL6OvoQZRG30Vb0S/RbrQfsej36O/on+jfwTeD54OXg/1z6M0byzNfRJ1n8OZ/bIQFQA==</latexit>

|+i

<latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="cWg8qCPykzpQTP7AV3v/wfxVDSo=">AAAIpHicdVVLb9w2EFbSRzbbV9Iee2EruEhtebFaJ2gOQeHCTR9AjLiI7QSwnICiZrWsKVImqXq3NO899tr+s/6bDuW1Y2kdAYKo4cdv3sO8FtzY8fi/W7ffe/+DD+8M7g4/+viTTz+7d//zQ6MazeCAKaH0q5waEFzCgeVWwKtaA61yAS/zk52w//IP0IYruW8XNRxXtJR8yhm1KDrMTsCSjTf34vFo3D5kdZEuF3G0fPbe3L/zV1Yo1lQgLRPUmKN0XNtjR7XlTIAfZo2BmrITWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEN60d9TY6eNjx2XdWJDsQtG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3CnjmjXcBpmEM6aqisrCZZbqsqm9W3fZfOGejKFK8P1+3XmSUU22Hdkknmw8GT1c7lwXb94s3mhpwlYP3Yq3UOyTdaR8jKtsqiunfAaymC9Q5+lZsFBD30Z/ZSr6en0z19QfpcfOZYLKUkCcnnvfhWB9XEDO4zTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzaSKWsSXBirDw/u4aMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQZ2QGQVXXAal0tfTgHK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC1D7IcSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqMn1CrtsqdzLBW1/JW0Avf0nVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpTiBX86N2GGH9cRN+XbzlQ5X5S+hmKLQh9sq1xq+N3cRIdUeX5Sd/+iFpZWEtOJapXuCc0+rMJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUePknEy9l3MLi9kyOIlKEBGj3qgPdFUXZYVyD5gTV1xBNAKZEcobLUuqG8N1Qprtqtq0id6zoDKazyTm7Tt47QAza/cT29U+MJqepaD1ou3sBvIfgL91qoLdStUP5w2tONc2ndOGdML0Ypruwpvkuv+t9p6oGdQXQUpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLg4no3Q8Sn97GG+vL2/xQfRl9HX0IEqj76Lt6JdoLzqIWPR79Hf0T/Tv4JvBs8GLwcEF9Pat5Zkvos4zeP0/Q10FOw==</latexit>

|0i

<latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="j+7TKEfOe97pG6uNQBdN7wfZNMM=">AAAIpHicdVVLb9w2EFaSttlsX0l67IWt4CJ11gtpnaA5BIULN30AMeIithPAcgKKmtWypkiZpOrd0rz32Gv7z/pvOpTXjqV1BAiihh+/eQ/zWnBjk+S/GzdvffDhR7cHd4Yff/LpZ5/fvXf/wKhGM9hnSij9OqcGBJewb7kV8LrWQKtcwKv8eDvsv/oDtOFK7tlFDUcVLSWfckYtig6yY7AkeXs3TsZJ+5DVRbpcxNHy2X177/ZfWaFYU4G0TFBjDtOktkeOasuZAD/MGgM1Zce0BNca6ckaigoyVRpfaUkr7eBoZcyiyhFZUTsz/b0gvG7vsLHTJ0eOy7qxINm5omkjiFUkeEwKroFZsSCUMbS3oRbtYDOqKbMYmWFHUalpPeNs7odrGZdMNAW4E8Y1a7gNMgmnTFUVlYXLLNVlU3u37rL5wj1NoBrh+/268ySjmmw5skE8efh0/Gi5c1W8cb34YUsTtnroVryJYj9aR8onuMqmunLKZyCL+QJ1npwGCzX0bfSXpqKvVzdzTf1heuRcJqgsBcTpmfddCNbHOeQsTjPdovoQZGlRkw5RPHkPHLGt3haOPy5OffZVYHHxxPfRNDcXJmIZWxKsCAvv76wRgxkCYmeYY2yAiod0kkIRqSwxjAoYEW5JxcuZJTkQSkqlCsILoKE4aFGgqGiqakEwZdS2TBjMETGKBM0u5yWBOTaUCQ3k30zIjJoWZpoalTHNaxtOUiLUKZlBUNV1QCpdLT04Q+tJthJiqI137YcLVNKPLpeq4lS0AcNUm0ZD6AEMCEztgyyHkkuH3SEEijWf+6AkI/GEhMLo7GQ62PdtUPEjYN9q2EGmF+gJtUq77NkcS0UtfyWtwD17L9Zq7/a0X+sdQFHPAQy3xMG08F3rcyWK0O5KuBSzTtayIM9z92vnfFZrjE0+JW431MYwK2Ca1YJi3uM0nsSbLqsMNi+E4kGKY8jV/LAdRlh/3IRfF2/6UGX+AroRCm2IvXKl8WtjNzBS3dFl+fGffkhaWVgLjmWqFzjntDo1owKY0u0gNeMara+UxuEhy1GO50utGlmYUa0MD5Agn3I7MjNagxlX3LClPzi622notukCpATvdJl7l4wfj5JR4ruYHV7IkMULUICMH/dAu6KpuiwrkD3AmrrkCKAVyLZQ2GpdUN8aqhXWbFfVpE/0ggGVV3gm12nbw2kBml+6n16r8KXV9DQHrRfvYNeQ/QT6nVXn6laofjhpaMe5tO+cMqYXohXXdhTeJFf9b7X1QM+hugxSOkpXLcGy1LRsTIdolednvJy61ZF6vLvT/k29ujiYjNNknP72KN5aX97ig+jL6OvoQZRG30Vb0S/RbrQfsej36O/on+jfwTeD54OXg/1z6M0byzNfRJ1n8OZ/bIQFQA==</latexit>
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<latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="j+7TKEfOe97pG6uNQBdN7wfZNMM=">AAAIpHicdVVLb9w2EFaSttlsX0l67IWt4CJ11gtpnaA5BIULN30AMeIithPAcgKKmtWypkiZpOrd0rz32Gv7z/pvOpTXjqV1BAiihh+/eQ/zWnBjk+S/GzdvffDhR7cHd4Yff/LpZ5/fvXf/wKhGM9hnSij9OqcGBJewb7kV8LrWQKtcwKv8eDvsv/oDtOFK7tlFDUcVLSWfckYtig6yY7AkeXs3TsZJ+5DVRbpcxNHy2X177/ZfWaFYU4G0TFBjDtOktkeOasuZAD/MGgM1Zce0BNca6ckaigoyVRpfaUkr7eBoZcyiyhFZUTsz/b0gvG7vsLHTJ0eOy7qxINm5omkjiFUkeEwKroFZsSCUMbS3oRbtYDOqKbMYmWFHUalpPeNs7odrGZdMNAW4E8Y1a7gNMgmnTFUVlYXLLNVlU3u37rL5wj1NoBrh+/268ySjmmw5skE8efh0/Gi5c1W8cb34YUsTtnroVryJYj9aR8onuMqmunLKZyCL+QJ1npwGCzX0bfSXpqKvVzdzTf1heuRcJqgsBcTpmfddCNbHOeQsTjPdovoQZGlRkw5RPHkPHLGt3haOPy5OffZVYHHxxPfRNDcXJmIZWxKsCAvv76wRgxkCYmeYY2yAiod0kkIRqSwxjAoYEW5JxcuZJTkQSkqlCsILoKE4aFGgqGiqakEwZdS2TBjMETGKBM0u5yWBOTaUCQ3k30zIjJoWZpoalTHNaxtOUiLUKZlBUNV1QCpdLT04Q+tJthJiqI137YcLVNKPLpeq4lS0AcNUm0ZD6AEMCEztgyyHkkuH3SEEijWf+6AkI/GEhMLo7GQ62PdtUPEjYN9q2EGmF+gJtUq77NkcS0UtfyWtwD17L9Zq7/a0X+sdQFHPAQy3xMG08F3rcyWK0O5KuBSzTtayIM9z92vnfFZrjE0+JW431MYwK2Ca1YJi3uM0nsSbLqsMNi+E4kGKY8jV/LAdRlh/3IRfF2/6UGX+AroRCm2IvXKl8WtjNzBS3dFl+fGffkhaWVgLjmWqFzjntDo1owKY0u0gNeMara+UxuEhy1GO50utGlmYUa0MD5Agn3I7MjNagxlX3LClPzi622notukCpATvdJl7l4wfj5JR4ruYHV7IkMULUICMH/dAu6KpuiwrkD3AmrrkCKAVyLZQ2GpdUN8aqhXWbFfVpE/0ggGVV3gm12nbw2kBml+6n16r8KXV9DQHrRfvYNeQ/QT6nVXn6laofjhpaMe5tO+cMqYXohXXdhTeJFf9b7X1QM+hugxSOkpXLcGy1LRsTIdolednvJy61ZF6vLvT/k29ujiYjNNknP72KN5aX97ig+jL6OvoQZRG30Vb0S/RbrQfsej36O/on+jfwTeD54OXg/1z6M0byzNfRJ1n8OZ/bIQFQA==</latexit>

|0i

<latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="j+7TKEfOe97pG6uNQBdN7wfZNMM=">AAAIpHicdVVLb9w2EFaSttlsX0l67IWt4CJ11gtpnaA5BIULN30AMeIithPAcgKKmtWypkiZpOrd0rz32Gv7z/pvOpTXjqV1BAiihh+/eQ/zWnBjk+S/GzdvffDhR7cHd4Yff/LpZ5/fvXf/wKhGM9hnSij9OqcGBJewb7kV8LrWQKtcwKv8eDvsv/oDtOFK7tlFDUcVLSWfckYtig6yY7AkeXs3TsZJ+5DVRbpcxNHy2X177/ZfWaFYU4G0TFBjDtOktkeOasuZAD/MGgM1Zce0BNca6ckaigoyVRpfaUkr7eBoZcyiyhFZUTsz/b0gvG7vsLHTJ0eOy7qxINm5omkjiFUkeEwKroFZsSCUMbS3oRbtYDOqKbMYmWFHUalpPeNs7odrGZdMNAW4E8Y1a7gNMgmnTFUVlYXLLNVlU3u37rL5wj1NoBrh+/268ySjmmw5skE8efh0/Gi5c1W8cb34YUsTtnroVryJYj9aR8onuMqmunLKZyCL+QJ1npwGCzX0bfSXpqKvVzdzTf1heuRcJqgsBcTpmfddCNbHOeQsTjPdovoQZGlRkw5RPHkPHLGt3haOPy5OffZVYHHxxPfRNDcXJmIZWxKsCAvv76wRgxkCYmeYY2yAiod0kkIRqSwxjAoYEW5JxcuZJTkQSkqlCsILoKE4aFGgqGiqakEwZdS2TBjMETGKBM0u5yWBOTaUCQ3k30zIjJoWZpoalTHNaxtOUiLUKZlBUNV1QCpdLT04Q+tJthJiqI137YcLVNKPLpeq4lS0AcNUm0ZD6AEMCEztgyyHkkuH3SEEijWf+6AkI/GEhMLo7GQ62PdtUPEjYN9q2EGmF+gJtUq77NkcS0UtfyWtwD17L9Zq7/a0X+sdQFHPAQy3xMG08F3rcyWK0O5KuBSzTtayIM9z92vnfFZrjE0+JW431MYwK2Ca1YJi3uM0nsSbLqsMNi+E4kGKY8jV/LAdRlh/3IRfF2/6UGX+AroRCm2IvXKl8WtjNzBS3dFl+fGffkhaWVgLjmWqFzjntDo1owKY0u0gNeMara+UxuEhy1GO50utGlmYUa0MD5Agn3I7MjNagxlX3LClPzi622notukCpATvdJl7l4wfj5JR4ruYHV7IkMULUICMH/dAu6KpuiwrkD3AmrrkCKAVyLZQ2GpdUN8aqhXWbFfVpE/0ggGVV3gm12nbw2kBml+6n16r8KXV9DQHrRfvYNeQ/QT6nVXn6laofjhpaMe5tO+cMqYXohXXdhTeJFf9b7X1QM+hugxSOkpXLcGy1LRsTIdolednvJy61ZF6vLvT/k29ujiYjNNknP72KN5aX97ig+jL6OvoQZRG30Vb0S/RbrQfsej36O/on+jfwTeD54OXg/1z6M0byzNfRJ1n8OZ/bIQFQA==</latexit>

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

(b)

Figure 4 (a) Circuit to measure an X⊗6 stabilizer, CSS fault-tolerant to distance three. (b)
Circuit to prepare a six-qubit cat state, fault-tolerant to distance three.
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<latexit sha1_base64="LT/BKkQaR2La3y8S/slsLgyXyPo=">AAAHUHicbVVdb9s2FFW7zem8r3Td216YCQG61BEkJ8X6UAwZsk9gQTMsSYuFQUDR1woRiVJIarFB8Lfsdfs7e9s/2dt2KX/Uki3IMHXv0Tn3Hl5JaZULbeL4nwcP33n3vd7Wo/f7H3z40cefbD/+9EKXteJwzsu8VG9SpiEXEs6NMDm8qRSwIs3hdXp77POvfwelRSnPzLSCq4JlUowFZwZD19tPaMNh05zxW9enVUF+u94O4yhuDrK+SOaL8OizoDlOrx/3dumo5HUB0vCcaX2ZxJW5skwZwXNA2lpDhQIsA9voObKLoREZlwp/0pAm2sKxQutpkSKyYOZGd3M+uCl3WZvxiysrZFUbkHwmNK5zYkriDSAjoYCbfEoY51hvzQzWwW+YYtygUf2WUKZYdSP4BFsQkuf1COwdF4rXwmBIwj0vi4LJkaWGqayunN2zdDK1L2MoBvj7es86QpkiR5bsE0eevYwO55nV8P7m8LOGxqc66CZ8gGE32EPKF7iiY1XY0lGQo8kUNe/uXX+XKujW6JalYqcjGNNbMCRMLMUp8QuqmMyaPfPJVLEmmTdBn/Ywt7xzlg+H1l/YMHF0x99jw6Gbg3SdNgw713jzzjzIUj2jXYqu0MpSFbPsxSJ7Mct+CzhdCk5wz19VoJjBwaVGOXum3K6l5TwmWQE+5DtcbT8VsiwEy93l8MqiUbpW4OcHlWBsntIUMiEtTlaeY1iJiQsTQikJh8Tb2spQJbIb82VHg1bKos6Y2FO3MKDCJwsak8IDSwuNowXeH1qwW0jLyWXzqKDtQvtLGx44b6RbQPcbL1tTWWmzj6VgtJHAR3/2EB+zKUgJzqosdTaOng/iQezamBMxkr70BchDoucd0GleF22WNcgZoJFLDg9agxznJW5rG9SthqmylB2pYZfoFQcmV3iGm9TOcERBiWX7yUbBX41i9ykoNX0L20D2Pai3Vc3k1qi+uatZq7mk21ypdceitdZOSnz1rPbfqHVAP0OxNCkZJOuV4KQoltW6RbTO8wO+zdrT0S35J7UUig4GzblmIMBi46PDQXN2IN9lGQ69XIyY7yiKB+gxfliS7mdkfXExjJI4Sn45DI/2Zl+Y4FHwefBF8DRIgq+Co+DH4DQ4D3gwDf4I/gz+6v3d+7f339aDGfTh/D94ErSOrf7/WYV54g==</latexit><latexit sha1_base64="LT/BKkQaR2La3y8S/slsLgyXyPo=">AAAHUHicbVVdb9s2FFW7zem8r3Td216YCQG61BEkJ8X6UAwZsk9gQTMsSYuFQUDR1woRiVJIarFB8Lfsdfs7e9s/2dt2KX/Uki3IMHXv0Tn3Hl5JaZULbeL4nwcP33n3vd7Wo/f7H3z40cefbD/+9EKXteJwzsu8VG9SpiEXEs6NMDm8qRSwIs3hdXp77POvfwelRSnPzLSCq4JlUowFZwZD19tPaMNh05zxW9enVUF+u94O4yhuDrK+SOaL8OizoDlOrx/3dumo5HUB0vCcaX2ZxJW5skwZwXNA2lpDhQIsA9voObKLoREZlwp/0pAm2sKxQutpkSKyYOZGd3M+uCl3WZvxiysrZFUbkHwmNK5zYkriDSAjoYCbfEoY51hvzQzWwW+YYtygUf2WUKZYdSP4BFsQkuf1COwdF4rXwmBIwj0vi4LJkaWGqayunN2zdDK1L2MoBvj7es86QpkiR5bsE0eevYwO55nV8P7m8LOGxqc66CZ8gGE32EPKF7iiY1XY0lGQo8kUNe/uXX+XKujW6JalYqcjGNNbMCRMLMUp8QuqmMyaPfPJVLEmmTdBn/Ywt7xzlg+H1l/YMHF0x99jw6Gbg3SdNgw713jzzjzIUj2jXYqu0MpSFbPsxSJ7Mct+CzhdCk5wz19VoJjBwaVGOXum3K6l5TwmWQE+5DtcbT8VsiwEy93l8MqiUbpW4OcHlWBsntIUMiEtTlaeY1iJiQsTQikJh8Tb2spQJbIb82VHg1bKos6Y2FO3MKDCJwsak8IDSwuNowXeH1qwW0jLyWXzqKDtQvtLGx44b6RbQPcbL1tTWWmzj6VgtJHAR3/2EB+zKUgJzqosdTaOng/iQezamBMxkr70BchDoucd0GleF22WNcgZoJFLDg9agxznJW5rG9SthqmylB2pYZfoFQcmV3iGm9TOcERBiWX7yUbBX41i9ykoNX0L20D2Pai3Vc3k1qi+uatZq7mk21ypdceitdZOSnz1rPbfqHVAP0OxNCkZJOuV4KQoltW6RbTO8wO+zdrT0S35J7UUig4GzblmIMBi46PDQXN2IN9lGQ69XIyY7yiKB+gxfliS7mdkfXExjJI4Sn45DI/2Zl+Y4FHwefBF8DRIgq+Co+DH4DQ4D3gwDf4I/gz+6v3d+7f339aDGfTh/D94ErSOrf7/WYV54g==</latexit><latexit sha1_base64="LT/BKkQaR2La3y8S/slsLgyXyPo=">AAAHUHicbVVdb9s2FFW7zem8r3Td216YCQG61BEkJ8X6UAwZsk9gQTMsSYuFQUDR1woRiVJIarFB8Lfsdfs7e9s/2dt2KX/Uki3IMHXv0Tn3Hl5JaZULbeL4nwcP33n3vd7Wo/f7H3z40cefbD/+9EKXteJwzsu8VG9SpiEXEs6NMDm8qRSwIs3hdXp77POvfwelRSnPzLSCq4JlUowFZwZD19tPaMNh05zxW9enVUF+u94O4yhuDrK+SOaL8OizoDlOrx/3dumo5HUB0vCcaX2ZxJW5skwZwXNA2lpDhQIsA9voObKLoREZlwp/0pAm2sKxQutpkSKyYOZGd3M+uCl3WZvxiysrZFUbkHwmNK5zYkriDSAjoYCbfEoY51hvzQzWwW+YYtygUf2WUKZYdSP4BFsQkuf1COwdF4rXwmBIwj0vi4LJkaWGqayunN2zdDK1L2MoBvj7es86QpkiR5bsE0eevYwO55nV8P7m8LOGxqc66CZ8gGE32EPKF7iiY1XY0lGQo8kUNe/uXX+XKujW6JalYqcjGNNbMCRMLMUp8QuqmMyaPfPJVLEmmTdBn/Ywt7xzlg+H1l/YMHF0x99jw6Gbg3SdNgw713jzzjzIUj2jXYqu0MpSFbPsxSJ7Mct+CzhdCk5wz19VoJjBwaVGOXum3K6l5TwmWQE+5DtcbT8VsiwEy93l8MqiUbpW4OcHlWBsntIUMiEtTlaeY1iJiQsTQikJh8Tb2spQJbIb82VHg1bKos6Y2FO3MKDCJwsak8IDSwuNowXeH1qwW0jLyWXzqKDtQvtLGx44b6RbQPcbL1tTWWmzj6VgtJHAR3/2EB+zKUgJzqosdTaOng/iQezamBMxkr70BchDoucd0GleF22WNcgZoJFLDg9agxznJW5rG9SthqmylB2pYZfoFQcmV3iGm9TOcERBiWX7yUbBX41i9ykoNX0L20D2Pai3Vc3k1qi+uatZq7mk21ypdceitdZOSnz1rPbfqHVAP0OxNCkZJOuV4KQoltW6RbTO8wO+zdrT0S35J7UUig4GzblmIMBi46PDQXN2IN9lGQ69XIyY7yiKB+gxfliS7mdkfXExjJI4Sn45DI/2Zl+Y4FHwefBF8DRIgq+Co+DH4DQ4D3gwDf4I/gz+6v3d+7f339aDGfTh/D94ErSOrf7/WYV54g==</latexit><latexit sha1_base64="DTHE+Tq1t7r66vGu+hzzlx2kMNw=">AAAHUHicbVVdb9s2FFW7zem8r3R93AszIUCXOobkpFgfiiFD9gksaIYladEwCCj6WiEiUQpJLTYI/pa9bn9nb/sne9su5Y9akgUZpu49OufewyspKTOhTRT98+Dhe+9/0Nt69GH/o48/+fSz7cefX+iiUhzOeZEV6k3CNGRCwrkRJoM3pQKWJxm8Tm6Pff7176C0KOSZmZVwlbNUiongzGDoevsJrTlskjF+6/q0zMnb6+0wGkb1QbqLeLEIg8Vxev24t0vHBa9ykIZnTOvLOCrNlWXKCJ4B0lYaShRgKdhaz5FdDI3JpFD4k4bU0QaO5VrP8gSROTM3up3zwU25y8pMXlxZIcvKgORzoUmVEVMQbwAZCwXcZDPCOMd6K2awDn7DFOMGjeo3hFLFyhvBp9iCkDyrxmDvuFC8EgZDEu55kedMji01TKVV6eyepdOZfRlBPsDfN3vWEcoUObJknzjy7OXwcJFZD+9vDj+raXyqha7DBxh2gz2kfIErOlG5LRwFOZ7OUPPu3vV3qYJ2jW5VKnY6hgm9BUPC2FKcEr+gism03jOfTBSrk1kd9GkPc6s75/lwZP2FDWNHd/w9Nhy5BUhXSc2wc4037yyCLNFz2pXoGq0sVD7PXiyzF/Psd4DTpeAE9/xVCYoZHFxqlLNnyu1aWixikuXgQ77D9fYTIYtcsMxdjq4sGqUrBX5+UAkm5ilNIBXS4mRlGYaVmLowJpSScES8rY0MVSK9MV+1NGipLOpMiD11SwNKfLKgNik8sDTXOFrg/aE5u4WkmF7WjwraLrS/tOGB80a6JXS/9rIxlaU2+1gKRmsJfPTnD/Exm4GU4KxKE2ej4fNBNIhcE3MixtKXvgR5yPB5C3SaVXmTpQM5AzRyxeFBHchxVuC2NkHtapgqCtmSGrWJXnFgco1ntEntDEcUlFi1H28U/M0odp+AUrN3sA1kP4B6V9VcrkP17V3FGs3F7eYKrVsWdVo7KfDVs95/rdYC/QL5yqR4EHcrwUlRLK10g6jL8yO+zZrT0S75Z7USGh4M6rNjIMBy44eHg/psQb5PUxx6uRwx39EwGqDH+GGJ25+R7uJiNIyjYfzrYXi0t/jEPAq+CL4MngZx8HVwFPwUnAbnAQ9mwR/Bn8Ffvb97//b+23owhz5c/AdPgsax1f8fJ7t5jg==</latexit>

±Z

<latexit sha1_base64="LT/BKkQaR2La3y8S/slsLgyXyPo=">AAAHUHicbVVdb9s2FFW7zem8r3Td216YCQG61BEkJ8X6UAwZsk9gQTMsSYuFQUDR1woRiVJIarFB8Lfsdfs7e9s/2dt2KX/Uki3IMHXv0Tn3Hl5JaZULbeL4nwcP33n3vd7Wo/f7H3z40cefbD/+9EKXteJwzsu8VG9SpiEXEs6NMDm8qRSwIs3hdXp77POvfwelRSnPzLSCq4JlUowFZwZD19tPaMNh05zxW9enVUF+u94O4yhuDrK+SOaL8OizoDlOrx/3dumo5HUB0vCcaX2ZxJW5skwZwXNA2lpDhQIsA9voObKLoREZlwp/0pAm2sKxQutpkSKyYOZGd3M+uCl3WZvxiysrZFUbkHwmNK5zYkriDSAjoYCbfEoY51hvzQzWwW+YYtygUf2WUKZYdSP4BFsQkuf1COwdF4rXwmBIwj0vi4LJkaWGqayunN2zdDK1L2MoBvj7es86QpkiR5bsE0eevYwO55nV8P7m8LOGxqc66CZ8gGE32EPKF7iiY1XY0lGQo8kUNe/uXX+XKujW6JalYqcjGNNbMCRMLMUp8QuqmMyaPfPJVLEmmTdBn/Ywt7xzlg+H1l/YMHF0x99jw6Gbg3SdNgw713jzzjzIUj2jXYqu0MpSFbPsxSJ7Mct+CzhdCk5wz19VoJjBwaVGOXum3K6l5TwmWQE+5DtcbT8VsiwEy93l8MqiUbpW4OcHlWBsntIUMiEtTlaeY1iJiQsTQikJh8Tb2spQJbIb82VHg1bKos6Y2FO3MKDCJwsak8IDSwuNowXeH1qwW0jLyWXzqKDtQvtLGx44b6RbQPcbL1tTWWmzj6VgtJHAR3/2EB+zKUgJzqosdTaOng/iQezamBMxkr70BchDoucd0GleF22WNcgZoJFLDg9agxznJW5rG9SthqmylB2pYZfoFQcmV3iGm9TOcERBiWX7yUbBX41i9ykoNX0L20D2Pai3Vc3k1qi+uatZq7mk21ypdceitdZOSnz1rPbfqHVAP0OxNCkZJOuV4KQoltW6RbTO8wO+zdrT0S35J7UUig4GzblmIMBi46PDQXN2IN9lGQ69XIyY7yiKB+gxfliS7mdkfXExjJI4Sn45DI/2Zl+Y4FHwefBF8DRIgq+Co+DH4DQ4D3gwDf4I/gz+6v3d+7f339aDGfTh/D94ErSOrf7/WYV54g==</latexit><latexit sha1_base64="LT/BKkQaR2La3y8S/slsLgyXyPo=">AAAHUHicbVVdb9s2FFW7zem8r3Td216YCQG61BEkJ8X6UAwZsk9gQTMsSYuFQUDR1woRiVJIarFB8Lfsdfs7e9s/2dt2KX/Uki3IMHXv0Tn3Hl5JaZULbeL4nwcP33n3vd7Wo/f7H3z40cefbD/+9EKXteJwzsu8VG9SpiEXEs6NMDm8qRSwIs3hdXp77POvfwelRSnPzLSCq4JlUowFZwZD19tPaMNh05zxW9enVUF+u94O4yhuDrK+SOaL8OizoDlOrx/3dumo5HUB0vCcaX2ZxJW5skwZwXNA2lpDhQIsA9voObKLoREZlwp/0pAm2sKxQutpkSKyYOZGd3M+uCl3WZvxiysrZFUbkHwmNK5zYkriDSAjoYCbfEoY51hvzQzWwW+YYtygUf2WUKZYdSP4BFsQkuf1COwdF4rXwmBIwj0vi4LJkaWGqayunN2zdDK1L2MoBvj7es86QpkiR5bsE0eevYwO55nV8P7m8LOGxqc66CZ8gGE32EPKF7iiY1XY0lGQo8kUNe/uXX+XKujW6JalYqcjGNNbMCRMLMUp8QuqmMyaPfPJVLEmmTdBn/Ywt7xzlg+H1l/YMHF0x99jw6Gbg3SdNgw713jzzjzIUj2jXYqu0MpSFbPsxSJ7Mct+CzhdCk5wz19VoJjBwaVGOXum3K6l5TwmWQE+5DtcbT8VsiwEy93l8MqiUbpW4OcHlWBsntIUMiEtTlaeY1iJiQsTQikJh8Tb2spQJbIb82VHg1bKos6Y2FO3MKDCJwsak8IDSwuNowXeH1qwW0jLyWXzqKDtQvtLGx44b6RbQPcbL1tTWWmzj6VgtJHAR3/2EB+zKUgJzqosdTaOng/iQezamBMxkr70BchDoucd0GleF22WNcgZoJFLDg9agxznJW5rG9SthqmylB2pYZfoFQcmV3iGm9TOcERBiWX7yUbBX41i9ykoNX0L20D2Pai3Vc3k1qi+uatZq7mk21ypdceitdZOSnz1rPbfqHVAP0OxNCkZJOuV4KQoltW6RbTO8wO+zdrT0S35J7UUig4GzblmIMBi46PDQXN2IN9lGQ69XIyY7yiKB+gxfliS7mdkfXExjJI4Sn45DI/2Zl+Y4FHwefBF8DRIgq+Co+DH4DQ4D3gwDf4I/gz+6v3d+7f339aDGfTh/D94ErSOrf7/WYV54g==</latexit><latexit sha1_base64="LT/BKkQaR2La3y8S/slsLgyXyPo=">AAAHUHicbVVdb9s2FFW7zem8r3Td216YCQG61BEkJ8X6UAwZsk9gQTMsSYuFQUDR1woRiVJIarFB8Lfsdfs7e9s/2dt2KX/Uki3IMHXv0Tn3Hl5JaZULbeL4nwcP33n3vd7Wo/f7H3z40cefbD/+9EKXteJwzsu8VG9SpiEXEs6NMDm8qRSwIs3hdXp77POvfwelRSnPzLSCq4JlUowFZwZD19tPaMNh05zxW9enVUF+u94O4yhuDrK+SOaL8OizoDlOrx/3dumo5HUB0vCcaX2ZxJW5skwZwXNA2lpDhQIsA9voObKLoREZlwp/0pAm2sKxQutpkSKyYOZGd3M+uCl3WZvxiysrZFUbkHwmNK5zYkriDSAjoYCbfEoY51hvzQzWwW+YYtygUf2WUKZYdSP4BFsQkuf1COwdF4rXwmBIwj0vi4LJkaWGqayunN2zdDK1L2MoBvj7es86QpkiR5bsE0eevYwO55nV8P7m8LOGxqc66CZ8gGE32EPKF7iiY1XY0lGQo8kUNe/uXX+XKujW6JalYqcjGNNbMCRMLMUp8QuqmMyaPfPJVLEmmTdBn/Ywt7xzlg+H1l/YMHF0x99jw6Gbg3SdNgw713jzzjzIUj2jXYqu0MpSFbPsxSJ7Mct+CzhdCk5wz19VoJjBwaVGOXum3K6l5TwmWQE+5DtcbT8VsiwEy93l8MqiUbpW4OcHlWBsntIUMiEtTlaeY1iJiQsTQikJh8Tb2spQJbIb82VHg1bKos6Y2FO3MKDCJwsak8IDSwuNowXeH1qwW0jLyWXzqKDtQvtLGx44b6RbQPcbL1tTWWmzj6VgtJHAR3/2EB+zKUgJzqosdTaOng/iQezamBMxkr70BchDoucd0GleF22WNcgZoJFLDg9agxznJW5rG9SthqmylB2pYZfoFQcmV3iGm9TOcERBiWX7yUbBX41i9ykoNX0L20D2Pai3Vc3k1qi+uatZq7mk21ypdceitdZOSnz1rPbfqHVAP0OxNCkZJOuV4KQoltW6RbTO8wO+zdrT0S35J7UUig4GzblmIMBi46PDQXN2IN9lGQ69XIyY7yiKB+gxfliS7mdkfXExjJI4Sn45DI/2Zl+Y4FHwefBF8DRIgq+Co+DH4DQ4D3gwDf4I/gz+6v3d+7f339aDGfTh/D94ErSOrf7/WYV54g==</latexit><latexit sha1_base64="DTHE+Tq1t7r66vGu+hzzlx2kMNw=">AAAHUHicbVVdb9s2FFW7zem8r3R93AszIUCXOobkpFgfiiFD9gksaIYladEwCCj6WiEiUQpJLTYI/pa9bn9nb/sne9su5Y9akgUZpu49OufewyspKTOhTRT98+Dhe+9/0Nt69GH/o48/+fSz7cefX+iiUhzOeZEV6k3CNGRCwrkRJoM3pQKWJxm8Tm6Pff7176C0KOSZmZVwlbNUiongzGDoevsJrTlskjF+6/q0zMnb6+0wGkb1QbqLeLEIg8Vxev24t0vHBa9ykIZnTOvLOCrNlWXKCJ4B0lYaShRgKdhaz5FdDI3JpFD4k4bU0QaO5VrP8gSROTM3up3zwU25y8pMXlxZIcvKgORzoUmVEVMQbwAZCwXcZDPCOMd6K2awDn7DFOMGjeo3hFLFyhvBp9iCkDyrxmDvuFC8EgZDEu55kedMji01TKVV6eyepdOZfRlBPsDfN3vWEcoUObJknzjy7OXwcJFZD+9vDj+raXyqha7DBxh2gz2kfIErOlG5LRwFOZ7OUPPu3vV3qYJ2jW5VKnY6hgm9BUPC2FKcEr+gism03jOfTBSrk1kd9GkPc6s75/lwZP2FDWNHd/w9Nhy5BUhXSc2wc4037yyCLNFz2pXoGq0sVD7PXiyzF/Psd4DTpeAE9/xVCYoZHFxqlLNnyu1aWixikuXgQ77D9fYTIYtcsMxdjq4sGqUrBX5+UAkm5ilNIBXS4mRlGYaVmLowJpSScES8rY0MVSK9MV+1NGipLOpMiD11SwNKfLKgNik8sDTXOFrg/aE5u4WkmF7WjwraLrS/tOGB80a6JXS/9rIxlaU2+1gKRmsJfPTnD/Exm4GU4KxKE2ej4fNBNIhcE3MixtKXvgR5yPB5C3SaVXmTpQM5AzRyxeFBHchxVuC2NkHtapgqCtmSGrWJXnFgco1ntEntDEcUlFi1H28U/M0odp+AUrN3sA1kP4B6V9VcrkP17V3FGs3F7eYKrVsWdVo7KfDVs95/rdYC/QL5yqR4EHcrwUlRLK10g6jL8yO+zZrT0S75Z7USGh4M6rNjIMBy44eHg/psQb5PUxx6uRwx39EwGqDH+GGJ25+R7uJiNIyjYfzrYXi0t/jEPAq+CL4MngZx8HVwFPwUnAbnAQ9mwR/Bn8Ffvb97//b+23owhz5c/AdPgsax1f8fJ7t5jg==</latexit>

|+i
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· · ·

<latexit sha1_base64="1mPtD9wTu9eyvGi40rLDAgmX5Co=">AAAHQXicbVXLbtw2FFXSdpq6r6TJLhu5goHUGQvS2EGzCAoX7hOoERe1JwFMw6A4d2TWEimTVDwDgv/Qbfs7/Yp+QndFt930UvPISDOCBFDnHt5z79GVlFUF1yZJ/rpz95133+u9f++DrQ8/+viTT+8/+GyoZa0YnDFZSPU6oxoKLuDMcFPA60oBLbMCXmXXRz7+6g0ozaU4NdMKLkqaCz7mjBqEhoSNpNGX96MkTpojXF+k80V0+ChojpPLB70dMpKsLkEYVlCtz9OkMheWKsNZAW6L1Boqyq5pDrYp0oU7CI3CsVR4CRM2aItHS62nZYbMkpor3Y15cFPsvDbj5xeWi6o2INhMaFwXoZGh7zgccQXMFNOQMob11tRgHeyKKsoMOrPVEsoVra44m2ALXLCiHoG9YVyxmhuEBNwyWZZUjCwxVOV15eyuJZOpfZFA2cfrq13rQkJVeGjDvdCFT1/EB/PIKry3GX7apPGhDruB9xF2/V1M+RxXZKxKKx0BMZpMUfPm1m3tEAXdGt2yVOx0BGNyDSaMUktwLPyCKCry5pn5YKZoEywa0Ic9zS13zuLRwPobG6WObPs9Nhq4OUnXWZNh+xI3b89BmulZ2qXoSlohVTmLDhfR4Sz6DeB0KTjGZ/6yAkWNVNiNcvZUuR1L5BwTtAQP+Q5X28+4kCWnhTsfXFg0StcK/PygEozNE5JBzoXFySoKhBWfuCgNCQmjQehtbUWI4vmV+aKjQSplUWcc2hO3MKAqKIPGpGjfklLjaIH3h5T0GjI5OW9eFbSda39ro33njXQL6l7jZWsqK232sBREGwl815vXxx7RKQgBzqo8czaJn/WTfuLanGM+Er70BclT4mcd0klRl+0sa5RTQCOXOTxpjXJUSHysbVK3GqqkFB2pQTfRSwZUrOQZbFI7xREFxZftpxsFfzGK3mag1PQtbUOy70C9rWomt5bq65uatppLu81JrTsWrbV2LPHTs9p/o9Yh/QTl0qS0n65XgpOiaF7rVqL1PN/j16w9Hd2Sf1RLoXi/35xrBgIsHnx80G/ODuXbPMehF4sR8x3FSR89xh9L2v2NrC+GgzhN4vTng+hwd/aHCe4Fj4PPgydBGnwZHAY/BCfBWcCCX4Pfgt+DP3p/9v7u/dP7d0a9e2e+52HQOnr//Q/HQ3Z5</latexit><latexit sha1_base64="1mPtD9wTu9eyvGi40rLDAgmX5Co=">AAAHQXicbVXLbtw2FFXSdpq6r6TJLhu5goHUGQvS2EGzCAoX7hOoERe1JwFMw6A4d2TWEimTVDwDgv/Qbfs7/Yp+QndFt930UvPISDOCBFDnHt5z79GVlFUF1yZJ/rpz95133+u9f++DrQ8/+viTT+8/+GyoZa0YnDFZSPU6oxoKLuDMcFPA60oBLbMCXmXXRz7+6g0ozaU4NdMKLkqaCz7mjBqEhoSNpNGX96MkTpojXF+k80V0+ChojpPLB70dMpKsLkEYVlCtz9OkMheWKsNZAW6L1Boqyq5pDrYp0oU7CI3CsVR4CRM2aItHS62nZYbMkpor3Y15cFPsvDbj5xeWi6o2INhMaFwXoZGh7zgccQXMFNOQMob11tRgHeyKKsoMOrPVEsoVra44m2ALXLCiHoG9YVyxmhuEBNwyWZZUjCwxVOV15eyuJZOpfZFA2cfrq13rQkJVeGjDvdCFT1/EB/PIKry3GX7apPGhDruB9xF2/V1M+RxXZKxKKx0BMZpMUfPm1m3tEAXdGt2yVOx0BGNyDSaMUktwLPyCKCry5pn5YKZoEywa0Ic9zS13zuLRwPobG6WObPs9Nhq4OUnXWZNh+xI3b89BmulZ2qXoSlohVTmLDhfR4Sz6DeB0KTjGZ/6yAkWNVNiNcvZUuR1L5BwTtAQP+Q5X28+4kCWnhTsfXFg0StcK/PygEozNE5JBzoXFySoKhBWfuCgNCQmjQehtbUWI4vmV+aKjQSplUWcc2hO3MKAqKIPGpGjfklLjaIH3h5T0GjI5OW9eFbSda39ro33njXQL6l7jZWsqK232sBREGwl815vXxx7RKQgBzqo8czaJn/WTfuLanGM+Er70BclT4mcd0klRl+0sa5RTQCOXOTxpjXJUSHysbVK3GqqkFB2pQTfRSwZUrOQZbFI7xREFxZftpxsFfzGK3mag1PQtbUOy70C9rWomt5bq65uatppLu81JrTsWrbV2LPHTs9p/o9Yh/QTl0qS0n65XgpOiaF7rVqL1PN/j16w9Hd2Sf1RLoXi/35xrBgIsHnx80G/ODuXbPMehF4sR8x3FSR89xh9L2v2NrC+GgzhN4vTng+hwd/aHCe4Fj4PPgydBGnwZHAY/BCfBWcCCX4Pfgt+DP3p/9v7u/dP7d0a9e2e+52HQOnr//Q/HQ3Z5</latexit><latexit sha1_base64="1mPtD9wTu9eyvGi40rLDAgmX5Co=">AAAHQXicbVXLbtw2FFXSdpq6r6TJLhu5goHUGQvS2EGzCAoX7hOoERe1JwFMw6A4d2TWEimTVDwDgv/Qbfs7/Yp+QndFt930UvPISDOCBFDnHt5z79GVlFUF1yZJ/rpz95133+u9f++DrQ8/+viTT+8/+GyoZa0YnDFZSPU6oxoKLuDMcFPA60oBLbMCXmXXRz7+6g0ozaU4NdMKLkqaCz7mjBqEhoSNpNGX96MkTpojXF+k80V0+ChojpPLB70dMpKsLkEYVlCtz9OkMheWKsNZAW6L1Boqyq5pDrYp0oU7CI3CsVR4CRM2aItHS62nZYbMkpor3Y15cFPsvDbj5xeWi6o2INhMaFwXoZGh7zgccQXMFNOQMob11tRgHeyKKsoMOrPVEsoVra44m2ALXLCiHoG9YVyxmhuEBNwyWZZUjCwxVOV15eyuJZOpfZFA2cfrq13rQkJVeGjDvdCFT1/EB/PIKry3GX7apPGhDruB9xF2/V1M+RxXZKxKKx0BMZpMUfPm1m3tEAXdGt2yVOx0BGNyDSaMUktwLPyCKCry5pn5YKZoEywa0Ic9zS13zuLRwPobG6WObPs9Nhq4OUnXWZNh+xI3b89BmulZ2qXoSlohVTmLDhfR4Sz6DeB0KTjGZ/6yAkWNVNiNcvZUuR1L5BwTtAQP+Q5X28+4kCWnhTsfXFg0StcK/PygEozNE5JBzoXFySoKhBWfuCgNCQmjQehtbUWI4vmV+aKjQSplUWcc2hO3MKAqKIPGpGjfklLjaIH3h5T0GjI5OW9eFbSda39ro33njXQL6l7jZWsqK232sBREGwl815vXxx7RKQgBzqo8czaJn/WTfuLanGM+Er70BclT4mcd0klRl+0sa5RTQCOXOTxpjXJUSHysbVK3GqqkFB2pQTfRSwZUrOQZbFI7xREFxZftpxsFfzGK3mag1PQtbUOy70C9rWomt5bq65uatppLu81JrTsWrbV2LPHTs9p/o9Yh/QTl0qS0n65XgpOiaF7rVqL1PN/j16w9Hd2Sf1RLoXi/35xrBgIsHnx80G/ODuXbPMehF4sR8x3FSR89xh9L2v2NrC+GgzhN4vTng+hwd/aHCe4Fj4PPgydBGnwZHAY/BCfBWcCCX4Pfgt+DP3p/9v7u/dP7d0a9e2e+52HQOnr//Q/HQ3Z5</latexit><latexit sha1_base64="JSq7WdFGvEKVWoFpW2fb2BSfR8A=">AAAHQXicbVXLbtw2FFXSdpK6jyTtshu5goHUGQ+ksYNmERQO3CdQIy5qTwKYhkFRd2TGEimTVD0Dgv+Qbfs7/Yp+QndFt930UvPISDOCBFDnHt5z79GVlFYF1yaO/7pz9733P+jdu//h1kcff/Lpg4ePPhtpWSsGZ0wWUr1OqYaCCzgz3BTwulJAy7SAV+n1kY+/+g2U5lKcmmkFFyXNBR9zRg1CI8IyafTlwygexM0Rri+S+SIK5sfJ5aPeDskkq0sQhhVU6/MkrsyFpcpwVoDbIrWGirJrmoNtinThDkJZOJYKL2HCBm3xaKn1tEyRWVJzpbsxD26Knddm/OzCclHVBgSbCY3rIjQy9B2HGVfATDENKWNYb00N1sGuqKLMoDNbLaFc0eqKswm2wAUr6gzsDeOK1dwgJOCWybKkIrPEUJXXlbO7lkym9nkMZR+vb3atCwlV4aEN90IXPnk+OJhHVuG9zfCTJo0PddgNvI+w6+9iyme4ImNVWukIiGwyRc2bW7e1QxR0a3TLUrHTDMbkGkwYJZbgWPgFUVTkzTPzwVTRJlg0oA97mlvunMWjofU3Nkoc2fZ7bDR0c5Ku0ybD9iVu3p6DNNWztEvRlbRCqnIWHS2io1n0W8DpUnCMz/xlBYoaqbAb5eypcjuWyDkmaAke8h2utp9yIUtOC3c+vLBolK4V+PlBJRibxySFnAuLk1UUCCs+cVESEhJGw9Db2ooQxfMr81VHg1TKos44tCduYUBVUAaNSdG+JaXG0QLvDynpNaRyct68Kmg71/7WRvvOG+kW1L3Gy9ZUVtrsYSmINhL4rjevjz2iUxACnFV56mw8eNqP+7Frc455JnzpC5KnDJ52SCdFXbazrFFOAY1c5vCkNcpRIfGxtkndaqiSUnSkht1ELxlQsZJnuEntFEcUFF+2n2wU/NUoepuCUtN3tA3Jvgf1rqqZ3FqqFzc1bTWXdJuTWncsWmvtWOKnZ7X/Rq1D+hnKpUlJP1mvBCdF0bzWrUTreX7Ar1l7Orol/6SWQoP9fnOuGQiwePCDg35zdijf5TkOvViMmO9oEPfRY/yxJN3fyPpiNBwk8SD55SA63J3/Yu4HXwRfBo+DJPg6OAx+DE6Cs4AFb4K3we/BH70/e3/3/un9O6PevTPf83nQOnr//Q+VeXYl</latexit>

±X

<latexit sha1_base64="aN6m4PYzVIqlPuwBApJPMgBSh9w=">AAAHY3icbVVdb9xEFHULZEsK9APeENIEK1JJNyt7NxV9qCAofBSJqEFN0kiZKBrP3nVGscfOzJjsajS/gVf4afwA3vkJ3PF+dG3HsqXxuWfOvff42k7KTGgTRf/cu//Bhx9t9B58vPnwk08/e/T4ydNTXVSKwwkvskKdJUxDJiScGGEyOCsVsDzJ4F1yfeDj7/4ApUUhj82shIucpVJMBGcGoRNa5uTs8nEYDaL6IN1FvFiE3/8X1MfR5ZON13Rc8CoHaXjGtD6Po9JcWKaM4Bm4TVppKBm/ZinYukZHthEak0mh8JKG1GiDx3KtZ3mCzJyZK92OefCu2HllJi8vrJBlZUDyeaJJlRFTEN8wGQsF3GQzwjjHeitmsA5+xRTjBo3ZbCRKFSuvBJ9iC0LyrBqDveFC8UoYhCTc8iLPmRxbaphKq9LZHUunM/sqgryP13c71hHKFNm3ZJc48vzVYG8RWYd374af1zI+1GLX8Ahh199ByZe4ohOV28JRkOPpDHPe3LrNbaqgXaNblYqdjmFCr8GQMLYUp8IvqGIyrZ+ZDyaK1cGsBn3Y09xq5zweDq2/sWHs6JbfY8OhW5B0ldQKW5e4eWsBskTPZVdJ12RlofJ59HQZPZ1HfwScLgWH+MzflKCYKRR2o5w9Vm7b0mKBSZaDh3yH6+0nQha5YJk7H15YNEpXCvz8YCaYmGc0gVRIi5OVZQgrMXVhTCgl4ZB4WxsRqkR6Zb5p5aClsphnQuyRWxpQZoxDbVI4sjTXOFrg/aE5u4akmJ7XrwraLrS/teHIeSPdkrpbe9mYylKbXSwF0ToFvur162MP2AykBGdVmjgbDV70o37kmpxDMZa+9CXJUwYvWqSjrMqbKh3KMaCRKw1P6lAOsgIfa5PUroapopCtVMO20BsOTK7pDO/KdowjCkqs2o/vTPjWKHabgFKz97Q7xH4G9b6qebqO1A83FWs0F7ebK7RuWdRp7bDAT896/3W2Fuk3yFcmxf24WwlOimJppRtCXZ1f8GvWnI52yb+qVaLBqF+fHQMBlg9+sNevzxblpzTFoZfLEfMdDaJ+x+O3LFtva66E/564/afpLk6Hg3g0GP6+F+7vzH9CwYPgy+Dr4FkQB98G+8Hr4Cg4CXgggj+Dv4K/N/7tPew97X0xp96/t9jzedA4el/9D3N/gCY=</latexit>

Figure 5 Distance-three fault-tolerant syndrome measurement only requires three flag qubits.
The highlighted region can be repeated to fit the weight of the stabilizer being measured.

±Z
<latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="eD4ts04EpZYq/bBLwnhTiz7OQKY=">AAAHTnicbVXbbtw2EFXSduM6vdjtY1/oCgZSZy1IawfNQ1C4cG8BasRFbSeIaRgUd1YmLFEySdW7IPgpfW1/p6/9kb4V7VB7yUq7ggRQZw7PmRmNpLTKhTZx/PeDh++9/0Hv0caHm48/+viTT7e2P7vQZa04nPMyL9WblGnIhYRzI0wObyoFrEhzeJ3eHvv4699AaVHKMzOp4KpgmRQjwZlB6HprmzYaVsHQbdKqIG+vt8I4ipuDrC6S2SIMZsfp9XZvlw5LXhcgDc+Z1pdJXJkry5QRPAeUrTVUjN+yDGzj5sguQkMyKhVe0pAGbfFYofWkSJFZMHOjuzEProtd1mb0/MoKWdUGJJ8ajeqcmJL48slQKOAmnxDGOeZbM4N58BumGDfYps2WUaZYdSP4GEsQkuf1EOwdF4rXwiAk4Z6XRcHk0FLDVFZXzu5ZOp7YFzEUfby+2bOOUKbIkSX7xJGnL6LDWWQZ3l8PP21kfKjDbuADhF1/DyWf44qOVGFLR0EOxxP0vLt3m7tUQTdHt0gVKx3CiN6CIWFiKc6IX1DFZNY8Mx9MFWuCeQP6sKe5xc5pPBxYf2PDxNEdv8eGAzcj6TptFHaucfPODGSpnsouTJdkZamKafRiHr2YRr8DnC4FJ/jMX1WgmMGxpUY5e6bcrqXlDJOsAA/5CpfLT4UsC8Fydzm4stgoXSvw84NOMDJPaAqZkBYnK88RVmLswoRQSsIB8W1tRagS2Y35quNBK2XRZ0TsqZs3oMoZh6ZJ4YGlhcbRAt8fWrBbSMvxZfOqYNuF9rc2PHC+kW5O3W962ZrKSpt9TAXRxgJf/OkrfMwmICU4q7LU2Th61o/7sWtzTsRQ+tTnJE+JnnVIp3ldtFVWKGeAjVxoeNIK5Tgv8bG2Sd1smCpL2bEadIVecWBySWewzu0MRxSUWJSfrDX81Sh2n4JSk3e0NWI/gHqX1dRuRerbu5q1iku6xZVad1q0UtpJiZ+e5fobtw7pZygWTUr6yWomOCmKZbVuCa3q/Ihfs/Z0dFN+qRZG0UG/OVcaCDB/8NFhvzk7lO+zDIdezkfMVxTFfewx/liS7m9kdXExiJI4Sn45DI/2Zr+YjeCL4MvgSZAEXwdHwU/BaXAe8OA++D34I/iz91fvn96/vf+m1IcPZns+D1rHo43/AbW9ebc=</latexit>

|0i
<latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="kqLJCaj4LKZ6UR2PxnzucOjn/Jc=">AAAHT3icbVVNb9w2EFWSdp24H3HSYy5yBQOpsxaktYPkEBQu3E+gRlzUdgKYhkFRszJhiZJJKt4Fwb/Sa/t3euwv6a3oUKvdrLQrSAD15um9meFISqqcKx1F/9y7/+CTTwcbDx9tfvb5F18+3nry9FyVtWRwxsq8lO8TqiDnAs401zm8ryTQIsnhXXJz5OLvPoBUvBSnelrBZUEzwcecUY3Q1dZT0mgYCandJDeg/ehqK4jCqDn81UXcLgKvPU6ungx2SFqyugChWU6VuoijSl8aKjVnOaBuraCi7IZmYBo76+8glPrjUuIltN+gHR4tlJoWCTILqq9VP+bAdbGLWo9fXxouqlqDYDOjcZ37uvRd/X7KJTCdT33KGOZbU415sGsqKdPYp82OUSZpdc3ZBEvgguV1CuaWcclqrhEScMfKoqAiNURTmdWVNbuGTKbmTQTFEK9vd431CZX+ofH3fOu/eBMetJFleG89/KKRcaEeu4H3EbbDXZR8jSsyloUpLQGRTqboeXtnN3eIhH6OdpEqVprCuNnyIDYEh8QtiKQia/bMBRNJm2DegC7saHbx5CwejIy7MUFsybZ7xgQj25JUnTQK21f48HYL0kTNZBemS7KilMUsej6Pns+i3wNOl4Rj3PO3FUiqcW6JltacSrtjSNlighbgIFfhcvkJF2XBaW4vRpcGG6VqCW5+0AnG+jlJIOPC4GTlOcKST2wQ+4T4wch3be1EiOTZtf6m50EqadBn7JsTO29AlVMGTZOCfUMKhaMFrj+koDeQlJOL5lXBtnPlbk2wb10j7Zy61/SyM5WV0nuYCqKNBb75s3f4iE5BCLBGZok1UfhyGA0j2+Uc81S41OckRwlf9kgneV10VVYop4CNXGg40grlKC9xW7ukfjZUlqXoWY36Qm8ZULGkM1rndoojCpIvyo/XGv6uJb1LQMrpR9oasR9BfsxqZrci9d1tTTvFxf3iSqV6LVop7bjET89y/Y1bj/QrFIsmxcN4NROcFEmzWnWEVnV+wq9Zdzr6Kf8iF0bh/rA5VxoIMN/48GDYnD3KD1mGQy/mI+YqCqMh9hh/LHH/N7K6OB+FcRTGvx0Eh7vtL+ah98z72nvuxd4r79D72TvxzjzmTbw/vD+9vwZ/D/4d/LfRUu/faxdfeZ1j49H/Z5l4/w==</latexit>

±Z
<latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="eD4ts04EpZYq/bBLwnhTiz7OQKY=">AAAHTnicbVXbbtw2EFXSduM6vdjtY1/oCgZSZy1IawfNQ1C4cG8BasRFbSeIaRgUd1YmLFEySdW7IPgpfW1/p6/9kb4V7VB7yUq7ggRQZw7PmRmNpLTKhTZx/PeDh++9/0Hv0caHm48/+viTT7e2P7vQZa04nPMyL9WblGnIhYRzI0wObyoFrEhzeJ3eHvv4699AaVHKMzOp4KpgmRQjwZlB6HprmzYaVsHQbdKqIG+vt8I4ipuDrC6S2SIMZsfp9XZvlw5LXhcgDc+Z1pdJXJkry5QRPAeUrTVUjN+yDGzj5sguQkMyKhVe0pAGbfFYofWkSJFZMHOjuzEProtd1mb0/MoKWdUGJJ8ajeqcmJL48slQKOAmnxDGOeZbM4N58BumGDfYps2WUaZYdSP4GEsQkuf1EOwdF4rXwiAk4Z6XRcHk0FLDVFZXzu5ZOp7YFzEUfby+2bOOUKbIkSX7xJGnL6LDWWQZ3l8PP21kfKjDbuADhF1/DyWf44qOVGFLR0EOxxP0vLt3m7tUQTdHt0gVKx3CiN6CIWFiKc6IX1DFZNY8Mx9MFWuCeQP6sKe5xc5pPBxYf2PDxNEdv8eGAzcj6TptFHaucfPODGSpnsouTJdkZamKafRiHr2YRr8DnC4FJ/jMX1WgmMGxpUY5e6bcrqXlDJOsAA/5CpfLT4UsC8Fydzm4stgoXSvw84NOMDJPaAqZkBYnK88RVmLswoRQSsIB8W1tRagS2Y35quNBK2XRZ0TsqZs3oMoZh6ZJ4YGlhcbRAt8fWrBbSMvxZfOqYNuF9rc2PHC+kW5O3W962ZrKSpt9TAXRxgJf/OkrfMwmICU4q7LU2Th61o/7sWtzTsRQ+tTnJE+JnnVIp3ldtFVWKGeAjVxoeNIK5Tgv8bG2Sd1smCpL2bEadIVecWBySWewzu0MRxSUWJSfrDX81Sh2n4JSk3e0NWI/gHqX1dRuRerbu5q1iku6xZVad1q0UtpJiZ+e5fobtw7pZygWTUr6yWomOCmKZbVuCa3q/Ihfs/Z0dFN+qRZG0UG/OVcaCDB/8NFhvzk7lO+zDIdezkfMVxTFfewx/liS7m9kdXExiJI4Sn45DI/2Zr+YjeCL4MvgSZAEXwdHwU/BaXAe8OA++D34I/iz91fvn96/vf+m1IcPZns+D1rHo43/AbW9ebc=</latexit>

|0i
<latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="kqLJCaj4LKZ6UR2PxnzucOjn/Jc=">AAAHT3icbVVNb9w2EFWSdp24H3HSYy5yBQOpsxaktYPkEBQu3E+gRlzUdgKYhkFRszJhiZJJKt4Fwb/Sa/t3euwv6a3oUKvdrLQrSAD15um9meFISqqcKx1F/9y7/+CTTwcbDx9tfvb5F18+3nry9FyVtWRwxsq8lO8TqiDnAs401zm8ryTQIsnhXXJz5OLvPoBUvBSnelrBZUEzwcecUY3Q1dZT0mgYCandJDeg/ehqK4jCqDn81UXcLgKvPU6ungx2SFqyugChWU6VuoijSl8aKjVnOaBuraCi7IZmYBo76+8glPrjUuIltN+gHR4tlJoWCTILqq9VP+bAdbGLWo9fXxouqlqDYDOjcZ37uvRd/X7KJTCdT33KGOZbU415sGsqKdPYp82OUSZpdc3ZBEvgguV1CuaWcclqrhEScMfKoqAiNURTmdWVNbuGTKbmTQTFEK9vd431CZX+ofH3fOu/eBMetJFleG89/KKRcaEeu4H3EbbDXZR8jSsyloUpLQGRTqboeXtnN3eIhH6OdpEqVprCuNnyIDYEh8QtiKQia/bMBRNJm2DegC7saHbx5CwejIy7MUFsybZ7xgQj25JUnTQK21f48HYL0kTNZBemS7KilMUsej6Pns+i3wNOl4Rj3PO3FUiqcW6JltacSrtjSNlighbgIFfhcvkJF2XBaW4vRpcGG6VqCW5+0AnG+jlJIOPC4GTlOcKST2wQ+4T4wch3be1EiOTZtf6m50EqadBn7JsTO29AlVMGTZOCfUMKhaMFrj+koDeQlJOL5lXBtnPlbk2wb10j7Zy61/SyM5WV0nuYCqKNBb75s3f4iE5BCLBGZok1UfhyGA0j2+Uc81S41OckRwlf9kgneV10VVYop4CNXGg40grlKC9xW7ukfjZUlqXoWY36Qm8ZULGkM1rndoojCpIvyo/XGv6uJb1LQMrpR9oasR9BfsxqZrci9d1tTTvFxf3iSqV6LVop7bjET89y/Y1bj/QrFIsmxcN4NROcFEmzWnWEVnV+wq9Zdzr6Kf8iF0bh/rA5VxoIMN/48GDYnD3KD1mGQy/mI+YqCqMh9hh/LHH/N7K6OB+FcRTGvx0Eh7vtL+ah98z72nvuxd4r79D72TvxzjzmTbw/vD+9vwZ/D/4d/LfRUu/faxdfeZ1j49H/Z5l4/w==</latexit>

|0i

<latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="j+7TKEfOe97pG6uNQBdN7wfZNMM=">AAAIpHicdVVLb9w2EFaSttlsX0l67IWt4CJ11gtpnaA5BIULN30AMeIithPAcgKKmtWypkiZpOrd0rz32Gv7z/pvOpTXjqV1BAiihh+/eQ/zWnBjk+S/GzdvffDhR7cHd4Yff/LpZ5/fvXf/wKhGM9hnSij9OqcGBJewb7kV8LrWQKtcwKv8eDvsv/oDtOFK7tlFDUcVLSWfckYtig6yY7AkeXs3TsZJ+5DVRbpcxNHy2X177/ZfWaFYU4G0TFBjDtOktkeOasuZAD/MGgM1Zce0BNca6ckaigoyVRpfaUkr7eBoZcyiyhFZUTsz/b0gvG7vsLHTJ0eOy7qxINm5omkjiFUkeEwKroFZsSCUMbS3oRbtYDOqKbMYmWFHUalpPeNs7odrGZdMNAW4E8Y1a7gNMgmnTFUVlYXLLNVlU3u37rL5wj1NoBrh+/268ySjmmw5skE8efh0/Gi5c1W8cb34YUsTtnroVryJYj9aR8onuMqmunLKZyCL+QJ1npwGCzX0bfSXpqKvVzdzTf1heuRcJqgsBcTpmfddCNbHOeQsTjPdovoQZGlRkw5RPHkPHLGt3haOPy5OffZVYHHxxPfRNDcXJmIZWxKsCAvv76wRgxkCYmeYY2yAiod0kkIRqSwxjAoYEW5JxcuZJTkQSkqlCsILoKE4aFGgqGiqakEwZdS2TBjMETGKBM0u5yWBOTaUCQ3k30zIjJoWZpoalTHNaxtOUiLUKZlBUNV1QCpdLT04Q+tJthJiqI137YcLVNKPLpeq4lS0AcNUm0ZD6AEMCEztgyyHkkuH3SEEijWf+6AkI/GEhMLo7GQ62PdtUPEjYN9q2EGmF+gJtUq77NkcS0UtfyWtwD17L9Zq7/a0X+sdQFHPAQy3xMG08F3rcyWK0O5KuBSzTtayIM9z92vnfFZrjE0+JW431MYwK2Ca1YJi3uM0nsSbLqsMNi+E4kGKY8jV/LAdRlh/3IRfF2/6UGX+AroRCm2IvXKl8WtjNzBS3dFl+fGffkhaWVgLjmWqFzjntDo1owKY0u0gNeMara+UxuEhy1GO50utGlmYUa0MD5Agn3I7MjNagxlX3LClPzi622notukCpATvdJl7l4wfj5JR4ruYHV7IkMULUICMH/dAu6KpuiwrkD3AmrrkCKAVyLZQ2GpdUN8aqhXWbFfVpE/0ggGVV3gm12nbw2kBml+6n16r8KXV9DQHrRfvYNeQ/QT6nVXn6laofjhpaMe5tO+cMqYXohXXdhTeJFf9b7X1QM+hugxSOkpXLcGy1LRsTIdolednvJy61ZF6vLvT/k29ujiYjNNknP72KN5aX97ig+jL6OvoQZRG30Vb0S/RbrQfsej36O/on+jfwTeD54OXg/1z6M0byzNfRJ1n8OZ/bIQFQA==</latexit>

|0i

<latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="j+7TKEfOe97pG6uNQBdN7wfZNMM=">AAAIpHicdVVLb9w2EFaSttlsX0l67IWt4CJ11gtpnaA5BIULN30AMeIithPAcgKKmtWypkiZpOrd0rz32Gv7z/pvOpTXjqV1BAiihh+/eQ/zWnBjk+S/GzdvffDhR7cHd4Yff/LpZ5/fvXf/wKhGM9hnSij9OqcGBJewb7kV8LrWQKtcwKv8eDvsv/oDtOFK7tlFDUcVLSWfckYtig6yY7AkeXs3TsZJ+5DVRbpcxNHy2X177/ZfWaFYU4G0TFBjDtOktkeOasuZAD/MGgM1Zce0BNca6ckaigoyVRpfaUkr7eBoZcyiyhFZUTsz/b0gvG7vsLHTJ0eOy7qxINm5omkjiFUkeEwKroFZsSCUMbS3oRbtYDOqKbMYmWFHUalpPeNs7odrGZdMNAW4E8Y1a7gNMgmnTFUVlYXLLNVlU3u37rL5wj1NoBrh+/268ySjmmw5skE8efh0/Gi5c1W8cb34YUsTtnroVryJYj9aR8onuMqmunLKZyCL+QJ1npwGCzX0bfSXpqKvVzdzTf1heuRcJqgsBcTpmfddCNbHOeQsTjPdovoQZGlRkw5RPHkPHLGt3haOPy5OffZVYHHxxPfRNDcXJmIZWxKsCAvv76wRgxkCYmeYY2yAiod0kkIRqSwxjAoYEW5JxcuZJTkQSkqlCsILoKE4aFGgqGiqakEwZdS2TBjMETGKBM0u5yWBOTaUCQ3k30zIjJoWZpoalTHNaxtOUiLUKZlBUNV1QCpdLT04Q+tJthJiqI137YcLVNKPLpeq4lS0AcNUm0ZD6AEMCEztgyyHkkuH3SEEijWf+6AkI/GEhMLo7GQ62PdtUPEjYN9q2EGmF+gJtUq77NkcS0UtfyWtwD17L9Zq7/a0X+sdQFHPAQy3xMG08F3rcyWK0O5KuBSzTtayIM9z92vnfFZrjE0+JW431MYwK2Ca1YJi3uM0nsSbLqsMNi+E4kGKY8jV/LAdRlh/3IRfF2/6UGX+AroRCm2IvXKl8WtjNzBS3dFl+fGffkhaWVgLjmWqFzjntDo1owKY0u0gNeMara+UxuEhy1GO50utGlmYUa0MD5Agn3I7MjNagxlX3LClPzi622notukCpATvdJl7l4wfj5JR4ruYHV7IkMULUICMH/dAu6KpuiwrkD3AmrrkCKAVyLZQ2GpdUN8aqhXWbFfVpE/0ggGVV3gm12nbw2kBml+6n16r8KXV9DQHrRfvYNeQ/QT6nVXn6laofjhpaMe5tO+cMqYXohXXdhTeJFf9b7X1QM+hugxSOkpXLcGy1LRsTIdolednvJy61ZF6vLvT/k29ujiYjNNknP72KN5aX97ig+jL6OvoQZRG30Vb0S/RbrQfsej36O/on+jfwTeD54OXg/1z6M0byzNfRJ1n8OZ/bIQFQA==</latexit>

|0i

<latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="j+7TKEfOe97pG6uNQBdN7wfZNMM=">AAAIpHicdVVLb9w2EFaSttlsX0l67IWt4CJ11gtpnaA5BIULN30AMeIithPAcgKKmtWypkiZpOrd0rz32Gv7z/pvOpTXjqV1BAiihh+/eQ/zWnBjk+S/GzdvffDhR7cHd4Yff/LpZ5/fvXf/wKhGM9hnSij9OqcGBJewb7kV8LrWQKtcwKv8eDvsv/oDtOFK7tlFDUcVLSWfckYtig6yY7AkeXs3TsZJ+5DVRbpcxNHy2X177/ZfWaFYU4G0TFBjDtOktkeOasuZAD/MGgM1Zce0BNca6ckaigoyVRpfaUkr7eBoZcyiyhFZUTsz/b0gvG7vsLHTJ0eOy7qxINm5omkjiFUkeEwKroFZsSCUMbS3oRbtYDOqKbMYmWFHUalpPeNs7odrGZdMNAW4E8Y1a7gNMgmnTFUVlYXLLNVlU3u37rL5wj1NoBrh+/268ySjmmw5skE8efh0/Gi5c1W8cb34YUsTtnroVryJYj9aR8onuMqmunLKZyCL+QJ1npwGCzX0bfSXpqKvVzdzTf1heuRcJqgsBcTpmfddCNbHOeQsTjPdovoQZGlRkw5RPHkPHLGt3haOPy5OffZVYHHxxPfRNDcXJmIZWxKsCAvv76wRgxkCYmeYY2yAiod0kkIRqSwxjAoYEW5JxcuZJTkQSkqlCsILoKE4aFGgqGiqakEwZdS2TBjMETGKBM0u5yWBOTaUCQ3k30zIjJoWZpoalTHNaxtOUiLUKZlBUNV1QCpdLT04Q+tJthJiqI137YcLVNKPLpeq4lS0AcNUm0ZD6AEMCEztgyyHkkuH3SEEijWf+6AkI/GEhMLo7GQ62PdtUPEjYN9q2EGmF+gJtUq77NkcS0UtfyWtwD17L9Zq7/a0X+sdQFHPAQy3xMG08F3rcyWK0O5KuBSzTtayIM9z92vnfFZrjE0+JW431MYwK2Ca1YJi3uM0nsSbLqsMNi+E4kGKY8jV/LAdRlh/3IRfF2/6UGX+AroRCm2IvXKl8WtjNzBS3dFl+fGffkhaWVgLjmWqFzjntDo1owKY0u0gNeMara+UxuEhy1GO50utGlmYUa0MD5Agn3I7MjNagxlX3LClPzi622notukCpATvdJl7l4wfj5JR4ruYHV7IkMULUICMH/dAu6KpuiwrkD3AmrrkCKAVyLZQ2GpdUN8aqhXWbFfVpE/0ggGVV3gm12nbw2kBml+6n16r8KXV9DQHrRfvYNeQ/QT6nVXn6laofjhpaMe5tO+cMqYXohXXdhTeJFf9b7X1QM+hugxSOkpXLcGy1LRsTIdolednvJy61ZF6vLvT/k29ujiYjNNknP72KN5aX97ig+jL6OvoQZRG30Vb0S/RbrQfsej36O/on+jfwTeD54OXg/1z6M0byzNfRJ1n8OZ/bIQFQA==</latexit>

|+i

<latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="cWg8qCPykzpQTP7AV3v/wfxVDSo=">AAAIpHicdVVLb9w2EFbSRzbbV9Iee2EruEhtebFaJ2gOQeHCTR9AjLiI7QSwnICiZrWsKVImqXq3NO899tr+s/6bDuW1Y2kdAYKo4cdv3sO8FtzY8fi/W7ffe/+DD+8M7g4/+viTTz+7d//zQ6MazeCAKaH0q5waEFzCgeVWwKtaA61yAS/zk52w//IP0IYruW8XNRxXtJR8yhm1KDrMTsCSjTf34vFo3D5kdZEuF3G0fPbe3L/zV1Yo1lQgLRPUmKN0XNtjR7XlTIAfZo2BmrITWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEN60d9TY6eNjx2XdWJDsQtG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3CnjmjXcBpmEM6aqisrCZZbqsqm9W3fZfOGejKFK8P1+3XmSUU22Hdkknmw8GT1c7lwXb94s3mhpwlYP3Yq3UOyTdaR8jKtsqiunfAaymC9Q5+lZsFBD30Z/ZSr6en0z19QfpcfOZYLKUkCcnnvfhWB9XEDO4zTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzaSKWsSXBirDw/u4aMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQZ2QGQVXXAal0tfTgHK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC1D7IcSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqMn1CrtsqdzLBW1/JW0Avf0nVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpTiBX86N2GGH9cRN+XbzlQ5X5S+hmKLQh9sq1xq+N3cRIdUeX5Sd/+iFpZWEtOJapXuCc0+rMJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUePknEy9l3MLi9kyOIlKEBGj3qgPdFUXZYVyD5gTV1xBNAKZEcobLUuqG8N1Qprtqtq0id6zoDKazyTm7Tt47QAza/cT29U+MJqepaD1ou3sBvIfgL91qoLdStUP5w2tONc2ndOGdML0Ypruwpvkuv+t9p6oGdQXQUpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLg4no3Q8Sn97GG+vL2/xQfRl9HX0IEqj76Lt6JdoLzqIWPR79Hf0T/Tv4JvBs8GLwcEF9Pat5Zkvos4zeP0/Q10FOw==</latexit>

?

<latexit sha1_base64="MppcxesPCWflyHxqtNeejqMQDY0=">AAAHTnicbVVNb9w2EFXSduO6H7Gb3nqRKxhInbUgrR0kh6Bw4X4CNeKithPANAyKmpUJS5RMUvUuCP6UXtu/02v/SG9FO5R2NyvtChJAvXl8M/M0kpIq50pH0d8PHr73/geDRxsfbn708SefPt7a/uxClbVkcM7KvJRvE6og5wLONdc5vK0k0CLJ4U1ye+zib34DqXgpzvS0gquCZoKPOaMaoeutbdJoGAmp3SRKU3m9FURh1Bz+6iKeLYKjz73mOL3eHuyStGR1AUKznCp1GUeVvjJUas5yQNlaQUXZLc3ANNmsv4tQ6o9LiZfQfoN2eLRQalokyCyovlH9mAPXxS5rPX55Zbioag2CtYnGde7r0nft+ymXwHQ+9SljWG9NNdbBbqikTKNNm51EmaTVDWcTbIELltcpmDvGJau5RkjAPSuLgorUEPQtqytr9gyZTM2rCIohXl/vGesTKv0j4+/71n/2KjycRZbh/fXws0bGhXrsBj5A2A73UPIlrshYFqa0BEQ6mWLOu3u7uUsk9Gu0i1Kx0xTG5Ba0H8SG4Iy4BZFUZM0zc8FE0iaYN6ALO5pd7Gzjwci4GxPEluy4PSYY2RlJ1UmjsHONm3dmIE1UK7tIuiQrSlm00Yt59KKNfgs4XRJO8Jm/rkBSjWNLtLTmTNpdQ8oZJmgBDnIdLrefcFEWnOb2cnRl0ChVS3Dzg5lgrJ+SBDIuDE5WniMs+cQGsU+IH4x8Z2snQiTPbvRXvRykkgbzjH1zaucGVDll0JgUHBhSKBwtcP6Qgt5CUk4um1cFbefK3ZrgwDoj7Zy633jZmcpK6X0sBdEmBb747St8TKcgBFgjs8SaKHw+jIaR7XJOeCpc6XOSo4TPe6TTvC66KiuUM0AjFxqOtEI5zkt8rF1Svxoqy1L0Uo36Qq8ZULGkM1qX7QxHFCRftB+vTfirlvQ+ASmn72hrxL4H+a6qNt2K1Dd3Ne00F/ebK5XqWbTS2kmJn57l/ptsPdLPUCxMiofxaiU4KZJmteoIrer8gF+z7nT0S/5JLhKFB8PmXDEQYP7gw8Nhc/Yo32UZDr2Yj5jrKIyG6DH+WOL+b2R1cTEK4yiMfzkMjvbaP4y34X3hfek99WLvhXfk/eideuce8+69370/vD8Hfw3+Gfw7+K+lPnww2/PE6xyPNv4HjZR6bg==</latexit><latexit sha1_base64="MppcxesPCWflyHxqtNeejqMQDY0=">AAAHTnicbVVNb9w2EFXSduO6H7Gb3nqRKxhInbUgrR0kh6Bw4X4CNeKithPANAyKmpUJS5RMUvUuCP6UXtu/02v/SG9FO5R2NyvtChJAvXl8M/M0kpIq50pH0d8PHr73/geDRxsfbn708SefPt7a/uxClbVkcM7KvJRvE6og5wLONdc5vK0k0CLJ4U1ye+zib34DqXgpzvS0gquCZoKPOaMaoeutbdJoGAmp3SRKU3m9FURh1Bz+6iKeLYKjz73mOL3eHuyStGR1AUKznCp1GUeVvjJUas5yQNlaQUXZLc3ANNmsv4tQ6o9LiZfQfoN2eLRQalokyCyovlH9mAPXxS5rPX55Zbioag2CtYnGde7r0nft+ymXwHQ+9SljWG9NNdbBbqikTKNNm51EmaTVDWcTbIELltcpmDvGJau5RkjAPSuLgorUEPQtqytr9gyZTM2rCIohXl/vGesTKv0j4+/71n/2KjycRZbh/fXws0bGhXrsBj5A2A73UPIlrshYFqa0BEQ6mWLOu3u7uUsk9Gu0i1Kx0xTG5Ba0H8SG4Iy4BZFUZM0zc8FE0iaYN6ALO5pd7Gzjwci4GxPEluy4PSYY2RlJ1UmjsHONm3dmIE1UK7tIuiQrSlm00Yt59KKNfgs4XRJO8Jm/rkBSjWNLtLTmTNpdQ8oZJmgBDnIdLrefcFEWnOb2cnRl0ChVS3Dzg5lgrJ+SBDIuDE5WniMs+cQGsU+IH4x8Z2snQiTPbvRXvRykkgbzjH1zaucGVDll0JgUHBhSKBwtcP6Qgt5CUk4um1cFbefK3ZrgwDoj7Zy633jZmcpK6X0sBdEmBb747St8TKcgBFgjs8SaKHw+jIaR7XJOeCpc6XOSo4TPe6TTvC66KiuUM0AjFxqOtEI5zkt8rF1Svxoqy1L0Uo36Qq8ZULGkM1qX7QxHFCRftB+vTfirlvQ+ASmn72hrxL4H+a6qNt2K1Dd3Ne00F/ebK5XqWbTS2kmJn57l/ptsPdLPUCxMiofxaiU4KZJmteoIrer8gF+z7nT0S/5JLhKFB8PmXDEQYP7gw8Nhc/Yo32UZDr2Yj5jrKIyG6DH+WOL+b2R1cTEK4yiMfzkMjvbaP4y34X3hfek99WLvhXfk/eideuce8+69370/vD8Hfw3+Gfw7+K+lPnww2/PE6xyPNv4HjZR6bg==</latexit><latexit sha1_base64="MppcxesPCWflyHxqtNeejqMQDY0=">AAAHTnicbVVNb9w2EFXSduO6H7Gb3nqRKxhInbUgrR0kh6Bw4X4CNeKithPANAyKmpUJS5RMUvUuCP6UXtu/02v/SG9FO5R2NyvtChJAvXl8M/M0kpIq50pH0d8PHr73/geDRxsfbn708SefPt7a/uxClbVkcM7KvJRvE6og5wLONdc5vK0k0CLJ4U1ye+zib34DqXgpzvS0gquCZoKPOaMaoeutbdJoGAmp3SRKU3m9FURh1Bz+6iKeLYKjz73mOL3eHuyStGR1AUKznCp1GUeVvjJUas5yQNlaQUXZLc3ANNmsv4tQ6o9LiZfQfoN2eLRQalokyCyovlH9mAPXxS5rPX55Zbioag2CtYnGde7r0nft+ymXwHQ+9SljWG9NNdbBbqikTKNNm51EmaTVDWcTbIELltcpmDvGJau5RkjAPSuLgorUEPQtqytr9gyZTM2rCIohXl/vGesTKv0j4+/71n/2KjycRZbh/fXws0bGhXrsBj5A2A73UPIlrshYFqa0BEQ6mWLOu3u7uUsk9Gu0i1Kx0xTG5Ba0H8SG4Iy4BZFUZM0zc8FE0iaYN6ALO5pd7Gzjwci4GxPEluy4PSYY2RlJ1UmjsHONm3dmIE1UK7tIuiQrSlm00Yt59KKNfgs4XRJO8Jm/rkBSjWNLtLTmTNpdQ8oZJmgBDnIdLrefcFEWnOb2cnRl0ChVS3Dzg5lgrJ+SBDIuDE5WniMs+cQGsU+IH4x8Z2snQiTPbvRXvRykkgbzjH1zaucGVDll0JgUHBhSKBwtcP6Qgt5CUk4um1cFbefK3ZrgwDoj7Zy633jZmcpK6X0sBdEmBb747St8TKcgBFgjs8SaKHw+jIaR7XJOeCpc6XOSo4TPe6TTvC66KiuUM0AjFxqOtEI5zkt8rF1Svxoqy1L0Uo36Qq8ZULGkM1qX7QxHFCRftB+vTfirlvQ+ASmn72hrxL4H+a6qNt2K1Dd3Ne00F/ebK5XqWbTS2kmJn57l/ptsPdLPUCxMiofxaiU4KZJmteoIrer8gF+z7nT0S/5JLhKFB8PmXDEQYP7gw8Nhc/Yo32UZDr2Yj5jrKIyG6DH+WOL+b2R1cTEK4yiMfzkMjvbaP4y34X3hfek99WLvhXfk/eideuce8+69370/vD8Hfw3+Gfw7+K+lPnww2/PE6xyPNv4HjZR6bg==</latexit><latexit sha1_base64="uLYSgcLwvau/HZK7KGyqmV9pfRA=">AAAHTnicbVXbbtw2EFWSduO6N7t97ItcwUDqrAVp7SB5CAoH7hWoERe1nQCmYVDUrExYomSSindB8FP62v5OX/sjfSvaofaSlbSCBFBnDs/MHI2kpMq50lH094OHjz74cPB446PNjz/59LPPt7a/uFBlLRmcszIv5duEKsi5gHPNdQ5vKwm0SHJ4k9weu/ibdyAVL8WZnlZwVdBM8DFnVCN0vbVNGg0jIbWbRGkqr7eCKIyaw+8v4vki8ObH6fX2YJekJasLEJrlVKnLOKr0laFSc5YDytYKKspuaQamyWb9XYRSf1xKvIT2G7TFo4VS0yJBZkH1jerGHLgudlnr8Ysrw0VVaxBslmhc574ufde+n3IJTOdTnzKG9dZUYx3shkrKNNq02UqUSVrdcDbBFrhgeZ2CuWNcspprhATcs7IoqEgNQd+yurJmz5DJ1LyMoBji9e2esT6h0j8y/r5v/acvw8N5ZBXeXw8/bWRcqMNu4AOE7XAPJV/gioxlYUpLQKSTKea8u7ebu0RCt0a7LBU7TWFMbkH7QWwIzohbEElF1jwzF0wkbYJ5A7qwo9nlzlk8GBl3Y4LYkh23xwQjOyepOmkUdq5x884cpImayS6TrsiKUhaz6MUiejGLfgc4XRJO8Jm/rkBSjWNLtLTmTNpdQ8o5JmgBDnIdrrafcFEWnOb2cnRl0ChVS3Dzg5lgrJ+QBDIuDE5WniMs+cQGsU+IH4x8Z2srQiTPbvQ3nRykkgbzjH1zahcGVDll0JgUHBhSKBwtcP6Qgt5CUk4um1cFbefK3ZrgwDoj7YK633jZmspK6X0sBdEmBb74s1f4mE5BCLBGZok1UfhsGA0j2+ac8FS40hckRwmfdUineV20VXqUM0AjlxqO1KMc5yU+1japWw2VZSk6qUZdodcMqFjRGa3LdoYjCpIv24/XJvxNS3qfgJTT97Q1Yj+AfF/VLF1P6tVdTVvNxd3mSqU6FvVaOynx07Paf5OtQ/oFiqVJ8TDuV4KTImlWq5ZQX+dH/Jq1p6Nb8s9ymSg8GDZnz0CAxYMPD4fN2aF8n2U49GIxYq6jMBqix/hjibu/kf7iYhTGURj/ehgc7c1/MRveV97X3hMv9p57R95P3ql37jHv3vvd+8P7c/DX4J/Bv4P/ZtSHD+Z7vvRax+ON/wFbynoa</latexit>

±Z
<latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="DprSjSceSipccCrH5GM9aD7OExw=">AAAHTnicbVXbbtw2EFXSduO6N7vpW1/oCgZSZy1IawfJQ1C4cK9Ajbio7QQ1DYPizsqEJUomqXoXBD+lr+3v9LU/0reiHWovWWlXkADqzOE5M6ORlFa50CaO/37w8J133+s92nh/84MPP/r4k63tTy90WSsO57zMS/UmZRpyIeHcCJPDm0oBK9IcXqe3xz7++jdQWpTyzEwquCpYJsVIcGYQut7apo2GVTB0m7QqyK/XW2Ecxc1BVhfJbBEefRY0x+n1dm+XDkteFyANz5nWl0lcmSvLlBE8B5StNVSM37IMbOPmyC5CQzIqFV7SkAZt8Vih9aRIkVkwc6O7MQ+ui13WZvTiygpZ1QYknxqN6pyYkvjyyVAo4CafEMY55lszg3nwG6YYN9imzZZRplh1I/gYSxCS5/UQ7B0XitfCICThnpdFweTQUsNUVlfO7lk6ntiXMRR9vL7as45QpsiRJfvEkacvo8NZZBneXw8/bWR8qMNu4AOEXX8PJV/gio5UYUtHQQ7HE/S8u3ebu1RBN0e3SBUrHcKI3oIhYWIpzohfUMVk1jwzH0wVa4J5A/qwp7nFzmk8HFh/Y8PE0R2/x4YDNyPpOm0Udq5x884MZKmeyi5Ml2RlqYpp9GIevZhGvwGcLgUn+MxfVaCYwbGlRjl7ptyupeUMk6wAD/kKl8tPhSwLwXJ3Obiy2ChdK/Dzg04wMk9oCpmQFicrzxFWYuzChFBKwgHxbW1FqBLZjfmy40ErZdFnROypmzegyhmHpknhgaWFxtEC3x9asFtIy/Fl86pg24X2tzY8cL6Rbk7db3rZmspKm31MBdHGAl/86St8zCYgJTirstTZOHrWj/uxa3NOxFD61OckT4medUineV20VVYoZ4CNXGh40grlOC/xsbZJ3WyYKkvZsRp0hV5xYHJJZ7DO7QxHFJRYlJ+sNfzFKHafglKTt7Q1Yt+BepvV1G5F6uu7mrWKS7rFlVp3WrRS2kmJn57l+hu3DuknKBZNSvrJaiY4KYpltW4Jrep8j1+z9nR0U/5RLYyig35zrjQQYP7go8N+c3Yo32YZDr2cj5ivKIr72GP8sSTd38jq4mIQJXGU/HwYHu1N/zDBRvB58EXwJEiC58FR8ENwGpwHPLgPfg/+CP7s/dX7p/dv778p9eGD2Z7HQet4tPE/54d6Cw==</latexit><latexit sha1_base64="eD4ts04EpZYq/bBLwnhTiz7OQKY=">AAAHTnicbVXbbtw2EFXSduM6vdjtY1/oCgZSZy1IawfNQ1C4cG8BasRFbSeIaRgUd1YmLFEySdW7IPgpfW1/p6/9kb4V7VB7yUq7ggRQZw7PmRmNpLTKhTZx/PeDh++9/0Hv0caHm48/+viTT7e2P7vQZa04nPMyL9WblGnIhYRzI0wObyoFrEhzeJ3eHvv4699AaVHKMzOp4KpgmRQjwZlB6HprmzYaVsHQbdKqIG+vt8I4ipuDrC6S2SIMZsfp9XZvlw5LXhcgDc+Z1pdJXJkry5QRPAeUrTVUjN+yDGzj5sguQkMyKhVe0pAGbfFYofWkSJFZMHOjuzEProtd1mb0/MoKWdUGJJ8ajeqcmJL48slQKOAmnxDGOeZbM4N58BumGDfYps2WUaZYdSP4GEsQkuf1EOwdF4rXwiAk4Z6XRcHk0FLDVFZXzu5ZOp7YFzEUfby+2bOOUKbIkSX7xJGnL6LDWWQZ3l8PP21kfKjDbuADhF1/DyWf44qOVGFLR0EOxxP0vLt3m7tUQTdHt0gVKx3CiN6CIWFiKc6IX1DFZNY8Mx9MFWuCeQP6sKe5xc5pPBxYf2PDxNEdv8eGAzcj6TptFHaucfPODGSpnsouTJdkZamKafRiHr2YRr8DnC4FJ/jMX1WgmMGxpUY5e6bcrqXlDJOsAA/5CpfLT4UsC8Fydzm4stgoXSvw84NOMDJPaAqZkBYnK88RVmLswoRQSsIB8W1tRagS2Y35quNBK2XRZ0TsqZs3oMoZh6ZJ4YGlhcbRAt8fWrBbSMvxZfOqYNuF9rc2PHC+kW5O3W962ZrKSpt9TAXRxgJf/OkrfMwmICU4q7LU2Th61o/7sWtzTsRQ+tTnJE+JnnVIp3ldtFVWKGeAjVxoeNIK5Tgv8bG2Sd1smCpL2bEadIVecWBySWewzu0MRxSUWJSfrDX81Sh2n4JSk3e0NWI/gHqX1dRuRerbu5q1iku6xZVad1q0UtpJiZ+e5fobtw7pZygWTUr6yWomOCmKZbVuCa3q/Ihfs/Z0dFN+qRZG0UG/OVcaCDB/8NFhvzk7lO+zDIdezkfMVxTFfewx/liS7m9kdXExiJI4Sn45DI/2Zr+YjeCL4MvgSZAEXwdHwU/BaXAe8OA++D34I/iz91fvn96/vf+m1IcPZns+D1rHo43/AbW9ebc=</latexit>

|0i
<latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="qPBx/DQ07orpcYSCqBzJtbAXgeg=">AAAHT3icbVXbbtw2EFXSdJ24NyftW1/kCgZSZy1IawfNQ1C4cC8JUCMuajsBTMOguLMyYYmSSareBcFf6Wv6O33sl/St6JB7yUq7ggRQZ47OmRmOpKwuuNJJ8s+9+x89+Li38fDR5ieffvb5F1uPn5yrqpEMzlhVVPJdRhUUXMCZ5rqAd7UEWmYFvM1ujlz87R8gFa/EqZ7UcFnSXPARZ1QjdLX1hHgNI2FoN8kN6DC52oqSOPFHuLpIZ4vo8KvAHydXj3s7ZFixpgShWUGVukiTWl8aKjVnBaBuo6Cm7IbmYLydDXcQGoajSuIldOjRFo+WSk3KDJkl1deqG3PguthFo0cvLg0XdaNBsKnRqClCXYWu/nDIJTBdTELKGObbUI15sGsqKdPYp82WUS5pfc3ZGEvgghXNEMwt45I1XCMk4I5VZUnF0BBNZd7U1uwaMp6YlwmUfby+3zU2JFSGhybcC2347GV8MIssw3vr4WdexoU6bA/vI2z7uyj5AldkJEtTWQJiOJ6g5+2d3dwhEro52kWqWOkQRn7Lo9QQHBK3IJKK3O+ZC2aS+mDhQRd2NLt4chqPBsbdmCi1ZNs9Y6KBnZFUk3mF7St8eHsG0kxNZRemS7KikuU0ej6Pnk+jPwJOl4Rj3PM3NUiqcW6JltacSrtjSDXDBC3BQa7C5fIzLqqS08JeDC4NNko1Etz8oBOM9FOSQc6FwckqCoQlH9soDQkJo0Ho2tqKEMnza/1tx4PU0qDPKDQndt6AuqAMfJOifUNKhaMFrj+kpDeQVeML/6pg27lytybat66Rdk7d871sTWWt9B6mgqi3wDd/+g4f0QkIAdbIPLMmiZ/3k35i25xjPhQu9TnJUeLnHdJJ0ZRtlRXKKWAjFxqOtEI5Kirc1japmw2VVSU6VoOu0BsGVCzpDNa5neKIguSL8tO1hr9rSe8ykHLygbZG7GeQH7Ka2q1I/XDb0FZxabe4SqlOi1ZKO67w07Ncv3frkH6FctGktJ+uZoKTImneqJbQqs4v+DVrT0c35ddyYRTv9/250kCA+cbHB31/dig/5TkOvZiPmKsoTvrYY/yxpN3fyOrifBCnSZz+dhAd7k7/MMHD4Ovgm+BpkAbfBYfBq+AkOAtYMA7+DN4Hf/X+7v3b+29jRr1/b7b4MmgdG4/+B5ljeVM=</latexit><latexit sha1_base64="kqLJCaj4LKZ6UR2PxnzucOjn/Jc=">AAAHT3icbVVNb9w2EFWSdp24H3HSYy5yBQOpsxaktYPkEBQu3E+gRlzUdgKYhkFRszJhiZJJKt4Fwb/Sa/t3euwv6a3oUKvdrLQrSAD15um9meFISqqcKx1F/9y7/+CTTwcbDx9tfvb5F18+3nry9FyVtWRwxsq8lO8TqiDnAs401zm8ryTQIsnhXXJz5OLvPoBUvBSnelrBZUEzwcecUY3Q1dZT0mgYCandJDeg/ehqK4jCqDn81UXcLgKvPU6ungx2SFqyugChWU6VuoijSl8aKjVnOaBuraCi7IZmYBo76+8glPrjUuIltN+gHR4tlJoWCTILqq9VP+bAdbGLWo9fXxouqlqDYDOjcZ37uvRd/X7KJTCdT33KGOZbU415sGsqKdPYp82OUSZpdc3ZBEvgguV1CuaWcclqrhEScMfKoqAiNURTmdWVNbuGTKbmTQTFEK9vd431CZX+ofH3fOu/eBMetJFleG89/KKRcaEeu4H3EbbDXZR8jSsyloUpLQGRTqboeXtnN3eIhH6OdpEqVprCuNnyIDYEh8QtiKQia/bMBRNJm2DegC7saHbx5CwejIy7MUFsybZ7xgQj25JUnTQK21f48HYL0kTNZBemS7KilMUsej6Pns+i3wNOl4Rj3PO3FUiqcW6JltacSrtjSNlighbgIFfhcvkJF2XBaW4vRpcGG6VqCW5+0AnG+jlJIOPC4GTlOcKST2wQ+4T4wch3be1EiOTZtf6m50EqadBn7JsTO29AlVMGTZOCfUMKhaMFrj+koDeQlJOL5lXBtnPlbk2wb10j7Zy61/SyM5WV0nuYCqKNBb75s3f4iE5BCLBGZok1UfhyGA0j2+Uc81S41OckRwlf9kgneV10VVYop4CNXGg40grlKC9xW7ukfjZUlqXoWY36Qm8ZULGkM1rndoojCpIvyo/XGv6uJb1LQMrpR9oasR9BfsxqZrci9d1tTTvFxf3iSqV6LVop7bjET89y/Y1bj/QrFIsmxcN4NROcFEmzWnWEVnV+wq9Zdzr6Kf8iF0bh/rA5VxoIMN/48GDYnD3KD1mGQy/mI+YqCqMh9hh/LHH/N7K6OB+FcRTGvx0Eh7vtL+ah98z72nvuxd4r79D72TvxzjzmTbw/vD+9vwZ/D/4d/LfRUu/faxdfeZ1j49H/Z5l4/w==</latexit>

|0i
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|0i

<latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="n2rgGDEpUzTFgMdGFSbsw9Nwp0s=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SR16s1gmaQ1C4cNMHECMuYjsBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+99dmBUoxnsMyWUfpVTA4JL2LfcCnhVa6BVLuBlfrwd9l/+AdpwJffsooajipaSTzmjFkUH2TFYMn5zNx6Pxu1DVhfpchFvfRG1z+6be7f+ygrFmgqkZYIac5iOa3vkqLacCfDDrDFQU3ZMS3CtkZ6soaggU6XxlZa00g6OVsYsqhyRFbUz098Lwuv2Dhs7fXzkuKwbC5KdK5o2glhFgsek4BqYFQtCGUN7G2rRDjajmjKLkRl2FJWa1jPO5n64lnHJRFOAO2Fcs4bbIJNwylRVUVm4zFJdNrV36y6bL9yTMVQJvt+vO08yqsmWIxvEkwdPRg+XO1fFG9eLH7Q0YauHbsWbKPbJOlI+xlU21ZVTPgNZzBeo8+Q0WKihb6O/NBV9vbqZa+oP0yPnMkFlKSBOz7zvQrA+ziFncZrpFtWHIEuLmnSI4sk74Iht9bZw/HFx6rOvAouLJ76Pprm5MBHL2JJgRVh4f3uNGMwQEDvDHGMDVDykkxSKSGWJYVRAQrglFS9nluRAKCmVKggvgIbioEWBoqKpqgXBlFHbMmEwE2IUCZpdzksCc2woExrIv56QGTUtzDQ1KmOa1zacpESoUzKDoKrrgFS6WnpwhtaTbCXEUBvv2g8XqKQfXS5VxaloA4apNo2G0AMYEJja+1kOJZcOu0MIFGs+90FJRuIJCYXR2cl0sO/boOJHwL7VsINMz9ETapV22dM5lopa/kpagXv6TqzV3u1pv9Y7gKKeAxhuiYNp4bvW50oUod2VcClmnaxlQZ7n7tfO+azWGJt8StxuqI1hVsA0qwXFvMdpPIk3XVYZbF4IxYMUx5Cr+WE7jLD+uAm/Lt70ocr8BXQjFNoQe+VK49fGbmCkuqPL8uM//ZC0srAWHMtUL3DOaXVqkgKY0u0gNaMara+UxuEhyyTH86VWjSxMUivDAyTIp9wmZkZrMKOKG7b0B0d3Ow3dNl2AlOCdLnPvxqNHyTgZ+y5mhxcyZPECFCCjRz3QrmiqLssKZA+wpi45AmgFsi0UtloX1LeGaoU121U16RM9Z0DlFZ7Jddr2cFqA5pfup9cqfGE1Pc1B68Vb2DVkP4F+a9W5uhWqH04a2nEu7TunjOmFaMW1HYU3yVX/W2090DOoLoOUJumqJViWmpaN6RCt8vyMl1O3OlKPd3fav6lXFweTUToepb89jLfWzy/xaBB9GX0d3Y/S6LtoK/ol2o32Ixb9Hv0d/RP9O/hm8GzwYrB/Dr15Y3nm86jzDF7/DxLZBZQ=</latexit><latexit sha1_base64="j+7TKEfOe97pG6uNQBdN7wfZNMM=">AAAIpHicdVVLb9w2EFaSttlsX0l67IWt4CJ11gtpnaA5BIULN30AMeIithPAcgKKmtWypkiZpOrd0rz32Gv7z/pvOpTXjqV1BAiihh+/eQ/zWnBjk+S/GzdvffDhR7cHd4Yff/LpZ5/fvXf/wKhGM9hnSij9OqcGBJewb7kV8LrWQKtcwKv8eDvsv/oDtOFK7tlFDUcVLSWfckYtig6yY7AkeXs3TsZJ+5DVRbpcxNHy2X177/ZfWaFYU4G0TFBjDtOktkeOasuZAD/MGgM1Zce0BNca6ckaigoyVRpfaUkr7eBoZcyiyhFZUTsz/b0gvG7vsLHTJ0eOy7qxINm5omkjiFUkeEwKroFZsSCUMbS3oRbtYDOqKbMYmWFHUalpPeNs7odrGZdMNAW4E8Y1a7gNMgmnTFUVlYXLLNVlU3u37rL5wj1NoBrh+/268ySjmmw5skE8efh0/Gi5c1W8cb34YUsTtnroVryJYj9aR8onuMqmunLKZyCL+QJ1npwGCzX0bfSXpqKvVzdzTf1heuRcJqgsBcTpmfddCNbHOeQsTjPdovoQZGlRkw5RPHkPHLGt3haOPy5OffZVYHHxxPfRNDcXJmIZWxKsCAvv76wRgxkCYmeYY2yAiod0kkIRqSwxjAoYEW5JxcuZJTkQSkqlCsILoKE4aFGgqGiqakEwZdS2TBjMETGKBM0u5yWBOTaUCQ3k30zIjJoWZpoalTHNaxtOUiLUKZlBUNV1QCpdLT04Q+tJthJiqI137YcLVNKPLpeq4lS0AcNUm0ZD6AEMCEztgyyHkkuH3SEEijWf+6AkI/GEhMLo7GQ62PdtUPEjYN9q2EGmF+gJtUq77NkcS0UtfyWtwD17L9Zq7/a0X+sdQFHPAQy3xMG08F3rcyWK0O5KuBSzTtayIM9z92vnfFZrjE0+JW431MYwK2Ca1YJi3uM0nsSbLqsMNi+E4kGKY8jV/LAdRlh/3IRfF2/6UGX+AroRCm2IvXKl8WtjNzBS3dFl+fGffkhaWVgLjmWqFzjntDo1owKY0u0gNeMara+UxuEhy1GO50utGlmYUa0MD5Agn3I7MjNagxlX3LClPzi622notukCpATvdJl7l4wfj5JR4ruYHV7IkMULUICMH/dAu6KpuiwrkD3AmrrkCKAVyLZQ2GpdUN8aqhXWbFfVpE/0ggGVV3gm12nbw2kBml+6n16r8KXV9DQHrRfvYNeQ/QT6nVXn6laofjhpaMe5tO+cMqYXohXXdhTeJFf9b7X1QM+hugxSOkpXLcGy1LRsTIdolednvJy61ZF6vLvT/k29ujiYjNNknP72KN5aX97ig+jL6OvoQZRG30Vb0S/RbrQfsej36O/on+jfwTeD54OXg/1z6M0byzNfRJ1n8OZ/bIQFQA==</latexit>

|+i

<latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="PJ7P+19L/LsWEH07K592MpVuUv0=">AAAIpHicdVVLb9w2EFbSRzbbR5K2t17YCi5SW16s1gmaQ1C4cNMHECMuYicBLCegqFkta4qUSareLc17j722/6z/pkN57VhaR4Agavjxm/cwrwU3djz+78bN997/4MNbg9vDjz7+5NM7d+999sKoRjM4YEoo/SqnBgSXcGC5FfCq1kCrXMDL/Hgn7L/8A7ThSu7bRQ1HFS0ln3JGLYpeZMdgycabu/F4NG4fsrpIl4t4+4uoffbe3Lv1V1Yo1lQgLRPUmMN0XNsjR7XlTIAfZo2BmrJjWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEF63d9jY6aMjx2XdWJDsXNG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3AnjmjXcBpmEU6aqisrCZZbqsqm9W3fZfOEej6FK8P1+3XmSUU22Hdkknmw8Hj1Y7lwVb14v3mhpwlYP3Yq3UOyTdaR8hKtsqiunfAaymC9Q58lpsFBD30Z/aSr6enUz19QfpkfOZYLKUkCcnnnfhWB9nEPO4jTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzYSKWsSXBirDw/vYaMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQp2QGQVXXAal0tfTgDK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC197McSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqEn1CrtsidzLBW1/JW0AvfknVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpjiFX88N2GGH9cRN+XbzlQ5X5C+hmKLQh9sqVxq+N3cRIdUeX5cd/+iFpZWEtOJapXuCc0+rUJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUcPk3Ey9l3MLi9kyOIFKEBGD3ugPdFUXZYVyD5gTV1yBNAKZEcobLUuqG8N1Qprtqtq0id6xoDKKzyT67Tt47QAzS/dT69V+NxqepqD1ou3sGvIfgL91qpzdStUP5w0tONc2ndOGdML0Ypruwpvkqv+t9p6oKdQXQYpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLl5MRul4lP72IN5eP7/Eo0H0ZfR1dD9Ko++i7eiXaC86iFj0e/R39E/07+CbwdPB88HBOfTmjeWZz6POM3j9P+mjBY8=</latexit><latexit sha1_base64="cWg8qCPykzpQTP7AV3v/wfxVDSo=">AAAIpHicdVVLb9w2EFbSRzbbV9Iee2EruEhtebFaJ2gOQeHCTR9AjLiI7QSwnICiZrWsKVImqXq3NO899tr+s/6bDuW1Y2kdAYKo4cdv3sO8FtzY8fi/W7ffe/+DD+8M7g4/+viTTz+7d//zQ6MazeCAKaH0q5waEFzCgeVWwKtaA61yAS/zk52w//IP0IYruW8XNRxXtJR8yhm1KDrMTsCSjTf34vFo3D5kdZEuF3G0fPbe3L/zV1Yo1lQgLRPUmKN0XNtjR7XlTIAfZo2BmrITWoJrjfRkDUUFmSqNr7SklXZwtDJmUeWIrKidmf5eEN60d9TY6eNjx2XdWJDsQtG0EcQqEjwmBdfArFgQyhja21CLdrAZ1ZRZjMywo6jUtJ5xNvfDtYxLJpoC3CnjmjXcBpmEM6aqisrCZZbqsqm9W3fZfOGejKFK8P1+3XmSUU22Hdkknmw8GT1c7lwXb94s3mhpwlYP3Yq3UOyTdaR8jKtsqiunfAaymC9Q5+lZsFBD30Z/ZSr6en0z19QfpcfOZYLKUkCcnnvfhWB9XEDO4zTTLaoPQZYWNekQxZN3wBHb6m3h+OPi1GdfBRYXT3wfTXNzaSKWsSXBirDw/u4aMZghIHaGOcYGqHhIJykUkcoSw6iAhHBLKl7OLMmBUFIqVRBeAA3FQYsCRUVTVQuCKaO2ZcJgJsQoEjS7nJcE5thQJjSQfz0hM2pamGlqVMY0r204SYlQZ2QGQVXXAal0tfTgHK0n2UqIoTbetR8uUEk/ulyqilPRBgxTbRoNoQcwIDC1D7IcSi4ddocQKNZ87oOSjMQTEgqjs5PpYN+3QcWPgH2rYReZnqMn1CrtsqdzLBW1/JW0Avf0nVirvdvXfq13AEU9BzDcEgfTwnetz5UoQrsr4VLMOlnLgjzP3a+d81mtMTb5lLi9UBvDrIBpVguKeY/TeBJvuawy2LwQigcpTiBX86N2GGH9cRN+XbzlQ5X5S+hmKLQh9sq1xq+N3cRIdUeX5Sd/+iFpZWEtOJapXuCc0+rMJAUwpdtBakY1Wl8pjcNDlkmO50utGlmYpFaGB0iQT7lNzIzWYEYVN2zpD47udhq6HboAKcE7XebejUePknEy9l3MLi9kyOIlKEBGj3qgPdFUXZYVyD5gTV1xBNAKZEcobLUuqG8N1Qprtqtq0id6zoDKazyTm7Tt47QAza/cT29U+MJqepaD1ou3sBvIfgL91qoLdStUP5w2tONc2ndOGdML0Ypruwpvkuv+t9p6oGdQXQUpTdJVS7AsNS0b0yFa5fkZL6dudaQe7+60f1OvLg4no3Q8Sn97GG+vL2/xQfRl9HX0IEqj76Lt6JdoLzqIWPR79Hf0T/Tv4JvBs8GLwcEF9Pat5Zkvos4zeP0/Q10FOw==</latexit>
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<latexit sha1_base64="REhmE26M1Js3O1gJJFw7WKt23Rk=">AAAHXHicbVVdb9xEFHU/yJaUQkoRLzzgYEUq6cayN6noQ4WCwqdE1CCStFImisazd51R7LEzMya7Gs0jv4ZX+DG88Fu4Y+9u1/ZatjQ+98w99x5f20mZcaWj6N979x88/GBj8OjDzccfPfn4k62nn56ropIMzliRFfJdQhVkXMCZ5jqDd6UEmicZvE1ujlz87R8gFS/EqZ6VcJnTVPAJZ1QjdLX1JalzmCSj7MZuEg1TbVghJTBHsFdbQRRG9eH3F/F8ERx+5tXHydXTjR0yLliVg9Aso0pdxFGpLw2VmrMMUKJSUKIYTcHU2tbfQWjsTwqJl9B+jbZ4NFdqlifIzKm+Vt2YA9fFLio9eXVpuCgrDYI1QpMq83XhOzP8MXd9ZjOfMob1VlRjHeyaSso0mrbZEkolLa85m2ILXLCsGoO5ZVyyimuEBNyxIs+pGBuiqUyr0ppdQ6Yz8zqCfIjXt7vG+oRK/9D4e771X7wOD+aRVXhvPfyiTuNCHXYN7yNsh7uY8hWuyETmprAExHg6Q83bO7u5QyR0a7TLUrHTMUzIDWg/iA3BiXELIqlI62fmgomkdTCrQRd2NLvc2cSDkXE3Jogt2XZ7TDCyc5KqkjrD9hVu3p6DNFFN2qXoSlpRyLyJni+i5030e8DpknCMz/xNCZJqHGKipTWn0u4YUswxQXNwkOtwtf2EiyLnNLMXo0uDRqlKgpsfVIKJfk4SSLkwOFlZhrDkUxvEPiF+MPKdra0IkTy91l93NEgpDepMfHNiFwaU+JZBbVKwb0iucLTA+UNyegNJMb2oXxW0nSt3a4J964y0C+pe7WVrKkul97AURGsJ/Aw0L/QRnYEQYI1ME2ui8OUwGka2zTnmY+FKX5AcJXzZIZ1kVd7O0qOcAhq5zOFIPcpRVuBjbZO61VBZ4BenLTXqJnrDgIqVPKN1aqc4oiD5sv14reDvWtK7BKScvaetSfYjyPdVNXK9VN/dVrTVXNxtrlCqY1GvteMCPz2r/ddqHdKvkC9NiodxvxKcFEnTSrUS9fP8hF+z9nR0S/5FLoXC/WF99gwEWDz48GBYnx3KD2mKQy8WI+Y6CqMheow/lrj7G+kvzkdhHIXxbwfB4W7zh/EeeV94X3nPvdj7xjv0fvZOvDOPeX96f3l/e/9s/Dd4OHg8eNJQ79+b73nmtY7B5/8D+7d9+g==</latexit><latexit sha1_base64="REhmE26M1Js3O1gJJFw7WKt23Rk=">AAAHXHicbVVdb9xEFHU/yJaUQkoRLzzgYEUq6cayN6noQ4WCwqdE1CCStFImisazd51R7LEzMya7Gs0jv4ZX+DG88Fu4Y+9u1/ZatjQ+98w99x5f20mZcaWj6N979x88/GBj8OjDzccfPfn4k62nn56ropIMzliRFfJdQhVkXMCZ5jqDd6UEmicZvE1ujlz87R8gFS/EqZ6VcJnTVPAJZ1QjdLX1JalzmCSj7MZuEg1TbVghJTBHsFdbQRRG9eH3F/F8ERx+5tXHydXTjR0yLliVg9Aso0pdxFGpLw2VmrMMUKJSUKIYTcHU2tbfQWjsTwqJl9B+jbZ4NFdqlifIzKm+Vt2YA9fFLio9eXVpuCgrDYI1QpMq83XhOzP8MXd9ZjOfMob1VlRjHeyaSso0mrbZEkolLa85m2ILXLCsGoO5ZVyyimuEBNyxIs+pGBuiqUyr0ppdQ6Yz8zqCfIjXt7vG+oRK/9D4e771X7wOD+aRVXhvPfyiTuNCHXYN7yNsh7uY8hWuyETmprAExHg6Q83bO7u5QyR0a7TLUrHTMUzIDWg/iA3BiXELIqlI62fmgomkdTCrQRd2NLvc2cSDkXE3Jogt2XZ7TDCyc5KqkjrD9hVu3p6DNFFN2qXoSlpRyLyJni+i5030e8DpknCMz/xNCZJqHGKipTWn0u4YUswxQXNwkOtwtf2EiyLnNLMXo0uDRqlKgpsfVIKJfk4SSLkwOFlZhrDkUxvEPiF+MPKdra0IkTy91l93NEgpDepMfHNiFwaU+JZBbVKwb0iucLTA+UNyegNJMb2oXxW0nSt3a4J964y0C+pe7WVrKkul97AURGsJ/Aw0L/QRnYEQYI1ME2ui8OUwGka2zTnmY+FKX5AcJXzZIZ1kVd7O0qOcAhq5zOFIPcpRVuBjbZO61VBZ4BenLTXqJnrDgIqVPKN1aqc4oiD5sv14reDvWtK7BKScvaetSfYjyPdVNXK9VN/dVrTVXNxtrlCqY1GvteMCPz2r/ddqHdKvkC9NiodxvxKcFEnTSrUS9fP8hF+z9nR0S/5FLoXC/WF99gwEWDz48GBYnx3KD2mKQy8WI+Y6CqMheow/lrj7G+kvzkdhHIXxbwfB4W7zh/EeeV94X3nPvdj7xjv0fvZOvDOPeX96f3l/e/9s/Dd4OHg8eNJQ79+b73nmtY7B5/8D+7d9+g==</latexit><latexit sha1_base64="REhmE26M1Js3O1gJJFw7WKt23Rk=">AAAHXHicbVVdb9xEFHU/yJaUQkoRLzzgYEUq6cayN6noQ4WCwqdE1CCStFImisazd51R7LEzMya7Gs0jv4ZX+DG88Fu4Y+9u1/ZatjQ+98w99x5f20mZcaWj6N979x88/GBj8OjDzccfPfn4k62nn56ropIMzliRFfJdQhVkXMCZ5jqDd6UEmicZvE1ujlz87R8gFS/EqZ6VcJnTVPAJZ1QjdLX1JalzmCSj7MZuEg1TbVghJTBHsFdbQRRG9eH3F/F8ERx+5tXHydXTjR0yLliVg9Aso0pdxFGpLw2VmrMMUKJSUKIYTcHU2tbfQWjsTwqJl9B+jbZ4NFdqlifIzKm+Vt2YA9fFLio9eXVpuCgrDYI1QpMq83XhOzP8MXd9ZjOfMob1VlRjHeyaSso0mrbZEkolLa85m2ILXLCsGoO5ZVyyimuEBNyxIs+pGBuiqUyr0ppdQ6Yz8zqCfIjXt7vG+oRK/9D4e771X7wOD+aRVXhvPfyiTuNCHXYN7yNsh7uY8hWuyETmprAExHg6Q83bO7u5QyR0a7TLUrHTMUzIDWg/iA3BiXELIqlI62fmgomkdTCrQRd2NLvc2cSDkXE3Jogt2XZ7TDCyc5KqkjrD9hVu3p6DNFFN2qXoSlpRyLyJni+i5030e8DpknCMz/xNCZJqHGKipTWn0u4YUswxQXNwkOtwtf2EiyLnNLMXo0uDRqlKgpsfVIKJfk4SSLkwOFlZhrDkUxvEPiF+MPKdra0IkTy91l93NEgpDepMfHNiFwaU+JZBbVKwb0iucLTA+UNyegNJMb2oXxW0nSt3a4J964y0C+pe7WVrKkul97AURGsJ/Aw0L/QRnYEQYI1ME2ui8OUwGka2zTnmY+FKX5AcJXzZIZ1kVd7O0qOcAhq5zOFIPcpRVuBjbZO61VBZ4BenLTXqJnrDgIqVPKN1aqc4oiD5sv14reDvWtK7BKScvaetSfYjyPdVNXK9VN/dVrTVXNxtrlCqY1GvteMCPz2r/ddqHdKvkC9NiodxvxKcFEnTSrUS9fP8hF+z9nR0S/5FLoXC/WF99gwEWDz48GBYnx3KD2mKQy8WI+Y6CqMheow/lrj7G+kvzkdhHIXxbwfB4W7zh/EeeV94X3nPvdj7xjv0fvZOvDOPeX96f3l/e/9s/Dd4OHg8eNJQ79+b73nmtY7B5/8D+7d9+g==</latexit><latexit sha1_base64="8F2uABV4eB9JvFAPJDcH8aLyLEA=">AAAHXHicbVVNb9w2EFXS1Js6TeM0QC89VK5gIHXWgrR2kByCwoX7CdSIi9pOANMwKO6sTFgiZZKqd0Hw2F/Ta/tjeulv6VD7kZV2BQmg3jzOm3kaSVlVcG2S5N979z968PFG7+Enm48+ffzZk62nn59rWSsGZ0wWUr3PqIaCCzgz3BTwvlJAy6yAd9nNkY+/+wOU5lKcmkkFlyXNBR9xRg1CV1tfkSaHzQrKbtwmMTA2lkmlgHmCu9qKkjhpjnB1kc4WUTA7Tq6ebuyQoWR1CcKwgmp9kSaVubRUGc4KQIlaQ4ViNAfbaLtwB6FhOJIKL2HCBm3xaKn1pMyQWVJzrbsxD66LXdRm9PrSclHVBgSbCo3qIjQy9GaEQ+77LCYhZQzrranBOtg1VZQZNG2zJZQrWl1zNsYWuGBFPQR7y7hiNTcICbhjsiypGFpiqMrrytldS8YT+yaBso/Xt7vWhYSq8NCGe6ELX7yJD2aRZXhvPfyiSeNDHXYD7yPs+ruY8jWuyEiVVjoCYjieoObtndvcIQq6NbpFqdjpEEbkBkwYpZbgxPgFUVTkzTPzwUzRJlg0oA97mlvsnMajgfU3Nkod2fZ7bDRwM5KusybD9hVu3p6BNNPTtAvRpbRCqnIaPZ9Hz6fR7wGnS8ExPvO3FShqcIiJUc6eKrdjiZxhgpbgId/hcvsZF7LktHAXg0uLRulagZ8fVIKReU4yyLmwOFlFgbDiYxelISFhNAi9ra0IUTy/Nt90NEilLOqMQnvi5gZU+JZBY1K0b0mpcbTA+0NKegOZHF80rwrazrW/tdG+80a6OXWv8bI1lZU2e1gKoo0EfgamL/QRnYAQ4KzKM2eT+GU/6SeuzTnmQ+FLn5M8JX7ZIZ0UddnOskI5BTRykcOTVihHhcTH2iZ1q6FK4henLTXoJnrLgIqlPIN1aqc4oqD4ov10reDvRtG7DJSafKCtSfYjqA9VTeVWUn13W9NWc2m3Oal1x6KV1o4lfnqW+2/UOqRfoVyYlPbT1UpwUhTNa91KtJrnJ/yataejW/IvaiEU7/ebc8VAgPmDjw/6zdmh/JDnOPRiPmK+ozjpo8f4Y0m7v5HVxfkgTpM4/e0gOtyd/WIeBl8GXwfPgzR4FRwGPwcnwVnAgj+Dv4K/g382/us96D3qPZ5S79+b7XkWtI7eF/8Dye19pg==</latexit>

a

<latexit sha1_base64="aJHeMcDEVttAl1Irx9gypSQcGrE=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCxfXr5KAiHYXX43UW0WASHT73qOLl83Nshk5yVGQjNUqrURRQWemyo1JylYPukVFBQdk0TMJWS9XcQmvjTXOIltF+hDR7NlJpnMTIzqq9UO+bATbGLUk9fjQ0XRalBsFpoWqa+zn3XuD/hEphO5z5lDOstqcY62BWVlGk0qN8QSiQtrjibYQtcsLScgLlhXLKSa4QE3LI8y6iYGKKpTMrCml1DZnPzOoRsgNc3u8b6hEr/0Ph7vvWfvx4eLCLr8N5m+HmVxoVa7AreR9gOdjHlK1yRqcxMbgmIyWyOmje3tr9DJLRrtKtSsdMJTMk1aD+IDMHpcAsiqUiqZ+aCsaRVMK1AF3Y0u9pZx4ORcTcmiCzZdntMMLILkirjKsP2JW7eXoA0VnXalehaWpHLrI6eL6PndfQ7wOmScIzP/E0BkmocWaKlNafS7hiSLzBBM3CQ63C9/ZiLPOM0tRejsUGjVCnBzQ8qwVQ/IzEkXBicrDRFWPKZDSKfED8Y+c7WRoRInlzpr1sapJAGdaa+ObFLA4qUMqhMCvYNyRSOFjh/SEavIc5nF9WrgrZz5W5NsG+dkXZJ3au8bExlofQeloJoJYGvfP36HtE5CAHWyCS2Jhy+GISD0DY5x3wiXOlLkqMMX7RIJ2mZNbN0KKeARq5yOFKHcpTm+FibpHY1VOa5aEmN2oneMKBiLc9ok9opjihIvmo/2ij4m5b0NgYp5x9oG5L9APJDVbVcJ9W3NyVtNBe1m8uValnUae04x0/Pev+VWov0C2Qrk6JB1K0EJ0XSpFSNRN08P+LXrDkd7ZJ/liuh4f6gOjsGAiwf/PBgUJ0tyvdJgkMvliPmOhqGA/QYfyxR+zfSXZyPhlE4jH49CA536z+Md9/70vvKe+ZF3kvv0PvJO/HOPObdeO+9P7w/e3/1/un92/uvpm7dWex54jWOe1v/AwC8eGA=</latexit><latexit sha1_base64="aJHeMcDEVttAl1Irx9gypSQcGrE=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCxfXr5KAiHYXX43UW0WASHT73qOLl83Nshk5yVGQjNUqrURRQWemyo1JylYPukVFBQdk0TMJWS9XcQmvjTXOIltF+hDR7NlJpnMTIzqq9UO+bATbGLUk9fjQ0XRalBsFpoWqa+zn3XuD/hEphO5z5lDOstqcY62BWVlGk0qN8QSiQtrjibYQtcsLScgLlhXLKSa4QE3LI8y6iYGKKpTMrCml1DZnPzOoRsgNc3u8b6hEr/0Ph7vvWfvx4eLCLr8N5m+HmVxoVa7AreR9gOdjHlK1yRqcxMbgmIyWyOmje3tr9DJLRrtKtSsdMJTMk1aD+IDMHpcAsiqUiqZ+aCsaRVMK1AF3Y0u9pZx4ORcTcmiCzZdntMMLILkirjKsP2JW7eXoA0VnXalehaWpHLrI6eL6PndfQ7wOmScIzP/E0BkmocWaKlNafS7hiSLzBBM3CQ63C9/ZiLPOM0tRejsUGjVCnBzQ8qwVQ/IzEkXBicrDRFWPKZDSKfED8Y+c7WRoRInlzpr1sapJAGdaa+ObFLA4qUMqhMCvYNyRSOFjh/SEavIc5nF9WrgrZz5W5NsG+dkXZJ3au8bExlofQeloJoJYGvfP36HtE5CAHWyCS2Jhy+GISD0DY5x3wiXOlLkqMMX7RIJ2mZNbN0KKeARq5yOFKHcpTm+FibpHY1VOa5aEmN2oneMKBiLc9ok9opjihIvmo/2ij4m5b0NgYp5x9oG5L9APJDVbVcJ9W3NyVtNBe1m8uValnUae04x0/Pev+VWov0C2Qrk6JB1K0EJ0XSpFSNRN08P+LXrDkd7ZJ/liuh4f6gOjsGAiwf/PBgUJ0tyvdJgkMvliPmOhqGA/QYfyxR+zfSXZyPhlE4jH49CA536z+Md9/70vvKe+ZF3kvv0PvJO/HOPObdeO+9P7w/e3/1/un92/uvpm7dWex54jWOe1v/AwC8eGA=</latexit><latexit sha1_base64="aJHeMcDEVttAl1Irx9gypSQcGrE=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCxfXr5KAiHYXX43UW0WASHT73qOLl83Nshk5yVGQjNUqrURRQWemyo1JylYPukVFBQdk0TMJWS9XcQmvjTXOIltF+hDR7NlJpnMTIzqq9UO+bATbGLUk9fjQ0XRalBsFpoWqa+zn3XuD/hEphO5z5lDOstqcY62BWVlGk0qN8QSiQtrjibYQtcsLScgLlhXLKSa4QE3LI8y6iYGKKpTMrCml1DZnPzOoRsgNc3u8b6hEr/0Ph7vvWfvx4eLCLr8N5m+HmVxoVa7AreR9gOdjHlK1yRqcxMbgmIyWyOmje3tr9DJLRrtKtSsdMJTMk1aD+IDMHpcAsiqUiqZ+aCsaRVMK1AF3Y0u9pZx4ORcTcmiCzZdntMMLILkirjKsP2JW7eXoA0VnXalehaWpHLrI6eL6PndfQ7wOmScIzP/E0BkmocWaKlNafS7hiSLzBBM3CQ63C9/ZiLPOM0tRejsUGjVCnBzQ8qwVQ/IzEkXBicrDRFWPKZDSKfED8Y+c7WRoRInlzpr1sapJAGdaa+ObFLA4qUMqhMCvYNyRSOFjh/SEavIc5nF9WrgrZz5W5NsG+dkXZJ3au8bExlofQeloJoJYGvfP36HtE5CAHWyCS2Jhy+GISD0DY5x3wiXOlLkqMMX7RIJ2mZNbN0KKeARq5yOFKHcpTm+FibpHY1VOa5aEmN2oneMKBiLc9ok9opjihIvmo/2ij4m5b0NgYp5x9oG5L9APJDVbVcJ9W3NyVtNBe1m8uValnUae04x0/Pev+VWov0C2Qrk6JB1K0EJ0XSpFSNRN08P+LXrDkd7ZJ/liuh4f6gOjsGAiwf/PBgUJ0tyvdJgkMvliPmOhqGA/QYfyxR+zfSXZyPhlE4jH49CA536z+Md9/70vvKe+ZF3kvv0PvJO/HOPObdeO+9P7w/e3/1/un92/uvpm7dWex54jWOe1v/AwC8eGA=</latexit><latexit sha1_base64="KfkKAQeeds472X75OHXzx924ehk=">AAAHSHicbVXbbtw2EFXcdpNub0n72Be5goHUWQvS2kHzEBQu3CtQIy5qOwHMhUFRszJhiZJJqt4Fwe/oa/s7/YP+Rd+KvnWovWQlrSAB1JnDOTNHIympcq50FP39YOedd98bPHz0/vCDDz/6+JPHTz69VGUtGVywMi/lm4QqyLmAC811Dm8qCbRIcnid3J64+OvfQCpeinM9r2BS0EzwKWdUIzQhTQYjIbVDev04iMKoOfz+Il4uAm95nF0/GeyRtGR1AUKznCp1FUeVnhgqNWc52CGpFVSU3dIMTKNk/T2EUn9aSryE9hu0xaOFUvMiQWZB9Y3qxhy4LXZV6+mLieGiqjUIthCa1rmvS9817qdcAtP53KeMYb011VgHu6GSMo0GDVtCmaTVDWczbIELltcpmDvGJau5RkjAPSuLgorUEE1lVlfW7Bsym5uXERQjvL7eN9YnVPrHxj/wrf/sZXi0jGzCB9vhZ00aF+qwG/gQYTvax5QvcEWmsjClJSDS2Rw17+7tcI9I6NZo16VipylMyS1oP4gNwelwCyKpyJpn5oKJpE0wb0AXdjS73rmIB2PjbkwQW7Lr9phgbJckVSdNht1r3Ly7BGmiFmnXohtpRSmLRfRyFb1cRL8FnC4Jp/jMX1UgqcaRJVpacy7tniHlEhO0AAe5DjfbT7goC05zezWeGDRK1RLc/KASTPVTkkDGhcHJynOEJZ/ZIPYJ8YOx72xtRYjk2Y3+sqNBKmlQZ+qbM7syoMopg8ak4NCQQuFogfOHFPQWknJ21bwqaDtX7tYEh9YZaVfUg8bL1lRWSh9gKYg2EvjKL17fEzoHIcAamSXWROHzUTSKbJtzylPhSl+RHCV83iGd5XXRztKjnAMauc7hSD3KSV7iY22TutVQWZaiIzXuJnrFgIqNPONtauc4oiD5uv14q+CvWtL7BKScv6VtSfY9yLdVLeR6qb65q2mrubjbXKlUx6Jea6clfno2+2/UOqSfoVibFI/ifiU4KZJmtWol6uf5Ab9m7enolvyTXAuFh6Pm7BkIsHrw4dGoOTuU77IMh16sRsx1FEYj9Bh/LHH3N9JfXI7DOArjX46C4/3lL+aR97n3hffUi72vvGPvR+/Mu/CYd+f97v3h/Tn4a/DP4N/BfwvqzoPlns+81vFw53/O43gM</latexit>

b

<latexit sha1_base64="v1R8/jfBXEnqbSUhYikmBqhHqjU=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCx/fjyURAOw+rwu4tosQgOn3rVcXL5uLdDJjkrMxCapVSpiygs9NhQqTlLwfZJqaCg7JomYCol6+8gNPGnucRLaL9CGzyaKTXPYmRmVF+pdsyBm2IXpZ6+GhsuilKDYLXQtEx9nfuucX/CJTCdzn3KGNZbUo11sCsqKdNoUL8hlEhaXHE2wxa4YGk5AXPDuGQl1wgJuGV5llExMURTmZSFNbuGzObmdQjZAK9vdo31CZX+ofH3fOs/fz08WETW4b3N8PMqjQu12BW8j7Ad7GLKV7giU5mZ3BIQk9kcNW9ubX+HSGjXaFelYqcTmJJr0H4QGYLT4RZEUpFUz8wFY0mrYFqBLuxodrWzjgcj425MEFmy7faYYGQXJFXGVYbtS9y8vQBprOq0K9G1tCKXWR09X0bP6+h3gNMl4Rif+ZsCJNU4skRLa06l3TEkX2CCZuAg1+F6+zEXecZpai9GY4NGqVKCmx9Ugql+RmJIuDA4WWmKsOQzG0Q+IX4w8p2tjQiRPLnSX7c0SCEN6kx9c2KXBhQpZVCZFOwbkikcLXD+kIxeQ5zPLqpXBW3nyt2aYN86I+2Suld52ZjKQuk9LAXRSgJf+fr1PaJzEAKskUlsTTh8MQgHoW1yjvlEuNKXJEcZvmiRTtIya2bpUE4BjVzlcKQO5SjN8bE2Se1qqMxz0ZIatRO9YUDFWp7RJrVTHFGQfNV+tFHwNy3pbQxSzj/QNiT7AeSHqmq5Tqpvb0raaC5qN5cr1bKo09pxjp+e9f4rtRbpF8hWJkWDqFsJToqkSakaibp5fsSvWXM62iX/LFdCw/1BdXYMBFg++OHBoDpblO+TBIdeLEfMdTQMB+gx/lii9m+kuzgfDaNwGP16EBzu1n8Y7773pfeV98yLvJfeofeTd+Kdecy78d57f3h/9v7q/dP7t/dfTd26s9jzxGsc97b+BweUeGE=</latexit><latexit sha1_base64="v1R8/jfBXEnqbSUhYikmBqhHqjU=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCx/fjyURAOw+rwu4tosQgOn3rVcXL5uLdDJjkrMxCapVSpiygs9NhQqTlLwfZJqaCg7JomYCol6+8gNPGnucRLaL9CGzyaKTXPYmRmVF+pdsyBm2IXpZ6+GhsuilKDYLXQtEx9nfuucX/CJTCdzn3KGNZbUo11sCsqKdNoUL8hlEhaXHE2wxa4YGk5AXPDuGQl1wgJuGV5llExMURTmZSFNbuGzObmdQjZAK9vdo31CZX+ofH3fOs/fz08WETW4b3N8PMqjQu12BW8j7Ad7GLKV7giU5mZ3BIQk9kcNW9ubX+HSGjXaFelYqcTmJJr0H4QGYLT4RZEUpFUz8wFY0mrYFqBLuxodrWzjgcj425MEFmy7faYYGQXJFXGVYbtS9y8vQBprOq0K9G1tCKXWR09X0bP6+h3gNMl4Rif+ZsCJNU4skRLa06l3TEkX2CCZuAg1+F6+zEXecZpai9GY4NGqVKCmx9Ugql+RmJIuDA4WWmKsOQzG0Q+IX4w8p2tjQiRPLnSX7c0SCEN6kx9c2KXBhQpZVCZFOwbkikcLXD+kIxeQ5zPLqpXBW3nyt2aYN86I+2Suld52ZjKQuk9LAXRSgJf+fr1PaJzEAKskUlsTTh8MQgHoW1yjvlEuNKXJEcZvmiRTtIya2bpUE4BjVzlcKQO5SjN8bE2Se1qqMxz0ZIatRO9YUDFWp7RJrVTHFGQfNV+tFHwNy3pbQxSzj/QNiT7AeSHqmq5Tqpvb0raaC5qN5cr1bKo09pxjp+e9f4rtRbpF8hWJkWDqFsJToqkSakaibp5fsSvWXM62iX/LFdCw/1BdXYMBFg++OHBoDpblO+TBIdeLEfMdTQMB+gx/lii9m+kuzgfDaNwGP16EBzu1n8Y7773pfeV98yLvJfeofeTd+Kdecy78d57f3h/9v7q/dP7t/dfTd26s9jzxGsc97b+BweUeGE=</latexit><latexit sha1_base64="v1R8/jfBXEnqbSUhYikmBqhHqjU=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCx/fjyURAOw+rwu4tosQgOn3rVcXL5uLdDJjkrMxCapVSpiygs9NhQqTlLwfZJqaCg7JomYCol6+8gNPGnucRLaL9CGzyaKTXPYmRmVF+pdsyBm2IXpZ6+GhsuilKDYLXQtEx9nfuucX/CJTCdzn3KGNZbUo11sCsqKdNoUL8hlEhaXHE2wxa4YGk5AXPDuGQl1wgJuGV5llExMURTmZSFNbuGzObmdQjZAK9vdo31CZX+ofH3fOs/fz08WETW4b3N8PMqjQu12BW8j7Ad7GLKV7giU5mZ3BIQk9kcNW9ubX+HSGjXaFelYqcTmJJr0H4QGYLT4RZEUpFUz8wFY0mrYFqBLuxodrWzjgcj425MEFmy7faYYGQXJFXGVYbtS9y8vQBprOq0K9G1tCKXWR09X0bP6+h3gNMl4Rif+ZsCJNU4skRLa06l3TEkX2CCZuAg1+F6+zEXecZpai9GY4NGqVKCmx9Ugql+RmJIuDA4WWmKsOQzG0Q+IX4w8p2tjQiRPLnSX7c0SCEN6kx9c2KXBhQpZVCZFOwbkikcLXD+kIxeQ5zPLqpXBW3nyt2aYN86I+2Suld52ZjKQuk9LAXRSgJf+fr1PaJzEAKskUlsTTh8MQgHoW1yjvlEuNKXJEcZvmiRTtIya2bpUE4BjVzlcKQO5SjN8bE2Se1qqMxz0ZIatRO9YUDFWp7RJrVTHFGQfNV+tFHwNy3pbQxSzj/QNiT7AeSHqmq5Tqpvb0raaC5qN5cr1bKo09pxjp+e9f4rtRbpF8hWJkWDqFsJToqkSakaibp5fsSvWXM62iX/LFdCw/1BdXYMBFg++OHBoDpblO+TBIdeLEfMdTQMB+gx/lii9m+kuzgfDaNwGP16EBzu1n8Y7773pfeV98yLvJfeofeTd+Kdecy78d57f3h/9v7q/dP7t/dfTd26s9jzxGsc97b+BweUeGE=</latexit><latexit sha1_base64="dWoV/Mz48jKSEF+Q77gX4qHA36s=">AAAHSHicbVXbbtw2EFXcdpNub0n72Be5goHUWQvS2kHzEBQu3CtQIy5qOwHMhUFRszJhiZJJqt4Fwe/oa/s7/YP+Rd+KvnWovWQlrSAB1JnDOTNHIympcq50FP39YOedd98bPHz0/vCDDz/6+JPHTz69VGUtGVywMi/lm4QqyLmAC811Dm8qCbRIcnid3J64+OvfQCpeinM9r2BS0EzwKWdUIzQhTQYjIbXD5PpxEIVRc/j9RbxcBN7yOLt+MtgjacnqAoRmOVXqKo4qPTFUas5ysENSK6gou6UZmEbJ+nsIpf60lHgJ7Tdoi0cLpeZFgsyC6hvVjTlwW+yq1tMXE8NFVWsQbCE0rXNfl75r3E+5BKbzuU8Zw3prqrEOdkMlZRoNGraEMkmrG85m2AIXLK9TMHeMS1ZzjZCAe1YWBRWpIZrKrK6s2TdkNjcvIyhGeH29b6xPqPSPjX/gW//Zy/BoGdmED7bDz5o0LtRhN/Ahwna0jylf4IpMZWFKS0Ckszlq3t3b4R6R0K3RrkvFTlOYklvQfhAbgtPhFkRSkTXPzAUTSZtg3oAu7Gh2vXMRD8bG3ZggtmTX7THB2C5Jqk6aDLvXuHl3CdJELdKuRTfSilIWi+jlKnq5iH4LOF0STvGZv6pAUo0jS7S05lzaPUPKJSZoAQ5yHW62n3BRFpzm9mo8MWiUqiW4+UElmOqnJIGMC4OTlecISz6zQewT4gdj39naihDJsxv9ZUeDVNKgztQ3Z3ZlQJVTBo1JwaEhhcLRAucPKegtJOXsqnlV0Hau3K0JDq0z0q6oB42XramslD7AUhBtJPCVX7y+J3QOQoA1MkusicLno2gU2TbnlKfClb4iOUr4vEM6y+uinaVHOQc0cp3DkXqUk7zEx9omdauhsixFR2rcTfSKARUbecbb1M5xREHydfvxVsFftaT3CUg5f0vbkux7kG+rWsj1Un1zV9NWc3G3uVKpjkW91k5L/PRs9t+odUg/Q7E2KR7F/UpwUiTNatVK1M/zA37N2tPRLfknuRYKD0fN2TMQYPXgw6NRc3Yo32UZDr1YjZjrKIxG6DH+WOLub6S/uByHcRTGvxwFx/vLX8wj73PvC++pF3tfecfej96Zd+Ex78773fvD+3Pw1+Cfwb+D/xbUnQfLPZ95rePhzv/Vu3gN</latexit>

c

<latexit sha1_base64="BGQa6ALvomzgPoQhXsSxgCZK/wA=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCxfXb5KAiHYXX43UW0WASHT73qOLl83Nshk5yVGQjNUqrURRQWemyo1JylYPukVFBQdk0TMJWS9XcQmvjTXOIltF+hDR7NlJpnMTIzqq9UO+bATbGLUk9fjQ0XRalBsFpoWqa+zn3XuD/hEphO5z5lDOstqcY62BWVlGk0qN8QSiQtrjibYQtcsLScgLlhXLKSa4QE3LI8y6iYGKKpTMrCml1DZnPzOoRsgNc3u8b6hEr/0Ph7vvWfvx4eLCLr8N5m+HmVxoVa7AreR9gOdjHlK1yRqcxMbgmIyWyOmje3tr9DJLRrtKtSsdMJTMk1aD+IDMHpcAsiqUiqZ+aCsaRVMK1AF3Y0u9pZx4ORcTcmiCzZdntMMLILkirjKsP2JW7eXoA0VnXalehaWpHLrI6eL6PndfQ7wOmScIzP/E0BkmocWaKlNafS7hiSLzBBM3CQ63C9/ZiLPOM0tRejsUGjVCnBzQ8qwVQ/IzEkXBicrDRFWPKZDSKfED8Y+c7WRoRInlzpr1sapJAGdaa+ObFLA4qUMqhMCvYNyRSOFjh/SEavIc5nF9WrgrZz5W5NsG+dkXZJ3au8bExlofQeloJoJYGvfP36HtE5CAHWyCS2Jhy+GISD0DY5x3wiXOlLkqMMX7RIJ2mZNbN0KKeARq5yOFKHcpTm+FibpHY1VOa5aEmN2oneMKBiLc9ok9opjihIvmo/2ij4m5b0NgYp5x9oG5L9APJDVbVcJ9W3NyVtNBe1m8uValnUae04x0/Pev+VWov0C2Qrk6JB1K0EJ0XSpFSNRN08P+LXrDkd7ZJ/liuh4f6gOjsGAiwf/PBgUJ0tyvdJgkMvliPmOhqGA/QYfyxR+zfSXZyPhlE4jH49CA536z+Md9/70vvKe+ZF3kvv0PvJO/HOPObdeO+9P7w/e3/1/un92/uvpm7dWex54jWOe1v/Aw5seGI=</latexit><latexit sha1_base64="BGQa6ALvomzgPoQhXsSxgCZK/wA=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCxfXb5KAiHYXX43UW0WASHT73qOLl83Nshk5yVGQjNUqrURRQWemyo1JylYPukVFBQdk0TMJWS9XcQmvjTXOIltF+hDR7NlJpnMTIzqq9UO+bATbGLUk9fjQ0XRalBsFpoWqa+zn3XuD/hEphO5z5lDOstqcY62BWVlGk0qN8QSiQtrjibYQtcsLScgLlhXLKSa4QE3LI8y6iYGKKpTMrCml1DZnPzOoRsgNc3u8b6hEr/0Ph7vvWfvx4eLCLr8N5m+HmVxoVa7AreR9gOdjHlK1yRqcxMbgmIyWyOmje3tr9DJLRrtKtSsdMJTMk1aD+IDMHpcAsiqUiqZ+aCsaRVMK1AF3Y0u9pZx4ORcTcmiCzZdntMMLILkirjKsP2JW7eXoA0VnXalehaWpHLrI6eL6PndfQ7wOmScIzP/E0BkmocWaKlNafS7hiSLzBBM3CQ63C9/ZiLPOM0tRejsUGjVCnBzQ8qwVQ/IzEkXBicrDRFWPKZDSKfED8Y+c7WRoRInlzpr1sapJAGdaa+ObFLA4qUMqhMCvYNyRSOFjh/SEavIc5nF9WrgrZz5W5NsG+dkXZJ3au8bExlofQeloJoJYGvfP36HtE5CAHWyCS2Jhy+GISD0DY5x3wiXOlLkqMMX7RIJ2mZNbN0KKeARq5yOFKHcpTm+FibpHY1VOa5aEmN2oneMKBiLc9ok9opjihIvmo/2ij4m5b0NgYp5x9oG5L9APJDVbVcJ9W3NyVtNBe1m8uValnUae04x0/Pev+VWov0C2Qrk6JB1K0EJ0XSpFSNRN08P+LXrDkd7ZJ/liuh4f6gOjsGAiwf/PBgUJ0tyvdJgkMvliPmOhqGA/QYfyxR+zfSXZyPhlE4jH49CA536z+Md9/70vvKe+ZF3kvv0PvJO/HOPObdeO+9P7w/e3/1/un92/uvpm7dWex54jWOe1v/Aw5seGI=</latexit><latexit sha1_base64="BGQa6ALvomzgPoQhXsSxgCZK/wA=">AAAHSHicbVXbbttGEGXcVEnUS5Imb32hSxhIHVkgZQfJQ1C4cK9Ajbio7QTwCsZyNaIXJpf07rKWsNjvyGv7O/2D/kXfir51lpQUkRRBAsszZ+fMHA7JuEi50mH4952tj+5+3Lt3/0H/k08/+/zho8dfnKu8lAzOWJ7m8l1MFaRcwJnmOoV3hQSaxSm8ja+PXPzt7yAVz8Wpnhcwzmgi+JQzqhEakyqDkTCxfXb5KAiHYXX43UW0WASHT73qOLl83Nshk5yVGQjNUqrURRQWemyo1JylYPukVFBQdk0TMJWS9XcQmvjTXOIltF+hDR7NlJpnMTIzqq9UO+bATbGLUk9fjQ0XRalBsFpoWqa+zn3XuD/hEphO5z5lDOstqcY62BWVlGk0qN8QSiQtrjibYQtcsLScgLlhXLKSa4QE3LI8y6iYGKKpTMrCml1DZnPzOoRsgNc3u8b6hEr/0Ph7vvWfvx4eLCLr8N5m+HmVxoVa7AreR9gOdjHlK1yRqcxMbgmIyWyOmje3tr9DJLRrtKtSsdMJTMk1aD+IDMHpcAsiqUiqZ+aCsaRVMK1AF3Y0u9pZx4ORcTcmiCzZdntMMLILkirjKsP2JW7eXoA0VnXalehaWpHLrI6eL6PndfQ7wOmScIzP/E0BkmocWaKlNafS7hiSLzBBM3CQ63C9/ZiLPOM0tRejsUGjVCnBzQ8qwVQ/IzEkXBicrDRFWPKZDSKfED8Y+c7WRoRInlzpr1sapJAGdaa+ObFLA4qUMqhMCvYNyRSOFjh/SEavIc5nF9WrgrZz5W5NsG+dkXZJ3au8bExlofQeloJoJYGvfP36HtE5CAHWyCS2Jhy+GISD0DY5x3wiXOlLkqMMX7RIJ2mZNbN0KKeARq5yOFKHcpTm+FibpHY1VOa5aEmN2oneMKBiLc9ok9opjihIvmo/2ij4m5b0NgYp5x9oG5L9APJDVbVcJ9W3NyVtNBe1m8uValnUae04x0/Pev+VWov0C2Qrk6JB1K0EJ0XSpFSNRN08P+LXrDkd7ZJ/liuh4f6gOjsGAiwf/PBgUJ0tyvdJgkMvliPmOhqGA/QYfyxR+zfSXZyPhlE4jH49CA536z+Md9/70vvKe+ZF3kvv0PvJO/HOPObdeO+9P7w/e3/1/un92/uvpm7dWex54jWOe1v/Aw5seGI=</latexit><latexit sha1_base64="fhWf24TLhR1hips24VbXldMRT1U=">AAAHSHicbVXbbtw2EFXcdpNub0n72Be5goHUWQvS2kHzEBQu3CtQIy5qOwHMhUFRszJhiZJJqt4Fwe/oa/s7/YP+Rd+KvnWovWQlrSAB1JnDOTNHIympcq50FP39YOedd98bPHz0/vCDDz/6+JPHTz69VGUtGVywMi/lm4QqyLmAC811Dm8qCbRIcnid3J64+OvfQCpeinM9r2BS0EzwKWdUIzQhTQYjIbVDdv04iMKoOfz+Il4uAm95nF0/GeyRtGR1AUKznCp1FUeVnhgqNWc52CGpFVSU3dIMTKNk/T2EUn9aSryE9hu0xaOFUvMiQWZB9Y3qxhy4LXZV6+mLieGiqjUIthCa1rmvS9817qdcAtP53KeMYb011VgHu6GSMo0GDVtCmaTVDWczbIELltcpmDvGJau5RkjAPSuLgorUEE1lVlfW7Bsym5uXERQjvL7eN9YnVPrHxj/wrf/sZXi0jGzCB9vhZ00aF+qwG/gQYTvax5QvcEWmsjClJSDS2Rw17+7tcI9I6NZo16VipylMyS1oP4gNwelwCyKpyJpn5oKJpE0wb0AXdjS73rmIB2PjbkwQW7Lr9phgbJckVSdNht1r3Ly7BGmiFmnXohtpRSmLRfRyFb1cRL8FnC4Jp/jMX1UgqcaRJVpacy7tniHlEhO0AAe5DjfbT7goC05zezWeGDRK1RLc/KASTPVTkkDGhcHJynOEJZ/ZIPYJ8YOx72xtRYjk2Y3+sqNBKmlQZ+qbM7syoMopg8ak4NCQQuFogfOHFPQWknJ21bwqaDtX7tYEh9YZaVfUg8bL1lRWSh9gKYg2EvjKL17fEzoHIcAamSXWROHzUTSKbJtzylPhSl+RHCV83iGd5XXRztKjnAMauc7hSD3KSV7iY22TutVQWZaiIzXuJnrFgIqNPONtauc4oiD5uv14q+CvWtL7BKScv6VtSfY9yLdVLeR6qb65q2mrubjbXKlUx6Jea6clfno2+2/UOqSfoVibFI/ifiU4KZJmtWol6uf5Ab9m7enolvyTXAuFh6Pm7BkIsHrw4dGoOTuU77IMh16sRsx1FEYj9Bh/LHH3N9JfXI7DOArjX46C4/3lL+aR97n3hffUi72vvGPvR+/Mu/CYd+f97v3h/Tn4a/DP4N/BfwvqzoPlns+81vFw53/ck3gO</latexit>

1

<latexit sha1_base64="EZwBgKIY0tLdP9JD8rTIKGsCnac=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yMR2tB1EYVQffncRLxbB0VdefZyOHvd2ybhgVQ5Cs4wqdRlHpb4yVGrOMrB9UikoUZ+mYGo76+8iNPYnhcRLaL9GGzyaKzXLE2TmVF+rdsyBm2KXlZ68uDJclJUGweZGkyrzdeG7+v0xl8B0NvMpY5hvRTXmwa6ppExjn/oNo1TS8pqzKZbABcuqMZhbxiWruEZIwB0r8pyKsSGayrQqrdkzZDozLyPIB3h9v2esT6j0j4y/71v/2cvwcBFZh/c3w89qGRdqsWv4AGE72EPJF7giE5mbwhIQ4+kMPW/vbH+XSGjnaFepYqVjmJAb0H4QG4JD4hZEUpHW78wFE0nrYFaDLuxodvXkPB4MjbsxQWzJjnvGBEO7IKkqqRV2RvjwzgKkiZrLrkzXZEUh83n0Yhm9mEd/BJwuCSf4zt+UIKnGuSVaWnMm7a4hxQITNAcHuQrXy0+4KHJOM3s5vDLYKFVJcPODTjDRT0kCKRcGJyvLEJZ8aoPYJ8QPhr5rayNCJE+v9bctD1JKgz4T35zaZQNK3FhQNyk4MCRXOFrg+kNyegNJMb2stwq2nSt3a4ID6xppl9T9upeNqSyV3sdUEK0tcOfP9/AxnYEQYI1ME2ui8PkgGkS2yTnhY+FSX5IcJXzeIp1mVd5U6VDOABu50nCkDuU4K/C1NkntbKgsCtGyGraF3jCgYk1nuMntDEcUJF+VH280/F1LepeAlLMPtA1iP4P8kNXcriP1w21FG8XF7eIKpVot6pR2UuCnZ73+2q1F+hXyVZPiQdzNBCdF0rRSDaGuzi/4NWtORzvl13JlFB4M6rPTQIDliw8PB/XZovyUpjj0YjlirqIwGmCP8ccSt38j3cXFMIyjMP7tMDjam/9hvIfe19433lMv9r7zjrxX3ql37jFv6v3pvff+6v3d+7f339aCev/eYvGl1zi2Hv0PAcV5rQ==</latexit><latexit sha1_base64="EZwBgKIY0tLdP9JD8rTIKGsCnac=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yMR2tB1EYVQffncRLxbB0VdefZyOHvd2ybhgVQ5Cs4wqdRlHpb4yVGrOMrB9UikoUZ+mYGo76+8iNPYnhcRLaL9GGzyaKzXLE2TmVF+rdsyBm2KXlZ68uDJclJUGweZGkyrzdeG7+v0xl8B0NvMpY5hvRTXmwa6ppExjn/oNo1TS8pqzKZbABcuqMZhbxiWruEZIwB0r8pyKsSGayrQqrdkzZDozLyPIB3h9v2esT6j0j4y/71v/2cvwcBFZh/c3w89qGRdqsWv4AGE72EPJF7giE5mbwhIQ4+kMPW/vbH+XSGjnaFepYqVjmJAb0H4QG4JD4hZEUpHW78wFE0nrYFaDLuxodvXkPB4MjbsxQWzJjnvGBEO7IKkqqRV2RvjwzgKkiZrLrkzXZEUh83n0Yhm9mEd/BJwuCSf4zt+UIKnGuSVaWnMm7a4hxQITNAcHuQrXy0+4KHJOM3s5vDLYKFVJcPODTjDRT0kCKRcGJyvLEJZ8aoPYJ8QPhr5rayNCJE+v9bctD1JKgz4T35zaZQNK3FhQNyk4MCRXOFrg+kNyegNJMb2stwq2nSt3a4ID6xppl9T9upeNqSyV3sdUEK0tcOfP9/AxnYEQYI1ME2ui8PkgGkS2yTnhY+FSX5IcJXzeIp1mVd5U6VDOABu50nCkDuU4K/C1NkntbKgsCtGyGraF3jCgYk1nuMntDEcUJF+VH280/F1LepeAlLMPtA1iP4P8kNXcriP1w21FG8XF7eIKpVot6pR2UuCnZ73+2q1F+hXyVZPiQdzNBCdF0rRSDaGuzi/4NWtORzvl13JlFB4M6rPTQIDliw8PB/XZovyUpjj0YjlirqIwGmCP8ccSt38j3cXFMIyjMP7tMDjam/9hvIfe19433lMv9r7zjrxX3ql37jFv6v3pvff+6v3d+7f339aCev/eYvGl1zi2Hv0PAcV5rQ==</latexit><latexit sha1_base64="EZwBgKIY0tLdP9JD8rTIKGsCnac=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yMR2tB1EYVQffncRLxbB0VdefZyOHvd2ybhgVQ5Cs4wqdRlHpb4yVGrOMrB9UikoUZ+mYGo76+8iNPYnhcRLaL9GGzyaKzXLE2TmVF+rdsyBm2KXlZ68uDJclJUGweZGkyrzdeG7+v0xl8B0NvMpY5hvRTXmwa6ppExjn/oNo1TS8pqzKZbABcuqMZhbxiWruEZIwB0r8pyKsSGayrQqrdkzZDozLyPIB3h9v2esT6j0j4y/71v/2cvwcBFZh/c3w89qGRdqsWv4AGE72EPJF7giE5mbwhIQ4+kMPW/vbH+XSGjnaFepYqVjmJAb0H4QG4JD4hZEUpHW78wFE0nrYFaDLuxodvXkPB4MjbsxQWzJjnvGBEO7IKkqqRV2RvjwzgKkiZrLrkzXZEUh83n0Yhm9mEd/BJwuCSf4zt+UIKnGuSVaWnMm7a4hxQITNAcHuQrXy0+4KHJOM3s5vDLYKFVJcPODTjDRT0kCKRcGJyvLEJZ8aoPYJ8QPhr5rayNCJE+v9bctD1JKgz4T35zaZQNK3FhQNyk4MCRXOFrg+kNyegNJMb2stwq2nSt3a4ID6xppl9T9upeNqSyV3sdUEK0tcOfP9/AxnYEQYI1ME2ui8PkgGkS2yTnhY+FSX5IcJXzeIp1mVd5U6VDOABu50nCkDuU4K/C1NkntbKgsCtGyGraF3jCgYk1nuMntDEcUJF+VH280/F1LepeAlLMPtA1iP4P8kNXcriP1w21FG8XF7eIKpVot6pR2UuCnZ73+2q1F+hXyVZPiQdzNBCdF0rRSDaGuzi/4NWtORzvl13JlFB4M6rPTQIDliw8PB/XZovyUpjj0YjlirqIwGmCP8ccSt38j3cXFMIyjMP7tMDjam/9hvIfe19433lMv9r7zjrxX3ql37jFv6v3pvff+6v3d+7f339aCev/eYvGl1zi2Hv0PAcV5rQ==</latexit><latexit sha1_base64="/vrMGb02B3HgIIM8UolxMKLA8oQ=">AAAHT3icbVVNb9tGEGWSVk7UjzjpMRe6hIHUkQVSdpAcgsKF+wnUiIvaTgCvISxXI3phcknvLmMJi/0rvbZ/p8f+kt6KzlKUIpIiSGD55vG9meEsGRcpVzoM/7l3/8Enn/a2Hj7qf/b5F18+3n7y9ELlpWRwzvI0l+9jqiDlAs411ym8LyTQLE7hXXxz7OLvPoBUPBdnel7AVUYTwaecUY3QePspqTRMnFJ2Y/tjE9nxdhAOw+rwu4uoXgRefZyOn/R2ySRnZQZCs5QqdRmFhb4yVGrOUrB9UiooUJ8mYCo76+8iNPGnucRLaL9CGzyaKTXPYmRmVF+rdsyBm2KXpZ6+vjJcFKUGwRZG0zL1de67+v0Jl8B0OvcpY5hvSTXmwa6ppExjn/oNo0TS4pqzGZbABUvLCZhbxiUruUZIwB3Ls4yKiSGayqQsrNkzZDY3b0LIBnh9u2esT6j0j4y/71v/xZvhYR1Zh/c3wy8qGRdqsSv4AGE72EPJ17giU5mZ3BIQk9kcPW/vbH+XSGjnaFepYqUTmJIb0H4QGYJD4hZEUpFU78wFY0mrYFqBLuxodvXkIh6MjLsxQWTJjnvGBCNbk1QZVwo7Y3x4pwZprBayK9M1WZHLbBG9WEYvFtHvAadLwgm+87cFSKpxbomW1pxJu2tIXmOCZuAgV+F6+TEXecZpai9HVwYbpUoJbn7QCab6OYkh4cLgZKUpwpLPbBD5hPjByHdtbUSI5Mm1/qblQQpp0Gfqm1O7bECBGwuqJgUHhmQKRwtcf0hGbyDOZ5fVVsG2c+VuTXBgXSPtkrpf9bIxlYXS+5gKopUF7vzFHj6mcxACrJFJbE04fDkIB6Ftck74RLjUlyRHGb5skU7TMmuqdChngI1caThSh3Kc5vham6R2NlTmuWhZjdpCbxlQsaYz2uR2hiMKkq/KjzYa/q4lvYtByvlH2gaxH0F+zGph15H67rakjeKidnG5Uq0WdUo7yfHTs15/5dYi/QrZqknRIOpmgpMiaVKqhlBX5yf8mjWno53yL3JlNDwYVGengQDLFz88HFRni/JDkuDQi+WIuYqG4QB7jD+WqP0b6S4uRsMoHEa/HQZHe/Uv5qH3zPvae+5F3ivvyPvZO/XOPebNvD+8P72/en/3/u39t1VT79+rF195jWPr0f/P7HlZ</latexit>

2

<latexit sha1_base64="mQ6rHvBSLqSEG/HIj/P/1zAgxDc=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yAztaDuIwqg+/O4iXiyCo6+8+jgdPe7tknHBqhyEZhlV6jKOSn1lqNScZWD7pFJQoj5NwdR21t9FaOxPComX0H6NNng0V2qWJ8jMqb5W7ZgDN8UuKz15cWW4KCsNgs2NJlXm68J39ftjLoHpbOZTxjDfimrMg11TSZnGPvUbRqmk5TVnUyyBC5ZVYzC3jEtWcY2QgDtW5DkVY0M0lWlVWrNnyHRmXkaQD/D6fs9Yn1DpHxl/37f+s5fh4SKyDu9vhp/VMi7UYtfwAcJ2sIeSL3BFJjI3hSUgxtMZet7e2f4ukdDO0a5SxUrHMCE3oP0gNgSHxC2IpCKt35kLJpLWwawGXdjR7OrJeTwYGndjgtiSHfeMCYZ2QVJVUivsjPDhnQVIEzWXXZmuyYpC5vPoxTJ6MY/+CDhdEk7wnb8pQVKNc0u0tOZM2l1DigUmaA4OchWul59wUeScZvZyeGWwUaqS4OYHnWCin5IEUi4MTlaWISz51AaxT4gfDH3X1kaESJ5e629bHqSUBn0mvjm1ywaUuLGgblJwYEiucLTA9Yfk9AaSYnpZbxVsO1fu1gQH1jXSLqn7dS8bU1kqvY+pIFpb4M6f7+FjOgMhwBqZJtZE4fNBNIhsk3PCx8KlviQ5Svi8RTrNqryp0qGcATZypeFIHcpxVuBrbZLa2VBZFKJlNWwLvWFAxZrOcJPbGY4oSL4qP95o+LuW9C4BKWcfaBvEfgb5Iau5XUfqh9uKNoqL28UVSrVa1CntpMBPz3r9tVuL9CvkqybFg7ibCU6KpGmlGkJdnV/wa9acjnbKr+XKKDwY1GengQDLFx8eDuqzRfkpTXHoxXLEXEVhNMAe448lbv9GuouLYRhHYfzbYXC0N//DeA+9r71vvKde7H3nHXmvvFPv3GPe1PvTe+/91fu792/vv60F9f69xeJLr3FsPfofCJ55rg==</latexit><latexit sha1_base64="mQ6rHvBSLqSEG/HIj/P/1zAgxDc=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yAztaDuIwqg+/O4iXiyCo6+8+jgdPe7tknHBqhyEZhlV6jKOSn1lqNScZWD7pFJQoj5NwdR21t9FaOxPComX0H6NNng0V2qWJ8jMqb5W7ZgDN8UuKz15cWW4KCsNgs2NJlXm68J39ftjLoHpbOZTxjDfimrMg11TSZnGPvUbRqmk5TVnUyyBC5ZVYzC3jEtWcY2QgDtW5DkVY0M0lWlVWrNnyHRmXkaQD/D6fs9Yn1DpHxl/37f+s5fh4SKyDu9vhp/VMi7UYtfwAcJ2sIeSL3BFJjI3hSUgxtMZet7e2f4ukdDO0a5SxUrHMCE3oP0gNgSHxC2IpCKt35kLJpLWwawGXdjR7OrJeTwYGndjgtiSHfeMCYZ2QVJVUivsjPDhnQVIEzWXXZmuyYpC5vPoxTJ6MY/+CDhdEk7wnb8pQVKNc0u0tOZM2l1DigUmaA4OchWul59wUeScZvZyeGWwUaqS4OYHnWCin5IEUi4MTlaWISz51AaxT4gfDH3X1kaESJ5e629bHqSUBn0mvjm1ywaUuLGgblJwYEiucLTA9Yfk9AaSYnpZbxVsO1fu1gQH1jXSLqn7dS8bU1kqvY+pIFpb4M6f7+FjOgMhwBqZJtZE4fNBNIhsk3PCx8KlviQ5Svi8RTrNqryp0qGcATZypeFIHcpxVuBrbZLa2VBZFKJlNWwLvWFAxZrOcJPbGY4oSL4qP95o+LuW9C4BKWcfaBvEfgb5Iau5XUfqh9uKNoqL28UVSrVa1CntpMBPz3r9tVuL9CvkqybFg7ibCU6KpGmlGkJdnV/wa9acjnbKr+XKKDwY1GengQDLFx8eDuqzRfkpTXHoxXLEXEVhNMAe448lbv9GuouLYRhHYfzbYXC0N//DeA+9r71vvKde7H3nHXmvvFPv3GPe1PvTe+/91fu792/vv60F9f69xeJLr3FsPfofCJ55rg==</latexit><latexit sha1_base64="mQ6rHvBSLqSEG/HIj/P/1zAgxDc=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yAztaDuIwqg+/O4iXiyCo6+8+jgdPe7tknHBqhyEZhlV6jKOSn1lqNScZWD7pFJQoj5NwdR21t9FaOxPComX0H6NNng0V2qWJ8jMqb5W7ZgDN8UuKz15cWW4KCsNgs2NJlXm68J39ftjLoHpbOZTxjDfimrMg11TSZnGPvUbRqmk5TVnUyyBC5ZVYzC3jEtWcY2QgDtW5DkVY0M0lWlVWrNnyHRmXkaQD/D6fs9Yn1DpHxl/37f+s5fh4SKyDu9vhp/VMi7UYtfwAcJ2sIeSL3BFJjI3hSUgxtMZet7e2f4ukdDO0a5SxUrHMCE3oP0gNgSHxC2IpCKt35kLJpLWwawGXdjR7OrJeTwYGndjgtiSHfeMCYZ2QVJVUivsjPDhnQVIEzWXXZmuyYpC5vPoxTJ6MY/+CDhdEk7wnb8pQVKNc0u0tOZM2l1DigUmaA4OchWul59wUeScZvZyeGWwUaqS4OYHnWCin5IEUi4MTlaWISz51AaxT4gfDH3X1kaESJ5e629bHqSUBn0mvjm1ywaUuLGgblJwYEiucLTA9Yfk9AaSYnpZbxVsO1fu1gQH1jXSLqn7dS8bU1kqvY+pIFpb4M6f7+FjOgMhwBqZJtZE4fNBNIhsk3PCx8KlviQ5Svi8RTrNqryp0qGcATZypeFIHcpxVuBrbZLa2VBZFKJlNWwLvWFAxZrOcJPbGY4oSL4qP95o+LuW9C4BKWcfaBvEfgb5Iau5XUfqh9uKNoqL28UVSrVa1CntpMBPz3r9tVuL9CvkqybFg7ibCU6KpGmlGkJdnV/wa9acjnbKr+XKKDwY1GengQDLFx8eDuqzRfkpTXHoxXLEXEVhNMAe448lbv9GuouLYRhHYfzbYXC0N//DeA+9r71vvKde7H3nHXmvvFPv3GPe1PvTe+/91fu792/vv60F9f69xeJLr3FsPfofCJ55rg==</latexit><latexit sha1_base64="fSIH//pD48XcUNlVRw+rYB38SmQ=">AAAHT3icbVVNb9tGEGWSVk7UjzjpMRe6hIHUkQVSdpAcgsKF+wnUiIvaTgCvISxXI3phcknvLmMJi/0rvbZ/p8f+kt6KzlKUIpIiSGD55vG9meEsGRcpVzoM/7l3/8Enn/a2Hj7qf/b5F18+3n7y9ELlpWRwzvI0l+9jqiDlAs411ym8LyTQLE7hXXxz7OLvPoBUPBdnel7AVUYTwaecUY3QePspqTRMnFJ2Y/tjM7Lj7SAchtXhdxdRvQi8+jgdP+ntkknOygyEZilV6jIKC31lqNScpWD7pFRQoD5NwFR21t9FaOJPc4mX0H6FNng0U2qexcjMqL5W7ZgDN8UuSz19fWW4KEoNgi2MpmXq69x39fsTLoHpdO5TxjDfkmrMg11TSZnGPvUbRomkxTVnMyyBC5aWEzC3jEtWco2QgDuWZxkVE0M0lUlZWLNnyGxu3oSQDfD6ds9Yn1DpHxl/37f+izfDwzqyDu9vhl9UMi7UYlfwAcJ2sIeSr3FFpjIzuSUgJrM5et7e2f4ukdDO0a5SxUonMCU3oP0gMgSHxC2IpCKp3pkLxpJWwbQCXdjR7OrJRTwYGXdjgsiSHfeMCUa2JqkyrhR2xvjwTg3SWC1kV6ZrsiKX2SJ6sYxeLKLfA06XhBN8528LkFTj3BItrTmTdteQvMYEzcBBrsL18mMu8ozT1F6Orgw2SpUS3PygE0z1cxJDwoXByUpThCWf2SDyCfGDke/a2ogQyZNr/U3LgxTSoM/UN6d22YACNxZUTQoODMkUjha4/pCM3kCczy6rrYJt58rdmuDAukbaJXW/6mVjKgul9zEVRCsL3PmLPXxM5yAEWCOT2Jpw+HIQDkLb5JzwiXCpL0mOMnzZIp2mZdZU6VDOABu50nCkDuU4zfG1NkntbKjMc9GyGrWF3jKgYk1ntMntDEcUJF+VH200/F1LeheDlPOPtA1iP4L8mNXCriP13W1JG8VF7eJypVot6pR2kuOnZ73+yq1F+hWyVZOiQdTNBCdF0qRUDaGuzk/4NWtORzvlX+TKaHgwqM5OAwGWL354OKjOFuWHJMGhF8sRcxUNwwH2GH8sUfs30l1cjIZROIx+OwyO9upfzEPvmfe199yLvFfekfezd+qde8ybeX94f3p/9f7u/dv7b6um3r9XL77yGsfWo/8B1sV5Wg==</latexit>

w

<latexit sha1_base64="0t7zFnIHlsRoFicdzajzmfJcV7o=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yNzZ0XYQhVF9+N1FvFgER1959XE6etzbJeOCVTkIzTKq1GUclfrKUKk5y8D2SaWgRH2agqntrL+L0NifFBIvof0abfBortQsT5CZU32t2jEHbopdVnry4spwUVYaBJsbTarM14Xv6vfHXALT2cynjGG+FdWYB7umkjKNfeo3jFJJy2vOplgCFyyrxmBuGZes4hohAXesyHMqxoZoKtOqtGbPkOnMvIwgH+D1/Z6xPqHSPzL+vm/9Zy/Dw0VkHd7fDD+rZVyoxa7hA4TtYA8lX+CKTGRuCktAjKcz9Ly9s/1dIqGdo12lipWOYUJuQPtBbAgOiVsQSUVavzMXTCStg1kNurCj2dWT83gwNO7GBLElO+4ZEwztgqSqpFbYGeHDOwuQJmouuzJdkxWFzOfRi2X0Yh79EXC6JJzgO39TgqQa55Zoac2ZtLuGFAtM0Bwc5CpcLz/hosg5zezl8Mpgo1Qlwc0POsFEPyUJpFwYnKwsQ1jyqQ1inxA/GPqurY0IkTy91t+2PEgpDfpMfHNqlw0ocWNB3aTgwJBc4WiB6w/J6Q0kxfSy3irYdq7crQkOrGukXVL36142prJUeh9TQbS2wJ0/38PHdAZCgDUyTayJwueDaBDZJueEj4VLfUlylPB5i3SaVXlTpUM5A2zkSsOROpTjrMDX2iS1s6GyKETLatgWesOAijWd4Sa3MxxRkHxVfrzR8Hct6V0CUs4+0DaI/QzyQ1Zzu47UD7cVbRQXt4srlGq1qFPaSYGfnvX6a7cW6VfIV02KB3E3E5wUSdNKNYS6Or/g16w5He2UX8uVUXgwqM9OAwGWLz48HNRni/JTmuLQi+WIuYrCaIA9xh9L3P6NdBcXwzCOwvi3w+Bob/6H8R56X3vfeE+92PvOO/Jeeafeuce8qfen9977q/d379/ef1sL6v17i8WXXuPYevQ/4Sp58w==</latexit><latexit sha1_base64="0t7zFnIHlsRoFicdzajzmfJcV7o=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yNzZ0XYQhVF9+N1FvFgER1959XE6etzbJeOCVTkIzTKq1GUclfrKUKk5y8D2SaWgRH2agqntrL+L0NifFBIvof0abfBortQsT5CZU32t2jEHbopdVnry4spwUVYaBJsbTarM14Xv6vfHXALT2cynjGG+FdWYB7umkjKNfeo3jFJJy2vOplgCFyyrxmBuGZes4hohAXesyHMqxoZoKtOqtGbPkOnMvIwgH+D1/Z6xPqHSPzL+vm/9Zy/Dw0VkHd7fDD+rZVyoxa7hA4TtYA8lX+CKTGRuCktAjKcz9Ly9s/1dIqGdo12lipWOYUJuQPtBbAgOiVsQSUVavzMXTCStg1kNurCj2dWT83gwNO7GBLElO+4ZEwztgqSqpFbYGeHDOwuQJmouuzJdkxWFzOfRi2X0Yh79EXC6JJzgO39TgqQa55Zoac2ZtLuGFAtM0Bwc5CpcLz/hosg5zezl8Mpgo1Qlwc0POsFEPyUJpFwYnKwsQ1jyqQ1inxA/GPqurY0IkTy91t+2PEgpDfpMfHNqlw0ocWNB3aTgwJBc4WiB6w/J6Q0kxfSy3irYdq7crQkOrGukXVL36142prJUeh9TQbS2wJ0/38PHdAZCgDUyTayJwueDaBDZJueEj4VLfUlylPB5i3SaVXlTpUM5A2zkSsOROpTjrMDX2iS1s6GyKETLatgWesOAijWd4Sa3MxxRkHxVfrzR8Hct6V0CUs4+0DaI/QzyQ1Zzu47UD7cVbRQXt4srlGq1qFPaSYGfnvX6a7cW6VfIV02KB3E3E5wUSdNKNYS6Or/g16w5He2UX8uVUXgwqM9OAwGWLz48HNRni/JTmuLQi+WIuYrCaIA9xh9L3P6NdBcXwzCOwvi3w+Bob/6H8R56X3vfeE+92PvOO/Jeeafeuce8qfen9977q/d379/ef1sL6v17i8WXXuPYevQ/4Sp58w==</latexit><latexit sha1_base64="0t7zFnIHlsRoFicdzajzmfJcV7o=">AAAHT3icbVXbbtw2EFXSdJ1sb07at77IFQykzlqQ1g6ah6Bw4V4SoEZc1HYCmMaC4s7KhCVKJql6FwR/pa/p7/SxX9K3okPtJStpBQmgzhydMzMaSkmZcaWj6J979z968HFv6+Gj/ieffvb5F9uPn1yoopIMzlmRFfJdQhVkXMC55jqDd6UEmicZvE1ujl387R8gFS/EmZ6VcJXTVPAJZ1QjNNp+QmoNk2SU3dj+yNzZ0XYQhVF9+N1FvFgER1959XE6etzbJeOCVTkIzTKq1GUclfrKUKk5y8D2SaWgRH2agqntrL+L0NifFBIvof0abfBortQsT5CZU32t2jEHbopdVnry4spwUVYaBJsbTarM14Xv6vfHXALT2cynjGG+FdWYB7umkjKNfeo3jFJJy2vOplgCFyyrxmBuGZes4hohAXesyHMqxoZoKtOqtGbPkOnMvIwgH+D1/Z6xPqHSPzL+vm/9Zy/Dw0VkHd7fDD+rZVyoxa7hA4TtYA8lX+CKTGRuCktAjKcz9Ly9s/1dIqGdo12lipWOYUJuQPtBbAgOiVsQSUVavzMXTCStg1kNurCj2dWT83gwNO7GBLElO+4ZEwztgqSqpFbYGeHDOwuQJmouuzJdkxWFzOfRi2X0Yh79EXC6JJzgO39TgqQa55Zoac2ZtLuGFAtM0Bwc5CpcLz/hosg5zezl8Mpgo1Qlwc0POsFEPyUJpFwYnKwsQ1jyqQ1inxA/GPqurY0IkTy91t+2PEgpDfpMfHNqlw0ocWNB3aTgwJBc4WiB6w/J6Q0kxfSy3irYdq7crQkOrGukXVL36142prJUeh9TQbS2wJ0/38PHdAZCgDUyTayJwueDaBDZJueEj4VLfUlylPB5i3SaVXlTpUM5A2zkSsOROpTjrMDX2iS1s6GyKETLatgWesOAijWd4Sa3MxxRkHxVfrzR8Hct6V0CUs4+0DaI/QzyQ1Zzu47UD7cVbRQXt4srlGq1qFPaSYGfnvX6a7cW6VfIV02KB3E3E5wUSdNKNYS6Or/g16w5He2UX8uVUXgwqM9OAwGWLz48HNRni/JTmuLQi+WIuYrCaIA9xh9L3P6NdBcXwzCOwvi3w+Bob/6H8R56X3vfeE+92PvOO/Jeeafeuce8qfen9977q/d379/ef1sL6v17i8WXXuPYevQ/4Sp58w==</latexit><latexit sha1_base64="4SJ8XhYg5gKRoHyNqkTDNPLhiVU=">AAAHT3icbVVNb9tGEGWSVk7UjzjpMRe6hIHUkQlSdpAcgsKF+wnUiIvaTgCvISxXI3phcknvLmMJi/0rvbZ/p8f+kt6KzlKUIlIiSGD55vG9meEsmZQZVzqK/rl3/8Enn/a2Hj7qf/b5F18+3n7y9EIVlWRwzoqskO8TqiDjAs411xm8LyXQPMngXXJz7OLvPoBUvBBnelbCVU5TwSecUY3QaPspqTVMklF2Y/sjc2dH20EURvXhry/iZhF4zXE6etLbJeOCVTkIzTKq1GUclfrKUKk5y8D2SaWgRH2agqntrL+L0NifFBIvof0abfFortQsT5CZU32tujEHbopdVnry+spwUVYaBJsbTarM14Xv6vfHXALT2cynjGG+FdWYB7umkjKNfeq3jFJJy2vOplgCFyyrxmBuGZes4hohAXesyHMqxoZoKtOqtGbPkOnMvIkgH+D17Z6xPqHSPzL+vm/9F2/CwyayCu9vhl/UMi7UYdfwAcJ2sIeSr3FFJjI3hSUgxtMZet7e2f4ukdDN0S5TxUrHMCE3oP0gNgSHxC2IpCKt35kLJpLWwawGXdjR7PLJeTwYGndjgtiSHfeMCYa2IakqqRV2RvjwTgPSRM1ll6YrsqKQ+Tx6sYhezKPfA06XhBN8529LkFTj3BItrTmTdteQosEEzcFBrsLV8hMuipzTzF4Orww2SlUS3PygE0z0c5JAyoXBycoyhCWf2iD2CfGDoe/a2ooQydNr/U3Hg5TSoM/EN6d20YASNxbUTQoODMkVjha4/pCc3kBSTC/rrYJt58rdmuDAukbaBXW/7mVrKkul9zEVRGsL3PnzPXxMZyAEWCPTxJoofDmIBpFtc074WLjUFyRHCV92SKdZlbdV1ihngI1cajjSGuU4K/C1tkndbKgsCtGxGnaF3jKgYkVnuMntDEcUJF+WH280/F1LepeAlLOPtA1iP4L8mNXcbk3qu9uKtoqLu8UVSnVatFbaSYGfntX6a7cO6VfIl02KB/F6JjgpkqaVagmt6/yEX7P2dHRT/kUujcKDQX2uNRBg8eLDw0F9dig/pCkOvViMmKsojAbYY/yxxN3fyPriYhjGURj/dhgc7TW/mIfeM+9r77kXe6+8I+9n79Q795g39f7w/vT+6v3d+7f331ZDvX+vWXzltY6tR/8Dr2B5nw==</latexit>

Figure 6 Distance-three error correction is not possible with only one flag qubit. Either (left)
the control wire is unprotected at some point ⋆, from which an X fault can propagate to an error of
weight at least two; or (right) faults at a, b, c, causing respective errors I, X1, Xw have no consistent
correction.

We would like to point out that this construction can also be used to prepare a w-qubit

cat state fault tolerantly to distance three. The conversion to this circuit follows three steps:

Remove one data qubit. Initialize the data qubits as |0⟩. Remove the syndrome ancilla

measurement, so as to retain the qubit in the support of the stabilizer. An example of this

conversion is shown for w = 6 in Figure 4b. In Section 4, this method will be subsumed by a

better protocol that uses just one ancilla qubit.

3.2 Slow reset

▶ Theorem 4. The syndrome of X⊗w can be measured CSS fault-tolerantly to distance three

using m ≥ 3 measurements, provided that

w ≤ 2 (2m−1 − 2(m − 1) + 3) .

Proof. Two examples are shown in Figure 4a, for w = 6, and Figure 1b, for w = 10. As

in these figures, in general we collect the syndrome two qubits at a time into a syndrome

qubit that is initialized as |+⟩. Between each of these pairs of CNOT gates, a CNOT is

applied from the syndrome qubit into one of m − 1 flag qubits. This leads to a sequence

of flag configurations, e.g., 100, 110, 111, 011, 001 for the w = 10 example. Based on the

observed flag configuration, a correction is applied as if an X fault had occurred between the

corresponding pair of flag CNOT gates.

Observe that the flag sequence changes one bit at a time; it can be thought of as a

path on the hypercube. It begins and ends with weight-one configurations, but otherwise

the configurations all have weight at least two. This is important for distance-three fault

tolerance because a fault could affect the flags, and only the first and last data corrections

have weight one. Also, the flag configurations along the sequence are distinct, so each is

associated with only one correction. The theorem then just follows from the flag sequence

construction in Lemma 2. ◀
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5:8 FT Syndrome Extraction and Cat State Preparation with Fewer Qubits

m = 3

<latexit sha1_base64="xGk/HexZPCrrLzZ6ZTTcV31U2/M=">AAAHY3icbVVdb9xEFHULZEsK9APeENIEK6ikm5W9m4o+FAgKH0UialCTtFImisazd51R7LEzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+tpMyE9pE0T937r73/gcbvXsfbt7/6ONPHjx89PhUF5XicMKLrFBvE6YhExJOjDAZvC0VsDzJ4E1ydeDjb/4ApUUhj82shPOcpVJMBGcGoZOcfEtGFw/DaBDVB+ku4sUi/P6/oD6OLh5tvKTjglc5SMMzpvVZHJXm3DJlBM/AbdJKQ8n4FUvB1jU6so3QmEwKhZc0pEYbPJZrPcsTZObMXOp2zIO3xc4qM3l+boUsKwOSzxNNqoyYgviGyVgo4CabEcY51lsxg3XwS6YYN2jMZiNRqlh5KfgUWxCSZ9UY7DUXilfCICThhhd5zuTYUsNUWpXO7lg6ndkXEeR9vL7bsY5Qpsi+JbvEkacvBnuLyDq8ezv8tJbxoRa7hkcIu/4OSj7HFZ2o3BaOghxPZ5jz+sZtblMF7RrdqlTsdAwTegWGhLGlOBV+QRWTaf3MfDBRrA5mNejDnuZWO+fxcGj9jQ1jR7f8HhsO3YKkq6RW2LrAzVsLkCV6LrtKuiYrC5XPo6fL6Ok8+iPgdCk4xGf+qgTFTKGwG+XssXLblhYLTLIcPOQ7XG8/EbLIBcvc2fDcolG6UuDnBzPBxDyhCaRCWpysLENYiakLY0IpCYfE29qIUCXSS/N1KwctlcU8E2KP3NKAMmMcapPCkaW5xtEC7w/N2RUkxfSsflXQdqH9rQ1HzhvpltTd2svGVJba7GIpiNYp8FWvXx97wGYgJTir0sTZaPCsH/Uj1+QcirH0pS9JnjJ41iIdZVXeVOlQjgGNXGl4UodykBX4WJukdjVMFYVspRq2hV5xYHJNZ3hbtmMcUVBi1X58a8LXRrGbBJSavaPdIvYzqHdVzdN1pH64rlijubjdXKF1y6JOa4cFfnrW+6+ztUi/Qb4yKe7H3UpwUhRLK90Q6ur8gl+z5nS0S/5VrRINRv367BgIsHzwg71+fbYoP6UpDr1cjpjvaBD1Ox6/Ztl6W3Ml/PfE7T9Nd3E6HMSjwfD3vXD/q/lPKLgXfB58GTwJ4uCbYD94GRwFJwEPRPBn8Ffw98a/vfu9x73P5tS7dxZ7Pg0aR++L/wFn53+O</latexit>

±Z

<latexit sha1_base64="mr4eqT1gS9mGyFe8XRYH5Zi2AIw=">AAAHY3icbVVdb9xEFHULZEsK9APeEJKDFVTSzcreTUUfKggKH0UialCTtCITRePZu84o9owzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+ttMy59rE8T937r73/gcbvXsfbt7/6ONPHjx89PhUy0oxOGEyl+ptSjXkXMCJ4SaHt6UCWqQ5vEmvDnz8zR+gNJfi2MxKOC9oJviEM2oQOiFlEf5+8TCKB3F9hN1FslhE3/0X1MfRxaONl2QsWVWAMCynWp8lcWnOLVWGsxzcJqk0lJRd0QxsXaMLtxEahxOp8BImrNEGjxZaz4oUmQU1l7od8+BtsbPKTJ6fWy7KyoBg80STKg+NDH3D4ZgrYCafhZQxrLeiButgl1RRZtCYzUaiTNHykrMptsAFy6sx2GvGFau4QUjADZNFQcXYEkNVVpXO7lgyndkXMRR9vL7dsS4kVIX7NtwNXfj0xWBvEVmHd2+Hn9YyPtRi1/AIYdffQcnnuCITVVjpCIjxdIY5r2/c5jZR0K7RrUrFTscwIVdgwiixBKfCL4iiIqufmQ+mitbBvAZ92NPcauc8Hg2tv7FR4siW32OjoVuQdJXWClsXuHlrAdJUz2VXSddkhVTFPHq6jJ7Ooz8ATpeCQ3zmr0pQ1EiF3Shnj5XbtkQuMEEL8JDvcL39lAtZcJq7s+G5RaN0pcDPD2aCiXlCUsi4sDhZeY6w4lMXJSEhYTQMva2NCFE8uzRft3KQUlnMMwntkVsaUOaUQW1SNLKk0Dha4P0hBb2CVE7P6lcFbefa39po5LyRbkndrb1sTGWpzS6WgmidAl/1+vWxB3QGQoCzKkudjQfP+nE/dk3OIR8LX/qS5CmDZy3SUV4VTZUO5RjQyJWGJ3UoB7nEx9oktauhSkrRSjVsC71iQMWazvC2bMc4oqD4qv3k1oSvjaI3KSg1e0e7RewnUO+qmqfrSH1/XdFGc0m7Oal1y6JOa4cSPz3r/dfZWqRfoViZlPSTbiU4KYpmlW4IdXV+xq9ZczraJf+iVokGo359dgwEWD74wV6/PluUH7MMh14sR8x3NIj7HY9f03y9rbkS/nuS9p+muzgdDpLRYPjbXrT/1fwnFNwLPg++DJ4ESfBNsB+8DI6Ck4AFPPgz+Cv4e+Pf3v3e495nc+rdO4s9nwaNo/fF/4BBgCQ=</latexit>

X[9]
<latexit sha1_base64="gSiQsbFIycKXtwnMQyZ8cI7g8Lc=">AAAHZXicbVVdb9xEFHULZEug0ALihQccrKA23azs3VQUqYKg8FEkogY1X9LOKhrP3nVGsWec8ZjsajQ/glf4ZfwCXvkJ3PF+dG2vZUvjc8+ce+/xtR3nKS90GP5z7/4777631Xnw/vYHHz786ONHjz85L2SpGJwxmUp1GdMCUi7gTHOdwmWugGZxChfxzZGLX/wBquBSnOpZDqOMJoJPOKMaoYvLKzP8dmSvHgVhL6wOv72IFovg+/+86ji5erz1iowlKzMQmqW0KIZRmOuRoUpzloLdJmUBOWU3NAFTVWn9XYTG/kQqvIT2K7TGo1lRzLIYmRnV10Uz5sBNsWGpJy9Ghou81CDYPNGkTH0tfdeyP+YKmE5nPmUM6y2pxjrYNVWUabRmu5YoUTS/5myKLXDB0nIM5pZxxUquERJwx2SWUTE2RFOVlLk1e4ZMZ+ZlCFkXr+/2jPUJVf6h8fd96z972TtYRNbh/c3ws0rGhRrsCh4gbLt7KPkCV2SiMiMtATGezjDn7Z3d3iUKmjXaVanY6Rgm5Aa0H0SG4Fy4BVFUJNUzc8FY0SqYVqALO5pd7ZzHg75xNyaILNlxe0zQtwtSUcaVws4Vbt5ZgDQu5rKrpGuyQqpsHj1fRs/n0R8Bp0vBMT7z1zkoqqXCbpQ1p8ruGiIXmKAZOMh1uN5+zIXMOE3tsD8yaFRRKnDzg5lgop+QGBIuDE5WmiKs+NQGkU+IH/R9Z2stQhRPrvXTRg6SK4N5Jr45sUsD8pQyqEwKBoZkBY4WOH9IRm8gltNh9aqg7bxwtyYYWGekXVL3Ky9rU5kXeh9LQbRKgS979fqYIzoDIcAalcTWhL3n3bAb2jrnmI+FK31JcpTe8wbpJC2zukqLcgpo5ErDkVqUo1TiY62TmtVQJaVopOo3hV4zoGJNp78p2ymOKCi+aj/amPCNVvQuBqVmb2kbxH4G9baqebqW1A+3Ja01FzWbk0XRsKjV2rHET896/1W2Buk3yFYmRd2oXQlOiqJJWdSE2jq/4NesPh3Nkn9Vq0S9Qbc6WwYCLB9876BbnQ3KT0mCQy+WI+Y66oXdlsdvaLre1lwJ/z1R80/TXpz3e9Gg1//9IDj8ev4T8h54X3hfeU+8yPvGO/ReeSfemce8G+9P7y/v761/Ow87n3U+n1Pv31vs+dSrHZ0v/wdPzoEl</latexit>

X[6]
<latexit sha1_base64="dXoFlCPpa6a5dBQo00EetHRNUP4=">AAAHZXicbVVdb9xEFHULZEug0ALihQccrKA23azs3RT6UEFQ+CgSUYOaL2lnFY1n7zqj2DPOeEx2NZofwSv8Mn4Br/wE7ng/urbXsqXxuWfOvff42o7zlBc6DP+5d/+dd9/b6jx4f/uDDx9+9PGjx5+cF7JUDM6YTKW6jGkBKRdwprlO4TJXQLM4hYv45sjFL/4AVXApTvUsh1FGE8EnnFGN0MXllRl+M7JXj4KwF1aH315Ei0Xw/X9edZxcPd56RcaSlRkIzVJaFMMozPXIUKU5S8Fuk7KAnLIbmoCpqrT+LkJjfyIVXkL7FVrj0awoZlmMzIzq66IZc+Cm2LDUkxcjw0VeahBsnmhSpr6WvmvZH3MFTKcznzKG9ZZUYx3smirKNFqzXUuUKJpfczbFFrhgaTkGc8u4YiXXCAm4YzLLqBgboqlKytyaPUOmM/MyhKyL13d7xvqEKv/Q+Pu+9Z+97B0sIuvw/mb4WSXjQg12BQ8Qtt09lHyBKzJRmZGWgBhPZ5jz9s5u7xIFzRrtqlTsdAwTcgPaDyJDcC7cgigqkuqZuWCsaBVMK9CFHc2uds7jQd+4GxNEluy4PSbo2wWpKONKYecKN+8sQBoXc9lV0jVZIVU2j54vo+fz6I+A06XgGJ/56xwU1VJhN8qaU2V3DZELTNAMHOQ6XG8/5kJmnKZ22B8ZNKooFbj5wUww0U9IDAkXBicrTRFWfGqDyCfED/q+s7UWIYon1/ppIwfJlcE8E9+c2KUBeUoZVCYFA0OyAkcLnD8kozcQy+mwelXQdl64WxMMrDPSLqn7lZe1qcwLvY+lIFqlwJe9en3MEZ2BEGCNSmJrwt7zbtgNbZ1zzMfClb4kOUrveYN0kpZZXaVFOQU0cqXhSC3KUSrxsdZJzWqoklI0UvWbQq8ZULGm09+U7RRHFBRftR9tTPhGK3oXg1Kzt7QNYj+DelvVPF1L6ofbktaai5rNyaJoWNRq7Vjip2e9/ypbg/QbZCuTom7UrgQnRdGkLGpCbZ1f8GtWn45myb+qVaLeoFudLQMBlg++d9CtzgblpyTBoRfLEXMd9cJuy+M3NF1va66E/56o+adpL877vWjQ6/9+EBx+Pf8JeQ+8L7yvvCde5H3rHXqvvBPvzGPejfen95f399a/nYedzzqfz6n37y32fOrVjs6X/wM614Ei</latexit>

X[3]
<latexit sha1_base64="+r+cAIZnYi1SpGqafBwyXMeYrLA=">AAAHZXicbVVdb9xEFHULZEug0NKKFx5wsIJKulnZu6noQwVB4aNIRA1qvqSdVTSeveuM1h47M2Oyq9H8CF7hl/ELeOUncMf70bUdy5bG5545997jazsuUq50GP5z7/5773+w1Xnw4fZHHz/85NNHjz87V3kpGZyxPM3lZUwVpFzAmeY6hctCAs3iFC7i6ZGLX/wBUvFcnOp5AaOMJoJPOKMaoYvLKzMcjOzVoyDshdXhtxfRchF8/59XHSdXj7dek3HOygyEZilVahiFhR4ZKjVnKdhtUiooKJvSBExVpfV3ERr7k1ziJbRfoTUezZSaZzEyM6qvVTPmwLtiw1JPXo4MF0WpQbBFokmZ+jr3Xcv+mEtgOp37lDGst6Qa62DXVFKm0ZrtWqJE0uKasxm2wAVLyzGYG8YlK7lGSMAty7OMirEhmsqkLKzZM2Q2N69CyLp4fbdnrE+o9A+Nv+9b//mr3sEysgnv3w0/r2RcqMGu4AHCtruHki9xRSYyM7klIMazOea8ubXbu0RCs0a7LhU7HcOETEH7QWQIzoVbEElFUj0zF4wlrYJpBbqwo9n1zkU86Bt3Y4LIkh23xwR9uySpMq4Udq5w884SpLFayK6TbsiKXGaL6Pkqer6I/gg4XRKO8Zm/KUBSnUvsRlpzKu2uIfkSEzQDB7kON9uPucgzTlM77I8MGqVKCW5+MBNM9DMSQ8KFwclKU4Qln9kg8gnxg77vbK1FiOTJtf6mkYMU0mCeiW9O7MqAIqUMKpOCgSGZwtEC5w/J6BTifDasXhW0nSt3a4KBdUbaFXW/8rI2lYXS+1gKolUKfNmr18cc0TkIAdbIJLYm7L3oht3Q1jnHfCxc6SuSo/ReNEgnaZnVVVqUU0Aj1xqO1KIcpTk+1jqpWQ2VeS4aqfpNoTcMqNjQ6d+V7RRHFCRftx/dmfCtlvQ2Binn72h3iP0M8l1Vi3QtqR9uSlprLmo2lyvVsKjV2nGOn57N/qtsDdJvkK1NirpRuxKcFEmTUtWE2jq/4NesPh3Nkn+V60S9Qbc6WwYCrB5876BbnQ3KT0mCQy9WI+Y66oXdlsdvabrZ1kIJ/z1R80/TXpz3e9Gg1//9IDj8evET8h54X3hfec+8yPvWO/Reeyfemce8qfen95f399a/nYedp53PF9T795Z7nni1o/Pl/yXggR8=</latexit>

11 – 12

<latexit sha1_base64="HGEq2f4eTJXnx0Zv+kxkTXGz2fk=">AAAHbHicbVXbbtw2EFWS1pu6l1zat6CAXNlB4mgXkjZB8xCkLtxLCtSIi9hOANMxKO6sTFgiZZKKd0HwP/ra/lV/ougnlNRespJWkADqzOGZmaORlJY5lSqK/rlx89Ynn270bn+2+fkXX3515+69+yeSV4LAMeE5F+9SLCGnDI4VVTm8KwXgIs3hbXq57+JvP4CQlLMjNS3hrMAZo2NKsLLQ++04RuF2v7+NwjjZPr8bRIOoPvzuIp4vgh/+8+rj8Pzexis04qQqgCmSYylP46hUZxoLRUkOZhNVEkpMLnEGui7W+DsWGvljLuzFlF+jDR4upJwWqWUWWF3IdsyB62KnlRo/P9OUlZUCRmaJxlXuK+67zv0RFUBUPvUxIbbeCitbB7nAAhNlHdpsJMoELi8omdgWKCN5NQJ9RaggFVUWYnBNeFFgNtJIYZFVpdG7Gk2m+kUERWivl7va+AgLf0/7fd/4T14Mns4jq3B/PfyklnGhFruGhxY24a6VfG5XaCwKzQ0CNppMbc6ra7O5gwS0azTLUm2nIxijS1B+EGtkx8MtkMAsq5+ZC6YC18G8Bl3Y0cxy5yweJNrd6CA2aMvt0UFi5iRZpbXC1rndvDUHcSpnssukK7KMi2IWPVlET2bRn8BOl4AD+8xflyCw4sJ2I4w+EmZHIz7HGC7AQa7D1fZTynhBcW5OkzNtjZKVADc/NhOM1SOUQkaZtpOV5xYWdGKC2EfIDxLf2dqIIEGzC/W4lQOVQts8Y18fmoUBZY4J1CYFQ40KaUcLnD+owJeQ8slp/apY26l0tzoYGmekWVD7tZeNqSyl6ttSLFqnsO98/frofTwFxsBokaVGR4NnYRRGpsk5oCPmSl+QHGXwrEU6zKuiqdKhHIE1cqnhSB3Kfs7tY22S2tVgwTlrpUraQq8JYLaik6zLdmRHFARdth+vTfhGCXydghDTj7Q1Yr+A+FjVLF1H6serCjeai9vNcSlbFnVaO+D207Paf52tRfodiqVJcRh3K7GTInBWyYZQV+dX+zVrTke75N/EMtFgGNZnx0CAxYMfPA3rs0X5Ocvs0LPFiLmOBlHY8fgNzlfbminZf0/c/tN0FyfJIB4Okj+SYO/h7Cfk3fYeeN95j7zY+97b8155h96xRzzh/en95f298W/vm96D3rcz6s0b8z1fe42j9/B/WvmBiA==</latexit>

1

<latexit sha1_base64="us+2K1qNjfdnAi0tYnkFM38fMrM=">AAAHX3icbVVdb9xEFHULZEuANoUnxIuDFVTSzcreTUUfKggKH0UiaqomaaVMFI1n7zqj2DPOzJjsajS/gFf4cTzyD/gJ3PF+dG3HsqXxuWfOvff42k7LnGsTx//cu//Bhx9t9B58vPnJp589fLT1+PMzLSvF4JTJXKp3KdWQcwGnhpsc3pUKaJHm8Da9PvTxt3+A0lyKEzMr4aKgmeATzqhB6HVyuRXFg7g+wu4iWSyiH/4L6uP48vHGSzKWrCpAGJZTrc+TuDQXlirDWQ5uk1QaSsquaQa2rs+FOwiNw4lUeAkT1miDRwutZ0WKzIKaK92OefCu2HllJs8vLBdlZUCweaJJlYdGhr7ZcMwVMJPPQsoY1ltRg3WwK6ooM2jKZiNRpmh5xdkUW+CC5dUY7A3jilXcICTglsmioGJsiaEqq0pndy2ZzuyLGIo+Xt/vWhcSqsIDG+6FLnz6YrC/iKzDe3fDT2sZH2qxa3iEsOvvouRzXJGJKqx0BMR4OsOcN7duc4coaNfoVqVip2OYkGswYZRYghPhF0RRkdXPzAdTRetgXoM+7GlutXMej4bW39gocWTb77HR0C1Iukprhe1L3Ly9AGmq57KrpGuyQqpiHj1bRs/m0Z8Ap0vBET7zVyUoaqTCbpSzJ8rtWCIXmKAFeMh3uN5+yoUsOM3d+fDColG6UuDnBzPBxDwhKWRcWJysPEdY8amLkpCQMBqG3tZGhCieXZlvWzlIqSzmmYT22C0NKHPKoDYpGllSaBwt8P6Qgl5DKqfn9auCtnPtb200ct5It6Tu1V42prLUZg9LQbROga95/frYQzoDIcBZlaXOxoNn/bgfuybniI+FL31J8pTBsxbpOK+KpkqHcgJo5ErDkzqUw1ziY22S2tVQJaVopRq2hV4xoGJNZ3hXthMcUVB81X5yZ8I3RtHbFJSavafdIfYLqPdVzdN1pH68qWijuaTdnNS6ZVGntSOJn571/utsLdLvUKxMSvpJtxKcFEWzSjeEujq/4tesOR3tkn9Tq0SDUb8+OwYCLB/8YL9fny3Kz1mGQy+WI+Y7GsT9jsdvaL7e1lwJ/z1J+0/TXZwNB8loMHy9Hx18M/8JBQ+Cr4KvgydBEnwXHAQvg+PgNGABBH8GfwV/b/zb6/Ue9rbm1Pv3Fnu+CBpH78v/AUv0fno=</latexit>

2 – 4

<latexit sha1_base64="8lVCk2Cj2clWYH4d5v1bBMh6hI8=">AAAHanicbVXbbtw2EFXS1pu6l1z6FORFrtZF6mgXktZB8hC0LtxLCtSIi9hOANMwKO6sTFgiZZKqd0HwN/ra/lb/oQ/9hJLaS1bSChJAnTk8M3M0ktIyp1JF0T937n708SdbvXufbn/2+Rdf3n/w8NGZ5JUgcEp4zsX7FEvIKYNTRVUO70sBuEhzeJdeH7r4uz9ASMrZiZqVcFHgjNEJJVhZCPUTFPYHgz4K9/uXD4JoGNWH313Ei0Xw/X9efRxfPtx6jcacVAUwRXIs5XkclepCY6EoycFso0pCick1zkDXpRp/10Jjf8KFvZjya7TBw4WUsyK1zAKrK9mOOXBT7LxSk5cXmrKyUsDIPNGkyn3Ffde3P6YCiMpnPibE1lthZesgV1hgoqw/241EmcDlFSVT2wJlJK/GoG8IFaSiykIMbgkvCszGGikssqo0ek+j6Uy/iqAI7fXdnjY+wsI/0P7AN/6zV8P9RWQdHmyGn9UyLtRi1/DIwibcs5Iv7QpNRKG5QcDG05nNeXNrtneRgHaNZlWq7XQME3QNyg9ijexwuAUSmGX1M3PBVOA6mNegCzuaWe2cx4NEuxsdxAbtuD06SMyCJKu0Vti5tJt3FiBO5Vx2lXRNlnFRzKNny+jZPPoj2OkScGSf+ZsSBFZc2G6E0SfC7GrEFxjDBTjIdbjefkoZLyjOzXlyoa1RshLg5sdmgol6ilLIKNN2svLcwoJOTRD7CPlB4jtbGxEkaHalvm3lQKXQNs/E18dmaUCZYwK1ScFIo0La0QLnDyrwNaR8el6/KtZ2Kt2tDkbGGWmW1EHtZWMqS6kGthSL1insG1+/PvoQz4AxMFpkqdHR8HkYhZFpco7omLnSlyRHGT5vkY7zqmiqdCgnYI1caThSh3KYc/tYm6R2NVhwzlqpkrbQGwKYrekkm7Kd2BEFQVftxxsTvlUC36YgxOwDbYPYzyA+VDVP15H64abCjebidnNcypZFndaOuP30rPdfZ2uRfoNiZVIcxt1K7KQInFWyIdTV+cV+zZrT0S75V7FKNByF9dkxEGD54If7YX22KD9lmR16thwx19EwCjsev8X5eltzJfvvidt/mu7iLBnGo2HyexIcfDP/CXn3vCfe195TL/ZeeAfea+/YO/WIV3p/en95f2/923vUe9x7MqfevbPY85XXOHr9/wFp9oEV</latexit>

5 – 7

<latexit sha1_base64="40FUDOP1KdkyVChMFoMaT5a1zOs=">AAAHanicbVXbbtw2EFXS1pu6t1yegrzI1bpIHa0g7cZIHoLWhXtJgRpxEdsJYBoGxZ2VCUukTFL1Lgj+Rl/b3+o/9KGfUFJ7yUpaQQKoM4dnZo5GUlrmVKo4/ufO3Y8+/mSrd+/T7c8+/+LLr+4/eHgmeSUInBKec/E+xRJyyuBUUZXD+1IALtIc3qXXhy7+7g8QknJ2omYlXBQ4Y3RCCVYWQv19FPYHgz4KX/Qv7wdxFNeH310ki0Xw/X9efRxfPth6jcacVAUwRXIs5XkSl+pCY6EoycFso0pCick1zkDXpRp/10Jjf8KFvZjya7TBw4WUsyK1zAKrK9mOOXBT7LxSk5cXmrKyUsDIPNGkyn3Ffde3P6YCiMpnPibE1lthZesgV1hgoqw/241EmcDlFSVT2wJlJK/GoG8IFaSiykIMbgkvCszGGikssqo0ek+j6Uy/iqEI7fXdnjY+wsI/0P7AN/6zV9HzRWQdHmyGn9UyLtRi1/DIwibcs5Iv7QpNRKG5QcDG05nNeXNrtneRgHaNZlWq7XQME3QNyg8SjexwuAUSmGX1M3PBVOA6mNegCzuaWe2cx4Ohdjc6SAzacXt0MDQLkqzSWmHn0m7eWYA4lXPZVdI1WcZFMY+eLaNn8+iPYKdLwJF95m9KEFhxYbsRRp8Is6sRX2AMF+Ag1+F6+yllvKA4N+fDC22NkpUANz82E0zUU5RCRpm2k5XnFhZ0aoLER8gPhr6ztRFBgmZX6ttWDlQKbfNMfH1slgaUOSZQmxSMNCqkHS1w/qACX0PKp+f1q2Jtp9Ld6mBknJFmSR3UXjamspRqYEuxaJ3CvvH166MP8QwYA6NFlhodR/thHMamyTmiY+ZKX5IcJdpvkY7zqmiqdCgnYI1caThSh3KYc/tYm6R2NVhwzlqphm2hNwQwW9MZbsp2YkcUBF21n2xM+FYJfJuCELMPtA1iP4P4UNU8XUfqh5sKN5pL2s1xKVsWdVo74vbTs95/na1F+g2KlUlJmHQrsZMicFbJhlBX5xf7NWtOR7vkX8UqUTQK67NjIMDywUfPw/psUX7KMjv0bDlirqMoDjsev8X5eltzJfvvSdp/mu7ibBglo2j4+zA4+Gb+E/LueU+8r72nXuK98A68196xd+oRr/T+9P7y/t76t/ew97j3ZE69e2ex55HXOHr9/wGT+YEb</latexit>

8 – 10

<latexit sha1_base64="BCcCQGnjR27wmcUl5pqyt0i8Dg8=">AAAHa3icbVXbbtw2EFWS1pu6t6R5S/sgV3aRONqFpE1QPwStC/eSAjXiIrYTwFwYFHdWJiyRMknVuyD4HX1tP6sfUaCfUFJ7yUpaQQKoM4dnZo5GUlrmVKoo+ufO3XsffLjVu//R9seffPrZ5w8efnEueSUInBGec/EuxRJyyuBMUZXDu1IALtIc3qbXRy7+9g8QknJ2qmYljAqcMTqhBCsLjXYPULjb7++iMI52Lx8E0SCqD7+7iBeL4Pv/vPo4uXy49QqNOakKYIrkWMqLOCrVSGOhKMnBbKNKQonJNc5A17Uaf89CY3/Chb2Y8mu0wcOFlLMitcwCqyvZjjlwU+yiUpODkaasrBQwMk80qXJfcd817o+pAKLymY8JsfVWWNk6yBUWmChr0HYjUSZweUXJ1LZAGcmrMegbQgWpqLIQg1vCiwKzsUYKi6wqjd7XaDrTLyMoQnt9t6+Nj7DwD7Xf943/7OXg+SKyDvc3w89qGRdqsWt4aGET7lvJA7tCE1FobhCw8XRmc97cmu09JKBdo1mVajsdwwRdg/KDWCM7HW6BBGZZ/cxcMBW4DuY16MKOZlY75/Eg0e5GB7FBO26PDhKzIMkqrRV2Lu3mnQWIUzmXXSVdk2VcFPPo+TJ6Po/+CHa6BBzbZ/66BIEVF7YbYfSpMHsa8QXGcAEOch2ut59SxguKc3ORjLQ1SlYC3PzYTDBRT1AKGWXaTlaeW1jQqQliHyE/SHxnayOCBM2u1NNWDlQKbfNMfH1ilgaUOSZQmxQMNSqkHS1w/qACX0PKpxf1q2Jtp9Ld6mBonJFmSe3XXjamspSqb0uxaJ3CvvL166OP8AwYA6NFlhodDV6EURiZJueYjpkrfUlylMGLFukkr4qmSodyCtbIlYYjdShHObePtUlqV4MF56yVKmkLvSaA2ZpOsinbqR1REHTVfrwx4Rsl8G0KQsze0zaI/QzifVXzdB2pH24q3GgubjfHpWxZ1GntmNtPz3r/dbYW6TcoVibFYdytxE6KwFklG0JdnV/s16w5He2SfxWrRINhWJ8dAwGWD37wPKzPFuWnLLNDz5Yj5joaRGHH4zc4X29rrmT/PXH7T9NdnCeDeDhIfk+Cw2/mPyHvvvel97X3xIu9b71D75V34p15xLvx/vT+8v7e+rf3qPe499WcevfOYs8jr3H09v4H+x+BUg==</latexit>

|02i

<latexit sha1_base64="dz7uZYxJIdWZN51uCSSg8MIFF0g=">AAAHZ3icbVXbbtw2EFXS1pu6lyQNUBToi1zBQOqsF9LaQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ojd+3Dzo48/+fT+g4efnWlZKQanTOZSvU2phpwLODXc5PC2VECLNIc36fWhj7/5A5TmUpyYaQkXBc0EH3NGDUK/kWswNv596C4fRPEgrq+wu0jmi+jb/4L6Or58uPGSjCSrChCG5VTr8yQuzYWlynCWg9sklYaSsmuaga3zdOE2QqNwLBX+hAlrtMGjhdbTIkVmQc2Vbsc8uC52Xpnx8wvLRVkZEGxmNK7y0MjQFx2OuAJm8mlIGcN8K2owD3ZFFWUGm7PZMMoULa84m2AJXLC8GoG9YVyxihuEBNwyWRRUjCwxVGVV6eyOJZOpfRFD0cffNzvWhYSq8MCGu6ELn7wY7M8jq/DuevhJLeNDLXYN7yHs+jso+RxXZKwKKx0BMZpM0fPm1m1uEwXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0dDWw9PlDiy5ffYaOjmJF2ltcLWJW7emoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5bUvkHBO0AA/5ClfLT7mQBae5Ox9eWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkbD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNivYsKTSOFvj+kIJeQyon5/Wjgm3n2v+10Z7zjXQL6m7dy8ZUltrsYiqI1hb4uNePjz2kUxACnFVZ6mw8eNqP+7Frco74SPjUFyRPGTxtkY7zqmiqdCgngI1canhSh3KYSzzWJqmdDVVSipbVsC30igEVKzrDdW4nOKKg+LL8ZK3ha6PobQpKTd/R1oj9COpdVjO7jtR3NxVtFJe0i5Nat1rUKe1I4qtntf7arUX6BYplk5J+0s0EJ0XRrNINoa7OT/g2a05HO+Wf1dJosNev704DARYHP9jv13eL8kOW4dCLxYj5igZxv9Pj1zRfLWumhN+epP2l6S7OhoNkbzD8dT862Jl9hIJ7wZfBV8HjIAmeBQfBy+A4OA1YUAR/Bn8Ff2/827vf+7z3xYx69858z6OgcfW2/gewp4H1</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|+i

<latexit sha1_base64="jhBZz/n8olbAicspfsHGCVRbPtI=">AAAHZHicbVVdb9xEFHULZEso0FLxhIQcrEgl2Vj2bir6UEFQ+CgSUYOabCtlomg8e9cZYs84M2Oyq9H8B17hn/EHeOYnMDP70bW9li2Nzz2+594z13ZWFVSqJPnn3v333v9gq/fgw+2PHn78yaePHn82krwWBM4JL7h4m2EJBWVwrqgq4G0lAJdZAW+ym2MXf/MHCEk5O1OzCi5LnDM6oQQrC43QDahw/+pRlMSJP8LuIl0sou/+C/xxevV46yUac1KXwBQpsJQXaVKpS42FoqQAs41qCRUmNzgH7Ys04a6FxuGEC3sxFXq0wcOllLMys8wSq2vZjjlwU+yiVpPnl5qyqlbAyFxoUheh4qHrOBxTAUQVsxATYuutsbJ1kGssMFHWme2GUC5wdU3J1LZAGSnqMehbQgWpqbIQgzvCyxKzsUYKi7yujN7TaDrTLxIo+/b6dk+bEGERHunwIDTh/ov4cBFZhw82w/s+jQu12B4eWtj092zK53aFJqLU3CBg4+nMat7eme1dJKBdo1mVajsdw8RveZRqZMfCLZDALPd75oKZwD5YeNCFHc2snpzHo4F2NzpKDdpxz+hoYBYkWWc+w86VfXhnAeJMztOuRNfSMi7KeXS0jI7m0R/ATpeAE7vnryoQWHFhuxFGnwmzqxFfYAyX4CDX4Xr7GWW8pLgwF4NLbY2StQA3P1YJJuopyiCnTNvJKgoLCzo1URoiFEaD0NnaiCBB82v1dUsDVUJbnUmoT83SgKrABLxJ0VCjUtrRAucPKvENZHx64V8VazuV7lZHQ+OMNEvqgfeyMZWVVAe2FIt6Cfuu+9dHH+MZMAZGizwzOomf9ZN+YpqcEzpmrvQlyVHiZy3SaVGXzSwdyhlYI1c5HKlDOS643dYmqV0NFpyzltSgnegVAczW8gw2qZ3ZEQVBV+2nGwVfK4HvMhBi9o62IdlPIN5VNZfrpPr+tsaN5tJ2c1zKlkWd1k64/fSs9+/VWqRfoVyZlPbTbiV2UgTOa9lI1M3zs/2aNaejXfIvYiUUD/v+7BgIsNz4+LDvzxblxzy3Q8+WI+Y6ipN+x+PXuFhva57J/nvS9p+muxgN4nQYD347jI725j+h4EHwRfBV8DRIg2+Co+BlcBqcByT4Pfgz+Cv4e+vf3sPek97nc+r9e4tnngSNo/fl/zTTgGo=</latexit>

|0i

<latexit sha1_base64="WA24Acg/RQGtwJtNBN7LSDuCOrk=">AAAHZHicbVVdb9xEFHVbyJZQoKXiCQk5WJFKurHs3VT0oYKg8FEkogY12VbKRNF49q4zjT3jzIzJrkbzH3iFf8Yf4JmfwMzsR9f2WrY0Pvf4nnvPXNtZVVCpkuSfO3fvffDhVu/+R9sfP/jk088ePvp8JHktCJwRXnDxNsMSCsrgTFFVwNtKAC6zAt5k10cu/uYPEJJydqpmFVyUOGd0QglWFhqha1BhcvkwSuLEH2F3kS4W0ff/Bf44uXy09RKNOalLYIoUWMrzNKnUhcZCUVKA2Ua1hAqTa5yD9kWacNdC43DChb2YCj3a4OFSylmZWWaJ1ZVsxxy4KXZeq8nzC01ZVStgZC40qYtQ8dB1HI6pAKKKWYgJsfXWWNk6yBUWmCjrzHZDKBe4uqJkalugjBT1GPQNoYLUVFmIwS3hZYnZWCOFRV5XRu9pNJ3pFwmUfXt9t6dNiLAID3W4H5rw6Yv4YBFZh/c3w099GhdqsT08tLDp79mUz+0KTUSpuUHAxtOZ1by5Ndu7SEC7RrMq1XY6honf8ijVyI6FWyCBWe73zAUzgX2w8KALO5pZPTmPRwPtbnSUGrTjntHRwCxIss58hp1L+/DOAsSZnKddia6lZVyU8+hoGR3Noz+CnS4Bx3bPX1UgsOLCdiOMPhVmVyO+wBguwUGuw/X2M8p4SXFhzgcX2holawFufqwSTNQTlEFOmbaTVRQWFnRqojREKIwGobO1EUGC5lfqm5YGqoS2OpNQn5ilAVWBCXiToqFGpbSjBc4fVOJryPj03L8q1nYq3a2OhsYZaZbUfe9lYyorqfZtKRb1EvZd96+PPsIzYAyMFnlmdBI/6yf9xDQ5x3TMXOlLkqPEz1qkk6Ium1k6lFOwRq5yOFKHclRwu61NUrsaLDhnLalBO9ErApit5RlsUju1IwqCrtpPNwq+VgLfZiDE7D1tQ7KfQbyvai7XSfXDTY0bzaXt5riULYs6rR1z++lZ79+rtUi/QbkyKe2n3UrspAic17KRqJvnF/s1a05Hu+RfxUooHvb92TEQYLnx8UHfny3KT3luh54tR8x1FCf9jsevcbHe1jyT/fek7T9NdzEaxOkwHvx+EB3uzX9Cwf3gy+Dr4EmQBt8Gh8HL4CQ4C0jwLvgz+Cv4e+vf3oPe494Xc+rdO4tnHgeNo/fV/1e6gG8=</latexit>

|0i

<latexit sha1_base64="WA24Acg/RQGtwJtNBN7LSDuCOrk=">AAAHZHicbVVdb9xEFHVbyJZQoKXiCQk5WJFKurHs3VT0oYKg8FEkogY12VbKRNF49q4zjT3jzIzJrkbzH3iFf8Yf4JmfwMzsR9f2WrY0Pvf4nnvPXNtZVVCpkuSfO3fvffDhVu/+R9sfP/jk088ePvp8JHktCJwRXnDxNsMSCsrgTFFVwNtKAC6zAt5k10cu/uYPEJJydqpmFVyUOGd0QglWFhqha1BhcvkwSuLEH2F3kS4W0ff/Bf44uXy09RKNOalLYIoUWMrzNKnUhcZCUVKA2Ua1hAqTa5yD9kWacNdC43DChb2YCj3a4OFSylmZWWaJ1ZVsxxy4KXZeq8nzC01ZVStgZC40qYtQ8dB1HI6pAKKKWYgJsfXWWNk6yBUWmCjrzHZDKBe4uqJkalugjBT1GPQNoYLUVFmIwS3hZYnZWCOFRV5XRu9pNJ3pFwmUfXt9t6dNiLAID3W4H5rw6Yv4YBFZh/c3w099GhdqsT08tLDp79mUz+0KTUSpuUHAxtOZ1by5Ndu7SEC7RrMq1XY6honf8ijVyI6FWyCBWe73zAUzgX2w8KALO5pZPTmPRwPtbnSUGrTjntHRwCxIss58hp1L+/DOAsSZnKddia6lZVyU8+hoGR3Noz+CnS4Bx3bPX1UgsOLCdiOMPhVmVyO+wBguwUGuw/X2M8p4SXFhzgcX2holawFufqwSTNQTlEFOmbaTVRQWFnRqojREKIwGobO1EUGC5lfqm5YGqoS2OpNQn5ilAVWBCXiToqFGpbSjBc4fVOJryPj03L8q1nYq3a2OhsYZaZbUfe9lYyorqfZtKRb1EvZd96+PPsIzYAyMFnlmdBI/6yf9xDQ5x3TMXOlLkqPEz1qkk6Ium1k6lFOwRq5yOFKHclRwu61NUrsaLDhnLalBO9ErApit5RlsUju1IwqCrtpPNwq+VgLfZiDE7D1tQ7KfQbyvai7XSfXDTY0bzaXt5riULYs6rR1z++lZ79+rtUi/QbkyKe2n3UrspAic17KRqJvnF/s1a05Hu+RfxUooHvb92TEQYLnx8UHfny3KT3luh54tR8x1FCf9jsevcbHe1jyT/fek7T9NdzEaxOkwHvx+EB3uzX9Cwf3gy+Dr4EmQBt8Gh8HL4CQ4C0jwLvgz+Cv4e+vf3oPe494Xc+rdO4tnHgeNo/fV/1e6gG8=</latexit>

|0i

<latexit sha1_base64="WA24Acg/RQGtwJtNBN7LSDuCOrk=">AAAHZHicbVVdb9xEFHVbyJZQoKXiCQk5WJFKurHs3VT0oYKg8FEkogY12VbKRNF49q4zjT3jzIzJrkbzH3iFf8Yf4JmfwMzsR9f2WrY0Pvf4nnvPXNtZVVCpkuSfO3fvffDhVu/+R9sfP/jk088ePvp8JHktCJwRXnDxNsMSCsrgTFFVwNtKAC6zAt5k10cu/uYPEJJydqpmFVyUOGd0QglWFhqha1BhcvkwSuLEH2F3kS4W0ff/Bf44uXy09RKNOalLYIoUWMrzNKnUhcZCUVKA2Ua1hAqTa5yD9kWacNdC43DChb2YCj3a4OFSylmZWWaJ1ZVsxxy4KXZeq8nzC01ZVStgZC40qYtQ8dB1HI6pAKKKWYgJsfXWWNk6yBUWmCjrzHZDKBe4uqJkalugjBT1GPQNoYLUVFmIwS3hZYnZWCOFRV5XRu9pNJ3pFwmUfXt9t6dNiLAID3W4H5rw6Yv4YBFZh/c3w099GhdqsT08tLDp79mUz+0KTUSpuUHAxtOZ1by5Ndu7SEC7RrMq1XY6honf8ijVyI6FWyCBWe73zAUzgX2w8KALO5pZPTmPRwPtbnSUGrTjntHRwCxIss58hp1L+/DOAsSZnKddia6lZVyU8+hoGR3Noz+CnS4Bx3bPX1UgsOLCdiOMPhVmVyO+wBguwUGuw/X2M8p4SXFhzgcX2holawFufqwSTNQTlEFOmbaTVRQWFnRqojREKIwGobO1EUGC5lfqm5YGqoS2OpNQn5ilAVWBCXiToqFGpbSjBc4fVOJryPj03L8q1nYq3a2OhsYZaZbUfe9lYyorqfZtKRb1EvZd96+PPsIzYAyMFnlmdBI/6yf9xDQ5x3TMXOlLkqPEz1qkk6Ium1k6lFOwRq5yOFKHclRwu61NUrsaLDhnLalBO9ErApit5RlsUju1IwqCrtpPNwq+VgLfZiDE7D1tQ7KfQbyvai7XSfXDTY0bzaXt5riULYs6rR1z++lZ79+rtUi/QbkyKe2n3UrspAic17KRqJvnF/s1a05Hu+RfxUooHvb92TEQYLnx8UHfny3KT3luh54tR8x1FCf9jsevcbHe1jyT/fek7T9NdzEaxOkwHvx+EB3uzX9Cwf3gy+Dr4EmQBt8Gh8HL4CQ4C0jwLvgz+Cv4e+vf3oPe494Xc+rdO4tnHgeNo/fV/1e6gG8=</latexit>

Active

<latexit sha1_base64="SAtzdv3ZV84i5JcXSL3OpP6iWYQ=">AAAHZHicbVVdb9xEFHULZEsotKXiCQk5WEEl3Vj2biv6UEGq8FEkogY12VbKRNF49q4zxB47M+NmV6P5D7zCP+MP8MxP4I73o2t7LVsan3vm3HuPr+2kzLjSUfTPrdsffPjRVu/Ox9uf3P30s3v3H3w+UkUlGZyyIivk24QqyLiAU811Bm9LCTRPMniTXB26+Jt3IBUvxImelXCe01TwCWdUIzR6wTR/Bxf3gyiM6sPvLuLFIvjhP68+ji8ebL0k44JVOQjNMqrUWRyV+txQqTnLwG6TSkFJ2RVNwdRFWn8XobE/KSReQvs12uDRXKlZniAzp/pStWMO3BQ7q/Tk2bnhoqw0CDZPNKkyXxe+69gfcwlMZzOfMob1VlRjHeySSso0OrPdSJRKWl5yNsUWuGBZNQZzzbhkFdcICbhhRZ5TMTZEU5lWpTV7hkxn5nkEeR+v7/eM9QmV/oHx933rP34ePllE1uH9zfDjWsaFWuwaHiJs+3so+QxXZCJzU1gCYjydYc7rG7u9SyS0a7SrUrHTMUzIFWg/iA3BsXALIqlI62fmgomkdTCrQRd2NLvaOY8HA+NuTBBbsuP2mGBgFyRVJbXCzgVu3lmANFFz2VXSNVlRyHweHS2jo3n0R8DpknCEz/xVCZLqQmI30poTaXcNKRaYoDk4yHW43n7CRZFzmtmzwblBo1Qlwc0PZoKJfkQSSLkwOFlZhrDkUxvEPiF+MPCdrY0IkTy91N+2cpBSGswz8c2xXRpQZpRBbVIwNCRXOFrg/CE5vYKkmJ7VrwrazpW7NcHQOiPtkrpfe9mYylLpfSwF0ToFvuv162MO6QyEAGtkmlgThU/7UT+yTc4RHwtX+pLkKOHTFuk4q/KmSodyAmjkSsOROpTDrMDH2iS1q6GyKEQr1aAt9IoBFWs6g03ZTnBEQfJV+/HGhK+1pDcJSDl7T9sg9jPI91XN03WkXlxXtNFc3G6uUKplUae1owI/Pev919lapN8gX5kU9+NuJTgpkqaVagh1dX7Br1lzOtol/ypXicJhvz47BgIsH3z4pF+fLcpPaYpDL5Yj5joKo37H49c0W29rroT/nrj9p+kuRoMwHoaD3wfBwTfzn5B3x/vS+9p75MXed96B99I79k495v3h/en95f299W/vbu9h74s59fatxZ6HXuPoffU/R72A1Q==</latexit>

Correction:
<latexit sha1_base64="hNq4DD5oOdcVsg/ziKakCBsgv+8=">AAAHaXicbVVdb9xEFHULZEv4aENfELw4WEEl3Vj2bqtWqIKg8FEkogY1SSvtRNF49q4zij3jjMdkV6P5GbzC7+I38MJP4I73o2t7LVsan3vmnHuvr+2kyHipo+ifO3ffe/+Drd69D7c/+viTT+8/2PnsvJSVYnDGZCbV24SWkHEBZ5rrDN4WCmieZPAmuT5y8Td/gCq5FKd6VsBFTlPBJ5xRjdDoSCoFzC2/vXwQRGFUH353ES8Wwff/efVxcrmz9ZKMJatyEJpltCxHcVToC0OV5iwDu02qEgrKrmkKps7U+nsIjf2JVHgJ7ddog0fzspzlCTJzqq/KdsyBm2KjSk+eXxguikqDYHOjSZX5WvqubH/MXZ3ZzKeMYb4V1ZgHu6KKMo3t2W4YpYoWV5xNsQQuWFaNwdwwrljFNUICbpnMcyrGhmiq0qqwZt+Q6cy8iCDv4/XdvrE+oco/NP6Bb/3HL8Ini8g6fLAZflzLuFCLXcNDhG1/HyWf44pMVG6kJSDG0xl63tza7T2ioJ2jXaWKlY5hQq5B+0FsCM6GWxBFRVo/MxdMFK2DWQ26sKPZ1c55PBgYd2OC2JJdt8cEA7sglVVSK+xe4ubdBUiTci67Ml2TFVLl8+j5Mno+j/4IOF0KjvGZvypAUS0VVqOsOVV2zxC5wATNwUGuwvXyEy5kzmlmR4MLg40qKwVuftAJJvoRSSDlwuBkZRnCik9tEPuE+MHAd21tRIji6ZX+puVBCmXQZ+KbE7tsQJFRBnWTgqEheYmjBa4/JKfXkMjpqH5VsO28dLcmGFrXSLukHtS9bExlUeoDTAXR2gJf+Pr1MUd0BkKANSpNrInCp/2oH9km55iPhUt9SXKU8GmLdJJVeVOlQzkFbORKw5E6lKNM4mNtktrZUCWlaFkN2kKvGFCxpjPY5HaKIwqKr8qPNxq+1oreJqDU7B1tg9jPoN5lNbfrSP1wU9FGcXG7OFmWrRZ1SjuW+OlZr792a5F+g3zVpLgfdzPBSVE0rcqGUFfnF/yaNaejnfKvamUUDvv12WkgwPLBh0/69dmi/JSmOPRiOWKuojDqd3r8mmbrZc2V8N8Tt/803cX5IIyH4eD3QXD49fwn5N3zvvS+8h55sffMO/Reeifemcc86f3p/eX9vfVvb6f3ee+LOfXuncWeh17j6AX/A90wgv0=</latexit>

flags:

<latexit sha1_base64="ppR0pbLlcMwo+JLxMVFyOTwJizs=">AAAHZHicbVXtbtxEFHULZEso0FLxCwk5WEEl3azs3VZUqEJB4aNIRA1qsq2UiaLx7F1niD3jzIzJrkbzDvyFN+MFeA7ueD+6tmPZ0vjcM+fee3xtp2XOtYnjf+/cfe/9D7Z69z7c/uj+x598+uDhZ2MtK8XglMlcqrcp1ZBzAaeGmxzelgpokebwJr069PE3f4LSXIoTMy/hvKCZ4FPOqEFoPM1ppr+7eBDFg7g+wu4iWS6iYHkcXzzcekkmklUFCMNyqvVZEpfm3FJlOMvBbZNKQ0nZFc3A1kW6cBehSTiVCi9hwhpt8Gih9bxIkVlQc6nbMQ/eFjurzPT5ueWirAwItkg0rfLQyNB3HE64AmbyeUgZw3orarAOdkkVZQad2W4kyhQtLzmbYQtcsLyagL1mXLGKG4QE3DBZFFRMLDFUZVXp7J4ls7l9EUPRx+v7PetCQlV4YMP90IVPXgyeLiOb8P7t8JNaxoda7BoeIez6eyj5HFdkqgorHQExmc0x5/WN294lCto1unWp2OkEpuQKTBglluBY+AVRVGT1M/PBVNE6mNegD3uaW+9cxKOh9Tc2ShzZ8XtsNHRLkq7SWmHnAjfvLEGa6oXsOumGrJCqWETHq+h4Ef0RcLoUHOEzf1WCokYq7EY5e6LcriVyiQlagId8h5vtp1zIgtPcnQ3PLRqlKwV+fjATTM1jkkLGhcXJynOEFZ+5KAkJCaNh6G1tRIji2aX5ppWDlMpinmloj93KgDKnDGqTopElhcbRAu8PKegVpHJ2Vr8qaDvX/tZGI+eNdCvqfu1lYypLbfaxFETrFPiu16+PPaRzEAKcVVnqbDx41o/7sWtyjvhE+NJXJE8ZPGuRjvOqaKp0KCeARq41PKlDOcwlPtYmqV0NVVKKVqphW+gVAyo2dIa3ZTvBEQXF1+0ntyZ8bRS9SUGp+TvaLWI/g3pX1SJdR+qH64o2mkvazUmtWxZ1WjuS+OnZ7L/O1iL9BsXapKSfdCvBSVE0q3RDqKvzC37NmtPRLvlXtU40GPXrs2MgwOrBD57267NF+SnLcOjFasR8R4O43/H4Nc0321oo4b8naf9puovxcJCMBsPfh9HB18u/0L3gi+Cr4HGQBN8GB8HL4Dg4DVjwR/BX8Hfwz9Z/vfu9R73PF9S7d5Z7HgWNo/fl/6Jvf5E=</latexit>

ancilla qubits

<latexit sha1_base64="gBYRsxl6WxSYt9umSIY0RhnO9RU=">AAAHbHicbVXbbtw2EFXS1pu6lyRt34ICdAUHqbNeSLsJmoegcOFeUqBGXMR2ApiuQXFnZcIUKZNUvQuC/9HX9q/6E/2GktpLVtIKEkCdOTwzczSSspIzbZLk3zt3P/jwo63evY+3P/n0s8/vP3j4xZmWlaJwSiWX6l1GNHAm4NQww+FdqYAUGYe32fVhiL/9E5RmUpyYWQkXBckFmzBKjIf+IIIyzgm6qTJm9OWDOBkk9YG6i3SxiKPFcXz5cOsVHktaFSAM5UTr8zQpzYUlyjDKwW3jSkNJ6DXJwdbFOrTroTGaSOUvYVCNNnik0HpWZJ5ZEHOl27EAboqdV2by4sIyUVYGBJ0nmlQcGYlC52jMFFDDZ4hQ6uutiPF10CuiCDXeoe1GolyR8orRqW+BCcqrMdgbyhStmPGQgFsqi4KIscWGqLwqnd2zeDqzLxMo+v76fs86hIlCBxbtI4eevhw8W0TW4f3N8NNaJoRa7Boeedj197zkC7/CE1VY6TCI8XTmc97cuu1drKBdo1uV6jsdwwRfg0FxarEfj7DAioi8fmYhmClSB3kNhnCgudXOeTwe2nBj49ThnbDHxkO3IOkqqxV2Lv3mnQVIMj2XXSVdkxVSFfPo2TJ6No/+CH66FBz5Z/66BEWMVL4b5eyJcrsWywUmSAEBCh2ut58xIQtGuDsfXlhvlK4UhPnxmWBinuAMciasnyzOPazY1MUpwhjFQxRsbUSwYvmV+baVA5fK+jwTZI/d0oCSEwq1SfHI4kL70YLgDy7INWRyel6/Kt52psOtjUcuGOmW1P3ay8ZUltrs+1I8Wqfw73z9+thDMgMhwFmVZ84mg+f9pJ+4JueIjUUofUkKlMHzFumYV0VTpUM5AW/kSiOQOpRDLv1jbZLa1RAlpWilGraFXlMgYk1nuCnbiR9RUGzVfrox4RujyG0GSs3e0zaI/QzqfVXzdB2pH24q0mgubTcntW5Z1GntSPpPz3r/dbYW6TcoVial/bRbiZ8URfJKN4S6Or/4r1lzOtol/6pWiQajfn12DARYPvjBs359tig/5bkferEcsdDRIOl3PH5D+HpbcyX/70nbf5ru4mw4SEeD4e/D+ODx4i90L3oUfRM9idLou+ggehUdR6cRjVT0V/R39M/Wf72veo96X8+pd+8s9nwZNY7e4/8B50SDJg==</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

±Z

<latexit sha1_base64="mr4eqT1gS9mGyFe8XRYH5Zi2AIw=">AAAHY3icbVVdb9xEFHULZEsK9APeEJKDFVTSzcreTUUfKggKH0UialCTtCITRePZu84o9owzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+ttMy59rE8T937r73/gcbvXsfbt7/6ONPHjx89PhUy0oxOGEyl+ptSjXkXMCJ4SaHt6UCWqQ5vEmvDnz8zR+gNJfi2MxKOC9oJviEM2oQOiFlEf5+8TCKB3F9hN1FslhE3/0X1MfRxaONl2QsWVWAMCynWp8lcWnOLVWGsxzcJqk0lJRd0QxsXaMLtxEahxOp8BImrNEGjxZaz4oUmQU1l7od8+BtsbPKTJ6fWy7KyoBg80STKg+NDH3D4ZgrYCafhZQxrLeiButgl1RRZtCYzUaiTNHykrMptsAFy6sx2GvGFau4QUjADZNFQcXYEkNVVpXO7lgyndkXMRR9vL7dsS4kVIX7NtwNXfj0xWBvEVmHd2+Hn9YyPtRi1/AIYdffQcnnuCITVVjpCIjxdIY5r2/c5jZR0K7RrUrFTscwIVdgwiixBKfCL4iiIqufmQ+mitbBvAZ92NPcauc8Hg2tv7FR4siW32OjoVuQdJXWClsXuHlrAdJUz2VXSddkhVTFPHq6jJ7Ooz8ATpeCQ3zmr0pQ1EiF3Shnj5XbtkQuMEEL8JDvcL39lAtZcJq7s+G5RaN0pcDPD2aCiXlCUsi4sDhZeY6w4lMXJSEhYTQMva2NCFE8uzRft3KQUlnMMwntkVsaUOaUQW1SNLKk0Dha4P0hBb2CVE7P6lcFbefa39po5LyRbkndrb1sTGWpzS6WgmidAl/1+vWxB3QGQoCzKkudjQfP+nE/dk3OIR8LX/qS5CmDZy3SUV4VTZUO5RjQyJWGJ3UoB7nEx9oktauhSkrRSjVsC71iQMWazvC2bMc4oqD4qv3k1oSvjaI3KSg1e0e7RewnUO+qmqfrSH1/XdFGc0m7Oal1y6JOa4cSPz3r/dfZWqRfoViZlPSTbiU4KYpmlW4IdXV+xq9ZczraJf+iVokGo359dgwEWD74wV6/PluUH7MMh14sR8x3NIj7HY9f03y9rbkS/nuS9p+muzgdDpLRYPjbXrT/1fwnFNwLPg++DJ4ESfBNsB+8DI6Ck4AFPPgz+Cv4e+Pf3v3e495nc+rdO4s9nwaNo/fF/4BBgCQ=</latexit>

±Z

<latexit sha1_base64="mr4eqT1gS9mGyFe8XRYH5Zi2AIw=">AAAHY3icbVVdb9xEFHULZEsK9APeEJKDFVTSzcreTUUfKggKH0UialCTtCITRePZu84o9owzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+ttMy59rE8T937r73/gcbvXsfbt7/6ONPHjx89PhUy0oxOGEyl+ptSjXkXMCJ4SaHt6UCWqQ5vEmvDnz8zR+gNJfi2MxKOC9oJviEM2oQOiFlEf5+8TCKB3F9hN1FslhE3/0X1MfRxaONl2QsWVWAMCynWp8lcWnOLVWGsxzcJqk0lJRd0QxsXaMLtxEahxOp8BImrNEGjxZaz4oUmQU1l7od8+BtsbPKTJ6fWy7KyoBg80STKg+NDH3D4ZgrYCafhZQxrLeiButgl1RRZtCYzUaiTNHykrMptsAFy6sx2GvGFau4QUjADZNFQcXYEkNVVpXO7lgyndkXMRR9vL7dsS4kVIX7NtwNXfj0xWBvEVmHd2+Hn9YyPtRi1/AIYdffQcnnuCITVVjpCIjxdIY5r2/c5jZR0K7RrUrFTscwIVdgwiixBKfCL4iiIqufmQ+mitbBvAZ92NPcauc8Hg2tv7FR4siW32OjoVuQdJXWClsXuHlrAdJUz2VXSddkhVTFPHq6jJ7Ooz8ATpeCQ3zmr0pQ1EiF3Shnj5XbtkQuMEEL8JDvcL39lAtZcJq7s+G5RaN0pcDPD2aCiXlCUsi4sDhZeY6w4lMXJSEhYTQMva2NCFE8uzRft3KQUlnMMwntkVsaUOaUQW1SNLKk0Dha4P0hBb2CVE7P6lcFbefa39po5LyRbkndrb1sTGWpzS6WgmidAl/1+vWxB3QGQoCzKkudjQfP+nE/dk3OIR8LX/qS5CmDZy3SUV4VTZUO5RjQyJWGJ3UoB7nEx9oktauhSkrRSjVsC71iQMWazvC2bMc4oqD4qv3k1oSvjaI3KSg1e0e7RewnUO+qmqfrSH1/XdFGc0m7Oal1y6JOa4cSPz3r/dfZWqRfoViZlPSTbiU4KYpmlW4IdXV+xq9ZczraJf+iVokGo359dgwEWD74wV6/PluUH7MMh14sR8x3NIj7HY9f03y9rbkS/nuS9p+muzgdDpLRYPjbXrT/1fwnFNwLPg++DJ4ESfBNsB+8DI6Ck4AFPPgz+Cv4e+Pf3v3e495nc+rdO4s9nwaNo/fF/4BBgCQ=</latexit>

(a)

m = 4

<latexit sha1_base64="i/ajBpi3bzppoBv7nRnpLUAlntw=">AAAHY3icbVVdb9xEFHULZEsK9APeENIEK6ikm5W9m4o+FAgKH0UialCTtFImisazd51R7LEzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+tpMyE9pE0T937r73/gcbvXsfbt7/6ONPHjx89PhUF5XicMKLrFBvE6YhExJOjDAZvC0VsDzJ4E1ydeDjb/4ApUUhj82shPOcpVJMBGcGoZOcfEv2Lh6G0SCqD9JdxItF+P1/QX0cXTzaeEnHBa9ykIZnTOuzOCrNuWXKCJ6B26SVhpLxK5aCrWt0ZBuhMZkUCi9pSI02eCzXepYnyMyZudTtmAdvi51VZvL83ApZVgYknyeaVBkxBfENk7FQwE02I4xzrLdiBuvgl0wxbtCYzUaiVLHyUvAptiAkz6ox2GsuFK+EQUjCDS/ynMmxpYaptCqd3bF0OrMvIsj7eH23Yx2hTJF9S3aJI09fDPYWkXV493b4aS3jQy12DY8Qdv0dlHyOKzpRuS0cBTmezjDn9Y3b3KYK2jW6VanY6Rgm9AoMCWNLcSr8giom0/qZ+WCiWB3MatCHPc2tds7j4dD6GxvGjm75PTYcugVJV0mtsHWBm7cWIEv0XHaVdE1WFiqfR0+X0dN59EfA6VJwiM/8VQmKmUJhN8rZY+W2LS0WmGQ5eMh3uN5+ImSRC5a5s+G5RaN0pcDPD2aCiXlCE0iFtDhZWYawElMXxoRSEg6Jt7URoUqkl+brVg5aKot5JsQeuaUBZcY41CaFI0tzjaMF3h+asytIiulZ/aqg7UL7WxuOnDfSLam7tZeNqSy12cVSEK1T4Ktevz72gM1ASnBWpYmz0eBZP+pHrsk5FGPpS1+SPGXwrEU6yqq8qdKhHAMaudLwpA7lICvwsTZJ7WqYKgrZSjVsC73iwOSazvC2bMc4oqDEqv341oSvjWI3CSg1e0e7RexnUO+qmqfrSP1wXbFGc3G7uULrlkWd1g4L/PSs919na5F+g3xlUtyPu5XgpCiWVroh1NX5Bb9mzelol/yrWiUajPr12TEQYPngB3v9+mxRfkpTHHq5HDHf0SDqdzx+zbL1tuZK+O+J23+a7uJ0OIhHg+Hve+H+V/OfUHAv+Dz4MngSxME3wX7wMjgKTgIeiODP4K/g741/e/d7j3ufzal37yz2fBo0jt4X/wNu4n+P</latexit>

|02i

<latexit sha1_base64="dz7uZYxJIdWZN51uCSSg8MIFF0g=">AAAHZ3icbVXbbtw2EFXS1pu6lyQNUBToi1zBQOqsF9LaQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ojd+3Dzo48/+fT+g4efnWlZKQanTOZSvU2phpwLODXc5PC2VECLNIc36fWhj7/5A5TmUpyYaQkXBc0EH3NGDUK/kWswNv596C4fRPEgrq+wu0jmi+jb/4L6Or58uPGSjCSrChCG5VTr8yQuzYWlynCWg9sklYaSsmuaga3zdOE2QqNwLBX+hAlrtMGjhdbTIkVmQc2Vbsc8uC52Xpnx8wvLRVkZEGxmNK7y0MjQFx2OuAJm8mlIGcN8K2owD3ZFFWUGm7PZMMoULa84m2AJXLC8GoG9YVyxihuEBNwyWRRUjCwxVGVV6eyOJZOpfRFD0cffNzvWhYSq8MCGu6ELn7wY7M8jq/DuevhJLeNDLXYN7yHs+jso+RxXZKwKKx0BMZpM0fPm1m1uEwXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0dDWw9PlDiy5ffYaOjmJF2ltcLWJW7emoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5bUvkHBO0AA/5ClfLT7mQBae5Ox9eWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkbD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNivYsKTSOFvj+kIJeQyon5/Wjgm3n2v+10Z7zjXQL6m7dy8ZUltrsYiqI1hb4uNePjz2kUxACnFVZ6mw8eNqP+7Frco74SPjUFyRPGTxtkY7zqmiqdCgngI1canhSh3KYSzzWJqmdDVVSipbVsC30igEVKzrDdW4nOKKg+LL8ZK3ha6PobQpKTd/R1oj9COpdVjO7jtR3NxVtFJe0i5Nat1rUKe1I4qtntf7arUX6BYplk5J+0s0EJ0XRrNINoa7OT/g2a05HO+Wf1dJosNev704DARYHP9jv13eL8kOW4dCLxYj5igZxv9Pj1zRfLWumhN+epP2l6S7OhoNkbzD8dT862Jl9hIJ7wZfBV8HjIAmeBQfBy+A4OA1YUAR/Bn8Ff2/827vf+7z3xYx69858z6OgcfW2/gewp4H1</latexit>

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>
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<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

· · ·

<latexit sha1_base64="/iKE1bmLukWHc60mXyjcr3wUhNI=">AAAHZHicbVVdb9xEFHVbyJZQoKXiCQk5WJFKulnZu6noQwVB4aNIRA1qsq2UiaLx7F1nGnvGmRmTXY3mP/AK/4w/wDM/gTvej669a9nS+Nwz5957fG2nZc61ieN/7ty998GHW537H21//OCTTz97+OjzoZaVYnDGZC7V25RqyLmAM8NNDm9LBbRIc3iTXh/5+Js/QGkuxamZlnBR0EzwMWfUIDQkbCSNvnwYxb24PsL1RTJfRN//F9THyeWjrZdkJFlVgDAsp1qfJ3FpLixVhrMc3DapNJSUXdMMbF2kC3cRGoVjqfASJqzRBo8WWk+LFJkFNVe6HfPgpth5ZcbPLywXZWVAsFmicZWHRoa+43DEFTCTT0PKGNZbUYN1sCuqKDPozHYjUaZoecXZBFvgguXVCOwN44pV3CAk4JbJoqBiZImhKqtKZ/csmUztixiKLl7f7VkXEqrCQxvuhy58+qJ3MI+swvub4ae1jA+12DU8QNh191DyOa7IWBVWOgJiNJlizptbt71LFLRrdMtSsdMRjMk1mDBKLMGx8AuiqMjqZ+aDqaJ1MK9BH/Y0t9w5i0d9629slDiy4/fYqO/mJF2ltcLOJW7emYM01TPZZdIVWSFVMYsOF9HhLPoj4HQpOMZn/qoERY1U2I1y9lS5XUvkHBO0AA/5DlfbT7mQBae5O+9fWDRKVwr8/GAmGJsnJIWMC4uTlecIKz5xURISEkb90NvaiBDFsyvzTSsHKZXFPOPQnriFAWVOGdQmRQNLCo2jBd4fUtBrSOXkvH5V0Hau/a2NBs4b6RbU/drLxlSW2uxjKYjWKfBdr18fe0SnIAQ4q7LU2bj3rBt3Y9fkHPOR8KUvSJ7Se9YineRV0VRZo5wCGrnU8KQ1ylEu8bE2Se1qqJJStFL120KvGFCxotPflO0URxQUX7afbEz42ih6m4JS0/e0DWI/g3pf1SzdmtQPNxVtNJe0m5Natyxaa+1Y4qdntf86W4v0GxRLk5Jusl4JToqiWaUbQus6v+DXrDkd7ZJ/VctEvUG3PtcMBFg8+N5Btz5blJ+yDIdeLEbMd9SLu2sev6b5alszJfz3JO0/zfpi2O8lg17/94PocG/2EwruB18GXwdPgiT4NjgMXgYnwVnAgnfBn8Ffwd9b/3YedB53vphR796Z73kcNI7OV/8DFHCA+A==</latexit>

·
·
·

<latexit sha1_base64="/iKE1bmLukWHc60mXyjcr3wUhNI=">AAAHZHicbVVdb9xEFHVbyJZQoKXiCQk5WJFKulnZu6noQwVB4aNIRA1qsq2UiaLx7F1nGnvGmRmTXY3mP/AK/4w/wDM/gTvej669a9nS+Nwz5957fG2nZc61ieN/7ty998GHW537H21//OCTTz97+OjzoZaVYnDGZC7V25RqyLmAM8NNDm9LBbRIc3iTXh/5+Js/QGkuxamZlnBR0EzwMWfUIDQkbCSNvnwYxb24PsL1RTJfRN//F9THyeWjrZdkJFlVgDAsp1qfJ3FpLixVhrMc3DapNJSUXdMMbF2kC3cRGoVjqfASJqzRBo8WWk+LFJkFNVe6HfPgpth5ZcbPLywXZWVAsFmicZWHRoa+43DEFTCTT0PKGNZbUYN1sCuqKDPozHYjUaZoecXZBFvgguXVCOwN44pV3CAk4JbJoqBiZImhKqtKZ/csmUztixiKLl7f7VkXEqrCQxvuhy58+qJ3MI+swvub4ae1jA+12DU8QNh191DyOa7IWBVWOgJiNJlizptbt71LFLRrdMtSsdMRjMk1mDBKLMGx8AuiqMjqZ+aDqaJ1MK9BH/Y0t9w5i0d9629slDiy4/fYqO/mJF2ltcLOJW7emYM01TPZZdIVWSFVMYsOF9HhLPoj4HQpOMZn/qoERY1U2I1y9lS5XUvkHBO0AA/5DlfbT7mQBae5O+9fWDRKVwr8/GAmGJsnJIWMC4uTlecIKz5xURISEkb90NvaiBDFsyvzTSsHKZXFPOPQnriFAWVOGdQmRQNLCo2jBd4fUtBrSOXkvH5V0Hau/a2NBs4b6RbU/drLxlSW2uxjKYjWKfBdr18fe0SnIAQ4q7LU2bj3rBt3Y9fkHPOR8KUvSJ7Se9YineRV0VRZo5wCGrnU8KQ1ylEu8bE2Se1qqJJStFL120KvGFCxotPflO0URxQUX7afbEz42ih6m4JS0/e0DWI/g3pf1SzdmtQPNxVtNJe0m5Natyxaa+1Y4qdntf86W4v0GxRLk5Jusl4JToqiWaUbQus6v+DXrDkd7ZJ/VctEvUG3PtcMBFg8+N5Btz5blJ+yDIdeLEbMd9SLu2sev6b5alszJfz3JO0/zfpi2O8lg17/94PocG/2EwruB18GXwdPgiT4NjgMXgYnwVnAgnfBn8Ffwd9b/3YedB53vphR796Z73kcNI7OV/8DFHCA+A==</latexit>

·
·
·

<latexit sha1_base64="/iKE1bmLukWHc60mXyjcr3wUhNI=">AAAHZHicbVVdb9xEFHVbyJZQoKXiCQk5WJFKulnZu6noQwVB4aNIRA1qsq2UiaLx7F1nGnvGmRmTXY3mP/AK/4w/wDM/gTvej669a9nS+Nwz5957fG2nZc61ieN/7ty998GHW537H21//OCTTz97+OjzoZaVYnDGZC7V25RqyLmAM8NNDm9LBbRIc3iTXh/5+Js/QGkuxamZlnBR0EzwMWfUIDQkbCSNvnwYxb24PsL1RTJfRN//F9THyeWjrZdkJFlVgDAsp1qfJ3FpLixVhrMc3DapNJSUXdMMbF2kC3cRGoVjqfASJqzRBo8WWk+LFJkFNVe6HfPgpth5ZcbPLywXZWVAsFmicZWHRoa+43DEFTCTT0PKGNZbUYN1sCuqKDPozHYjUaZoecXZBFvgguXVCOwN44pV3CAk4JbJoqBiZImhKqtKZ/csmUztixiKLl7f7VkXEqrCQxvuhy58+qJ3MI+swvub4ae1jA+12DU8QNh191DyOa7IWBVWOgJiNJlizptbt71LFLRrdMtSsdMRjMk1mDBKLMGx8AuiqMjqZ+aDqaJ1MK9BH/Y0t9w5i0d9629slDiy4/fYqO/mJF2ltcLOJW7emYM01TPZZdIVWSFVMYsOF9HhLPoj4HQpOMZn/qoERY1U2I1y9lS5XUvkHBO0AA/5DlfbT7mQBae5O+9fWDRKVwr8/GAmGJsnJIWMC4uTlecIKz5xURISEkb90NvaiBDFsyvzTSsHKZXFPOPQnriFAWVOGdQmRQNLCo2jBd4fUtBrSOXkvH5V0Hau/a2NBs4b6RbU/drLxlSW2uxjKYjWKfBdr18fe0SnIAQ4q7LU2bj3rBt3Y9fkHPOR8KUvSJ7Se9YineRV0VRZo5wCGrnU8KQ1ylEu8bE2Se1qqJJStFL120KvGFCxotPflO0URxQUX7afbEz42ih6m4JS0/e0DWI/g3pf1SzdmtQPNxVtNJe0m5Natyxaa+1Y4qdntf86W4v0GxRLk5Jusl4JToqiWaUbQus6v+DXrDkd7ZJ/VctEvUG3PtcMBFg8+N5Btz5blJ+yDIdeLEbMd9SLu2sev6b5alszJfz3JO0/zfpi2O8lg17/94PocG/2EwruB18GXwdPgiT4NjgMXgYnwVnAgnfBn8Ffwd9b/3YedB53vphR796Z73kcNI7OV/8DFHCA+A==</latexit>

·
·
·

<latexit sha1_base64="/iKE1bmLukWHc60mXyjcr3wUhNI=">AAAHZHicbVVdb9xEFHVbyJZQoKXiCQk5WJFKulnZu6noQwVB4aNIRA1qsq2UiaLx7F1nGnvGmRmTXY3mP/AK/4w/wDM/gTvej669a9nS+Nwz5957fG2nZc61ieN/7ty998GHW537H21//OCTTz97+OjzoZaVYnDGZC7V25RqyLmAM8NNDm9LBbRIc3iTXh/5+Js/QGkuxamZlnBR0EzwMWfUIDQkbCSNvnwYxb24PsL1RTJfRN//F9THyeWjrZdkJFlVgDAsp1qfJ3FpLixVhrMc3DapNJSUXdMMbF2kC3cRGoVjqfASJqzRBo8WWk+LFJkFNVe6HfPgpth5ZcbPLywXZWVAsFmicZWHRoa+43DEFTCTT0PKGNZbUYN1sCuqKDPozHYjUaZoecXZBFvgguXVCOwN44pV3CAk4JbJoqBiZImhKqtKZ/csmUztixiKLl7f7VkXEqrCQxvuhy58+qJ3MI+swvub4ae1jA+12DU8QNh191DyOa7IWBVWOgJiNJlizptbt71LFLRrdMtSsdMRjMk1mDBKLMGx8AuiqMjqZ+aDqaJ1MK9BH/Y0t9w5i0d9629slDiy4/fYqO/mJF2ltcLOJW7emYM01TPZZdIVWSFVMYsOF9HhLPoj4HQpOMZn/qoERY1U2I1y9lS5XUvkHBO0AA/5DlfbT7mQBae5O+9fWDRKVwr8/GAmGJsnJIWMC4uTlecIKz5xURISEkb90NvaiBDFsyvzTSsHKZXFPOPQnriFAWVOGdQmRQNLCo2jBd4fUtBrSOXkvH5V0Hau/a2NBs4b6RbU/drLxlSW2uxjKYjWKfBdr18fe0SnIAQ4q7LU2bj3rBt3Y9fkHPOR8KUvSJ7Se9YineRV0VRZo5wCGrnU8KQ1ylEu8bE2Se1qqJJStFL120KvGFCxotPflO0URxQUX7afbEz42ih6m4JS0/e0DWI/g3pf1SzdmtQPNxVtNJe0m5Natyxaa+1Y4qdntf86W4v0GxRLk5Jusl4JToqiWaUbQus6v+DXrDkd7ZJ/VctEvUG3PtcMBFg8+N5Btz5blJ+yDIdeLEbMd9SLu2sev6b5alszJfz3JO0/zfpi2O8lg17/94PocG/2EwruB18GXwdPgiT4NjgMXgYnwVnAgnfBn8Ffwd9b/3YedB53vphR796Z73kcNI7OV/8DFHCA+A==</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

|03i

<latexit sha1_base64="bwoaypXJ0lzqCJO0zYSJ3VvCN1Y=">AAAHZ3icbVXbbtw2EFXS1k7dS5IGKAr0Ra5gIHXWC2nXQfIQtC7cSwrUiIvYTgrTNSjurExYImWSqndB8Cv62n5YP6Fv/YQOtZespBW0APfM4Tkzw5GUljnXJo7/uXP3vfc/2Ni89+HWRx9/8un9Bw8/O9OyUgxOmcyleptSDTkXcGq4yeFtqYAWaQ5v0utDH3/zByjNpTgx0xIuCpoJPuaMGoR+I9dgbPz70F0+iOJ+XF9hd5HMF9G3/wX1dXz5cOMlGUlWFSAMy6nW50lcmgtLleEsB7dFKg0lZdc0A1vn6cIdhEbhWCr8CRPWaINHC62nRYrMgpor3Y55cF3svDLj5xeWi7IyINjMaFzloZGhLzoccQXM5NOQMob5VtRgHuyKKsoMNmerYZQpWl5xNsESuGB5NQJ7w7hiFTcICbhlsiioGFliqMqq0tldSyZT+yKGooe/b3atCwlV4YEN90IXPnnR359HVuG99fCTWsaHWuwaHiLserso+RxXZKwKKx0BMZpM0fPm1m3tEAXtHN0yVax0BGN/6mGUWIKT4RdEUZHVZ+aDqaJ1MK9BH/Y0t9w5i0cDWw9PlDiy7ffYaODmJF2ltcL2JW7enoM01TPZpemKrJCqmEXPFtGzWfR7wOlScIRn/qoERY1UWI1y9kS5HUvkHBO0AA/5ClfLT7mQBae5Ox9cWGyUrhT4+UEnGJvHJIWMC4uTlecIKz5xURISEkaD0Le1ESGKZ1fm65YHKZVFn3Foj92iAWVOGdRNioaWFBpHC3x/SEGvIZWT8/pRwbZz7f/aaOh8I92Culf3sjGVpTZ7mAqitQU+7vXjYw/pFIQAZ1WWOhv3n/biXuyanCM+Ej71BclT+k9bpOO8KpoqHcoJYCOXGp7UoRzmEo+1SWpnQ5WUomU1aAu9YkDFis5gndsJjigoviw/WWv42ih6m4JS03e0NWI/gnqX1cyuI/XdTUUbxSXt4qTWrRZ1SjuS+OpZrb92a5F+gWLZpKSXdDPBSVE0q3RDqKvzE77NmtPRTvlntTTqD3v13WkgwOLg+/u9+m5RfsgyHHqxGDFfUT/udXr8muarZc2U8NuTtL803cXZoJ8M+4Nf96OD3dlHKLgXfBl8FTwOkuBZcBC8DI6D04AFRfBn8Ffw98a/m/c3P9/8Yka9e2e+51HQuDa3/we3o4H2</latexit>

1

<latexit sha1_base64="us+2K1qNjfdnAi0tYnkFM38fMrM=">AAAHX3icbVVdb9xEFHULZEuANoUnxIuDFVTSzcreTUUfKggKH0UiaqomaaVMFI1n7zqj2DPOzJjsajS/gFf4cTzyD/gJ3PF+dG3HsqXxuWfOvff42k7LnGsTx//cu//Bhx9t9B58vPnJp589fLT1+PMzLSvF4JTJXKp3KdWQcwGnhpsc3pUKaJHm8Da9PvTxt3+A0lyKEzMr4aKgmeATzqhB6HVyuRXFg7g+wu4iWSyiH/4L6uP48vHGSzKWrCpAGJZTrc+TuDQXlirDWQ5uk1QaSsquaQa2rs+FOwiNw4lUeAkT1miDRwutZ0WKzIKaK92OefCu2HllJs8vLBdlZUCweaJJlYdGhr7ZcMwVMJPPQsoY1ltRg3WwK6ooM2jKZiNRpmh5xdkUW+CC5dUY7A3jilXcICTglsmioGJsiaEqq0pndy2ZzuyLGIo+Xt/vWhcSqsIDG+6FLnz6YrC/iKzDe3fDT2sZH2qxa3iEsOvvouRzXJGJKqx0BMR4OsOcN7duc4coaNfoVqVip2OYkGswYZRYghPhF0RRkdXPzAdTRetgXoM+7GlutXMej4bW39gocWTb77HR0C1Iukprhe1L3Ly9AGmq57KrpGuyQqpiHj1bRs/m0Z8Ap0vBET7zVyUoaqTCbpSzJ8rtWCIXmKAFeMh3uN5+yoUsOM3d+fDColG6UuDnBzPBxDwhKWRcWJysPEdY8amLkpCQMBqG3tZGhCieXZlvWzlIqSzmmYT22C0NKHPKoDYpGllSaBwt8P6Qgl5DKqfn9auCtnPtb200ct5It6Tu1V42prLUZg9LQbROga95/frYQzoDIcBZlaXOxoNn/bgfuybniI+FL31J8pTBsxbpOK+KpkqHcgJo5ErDkzqUw1ziY22S2tVQJaVopRq2hV4xoGJNZ3hXthMcUVB81X5yZ8I3RtHbFJSavafdIfYLqPdVzdN1pH68qWijuaTdnNS6ZVGntSOJn571/utsLdLvUKxMSvpJtxKcFEWzSjeEujq/4tesOR3tkn9Tq0SDUb8+OwYCLB/8YL9fny3Kz1mGQy+WI+Y7GsT9jsdvaL7e1lwJ/z1J+0/TXZwNB8loMHy9Hx18M/8JBQ+Cr4KvgydBEnwXHAQvg+PgNGABBH8GfwV/b/zb6/Ue9rbm1Pv3Fnu+CBpH78v/AUv0fno=</latexit>

2 – 4

<latexit sha1_base64="8lVCk2Cj2clWYH4d5v1bBMh6hI8=">AAAHanicbVXbbtw2EFXS1pu6l1z6FORFrtZF6mgXktZB8hC0LtxLCtSIi9hOANMwKO6sTFgiZZKqd0HwN/ra/lb/oQ/9hJLaS1bSChJAnTk8M3M0ktIyp1JF0T937n708SdbvXufbn/2+Rdf3n/w8NGZ5JUgcEp4zsX7FEvIKYNTRVUO70sBuEhzeJdeH7r4uz9ASMrZiZqVcFHgjNEJJVhZCPUTFPYHgz4K9/uXD4JoGNWH313Ei0Xw/X9efRxfPtx6jcacVAUwRXIs5XkclepCY6EoycFso0pCick1zkDXpRp/10Jjf8KFvZjya7TBw4WUsyK1zAKrK9mOOXBT7LxSk5cXmrKyUsDIPNGkyn3Ffde3P6YCiMpnPibE1lthZesgV1hgoqw/241EmcDlFSVT2wJlJK/GoG8IFaSiykIMbgkvCszGGikssqo0ek+j6Uy/iqAI7fXdnjY+wsI/0P7AN/6zV8P9RWQdHmyGn9UyLtRi1/DIwibcs5Iv7QpNRKG5QcDG05nNeXNrtneRgHaNZlWq7XQME3QNyg9ijexwuAUSmGX1M3PBVOA6mNegCzuaWe2cx4NEuxsdxAbtuD06SMyCJKu0Vti5tJt3FiBO5Vx2lXRNlnFRzKNny+jZPPoj2OkScGSf+ZsSBFZc2G6E0SfC7GrEFxjDBTjIdbjefkoZLyjOzXlyoa1RshLg5sdmgol6ilLIKNN2svLcwoJOTRD7CPlB4jtbGxEkaHalvm3lQKXQNs/E18dmaUCZYwK1ScFIo0La0QLnDyrwNaR8el6/KtZ2Kt2tDkbGGWmW1EHtZWMqS6kGthSL1insG1+/PvoQz4AxMFpkqdHR8HkYhZFpco7omLnSlyRHGT5vkY7zqmiqdCgnYI1caThSh3KYc/tYm6R2NVhwzlqpkrbQGwKYrekkm7Kd2BEFQVftxxsTvlUC36YgxOwDbYPYzyA+VDVP15H64abCjebidnNcypZFndaOuP30rPdfZ2uRfoNiZVIcxt1K7KQInFWyIdTV+cV+zZrT0S75V7FKNByF9dkxEGD54If7YX22KD9lmR16thwx19EwCjsev8X5eltzJfvvidt/mu7iLBnGo2HyexIcfDP/CXn3vCfe195TL/ZeeAfea+/YO/WIV3p/en95f2/923vUe9x7MqfevbPY85XXOHr9/wFp9oEV</latexit>

5 – 7

<latexit sha1_base64="40FUDOP1KdkyVChMFoMaT5a1zOs=">AAAHanicbVXbbtw2EFXS1pu6t1yegrzI1bpIHa0g7cZIHoLWhXtJgRpxEdsJYBoGxZ2VCUukTFL1Lgj+Rl/b3+o/9KGfUFJ7yUpaQQKoM4dnZo5GUlrmVKo4/ufO3Y8+/mSrd+/T7c8+/+LLr+4/eHgmeSUInBKec/E+xRJyyuBUUZXD+1IALtIc3qXXhy7+7g8QknJ2omYlXBQ4Y3RCCVYWQv19FPYHgz4KX/Qv7wdxFNeH310ki0Xw/X9efRxfPth6jcacVAUwRXIs5XkSl+pCY6EoycFso0pCick1zkDXpRp/10Jjf8KFvZjya7TBw4WUsyK1zAKrK9mOOXBT7LxSk5cXmrKyUsDIPNGkyn3Ffde3P6YCiMpnPibE1lthZesgV1hgoqw/241EmcDlFSVT2wJlJK/GoG8IFaSiykIMbgkvCszGGikssqo0ek+j6Uy/iqEI7fXdnjY+wsI/0P7AN/6zV9HzRWQdHmyGn9UyLtRi1/DIwibcs5Iv7QpNRKG5QcDG05nNeXNrtneRgHaNZlWq7XQME3QNyg8SjexwuAUSmGX1M3PBVOA6mNegCzuaWe2cx4Ohdjc6SAzacXt0MDQLkqzSWmHn0m7eWYA4lXPZVdI1WcZFMY+eLaNn8+iPYKdLwJF95m9KEFhxYbsRRp8Is6sRX2AMF+Ag1+F6+yllvKA4N+fDC22NkpUANz82E0zUU5RCRpm2k5XnFhZ0aoLER8gPhr6ztRFBgmZX6ttWDlQKbfNMfH1slgaUOSZQmxSMNCqkHS1w/qACX0PKp+f1q2Jtp9Ld6mBknJFmSR3UXjamspRqYEuxaJ3CvvH166MP8QwYA6NFlhodR/thHMamyTmiY+ZKX5IcJdpvkY7zqmiqdCgnYI1caThSh3KYc/tYm6R2NVhwzlqphm2hNwQwW9MZbsp2YkcUBF21n2xM+FYJfJuCELMPtA1iP4P4UNU8XUfqh5sKN5pL2s1xKVsWdVo74vbTs95/na1F+g2KlUlJmHQrsZMicFbJhlBX5xf7NWtOR7vkX8UqUTQK67NjIMDywUfPw/psUX7KMjv0bDlirqMoDjsev8X5eltzJfvvSdp/mu7ibBglo2j4+zA4+Gb+E/LueU+8r72nXuK98A68196xd+oRr/T+9P7y/t76t/ew97j3ZE69e2ex55HXOHr9/wGT+YEb</latexit>

8 – 10

<latexit sha1_base64="BCcCQGnjR27wmcUl5pqyt0i8Dg8=">AAAHa3icbVXbbtw2EFWS1pu6t6R5S/sgV3aRONqFpE1QPwStC/eSAjXiIrYTwFwYFHdWJiyRMknVuyD4HX1tP6sfUaCfUFJ7yUpaQQKoM4dnZo5GUlrmVKoo+ufO3XsffLjVu//R9seffPrZ5w8efnEueSUInBGec/EuxRJyyuBMUZXDu1IALtIc3qbXRy7+9g8QknJ2qmYljAqcMTqhBCsLjXYPULjb7++iMI52Lx8E0SCqD7+7iBeL4Pv/vPo4uXy49QqNOakKYIrkWMqLOCrVSGOhKMnBbKNKQonJNc5A17Uaf89CY3/Chb2Y8mu0wcOFlLMitcwCqyvZjjlwU+yiUpODkaasrBQwMk80qXJfcd817o+pAKLymY8JsfVWWNk6yBUWmChr0HYjUSZweUXJ1LZAGcmrMegbQgWpqLIQg1vCiwKzsUYKi6wqjd7XaDrTLyMoQnt9t6+Nj7DwD7Xf943/7OXg+SKyDvc3w89qGRdqsWt4aGET7lvJA7tCE1FobhCw8XRmc97cmu09JKBdo1mVajsdwwRdg/KDWCM7HW6BBGZZ/cxcMBW4DuY16MKOZlY75/Eg0e5GB7FBO26PDhKzIMkqrRV2Lu3mnQWIUzmXXSVdk2VcFPPo+TJ6Po/+CHa6BBzbZ/66BIEVF7YbYfSpMHsa8QXGcAEOch2ut59SxguKc3ORjLQ1SlYC3PzYTDBRT1AKGWXaTlaeW1jQqQliHyE/SHxnayOCBM2u1NNWDlQKbfNMfH1ilgaUOSZQmxQMNSqkHS1w/qACX0PKpxf1q2Jtp9Ld6mBonJFmSe3XXjamspSqb0uxaJ3CvvL166OP8AwYA6NFlhodDV6EURiZJueYjpkrfUlylMGLFukkr4qmSodyCtbIlYYjdShHObePtUlqV4MF56yVKmkLvSaA2ZpOsinbqR1REHTVfrwx4Rsl8G0KQsze0zaI/QzifVXzdB2pH24q3GgubjfHpWxZ1GntmNtPz3r/dbYW6TcoVibFYdytxE6KwFklG0JdnV/s16w5He2SfxWrRINhWJ8dAwGWD37wPKzPFuWnLLNDz5Yj5joaRGHH4zc4X29rrmT/PXH7T9NdnCeDeDhIfk+Cw2/mPyHvvvel97X3xIu9b71D75V34p15xLvx/vT+8v7e+rf3qPe499WcevfOYs8jr3H09v4H+x+BUg==</latexit>

11 – 13

<latexit sha1_base64="bG89QYLXcaoiRIWmzahkwNXF+qQ=">AAAHbHicbVXbbtw2EFWS1pu6tyTtW1BAruwgcbQLaTdB8xC0LtxLCtSIi9hOANM1KO6sTFiiZJKqd0HwP/ra/lV/ougndKi9ZCVZkADqzOGZmaORlJQZVzqK/rl1+84HH2707n60+fEnn372+b37D05UUUkGx6zICvkuoQoyLuBYc53Bu1ICzZMM3iaX+y7+9g+QihfiSM9KOMtpKviEM6oR+n07jkm43e9vkzAebZ/fC6JBVB9+dxEvFsF3/3n1cXh+f+MVGResykFollGlTuOo1GeGSs1ZBnaTVApKyi5pCqYu1vo7CI39SSHxEtqv0QaP5krN8gSZOdUXqh1z4E2x00pPXpwZLspKg2DzRJMq83Xhu879MZfAdDbzKWNYb0U11sEuqKRMo0ObjUSppOUFZ1NsgQuWVWMwV4xLVnGNkIBrVuQ5FWNDNJVpVVqza8h0Zl5GkId4fbtrrE+o9PeM3/et//Tl4Nkisg73b4af1jIu1GLX8AhhG+6i5AtckYnMTWEJiPF0hjmvru3mDpHQrtGuSsVOxzAhl6D9IDYEx8MtiKQirZ+ZCyaS1sGsBl3Y0exq5zweDI27MUFsyZbbY4KhXZBUldQKW+e4eWsB0kTNZVdJ12RFIfN59GQZPZlHfwCcLgkH+MxflyCpLiR2I605knbHkGKBCZqDg1yH6+0nXBQ5p5k9HZ4ZNEpVEtz8YCaY6MckgZQLg5OVZQhLPrVB7BPiB0Pf2dqIEMnTC/2klYOU0mCeiW8O7dKAMqMMapOCkSG5wtEC5w/J6SUkxfS0flXQdq7crQlG1hlpl9R+7WVjKkul+1gKonUKfOfr18fs0xkIAdbINLEmGjwPozCyTc4BHwtX+pLkKIPnLdJhVuVNlQ7lCNDIlYYjdSj7WYGPtUlqV0NlUYhWqmFb6DUDKtZ0hjdlO8IRBclX7cc3JnyjJb1OQMrZe9oNYj+BfF/VPF1H6vurijaai9vNFUq1LOq0dlDgp2e9/zpbi/Qr5CuT4jDuVoKTImlaqYZQV+dn/Jo1p6Nd8i9ylWgwCuuzYyDA8sEPnoX12aL8mKY49GI5Yq6jQRR2PH5Ds/W25kr474nbf5ru4mQ4iEeD4W/DYO/R/Cfk3fUeel97j73Y+8bb8155h96xxzzp/en95f298W/vy97D3ldz6u1biz1feI2j9+h/YfWBiQ==</latexit>

14 – 16

<latexit sha1_base64="A+vq2hS55TBBxWSv3BuwlrSnnx4=">AAAHbHicbVXtbtxEFHULZEv4aoF/FZKDk6qk3pW9m0J/VBAUPopE1KAmaaVMiMazd51R7BlnPCa7Gs178BfeipdAPAJ3vB9d27FsaXzumXPvPb62kyLjpY6if+7cfefd9zZ6997f/ODDjz7+5P6DT09LWSkGJ0xmUr1JaAkZF3Ciuc7gTaGA5kkGr5OrAxd//QeokktxrGcFnOc0FXzCGdUI/b4d75Fwu9/fJmH89fbF/SAaRPXhdxfxYhF8959XH0cXDzZekLFkVQ5Cs4yW5VkcFfrcUKU5y8BukqqEgrIrmoKpi7X+DkJjfyIVXkL7Ndrg0bwsZ3mCzJzqy7Idc+BtsbNKT56dGy6KSoNg80STKvO19F3n/pgrYDqb+ZQxrLeiGutgl1RRptGhzUaiVNHikrMptsAFy6oxmGvGFau4RkjADZN5TsXYEE1VWhXW7BoynZnnEeQhXt/uGusTqvx94/d96z95PthbRNbh/u3wk1rGhVrsGh4hbMNdlHyGKzJRuZGWgBhPZ5jz+sZu7hAF7RrtqlTsdAwTcgXaD2JDcDzcgigq0vqZuWCiaB3MatCFHc2uds7jwdC4GxPElmy5PSYY2gWprJJaYesCN28tQJqUc9lV0jVZIVU+j54uo6fz6A+A06XgEJ/5ywIU1VJhN8qaY2V3DJELTNAcHOQ6XG8/4ULmnGb2bHhu0KiyUuDmBzPBRD8mCaRcGJysLENY8akNYp8QPxj6ztZGhCieXuqvWjlIoQzmmfjmyC4NKDLKoDYpGBmSlzha4PwhOb2CRE7P6lcFbeeluzXByDoj7ZLar71sTGVR6j6WgmidAt/5+vUxB3QGQoA1Kk2siQZPwyiMbJNzyMfClb4kOcrgaYt0lFV5U6VDOQY0cqXhSB3KQSbxsTZJ7WqoklK0Ug3bQi8ZULGmM7wt2zGOKCi+aj++NeErrehNAkrN3tJuEfsJ1Nuq5uk6Ut9fV7TRXNxuTpZly6JOa4cSPz3r/dfZWqRfIV+ZFIdxtxKcFEXTqmwIdXV+xq9ZczraJf+iVokGo7A+OwYCLB/8YC+szxblxzTFoRfLEXMdDaKw4/Ermq23NVfCf0/c/tN0F6fDQTwaDH8bBvuP5j8h75730PvSe+zF3jfevvfCO/JOPOYp70/vL+/vjX97n/ce9r6YU+/eWez5zGscvUf/A4v7gY8=</latexit>

17 – 19

<latexit sha1_base64="ErUi5I7pIcwE5jr/Xfk6UPWMQYE=">AAAHbHicbVXtbtxEFHULZEv4aoF/FZKDk6pNvSt7t1WLVEFQ+CgSUYOapJUyIRrP3nVGsWec8ZjsajTvwV94K14C8Qjc8X50bceypfG5Z8699/jaToqMlzqK/rl1+733P9jo3flw86OPP/n0s7v3Pj8pZaUYHDOZSfU2oSVkXMCx5jqDt4UCmicZvEku9138zR+gSi7FkZ4VcJbTVPAJZ1Qj9Pt2/IyE2/3+Ngnjb7bP7wbRIKoPv7uIF4vgu/+8+jg8v7fxkowlq3IQmmW0LE/jqNBnhirNWQZ2k1QlFJRd0hRMXaz1dxAa+xOp8BLar9EGj+ZlOcsTZOZUX5TtmANvip1WevL8zHBRVBoEmyeaVJmvpe8698dcAdPZzKeMYb0V1VgHu6CKMo0ObTYSpYoWF5xNsQUuWFaNwVwxrljFNUICrpnMcyrGhmiq0qqwZteQ6cy8iCAP8fp211ifUOXvGb/vW//xi8GTRWQd7t8MP65lXKjFruERwjbcRcnnuCITlRtpCYjxdIY5r67t5g5R0K7RrkrFTscwIZeg/SA2BMfDLYiiIq2fmQsmitbBrAZd2NHsauc8HgyNuzFBbMmW22OCoV2QyiqpFbbOcfPWAqRJOZddJV2TFVLl8+jJMnoyj/4AOF0KDvCZvypAUS0VdqOsOVJ2xxC5wATNwUGuw/X2Ey5kzmlmT4dnBo0qKwVufjATTPRDkkDKhcHJyjKEFZ/aIPYJ8YOh72xtRIji6YV+1MpBCmUwz8Q3h3ZpQJFRBrVJwciQvMTRAucPyeklJHJ6Wr8qaDsv3a0JRtYZaZfUfu1lYyqLUvexFETrFPjO16+P2aczEAKsUWliTTR4GkZhZJucAz4WrvQlyVEGT1ukw6zKmyodyhGgkSsNR+pQ9jOJj7VJaldDlZSilWrYFnrFgIo1neFN2Y5wREHxVfvxjQlfa0WvE1Bq9o52g9hPoN5VNU/Xkfr+qqKN5uJ2c7IsWxZ1WjuQ+OlZ77/O1iL9CvnKpDiMu5XgpCiaVmVDqKvzM37NmtPRLvkXtUo0GIX12TEQYPngB0/C+mxRfkxTHHqxHDHX0SAKOx6/ptl6W3Ml/PfE7T9Nd3EyHMSjwfC3YbD3YP4T8u54972vvYde7D3z9ryX3qF37DFPeX96f3l/b/zb+7J3v/fVnHr71mLPF17j6D34H7YBgZU=</latexit>

20 – 22

<latexit sha1_base64="KjhIMgyrboxzz3wsnE1U3iUS6Nc=">AAAHbHicbVXbbtw2EFWS1pu6l1zat6CAXNlB4mgXkjZB8xCkLtxLCtSIi9hOANMxKO6sTFgiZZKKd0HwP/ra/lV/ougnlNRespJWkADqzOGZmaORlJY5lSqK/rlx89Ynn270bn+2+fkXX3515+69+yeSV4LAMeE5F+9SLCGnDI4VVTm8KwXgIs3hbXq57+JvP4CQlLMjNS3hrMAZo2NKsLLQ++0kQuF2v7+NwiTZPr8bRIOoPvzuIp4vgh/+8+rj8Pzexis04qQqgCmSYylP46hUZxoLRUkOZhNVEkpMLnEGui7W+DsWGvljLuzFlF+jDR4upJwWqWUWWF3IdsyB62KnlRo/P9OUlZUCRmaJxlXuK+67zv0RFUBUPvUxIbbeCitbB7nAAhNlHdpsJMoELi8omdgWKCN5NQJ9RaggFVUWYnBNeFFgNtJIYZFVpdG7Gk2m+kUERWivl7va+AgLf0/7fd/4T14Mns4jq3B/PfyklnGhFruGhxY24a6VfG5XaCwKzQ0CNppMbc6ra7O5gwS0azTLUm2nIxijS1B+EGtkx8MtkMAsq5+ZC6YC18G8Bl3Y0cxy5yweJNrd6CA2aMvt0UFi5iRZpbXC1rndvDUHcSpnssukK7KMi2IWPVlET2bRn8BOl4AD+8xflyCw4sJ2I4w+EmZHIz7HGC7AQa7D1fZTynhBcW5OkzNtjZKVADc/NhOM1SOUQkaZtpOV5xYWdGKC2EfIDxLf2dqIIEGzC/W4lQOVQts8Y18fmoUBZY4J1CYFQ40KaUcLnD+owJeQ8slp/apY26l0tzoYGmekWVD7tZeNqSyl6ttSLFqnsO98/frofTwFxsBokaVGR4NnYRRGpsk5oCPmSl+QHGXwrEU6zKuiqdKhHIE1cqnhSB3Kfs7tY22S2tVgwTlrpUraQq8JYLaik6zLdmRHFARdth+vTfhGCXydghDTj7Q1Yr+A+FjVLF1H6serCjeai9vNcSlbFnVaO+D207Paf52tRfodiqVJcRh3K7GTInBWyYZQV+dX+zVrTke75N/EMtFgGNZnx0CAxYMfPA3rs0X5Ocvs0LPFiLmOBlHY8fgNzlfbminZf0/c/tN0FyfJIB4Okj+SYO/h7Cfk3fYeeN95j7zY+97b8155h96xRzzh/en95f298W/vm96D3rcz6s0b8z1fe42j9/B/YfeBiQ==</latexit>

23 – 25

<latexit sha1_base64="7SvTYbM7lxifvQM8UxFnMU1R3H8=">AAAHbHicbVXbbtw2EFXS1Ju6lyRt34IAcmUHiaNdSNoYzUPQunAvKVAjLmI7AUzHoLizMmGJlEmq3gXB/+hr+1f9iaKfUFJ7yUpaQQKoM4dnZo5GUlrmVKoo+ufW7Y/ufLzRu/vJ5qefff7FvfsPvjyVvBIETgjPuXiXYgk5ZXCiqMrhXSkAF2kOb9OrAxd/+wcISTk7VtMSzgucMTqmBCsLvd9Ohijc7ve3UZjsbV/cD6JBVB9+dxHPF8H3/3n1cXTxYOMVGnFSFcAUybGUZ3FUqnONhaIkB7OJKgklJlc4A10Xa/wdC438MRf2Ysqv0QYPF1JOi9QyC6wuZTvmwHWxs0qNX5xryspKASOzROMq9xX3Xef+iAogKp/6mBBbb4WVrYNcYoGJsg5tNhJlApeXlExsC5SRvBqBviZUkIoqCzG4IbwoMBtppLDIqtLoXY0mU/0ygiK013e72vgIC39f+33f+M9eDp7PI6twfz38rJZxoRa7hocWNuGulXxhV2gsCs0NAjaaTG3O6xuzuYMEtGs0y1JtpyMYoytQfhBrZMfDLZDALKufmQumAtfBvAZd2NHMcucsHiTa3eggNmjL7dFBYuYkWaW1wtaF3bw1B3EqZ7LLpCuyjItiFj1dRE9n0R/BTpeAQ/vMX5cgsOLCdiOMPhZmRyM+xxguwEGuw9X2U8p4QXFuzpJzbY2SlQA3PzYTjNUTlEJGmbaTlecWFnRigthHyA8S39naiCBBs0v1tJUDlULbPGNfH5mFAWWOCdQmBUONCmlHC5w/qMBXkPLJWf2qWNupdLc6GBpnpFlQ+7WXjaksperbUixap7DvfP366AM8BcbAaJGlRkeDvTAKI9PkHNIRc6UvSI4y2GuRjvKqaKp0KMdgjVxqOFKHcpBz+1ibpHY1WHDOWqmSttBrApit6CTrsh3bEQVBl+3HaxO+UQLfpCDE9ANtjdjPID5UNUvXkfrhusKN5uJ2c1zKlkWd1g65/fSs9l9na5F+g2JpUhzG3UrspAicVbIh1NX5xX7NmtPRLvlXsUw0GIb12TEQYPHgB8/D+mxRfsoyO/RsMWKuo0EUdjx+g/PVtmZK9t8Tt/803cVpMoiHg+T3JNh/PPsJeXe9h9433hMv9r719r1X3pF34hFPeH96f3l/b/zb+7r3sPdoRr19a77nK69x9B7/D4v9gY8=</latexit>

26 – 28

<latexit sha1_base64="4rshZopZQQ5zTtZ0UmNSzvR/neI=">AAAHbHicbVXbbtw2EFXS1pu6tyTtW1BAruwgdbQLSZuLH4LWhXtJgRpxEdsJYDoGxZ2VCUukTFL1Lgj+R1/bv+pPFP2EktpLVtIKEkCdOTwzczSS0jKnUkXRP7duf/DhRxu9Ox9vfvLpZ59/cffe/VPJK0HghPCci7cplpBTBieKqhzelgJwkebwJr06cPE3f4CQlLNjNS3hvMAZo2NKsLLQu+3kGQq3+/1tFCZ72xd3g2gQ1YffXcTzRfD9f159HF3c23iJRpxUBTBFcizlWRyV6lxjoSjJwWyiSkKJyRXOQNfFGn/HQiN/zIW9mPJrtMHDhZTTIrXMAqtL2Y45cF3srFLjvXNNWVkpYGSWaFzlvuK+69wfUQFE5VMfE2LrrbCydZBLLDBR1qHNRqJM4PKSkoltgTKSVyPQ14QKUlFlIQY3hBcFZiONFBZZVRq9q9Fkql9EUIT2+m5XGx9h4e9rv+8b//GLwZN5ZBXur4cf1zIu1GLX8NDCJty1knt2hcai0NwgYKPJ1Oa8vjGbO0hAu0azLNV2OoIxugLlB7FGdjzcAgnMsvqZuWAqcB3Ma9CFHc0sd87iQaLdjQ5ig7bcHh0kZk6SVVorbF3YzVtzEKdyJrtMuiLLuChm0dNF9HQW/RHsdAk4tM/8VQkCKy5sN8LoY2F2NOJzjOECHOQ6XG0/pYwXFOfmLDnX1ihZCXDzYzPBWD1CKWSUaTtZeW5hQScmiH2E/CDxna2NCBI0u1TftnKgUmibZ+zrI7MwoMwxgdqkYKhRIe1ogfMHFfgKUj45q18VazuV7lYHQ+OMNAtqv/ayMZWlVH1bikXrFPadr18ffYCnwBgYLbLU6GjwNIzCyDQ5h3TEXOkLkqMMnrZIR3lVNFU6lGOwRi41HKlDOci5faxNUrsaLDhnrVRJW+gVAcxWdJJ12Y7tiIKgy/bjtQlfK4FvUhBi+p62RuxnEO+rmqXrSP1wXeFGc3G7OS5ly6JOa4fcfnpW+6+ztUi/QbE0KQ7jbiV2UgTOKtkQ6ur8Yr9mzelol/yrWCYaDMP67BgIsHjwgydhfbYoP2WZHXq2GDHX0SAKOx6/xvlqWzMl+++J23+a7uI0GcTDQfJ7Euw/nP2EvDveA+8b75EXe8+9fe+ld+SdeMQT3p/eX97fG//2vuo96H09o96+Nd/zpdc4eg//B7YDgZU=</latexit>

29 – 30

<latexit sha1_base64="FGjDKyvJl3dmnn2PuTgcMxlcLeA=">AAAHbHicbVXbbtw2EFWS1pu6t6TpWxBAruwgdbQLSZsgCRC0LtxLCtSIi9hOANM1KO6sTFgiZZKKd0HwP/ra/lV/ougnlNRespJWkADqzOGZmaORlJY5lSqK/rlx89ZHH2/0bn+y+elnn3/x5Z27X51IXgkCx4TnXLxLsYScMjhWVOXwrhSAizSHt+nlvou/fQ9CUs6O1LSEswJnjI4pwcpCf2wnL1C43e9vo3AYbZ/fCaJBVB9+dxHPF8H3/3n1cXh+d+MVGnFSFcAUybGUp3FUqjONhaIkB7OJKgklJpc4A10Xa/wdC438MRf2Ysqv0QYPF1JOi9QyC6wuZDvmwHWx00qNn59pyspKASOzROMq9xX3Xef+iAogKp/6mBBbb4WVrYNcYIGJsg5tNhJlApcXlExsC5SRvBqBviJUkIoqCzG4JrwoMBtppLDIqtLoXY0mU/0ygiK013e72vgIC39P+33f+I9fDp7MI6twfz38uJZxoRa7hocWNuGulXxuV2gsCs0NAjaaTG3Oq2uzuYMEtGs0y1JtpyMYo0tQfhBrZMfDLZDALKufmQumAtfBvAZd2NHMcucsHiTa3eggNmjL7dFBYuYkWaW1wta53bw1B3EqZ7LLpCuyjItiFj1ZRE9m0R/BTpeAA/vMX5cgsOLCdiOMPhJmRyM+xxguwEGuw9X2U8p4QXFuTpMzbY2SlQA3PzYTjNUjlEJGmbaTlecWFnRigthHyA8S39naiCBBswv1bSsHKoW2eca+PjQLA8ocE6hNCoYaFdKOFjh/UIEvIeWT0/pVsbZT6W51MDTOSLOg9msvG1NZStW3pVi0TmHf+fr10ft4CoyB0SJLjY4GT8MojEyTc0BHzJW+IDnK4GmLdJhXRVOlQzkCa+RSw5E6lP2c28faJLWrwYJz1kqVtIVeE8BsRSdZl+3IjigIumw/XpvwjRL4OgUhph9oa8R+BvGhqlm6jtQPVxVuNBe3m+NStizqtHbA7adntf86W4v0GxRLk+Iw7lZiJ0XgrJINoa7OL/Zr1pyOdsm/imWiwTCsz46BAIsHP3gS1meL8lOW2aFnixFzHQ2isOPxG5yvtjVTsv+euP2n6S5OkkE8HCS/J8Hew9lPyLvt3fe+8R55sffM2/NeeYfesUc84f3p/eX9vfFv7+ve/d6DGfXmjfmee17j6D38H5oygZE=</latexit>

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

X[9]
<latexit sha1_base64="gSiQsbFIycKXtwnMQyZ8cI7g8Lc=">AAAHZXicbVVdb9xEFHULZEug0ALihQccrKA23azs3VQUqYKg8FEkogY1X9LOKhrP3nVGsWec8ZjsajQ/glf4ZfwCXvkJ3PF+dG2vZUvjc8+ce+/xtR3nKS90GP5z7/4777631Xnw/vYHHz786ONHjz85L2SpGJwxmUp1GdMCUi7gTHOdwmWugGZxChfxzZGLX/wBquBSnOpZDqOMJoJPOKMaoYvLKzP8dmSvHgVhL6wOv72IFovg+/+86ji5erz1iowlKzMQmqW0KIZRmOuRoUpzloLdJmUBOWU3NAFTVWn9XYTG/kQqvIT2K7TGo1lRzLIYmRnV10Uz5sBNsWGpJy9Ghou81CDYPNGkTH0tfdeyP+YKmE5nPmUM6y2pxjrYNVWUabRmu5YoUTS/5myKLXDB0nIM5pZxxUquERJwx2SWUTE2RFOVlLk1e4ZMZ+ZlCFkXr+/2jPUJVf6h8fd96z972TtYRNbh/c3ws0rGhRrsCh4gbLt7KPkCV2SiMiMtATGezjDn7Z3d3iUKmjXaVanY6Rgm5Aa0H0SG4Fy4BVFUJNUzc8FY0SqYVqALO5pd7ZzHg75xNyaILNlxe0zQtwtSUcaVws4Vbt5ZgDQu5rKrpGuyQqpsHj1fRs/n0R8Bp0vBMT7z1zkoqqXCbpQ1p8ruGiIXmKAZOMh1uN5+zIXMOE3tsD8yaFRRKnDzg5lgop+QGBIuDE5WmiKs+NQGkU+IH/R9Z2stQhRPrvXTRg6SK4N5Jr45sUsD8pQyqEwKBoZkBY4WOH9IRm8gltNh9aqg7bxwtyYYWGekXVL3Ky9rU5kXeh9LQbRKgS979fqYIzoDIcAalcTWhL3n3bAb2jrnmI+FK31JcpTe8wbpJC2zukqLcgpo5ErDkVqUo1TiY62TmtVQJaVopOo3hV4zoGJNp78p2ymOKCi+aj/amPCNVvQuBqVmb2kbxH4G9baqebqW1A+3Ja01FzWbk0XRsKjV2rHET896/1W2Buk3yFYmRd2oXQlOiqJJWdSE2jq/4NesPh3Nkn9Vq0S9Qbc6WwYCLB9876BbnQ3KT0mCQy+WI+Y66oXdlsdvaLre1lwJ/z1R80/TXpz3e9Gg1//9IDj8ev4T8h54X3hfeU+8yPvGO/ReeSfemce8G+9P7y/v761/Ow87n3U+n1Pv31vs+dSrHZ0v/wdPzoEl</latexit>

X[6]
<latexit sha1_base64="dXoFlCPpa6a5dBQo00EetHRNUP4=">AAAHZXicbVVdb9xEFHULZEug0ALihQccrKA23azs3RT6UEFQ+CgSUYOaL2lnFY1n7zqj2DPOeEx2NZofwSv8Mn4Br/wE7ng/urbXsqXxuWfOvff42o7zlBc6DP+5d/+dd9/b6jx4f/uDDx9+9PGjx5+cF7JUDM6YTKW6jGkBKRdwprlO4TJXQLM4hYv45sjFL/4AVXApTvUsh1FGE8EnnFGN0MXllRl+M7JXj4KwF1aH315Ei0Xw/X9edZxcPd56RcaSlRkIzVJaFMMozPXIUKU5S8Fuk7KAnLIbmoCpqrT+LkJjfyIVXkL7FVrj0awoZlmMzIzq66IZc+Cm2LDUkxcjw0VeahBsnmhSpr6WvmvZH3MFTKcznzKG9ZZUYx3smirKNFqzXUuUKJpfczbFFrhgaTkGc8u4YiXXCAm4YzLLqBgboqlKytyaPUOmM/MyhKyL13d7xvqEKv/Q+Pu+9Z+97B0sIuvw/mb4WSXjQg12BQ8Qtt09lHyBKzJRmZGWgBhPZ5jz9s5u7xIFzRrtqlTsdAwTcgPaDyJDcC7cgigqkuqZuWCsaBVMK9CFHc2uds7jQd+4GxNEluy4PSbo2wWpKONKYecKN+8sQBoXc9lV0jVZIVU2j54vo+fz6I+A06XgGJ/56xwU1VJhN8qaU2V3DZELTNAMHOQ6XG8/5kJmnKZ22B8ZNKooFbj5wUww0U9IDAkXBicrTRFWfGqDyCfED/q+s7UWIYon1/ppIwfJlcE8E9+c2KUBeUoZVCYFA0OyAkcLnD8kozcQy+mwelXQdl64WxMMrDPSLqn7lZe1qcwLvY+lIFqlwJe9en3MEZ2BEGCNSmJrwt7zbtgNbZ1zzMfClb4kOUrveYN0kpZZXaVFOQU0cqXhSC3KUSrxsdZJzWqoklI0UvWbQq8ZULGm09+U7RRHFBRftR9tTPhGK3oXg1Kzt7QNYj+DelvVPF1L6ofbktaai5rNyaJoWNRq7Vjip2e9/ypbg/QbZCuTom7UrgQnRdGkLGpCbZ1f8GtWn45myb+qVaLeoFudLQMBlg++d9CtzgblpyTBoRfLEXMd9cJuy+M3NF1va66E/56o+adpL877vWjQ6/9+EBx+Pf8JeQ+8L7yvvCde5H3rHXqvvBPvzGPejfen95f399a/nYedzzqfz6n37y32fOrVjs6X/wM614Ei</latexit>

X[3]
<latexit sha1_base64="+r+cAIZnYi1SpGqafBwyXMeYrLA=">AAAHZXicbVVdb9xEFHULZEug0NKKFx5wsIJKulnZu6noQwVB4aNIRA1qvqSdVTSeveuM1h47M2Oyq9H8CF7hl/ELeOUncMf70bUdy5bG5545997jazsuUq50GP5z7/5773+w1Xnw4fZHHz/85NNHjz87V3kpGZyxPM3lZUwVpFzAmeY6hctCAs3iFC7i6ZGLX/wBUvFcnOp5AaOMJoJPOKMaoYvLKzMcjOzVoyDshdXhtxfRchF8/59XHSdXj7dek3HOygyEZilVahiFhR4ZKjVnKdhtUiooKJvSBExVpfV3ERr7k1ziJbRfoTUezZSaZzEyM6qvVTPmwLtiw1JPXo4MF0WpQbBFokmZ+jr3Xcv+mEtgOp37lDGst6Qa62DXVFKm0ZrtWqJE0uKasxm2wAVLyzGYG8YlK7lGSMAty7OMirEhmsqkLKzZM2Q2N69CyLp4fbdnrE+o9A+Nv+9b//mr3sEysgnv3w0/r2RcqMGu4AHCtruHki9xRSYyM7klIMazOea8ubXbu0RCs0a7LhU7HcOETEH7QWQIzoVbEElFUj0zF4wlrYJpBbqwo9n1zkU86Bt3Y4LIkh23xwR9uySpMq4Udq5w884SpLFayK6TbsiKXGaL6Pkqer6I/gg4XRKO8Zm/KUBSnUvsRlpzKu2uIfkSEzQDB7kON9uPucgzTlM77I8MGqVKCW5+MBNM9DMSQ8KFwclKU4Qln9kg8gnxg77vbK1FiOTJtf6mkYMU0mCeiW9O7MqAIqUMKpOCgSGZwtEC5w/J6BTifDasXhW0nSt3a4KBdUbaFXW/8rI2lYXS+1gKolUKfNmr18cc0TkIAdbIJLYm7L3oht3Q1jnHfCxc6SuSo/ReNEgnaZnVVVqUU0Aj1xqO1KIcpTk+1jqpWQ2VeS4aqfpNoTcMqNjQ6d+V7RRHFCRftx/dmfCtlvQ2Binn72h3iP0M8l1Vi3QtqR9uSlprLmo2lyvVsKjV2nGOn57N/qtsDdJvkK1NirpRuxKcFEmTUtWE2jq/4NesPh3Nkn+V60S9Qbc6WwYCrB5876BbnQ3KT0mCQy9WI+Y66oXdlsdvabrZ1kIJ/z1R80/TXpz3e9Gg1//9IDj8evET8h54X3hfec+8yPvWO/Reeyfemce8qfen95f399a/nYedp53PF9T795Z7nni1o/Pl/yXggR8=</latexit>

Active

<latexit sha1_base64="SAtzdv3ZV84i5JcXSL3OpP6iWYQ=">AAAHZHicbVVdb9xEFHULZEsotKXiCQk5WEEl3Vj2biv6UEGq8FEkogY12VbKRNF49q4zxB47M+NmV6P5D7zCP+MP8MxP4I73o2t7LVsan3vm3HuPr+2kzLjSUfTPrdsffPjRVu/Ox9uf3P30s3v3H3w+UkUlGZyyIivk24QqyLiAU811Bm9LCTRPMniTXB26+Jt3IBUvxImelXCe01TwCWdUIzR6wTR/Bxf3gyiM6sPvLuLFIvjhP68+ji8ebL0k44JVOQjNMqrUWRyV+txQqTnLwG6TSkFJ2RVNwdRFWn8XobE/KSReQvs12uDRXKlZniAzp/pStWMO3BQ7q/Tk2bnhoqw0CDZPNKkyXxe+69gfcwlMZzOfMob1VlRjHeySSso0OrPdSJRKWl5yNsUWuGBZNQZzzbhkFdcICbhhRZ5TMTZEU5lWpTV7hkxn5nkEeR+v7/eM9QmV/oHx933rP34ePllE1uH9zfDjWsaFWuwaHiJs+3so+QxXZCJzU1gCYjydYc7rG7u9SyS0a7SrUrHTMUzIFWg/iA3BsXALIqlI62fmgomkdTCrQRd2NLvaOY8HA+NuTBBbsuP2mGBgFyRVJbXCzgVu3lmANFFz2VXSNVlRyHweHS2jo3n0R8DpknCEz/xVCZLqQmI30poTaXcNKRaYoDk4yHW43n7CRZFzmtmzwblBo1Qlwc0PZoKJfkQSSLkwOFlZhrDkUxvEPiF+MPCdrY0IkTy91N+2cpBSGswz8c2xXRpQZpRBbVIwNCRXOFrg/CE5vYKkmJ7VrwrazpW7NcHQOiPtkrpfe9mYylLpfSwF0ToFvuv162MO6QyEAGtkmlgThU/7UT+yTc4RHwtX+pLkKOHTFuk4q/KmSodyAmjkSsOROpTDrMDH2iS1q6GyKEQr1aAt9IoBFWs6g03ZTnBEQfJV+/HGhK+1pDcJSDl7T9sg9jPI91XN03WkXlxXtNFc3G6uUKplUae1owI/Pev919lapN8gX5kU9+NuJTgpkqaVagh1dX7Br1lzOtol/ypXicJhvz47BgIsH3z4pF+fLcpPaYpDL5Yj5joKo37H49c0W29rroT/nrj9p+kuRoMwHoaD3wfBwTfzn5B3x/vS+9p75MXed96B99I79k495v3h/en95f299W/vbu9h74s59fatxZ6HXuPoffU/R72A1Q==</latexit>

Correction:
<latexit sha1_base64="hNq4DD5oOdcVsg/ziKakCBsgv+8=">AAAHaXicbVVdb9xEFHULZEv4aENfELw4WEEl3Vj2bqtWqIKg8FEkogY1SSvtRNF49q4zij3jjMdkV6P5GbzC7+I38MJP4I73o2t7LVsan3vmnHuvr+2kyHipo+ifO3ffe/+Drd69D7c/+viTT+8/2PnsvJSVYnDGZCbV24SWkHEBZ5rrDN4WCmieZPAmuT5y8Td/gCq5FKd6VsBFTlPBJ5xRjdDoSCoFzC2/vXwQRGFUH353ES8Wwff/efVxcrmz9ZKMJatyEJpltCxHcVToC0OV5iwDu02qEgrKrmkKps7U+nsIjf2JVHgJ7ddog0fzspzlCTJzqq/KdsyBm2KjSk+eXxguikqDYHOjSZX5WvqubH/MXZ3ZzKeMYb4V1ZgHu6KKMo3t2W4YpYoWV5xNsQQuWFaNwdwwrljFNUICbpnMcyrGhmiq0qqwZt+Q6cy8iCDv4/XdvrE+oco/NP6Bb/3HL8Ini8g6fLAZflzLuFCLXcNDhG1/HyWf44pMVG6kJSDG0xl63tza7T2ioJ2jXaWKlY5hQq5B+0FsCM6GWxBFRVo/MxdMFK2DWQ26sKPZ1c55PBgYd2OC2JJdt8cEA7sglVVSK+xe4ubdBUiTci67Ml2TFVLl8+j5Mno+j/4IOF0KjvGZvypAUS0VVqOsOVV2zxC5wATNwUGuwvXyEy5kzmlmR4MLg40qKwVuftAJJvoRSSDlwuBkZRnCik9tEPuE+MHAd21tRIji6ZX+puVBCmXQZ+KbE7tsQJFRBnWTgqEheYmjBa4/JKfXkMjpqH5VsO28dLcmGFrXSLukHtS9bExlUeoDTAXR2gJf+Pr1MUd0BkKANSpNrInCp/2oH9km55iPhUt9SXKU8GmLdJJVeVOlQzkFbORKw5E6lKNM4mNtktrZUCWlaFkN2kKvGFCxpjPY5HaKIwqKr8qPNxq+1oreJqDU7B1tg9jPoN5lNbfrSP1wU9FGcXG7OFmWrRZ1SjuW+OlZr792a5F+g3zVpLgfdzPBSVE0rcqGUFfnF/yaNaejnfKvamUUDvv12WkgwPLBh0/69dmi/JSmOPRiOWKuojDqd3r8mmbrZc2V8N8Tt/803cX5IIyH4eD3QXD49fwn5N3zvvS+8h55sffMO/Reeifemcc86f3p/eX9vfVvb6f3ee+LOfXuncWeh17j6AX/A90wgv0=</latexit>

flags:

<latexit sha1_base64="ppR0pbLlcMwo+JLxMVFyOTwJizs=">AAAHZHicbVXtbtxEFHULZEso0FLxCwk5WEEl3azs3VZUqEJB4aNIRA1qsq2UiaLx7F1niD3jzIzJrkbzDvyFN+MFeA7ueD+6tmPZ0vjcM+fee3xtp2XOtYnjf+/cfe/9D7Z69z7c/uj+x598+uDhZ2MtK8XglMlcqrcp1ZBzAaeGmxzelgpokebwJr069PE3f4LSXIoTMy/hvKCZ4FPOqEFoPM1ppr+7eBDFg7g+wu4iWS6iYHkcXzzcekkmklUFCMNyqvVZEpfm3FJlOMvBbZNKQ0nZFc3A1kW6cBehSTiVCi9hwhpt8Gih9bxIkVlQc6nbMQ/eFjurzPT5ueWirAwItkg0rfLQyNB3HE64AmbyeUgZw3orarAOdkkVZQad2W4kyhQtLzmbYQtcsLyagL1mXLGKG4QE3DBZFFRMLDFUZVXp7J4ls7l9EUPRx+v7PetCQlV4YMP90IVPXgyeLiOb8P7t8JNaxoda7BoeIez6eyj5HFdkqgorHQExmc0x5/WN294lCto1unWp2OkEpuQKTBglluBY+AVRVGT1M/PBVNE6mNegD3uaW+9cxKOh9Tc2ShzZ8XtsNHRLkq7SWmHnAjfvLEGa6oXsOumGrJCqWETHq+h4Ef0RcLoUHOEzf1WCokYq7EY5e6LcriVyiQlagId8h5vtp1zIgtPcnQ3PLRqlKwV+fjATTM1jkkLGhcXJynOEFZ+5KAkJCaNh6G1tRIji2aX5ppWDlMpinmloj93KgDKnDGqTopElhcbRAu8PKegVpHJ2Vr8qaDvX/tZGI+eNdCvqfu1lYypLbfaxFETrFPiu16+PPaRzEAKcVVnqbDx41o/7sWtyjvhE+NJXJE8ZPGuRjvOqaKp0KCeARq41PKlDOcwlPtYmqV0NVVKKVqphW+gVAyo2dIa3ZTvBEQXF1+0ntyZ8bRS9SUGp+TvaLWI/g3pX1SJdR+qH64o2mkvazUmtWxZ1WjuS+OnZ7L/O1iL9BsXapKSfdCvBSVE0q3RDqKvzC37NmtPRLvlXtU40GPXrs2MgwOrBD57267NF+SnLcOjFasR8R4O43/H4Nc0321oo4b8naf9puovxcJCMBsPfh9HB18u/0L3gi+Cr4HGQBN8GB8HL4Dg4DVjwR/BX8Hfwz9Z/vfu9R73PF9S7d5Z7HgWNo/fl/6Jvf5E=</latexit>

ancilla qubits

<latexit sha1_base64="gBYRsxl6WxSYt9umSIY0RhnO9RU=">AAAHbHicbVXbbtw2EFXS1pu6lyRt34ICdAUHqbNeSLsJmoegcOFeUqBGXMR2ApiuQXFnZcIUKZNUvQuC/9HX9q/6E/2GktpLVtIKEkCdOTwzczSSspIzbZLk3zt3P/jwo63evY+3P/n0s8/vP3j4xZmWlaJwSiWX6l1GNHAm4NQww+FdqYAUGYe32fVhiL/9E5RmUpyYWQkXBckFmzBKjIf+IIIyzgm6qTJm9OWDOBkk9YG6i3SxiKPFcXz5cOsVHktaFSAM5UTr8zQpzYUlyjDKwW3jSkNJ6DXJwdbFOrTroTGaSOUvYVCNNnik0HpWZJ5ZEHOl27EAboqdV2by4sIyUVYGBJ0nmlQcGYlC52jMFFDDZ4hQ6uutiPF10CuiCDXeoe1GolyR8orRqW+BCcqrMdgbyhStmPGQgFsqi4KIscWGqLwqnd2zeDqzLxMo+v76fs86hIlCBxbtI4eevhw8W0TW4f3N8NNaJoRa7Boeedj197zkC7/CE1VY6TCI8XTmc97cuu1drKBdo1uV6jsdwwRfg0FxarEfj7DAioi8fmYhmClSB3kNhnCgudXOeTwe2nBj49ThnbDHxkO3IOkqqxV2Lv3mnQVIMj2XXSVdkxVSFfPo2TJ6No/+CH66FBz5Z/66BEWMVL4b5eyJcrsWywUmSAEBCh2ut58xIQtGuDsfXlhvlK4UhPnxmWBinuAMciasnyzOPazY1MUpwhjFQxRsbUSwYvmV+baVA5fK+jwTZI/d0oCSEwq1SfHI4kL70YLgDy7INWRyel6/Kt52psOtjUcuGOmW1P3ay8ZUltrs+1I8Wqfw73z9+thDMgMhwFmVZ84mg+f9pJ+4JueIjUUofUkKlMHzFumYV0VTpUM5AW/kSiOQOpRDLv1jbZLa1RAlpWilGraFXlMgYk1nuCnbiR9RUGzVfrox4RujyG0GSs3e0zaI/QzqfVXzdB2pH24q0mgubTcntW5Z1GntSPpPz3r/dbYW6TcoVial/bRbiZ8URfJKN4S6Or/4r1lzOtol/6pWiQajfn12DARYPvjBs359tig/5bkferEcsdDRIOl3PH5D+HpbcyX/70nbf5ru4mw4SEeD4e/D+ODx4i90L3oUfRM9idLou+ggehUdR6cRjVT0V/R39M/Wf72veo96X8+pd+8s9nwZNY7e4/8B50SDJg==</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

X[12]
<latexit sha1_base64="v87Q3rJDyzfLST7AuXWMn2sDlRo=">AAAHZnicbVVdb9s2FFW7LW6zrR8bij3shZmQoUsdQ7JTrA9FmyH76IAFzdAkDWAaAUVfK0QkUiGpxQbBP7HX7Y/tH+xxP2Gk/FFLsiAB1LmH5957dCUlRcaUjqJ/7tz96ONPtjr37m9/+tnnDx4+evzFuRKlpHBGRSbkRUIUZIzDmWY6g4tCAsmTDN4n10c+/v4PkIoJfqpnBYxyknI2YZRoB11cXJph3B/Zy0dh1IuqA7UX8WIRvv4vqI6Ty8dbb/BY0DIHrmlGlBrGUaFHhkjNaAZ2G5cKCkKvSQqmKtOiXQeN0URId3GNKrTGI7lSszxxzJzoK9WMeXBTbFjqyYuRYbwoNXA6TzQpM6QF8j2jMZNAdTZDhFJXb0m0q4NeEUmodt5s1xKlkhRXjE5dC4zTrByDuaFM0pJpB3G4pSLPCR8brIlMy8KaPYOnM/Mygrzrrld7xiJMJDo0aB9Z9Oxl72ARWYf3N8PPKhkfarAreOBg291zki/cCk9kboTFwMfTmct5c2u3d7GEZo12VarrdAwTfA0ahbHBbjD8AkvC0+qZ+WAiSRXMKtCHPc2uds7jYd/4GxPGFu/4PSbs2wVJlUmlsHPpNu8sQJKouewq6ZosFzKfR8+X0fN59Edw0yXh2D3ztwVIooV03UhrTqXdNVgsME5y8JDvcL39hHGRM5LZYX9knFGqlODnx2WCiX6KE0gZN26ysszBkk1tGCOMUdhH3tZaBEuWXunvGjlwIY3LM0HmxC4NKDJCoTIpHBicKzda4P3BObmGREyH1avibGfK35pwYL2Rdkndr7ysTWWh9L4rxaFVCve2V6+POSIz4ByskWliTdR73o26ka1zjtmY+9KXJE/pPW+QTrIyr6u0KKfgjFxpeFKLcpQJ91jrpGY1RArBG6n6TaG3FAhf0+lvynbqRhQkW7Ufb0z4Tktym4CUsw+0DWI/g/xQ1TxdS+qHm5LUmoubzQmlGha1WjsW7tOz3n+VrUH6DfKVSXE3blfiJkWStFQ1obbOL+5rVp+OZsm/ylWi3qBbnS0DAZYPvnfQrc4G5ac0dUPPlyPmO+pF3ZbH70i23tZcyf174uafpr047/fiQa//+0F4+O38JxTcC74OvgmeBnHwfXAYvAlOgrOABlnwZ/BX8PfWv50HnSedr+bUu3cWe74MakcH/Q+hhIFZ</latexit>

X[15]
<latexit sha1_base64="fyGfC9UV3M1d+8qVI8bxJLhum98=">AAAHZnicbVVdb9s2FFW7Le6yrR8rhj3sRZmQoUsdQ7ITtA/FliH76IAFzdAkDWAaAUVfK0QoUiGpxQbBP7HX7Y/tH+xxP2Gk/FFLsiAB1LmH5957dCWlBaNKx/E/9+5/8OFHW50HH29/8ulnDx89fvL5hRKlJHBOBBPyMsUKGOVwrqlmcFlIwHnK4F16c+zj7/4AqajgZ3pWwCjHGacTSrB20OXllRkmhyN79TiKe3F1hO1FslhE3/8XVMfp1ZOt12gsSJkD14RhpYZJXOiRwVJTwsBuo1JBgckNzsBUZdpw10HjcCKku7gOK7TGw7lSszx1zBzra9WMeXBTbFjqycuRobwoNXAyTzQpWahF6HsOx1QC0WwWYkJcvSXWrg5yjSUm2nmzXUuUSVxcUzJ1LVBOWDkGc0uoJCXVDuJwR0SeYz42SGOZlYU1ewZNZ+ZVDHnXXd/tGRsiLMMjE+6HNnz+qnewiKzD+5vh55WMDzXYFTxwsO3uOcmXboUmMjfCIuDj6czlvL2z27tIQrNGuyrVdTqGCboBHUaJQW4w/AJJzLPqmflgKnEVZBXow55mVzvn8ahv/I2JEot2/B4T9e2CpMq0Uti5cpt3FiBO1Vx2lXRNlguZz6MXy+jFPPojuOmScOKe+ZsCJNZCum6kNWfS7hokFhjHOXjId7jefkq5yClmdtgfGWeUKiX4+XGZYKKfoRQyyo2bLMYcLOnURkmIUBj1Q29rLYIkza71t40cqJDG5ZmE5tQuDSgYJlCZFA0MypUbLfD+oBzfQCqmw+pVcbZT5W9NNLDeSLuk7lde1qayUHrfleLQKoV726vXxxzjGXAO1sgstSbuHXbjbmzrnBM65r70JclTeocN0ikr87pKi3IGzsiVhie1KMdMuMdaJzWrwVII3kjVbwq9IYD5mk5/U7YzN6Ig6ar9ZGPCt1riuxSknL2nbRD7GeT7qubpWlI/3Ja41lzSbE4o1bCo1dqJcJ+e9f6rbA3Sb5CvTEq6SbsSNykSZ6WqCbV1fnFfs/p0NEv+Va4S9Qbd6mwZCLB88L2DbnU2KD9lmRt6vhwx31Ev7rY8fovZeltzJffvSZp/mvbiot9LBr3+7wfR0Tfzn1DwIPgq+Dp4FiTBi+AoeB2cBucBCVjwZ/BX8PfWv52HnS86X86p9+8t9jwNakcn/B+2e4Fc</latexit>

X[18]
<latexit sha1_base64="kmCnf6y99Wt56jpHdffuFRvnaiI=">AAAHZnicbVVdb9s2FFW7Le6yrR8rhj3sRZmQoUsdQ7JTNA/FliH76IAFzdAkDWAaAUVfK0QoUiGpxQbBP7HX7Y/tH+xxP2Gk/FFLsiAB1LmH5957dCWlBaNKx/E/9+5/8OFHW50HH29/8ulnDx89fvL5hRKlJHBOBBPyMsUKGOVwrqlmcFlIwHnK4F16c+zj7/4AqajgZ3pWwCjHGacTSrB20OXllRkmhyN79TiKe3F1hO1FslhE3/8XVMfp1ZOt12gsSJkD14RhpYZJXOiRwVJTwsBuo1JBgckNzsBUZdpw10HjcCKku7gOK7TGw7lSszx1zBzra9WMeXBTbFjqyeHIUF6UGjiZJ5qULNQi9D2HYyqBaDYLMSGu3hJrVwe5xhIT7bzZriXKJC6uKZm6FignrByDuSVUkpJqB3G4IyLPMR8bpLHMysKaPYOmM/Mqhrzrru/2jA0RluGRCfdDGz5/1TtYRNbh/c3w80rGhxrsCh442Hb3nOShW6GJzI2wCPh4OnM5b+/s9i6S0KzRrkp1nY5hgm5Ah1FikBsMv0AS86x6Zj6YSlwFWQX6sKfZ1c55POobf2OixKIdv8dEfbsgqTKtFHau3OadBYhTNZddJV2T5ULm8+jFMnoxj/4IbroknLhn/qYAibWQrhtpzZm0uwaJBcZxDh7yHa63n1IucoqZHfZHxhmlSgl+flwmmOhnKIWMcuMmizEHSzq1URIiFEb90NtaiyBJs2v9bSMHKqRxeSahObVLAwqGCVQmRQODcuVGC7w/KMc3kIrpsHpVnO1U+VsTDaw30i6p+5WXtakslN53pTi0SuHe9ur1Mcd4BpyDNTJLrYl7L7pxN7Z1zgkdc1/6kuQpvRcN0ikr87pKi3IGzsiVhie1KMdMuMdaJzWrwVII3kjVbwq9IYD5mk5/U7YzN6Ig6ar9ZGPCt1riuxSknL2nbRD7GeT7qubpWlI/3Ja41lzSbE4o1bCo1dqJcJ+e9f6rbA3Sb5CvTEq6SbsSNykSZ6WqCbV1fnFfs/p0NEv+Va4S9Qbd6mwZCLB88L2DbnU2KD9lmRt6vhwx31Ev7rY8fovZeltzJffvSZp/mvbiot9LBr3+7wfR0Tfzn1DwIPgq+Dp4FiTBy+AoeB2cBucBCVjwZ/BX8PfWv52HnS86X86p9+8t9jwNakcn/B/LcoFf</latexit>

X[21]
<latexit sha1_base64="S0HUjulF/eWuUkjvUXDF0VZ4X0Y=">AAAHZnicbVVdb9s2FFW7LW6zrR8bij3shZmQoUsdQ7JTrA9FmyH76IAFzdAkDWAaAUVfK0QkUiGpxQbBP7HX7Y/tH+xxP2Gk/FFLsiAB1LmH5957dCUlRcaUjqJ/7tz96ONPtjr37m9/+tnnDx4+evzFuRKlpHBGRSbkRUIUZIzDmWY6g4tCAsmTDN4n10c+/v4PkIoJfqpnBYxyknI2YZRoB11cXJphPx7Zy0dh1IuqA7UX8WIRvv4vqI6Ty8dbb/BY0DIHrmlGlBrGUaFHhkjNaAZ2G5cKCkKvSQqmKtOiXQeN0URId3GNKrTGI7lSszxxzJzoK9WMeXBTbFjqyYuRYbwoNXA6TzQpM6QF8j2jMZNAdTZDhFJXb0m0q4NeEUmodt5s1xKlkhRXjE5dC4zTrByDuaFM0pJpB3G4pSLPCR8brIlMy8KaPYOnM/Mygrzrrld7xiJMJDo0aB9Z9Oxl72ARWYf3N8PPKhkfarAreOBg291zki/cCk9kboTFwMfTmct5c2u3d7GEZo12VarrdAwTfA0ahbHBbjD8AkvC0+qZ+WAiSRXMKtCHPc2uds7jYd/4GxPGFu/4PSbs2wVJlUmlsHPpNu8sQJKouewq6ZosFzKfR8+X0fN59Edw0yXh2D3ztwVIooV03UhrTqXdNVgsME5y8JDvcL39hHGRM5LZYX9knFGqlODnx2WCiX6KE0gZN26ysszBkk1tGCOMUdhH3tZaBEuWXunvGjlwIY3LM0HmxC4NKDJCoTIpHBicKzda4P3BObmGREyH1avibGfK35pwYL2Rdkndr7ysTWWh9L4rxaFVCve2V6+POSIz4ByskWliTdR73o26ka1zjtmY+9KXJE/pPW+QTrIyr6u0KKfgjFxpeFKLcpQJ91jrpGY1RArBG6n6TaG3FAhf0+lvynbqRhQkW7Ufb0z4Tktym4CUsw+0DWI/g/xQ1TxdS+qHm5LUmoubzQmlGha1WjsW7tOz3n+VrUH6DfKVSXE3blfiJkWStFQ1obbOL+5rVp+OZsm/ylWi3qBbnS0DAZYPvnfQrc4G5ac0dUPPlyPmO+pF3ZbH70i23tZcyf174uafpr047/fiQa//+0F4+O38JxTcC74OvgmeBnHwfXAYvAlOgrOABlnwZ/BX8PfWv50HnSedr+bUu3cWe74MakcH/Q+hhYFZ</latexit>

X[24]
<latexit sha1_base64="1/PtlaG2TzBU1NKXqCrXQzWa4m0=">AAAHZnicbVVdb9s2FFW7LW6zrR8bij3shZmQoUsdQ7JTrA9FmyH76IAFzdAkDWAaAUVfK0QoUqGoxQbBP7HX7Y/tH+xxP2Gk/FFLsiAB1LmH5957dCUlOWeFjqJ/7tz96ONPtjr37m9/+tnnDx4+evzFeSFLReGMSi7VRUIK4EzAmWaaw0WugGQJh/fJ9ZGPv/8DVMGkONWzHEYZSQWbMEq0gy4uLs2wfzCyl4/CqBdVB2ov4sUifP1fUB0nl4+33uCxpGUGQlNOimIYR7keGaI0oxzsNi4LyAm9JimYqkyLdh00RhOp3CU0qtAaj2RFMcsSx8yIviqaMQ9uig1LPXkxMkzkpQZB54kmJUdaIt8zGjMFVPMZIpS6ekuiXR30iihCtfNmu5YoVSS/YnTqWmCC8nIM5oYyRUumHSTglsosI2JssCYqLXNr9gyezszLCLKuu17tGYswUejQoH1k0bOXvYNFZB3e3ww/q2R8qMGu4IGDbXfPSb5wKzxRmZEWgxhPZy7nza3d3sUKmjXaVamu0zFM8DVoFMYGu8HwC6yISKtn5oOJIlWQV6APe5pd7ZzHw77xNyaMLd7xe0zYtwtSUSaVws6l27yzAElSzGVXSddkhVTZPHq+jJ7Poz+Cmy4Fx+6Zv81BES2V60ZZc6rsrsFygQmSgYd8h+vtJ0zIjBFuh/2RcUYVpQI/Py4TTPRTnEDKhHGTxbmDFZvaMEYYo7CPvK21CFYsvdLfNXLgXBmXZ4LMiV0akHNCoTIpHBicFW60wPuDM3INiZwOq1fF2c4Kf2vCgfVG2iV1v/KyNpV5ofddKQ6tUri3vXp9zBGZgRBgjUoTa6Le827UjWydc8zGwpe+JHlK73mDdMLLrK7SopyCM3Kl4UktyhGX7rHWSc1qiJJSNFL1m0JvKRCxptPflO3UjSgotmo/3pjwnVbkNgGlZh9oG8R+BvWhqnm6ltQPNyWpNRc3m5NF0bCo1dqxdJ+e9f6rbA3Sb5CtTIq7cbsSNymKpGVRE2rr/OK+ZvXpaJb8q1ol6g261dkyEGD54HsH3epsUH5KUzf0YjlivqNe1G15/I7w9bbmSu7fEzf/NO3Feb8XD3r93w/Cw2/nP6HgXvB18E3wNIiD74PD4E1wEpwFNODBn8Ffwd9b/3YedJ50vppT795Z7PkyqB0d9D+2fIFc</latexit>

X[27]
<latexit sha1_base64="k2DxiPTO4XEnu15fyoPFZByPWjY=">AAAHZnicbVVdb9s2FFW7Le6yrWs3DH3YCzMhQ5c6hmSnaB+KNkP20QELmqFJGsA0Aoq+VohIpEJSjQ2Cf2Kv2x/bP9jjfsJI+aOWZEECqHMPz7336EpKiowpHUX/3Ln70cefbHXufbr92edf3P/ywcOvzpUoJYUzKjIhLxKiIGMczjTTGVwUEkieZPAuuT7y8XfvQSom+KmeFTDKScrZhFGiHXRxcWmG/Wcje/kgjHpRdaD2Il4swlf/BdVxcvlw6zUeC1rmwDXNiFLDOCr0yBCpGc3AbuNSQUHoNUnBVGVatOugMZoI6S6uUYXWeCRXapYnjpkTfaWaMQ9uig1LPXk+MowXpQZO54kmZYa0QL5nNGYSqM5miFDq6i2JdnXQKyIJ1c6b7VqiVJLiitGpa4FxmpVjMDeUSVoy7SAOt1TkOeFjgzWRaVlYs2fwdGZeRJB33fVyz1iEiUSHBu0ji5686B0sIuvw/mb4SSXjQw12BQ8cbLt7TvK5W+GJzI2wGPh4OnM5b27t9i6W0KzRrkp1nY5hgq9BozA22A2GX2BJeFo9Mx9MJKmCWQX6sKfZ1c55POwbf2PC2OIdv8eEfbsgqTKpFHYu3eadBUgSNZddJV2T5ULm8+j5Mno+j/4EbrokHLtn/qYASbSQrhtpzam0uwaLBcZJDh7yHa63nzAuckYyO+yPjDNKlRL8/LhMMNGPcQIp48ZNVpY5WLKpDWOEMQr7yNtai2DJ0iv9QyMHLqRxeSbInNilAUVGKFQmhQODc+VGC7w/OCfXkIjpsHpVnO1M+VsTDqw30i6p+5WXtakslN53pTi0SuHe9ur1MUdkBpyDNTJNrIl6T7tRN7J1zjEbc1/6kuQpvacN0klW5nWVFuUUnJErDU9qUY4y4R5rndSshkgheCNVvyn0hgLhazr9TdlO3YiCZKv2440J32pJbhOQcvaBtkHsF5Afqpqna0n9eFOSWnNxszmhVMOiVmvHwn161vuvsjVIv0O+Minuxu1K3KRIkpaqJtTW+dV9zerT0Sz5N7lK1Bt0q7NlIMDywfcOutXZoPycpm7o+XLEfEe9qNvy+C3J1tuaK7l/T9z807QX5/1ePOj1/zgID7+f/4SCe8G3wXfB4yAOngWHwevgJDgLaJAFfwZ/BX9v/du53/mm82hOvXtnsefroHZ00P/Lc4Ff</latexit>

(b)

Figure 7 Distance-three fault-tolerant cat state preparation circuits. Note that, with fast reset,
only one ancilla qubit is required.
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The construction of Lemma 2 gives flag sequences of maximal length, 2a − 2a + 3. Indeed,

this follows since the number of vertices with odd weight greater than one is 2a−1 − a, and

vertices must alternate between odd and even weight.

Note that the approach of Theorem 4, with slow reset, is different from the fast reset case

of Theorem 3, in that a flag qubit is active and able to detect faults in more than one region

of the circuit.

4 Distance-three cat state preparation

Next we turn to the question of distance-three fault-tolerant preparation of cat states.

For preparing a two- or three-qubit cat state, any preparation circuit is automatically

fault-tolerant, because every error has weight zero or one. For example, on three qubits

XXI ∼ IIX, since XXX is a stabilizer. Fault tolerance becomes interesting for preparing

cat states on w ≥ 4 qubits.

The ideas of Theorems 3 and 4 can also be applied to cat state preparation. For example,

just as in Figure 4 a circuit for measuring X⊗6 with three ancilla qubits corresponds to a

circuit to prepare a six-qubit cat state with two ancillas, similarly adapting the construction

of Theorem 4 allows preparing a 2(2a − 2a + 3) qubit cat state with a ancilla qubits each

measured once. However, we can do better.

▶ Theorem 5. For m ≥ 2, one ancilla qubit, measured m times, is sufficient to prepare a

cat state on w qubits fault-tolerantly to distance three, for

w ≤ 3
(

2m − 2m + 2
)

.

Proof. Figure 7 illustrates our construction for the cases m = 3 and m = 4. In general, we

prepare a w-qubit cat state using CNOT gates from the first qubit, so that the possible

X errors from a single fault are 1, X1, X[2], X[3], . . .. (Here we are using the notation

[m] = {1, 2, . . . , m} and XS =
∏

j∈S Xj .) We then compute parities of subsets of the qubits

into the ancillas, following the flag sequence from Lemma 2 and Figure 3. Although for

clarity Figure 7 shows the m parity checks being made in parallel, they can also be made

sequentially with just one ancilla qubit.

With the given correction rules, errors due to single faults are corrected up to possibly a

weight-one remainder. (For example, in Figure 7a, errors X[5], X[6] and X[7] all result in the

parity checks 111, for which the correction X[6] is applied.) The circuit also tolerates faults

within the parity-check sub-circuit, because a single fault here can flip at most one parity,

and no correction is applied for the weight-one configurations. ◀

By this method, the cat state is prepared in depth w − 1. The depth of the parity check

circuit, however, increases exponentially as 2m−2 for m ≥ 3 if we consider slow reset (a = m).

This is evident from the flag sequences in Figure 3 as the maximum number of times any

flag bit is switched. The total depth of the circuit is then (w − 1) + 2m−2.

Note that the construction from Theorem 5 does not help for syndrome measurement,

because the parity checks would in general become entangled with the data.

We can do slightly better if we allow an adaptive circuit, in which the parity checks are

chosen based on the outcome of a flag qubit measurement. For example, Figure 8 gives

a circuit to prepare a 15-qubit cat state using m = 3 measurements. Here, the result of

measuring the red ancilla determines how the other two ancillas are used.
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5:10 FT Syndrome Extraction and Cat State Preparation with Fewer Qubits

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

# " !  ' & % $ # " !   $'!# "

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

±Z

<latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="GvxbVWk2wSff2Pd5TjOXJwkSxso=">AAAIo3icdVVbb9s2FFa7S13v1m572ws3wUCXKobltFgfiiFD1l2wBc22pC0aZQVFHctEKFIhqcUew/e97XX7afs3O1ScNJJTAYKow4/fuR/mteDGTib/3bj51tvvvHtrcHv43vsffPjRnbsfPzOq0QwOmBJKv8ipAcElHFhuBbyoNdAqF/A8P94J+8//AG24kvt2WcNRRUvJZ5xRi6KDrK7Iy1d34sl40j5kfZGuFvH2p1H77L26e+uvrFCsqUBaJqgxh+mktkeOasuZAD/MGgM1Zce0BNfa6MkIRQWZKY2vtKSVdnC0MmZZ5YisqJ2b/l4QXrd32NjZoyPHZd1YkOxc0awRxCoSHCYF18CsWBLKGNrbUIt2sDnVlFkMzLCjqNS0nnO28MNRxiUTTQHuhHHNGm6DTMIpU1VFZeEyS3XZ1N5tuGyxdI8nUCX4fr3hPMmoJtuObBJP7j8eP1jtXBVvXi++39KErR66FW+h2CcbSPkIV9lMV075DGSxWKLOk9NgoYa+jf7SVPT16mauqT9Mj5zLBJWlgDg9874LOQZ7DjmL00y3qD4EWVrUtEMUT98AR2yrt4Xjj4tTn30eWFw89X00zc2FiVjFlgQrwsL72yNiMENA7BxzjPVf8ZBOUigilSWGUQEJ4ZZUvJxbkgOhpFSqILwAGoqDFgWKiqaqlgRTRm3LhMFMiFEkaHY5LwkssJ9M6B//+5TMqWlhpqlRGdO8tuEkJUKdkjkEVV0HpNLVyoMztJ5kayGG2njXfrhAJf3ocqkqTkUbMEy1aTSEHsCAwMzey3IouXTYHUKgWPOFD0oyEk9JKIzOTqaDfV8GFd8C9q2GXWR6ip5Qq7TLniywVNTqV9IK3JM3Yq32bl/7Ue8AinoOYLglzqWl71qfK1GEdlfCpZh1MsqCPM/dj53zWa0xNvmMuL1QG8OsgFlWC4p5j9N4Gm+5rDLYvBCKBymOIVeLw3YYYf1xE35dvOVDlfkL6GYotCH2ypXGr43dxEh1R5flx3/6IWllYS04lqle4pzT6tQkBTCl2zlqxjVaXymNw0OWSY7nS60aWZikVoYHSJDPuE3MnNZgxhU3bOUPTu52GrodugQpwTtd5t5Nxg+TSTLxXcwuL2TI4gUoQMYPe6A90VRdljXIPmBNXXIE0BpkRyhstS6obw3VCmu2q2raJ3rKgMorPNPrtO3jtADNL91Pr1X4m9X0NAetl69h15B9B/q1Vefq1qi+OWlox7m075wypheiNdd2Fd4kV/1vtfVAP0N1GaQ0SdctwbLUtGxMh2id53u8nLrVkXq8u9P+Tb2+eDYdp5Nx+suDeHvj/BKPBtFn0RfRvSiNvoq2ox+iveggYhGP/o7+if4djAY/DX4d7J9Db95Ynfkk6jyDo/8B7wUFTQ==</latexit><latexit sha1_base64="B/YNH2yUd1AKBk869lWUXS8ZXPo=">AAAIo3icdVVbb9xEFHbLpdvl1sIjLwNWpJJuVutNK/pQoaBQLoKqAZK2Ig7VeHzWO8pcnJkx2WUy77zxCj+Nf8MZZ5PG3tSS5fGZb75zP1PUgls3mfx34+Zbb7/z7q3B7eF773/w4Ud37n783OrGMDhgWmjzsqAWBFdw4LgT8LI2QGUh4EVxvBv3X/wBxnKt9t2yhiNJK8VnnFGHooO8luS3V3fSyXjSPmR9ka0WabJ69l7dvfVXXmrWSFCOCWrtYTap3ZGnxnEmIAzzxkJN2TGtwLc2BrKBopLMtMFXOdJKOzgqrV3KApGSurnt70XhdXuHjZs9OvJc1Y0Dxc4VzRpBnCbRYVJyA8yJJaGMob0NdWgHm1NDmcPADDuKKkPrOWeLMNzIuWKiKcGfMG5Yw12UKThlWkqqSp87aqqmDn7T54ulfzwBOcL3q00fSE4N2fFkiwRy//H4wWrnqnjrevH9liZu9dCteBvFYbSJlI9wlc+M9DrkoMrFEnWenEYLDfRtDJemoq9XNwtDw2F25H0uqKoEpNlZCF3IMbhzyFma5aZF9SHI0qKmHaJ0+gY4Ylu9LRx/fJqF/LPI4tNp6KNpYS9MxCp2JFoRFyHc3iAWMwTEzTHHWP+Sx3SSUhOlHbGMChgR7ojk1dyRAgglldYl4SXQWBy0LFFUNlIuCaaMupYJgzkiVpOo2Re8IrDAfrKxf8LvUzKntoXZpkZlzPDaxZOUCH1K5hBVdR1Q2siVB2doPcnXQgy1Db79cIFK+tHlSktORRswTLVtDMQewIDAzN3LC6i48tgdQqDY8EWISnKSTkksjM5ObqJ9X0QV3wD2rYGnyPQMPaFOG58/WWCp6NWvohL8kzdinQl+34SN3gEU9RzAcCucS8vQtb7QooztroXPMOtkI4/yovA/dM7ntcHYFDPi92JtDPMSZnktKOY9zdJpuu1zabF5IRYPUhxDoReH7TDC+uM2/vp0O8QqCxfQrVhoQ+yVK41fW7eFkeqOLseP/wxD0sriWnAsU7PEOWf0qR2VwLRp56gd12i91AaHh6pGBZ6vjG5UaUe1tjxConzG3cjOaQ12LLllK39wcrfT0O/SJSgFwZuqCH4yfjiajCahi3nKSxWzeAGKkPHDHmhPNLLLsgbZB6ypS44IWoPsCo2t1gX1raFGY812VU37RM8YUHWFZ3qdtn2cFmD4pfvZtQp/dYaeFmDM8jXsGrJvwby26lzdGtXXJw3tOJf1ndPW9kK05tpTjTfJVf9bbT3QTyAvg5SNsnVLsCwNrRrbIVrn+Q4vp251ZAHv7qx/U68vnk/H2WSc/fwg3dlc3eKD5NPk8+RekiVfJjvJ98lecpCwhCd/J/8k/w42Bj8Ofhnsn0Nv3lid+STpPIOj/wFIvwT5</latexit>

Figure 8 Circuit to prepare a 15-qubit cat state by adaptive error correction, fault-tolerant
to distance three. Labels on the thick black wire indicate which data qubit in the block is being
addressed as the control or target of the CNOT. If a fault occurs while preparing the cat state on
the |+⟩ qubit, it is partially localized by the red flag ancilla. The measurement result of this flag
then determines a set of parity checks to completely localize a possible fault. After all the ancilla
qubits have been measured, corrections are applied based on Table 2 and Table 3.

Table 2 Parity checks and correction rules when the red flag ancilla in Figure 8 is measured as 1.

3 ⊕ 9 6 ⊕ 12 Possible errors Correction

0 0 1, X1, X[2] X1

1 0 X[3], X[4], X[5] X[4]

1 1 X[6], X[7], X[8] X[7]

0 1 X[9], X[10], X[11] X[10]

▶ Theorem 6. Using an adaptive circuit, for m ≥ 2, one ancilla qubit, measured m times,

can be used to prepare a cat state on w qubits fault-tolerantly to distance three, for

w ≤ 3
(

2m − 2m + 3
)

.

Proof. Our construction will follow the same basic structure as the circuit in Figure 8.

Prepare the w data qubits as |+0w−1⟩, then apply CNOT1,w, CNOT1,w−1, . . . , CNOT1,2 to

get a cat state. Let k = 3 · 2m−1 − 2. Just before CNOT1,k+1 and just after CNOT1,2, apply

CNOTs into the first ancilla qubit, the red qubit in Figure 8, and measure it.

The remainder of the circuit depends on the measurement result. If it is 1, then a fault

has been detected. The error on the cat state can be one of

1, X1, X[2], X[3], X[4], X[5], . . . , X[k−1], X[k], X[k+1] .

The correction procedure needs to determine in which of the above 1 + k−1
3 groups of three

the error lies; then for any error in {X[3j], X[3j+1], X[3j+2]} the correction X[3j+1] works.

Perhaps the easiest way to locate the error is by binary search using the Gray code in

Lemma 1, e.g., by computing parities between qubits 3j for j ∈ {1, 2, . . . , 1 + k−1
3 }. Since

the measurement of the red ancilla could have been incorrect, it is important that the all-0s

outcome of the binary search correspond to the 1, X1, X[2] error triple, as in Table 2. Using

m − 1 measurements, we can search 2m−1 possibilities, which indeed is 1 + k−1
3 . (The search

circuit can also be made nonadaptive, as in Figure 8.)

Next consider the case that the first measurement result is 0, so no fault has been detected.

The error on the cat state can be one of X[k+1], X[k+2], . . . , X[w] ∼ 1. We again use the

remaining m − 1 ancilla qubits to measure parities of subsets of cat state qubits. Since there

is no guarantee of a fault having occurred yet, we use flag sequences from Lemma 2, where

the length of the weight-at-least-two flag sequence is J = (2m−1 − 2(m − 1) + 1). The parity

checks are now done between qubits {k, k + 1 + 3j, k + 2 + 3J} for j ∈ {0, 1, . . . , J}, as shown

in Figure 9 and Table 3. We do not allow weight-one flag configurations to be able to correct

any errors since they can be triggered by a measurement fault on any one of the data qubits

involved in the parity check.
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<latexit sha1_base64="cmR9GA7DA/ta9xl+0tLzahzBkN0=">AAAHYHicbVXbbtw2EFXS1uu6l8TpW/siV3CROuuFtOugeQgKF+4lBWrEbWwngGkYFHdWJiyRMknVuyD4B31t/62v/ZIOtZesJAsSQJ05PDNzNJLSMufaxPG/Dx5+8OFHG73Nj7c++fSzzx893n5yrmWlGJwxmUv1LqUaci7gzHCTw7tSAS3SHN6mN0c+/vZPUJpLcWpmJVwWNBN8whk1CP2RHFw9juJBXB9hd5EsFlGwOE6utjdekbFkVQHCsJxqfZHEpbm0VBnOcnBbpNJQUnZDM7B1gS7cRWgcTqTCS5iwRhs8Wmg9K1JkFtRc63bMg/fFLiozeXFpuSgrA4LNE02qPDQy9N2GY66AmXwWUsaw3ooarINdU0WZQVe2GokyRctrzqbYAhcsr8ZgbxlXrOIGIQF3TBYFFWNLDFVZVTq7Z8l0Zl/GUPTx+n7PupBQFR7acD904bOXg4NFZB3evx9+Vsv4UItdwyOEXX8PJV/gikxUYaUjIMbTGea8vXNbu0RBu0a3KhU7HcOE3IAJo8QSHAm/IIqKrH5mPpgqWgfzGvRhT3OrnfN4NLT+xkaJIzt+j42GbkHSVVor7Fzh5p0FSFM9l10lXZMVUhXz6Pkyej6P/gg4XQqO8Zm/LkFRIxV2o5w9VW7XErnABC3AQ77D9fZTLmTBae4uhpcWjdKVAj8/mAkm5ilJIePC4mTlOcKKT12UhISE0TD0tjYiRPHs2nzbykFKZTHPJLQnbmlAmVMGtUnRyJJC42iB94cU9AZSOb2oXxW0nWt/a6OR80a6JXW/9rIxlaU2+1gKonUKfM/r18ce0RkIAc6qLHU2Hjzvx/3YNTnHfCx86UuSpwyet0gneVU0VTqUU0AjVxqe1KEc5RIfa5PUroYqKUUr1bAt9JoBFWs6w/uyneKIguKr9pN7E74xit6loNTsPe0esZ9Bva9qnq4j9cNtRRvNJe3mpNYtizqtHUv89Kz3X2drkX6DYmVS0k+6leCkKJpVuiHU1fkFv2bN6WiX/KtaJRqM+vXZMRBg+eAHB/36bFF+yjIcerEcMd/RIO53PH5D8/W25kr470naf5ru4nw4SEaD4e8H0eE3i7/QZvBV8HXwNEiC74LD4FVwEpwFLJgEfwV/B/9s/Nfb7D3qbc+pDx8s9nwRNI7el/8DzkZ9iQ==</latexit>

Active

<latexit sha1_base64="+UsNWjrHgjLfoI8Y0y7QAuQIJzs=">AAAHZHicbVXbbtw2EFXS1pu6aZM06FOBQq7gInXWgrSbIHkICgfuJQVqxEXsTQDTMCjurMxYomSSindB8B/62v5Zf6Df0aH2kpW0ggRQZw7PzByNpKTMuNJR9O+t2598+tlW787n21/c/fKre/cffD1SRSUZnLIiK+S7hCrIuIBTzXUG70oJNE8yeJtcHbr42w8gFS/EiZ6VcJ7TVPAJZ1QjNHrJNP8AF/eDKIzqw+8u4sUi8BbH8cWDrVdkXLAqB6FZRpU6i6NSnxsqNWcZ2G1SKSgpu6IpmLpI6+8iNPYnhcRLaL9GGzyaKzXLE2TmVF+qdsyBm2JnlZ48PzdclJUGweaJJlXm68J3HftjLoHpbOZTxrDeimqsg11SSZlGZ7YbiVJJy0vOptgCFyyrxmCuGZes4hohATesyHMqxoZoKtOqtGbPkOnMvIgg7+P1056xPqHSPzD+vm/9xy/CJ4vIOry/GX5cy7hQi13DQ4Rtfw8ln+OKTGRuCktAjKczzHl9Y7d3iYR2jXZVKnY6hgm5Au0HsSE4Fm5BJBVp/cxcMJG0DmY16MKOZlc75/FgYNyNCWJLdtweEwzsgqSqpFbYucDNOwuQJmouu0q6JisKmc+jo2V0NI/+DDhdEo7wmb8uQVJdSOxGWnMi7a4hxQITNAcHuQ7X20+4KHJOM3s2ODdolKokuPnBTDDRj0gCKRcGJyvLEJZ8aoPYJ8QPBr6ztREhkqeX+sdWDlJKg3kmvjm2SwPKjDKoTQqGhuQKRwucPySnV5AU07P6VUHbuXK3JhhaZ6RdUvdrLxtTWSq9j6UgWqfAd71+fcwhnYEQYI1ME2ui8Gk/6ke2yTniY+FKX5IcJXzaIh1nVd5U6VBOAI1caThSh3KYFfhYm6R2NVQWhWilGrSFXjOgYk1nsCnbCY4oSL5qP96Y8I2W9CYBKWcfaRvEfgX5sap5uo7Uy+uKNpqL280VSrUs6rR2VOCnZ73/OluL9AfkK5PiftytBCdF0rRSDaGuzm/4NWtOR7vk3+UqUTjs12fHQIDlgw+f9OuzRfklTXHoxXLEXEdh1O94/IZm623NlfDfE7f/NN3FaBDGw3Dw5yA4+GHxF7rjfet97z3yYu+Zd+C98o69U495772/vL+9f7b+693tPex9M6fevrXY89BrHL3v/gc0eH+m</latexit>

flags:

<latexit sha1_base64="ppR0pbLlcMwo+JLxMVFyOTwJizs=">AAAHZHicbVXtbtxEFHULZEso0FLxCwk5WEEl3azs3VZUqEJB4aNIRA1qsq2UiaLx7F1niD3jzIzJrkbzDvyFN+MFeA7ueD+6tmPZ0vjcM+fee3xtp2XOtYnjf+/cfe/9D7Z69z7c/uj+x598+uDhZ2MtK8XglMlcqrcp1ZBzAaeGmxzelgpokebwJr069PE3f4LSXIoTMy/hvKCZ4FPOqEFoPM1ppr+7eBDFg7g+wu4iWS6iYHkcXzzcekkmklUFCMNyqvVZEpfm3FJlOMvBbZNKQ0nZFc3A1kW6cBehSTiVCi9hwhpt8Gih9bxIkVlQc6nbMQ/eFjurzPT5ueWirAwItkg0rfLQyNB3HE64AmbyeUgZw3orarAOdkkVZQad2W4kyhQtLzmbYQtcsLyagL1mXLGKG4QE3DBZFFRMLDFUZVXp7J4ls7l9EUPRx+v7PetCQlV4YMP90IVPXgyeLiOb8P7t8JNaxoda7BoeIez6eyj5HFdkqgorHQExmc0x5/WN294lCto1unWp2OkEpuQKTBglluBY+AVRVGT1M/PBVNE6mNegD3uaW+9cxKOh9Tc2ShzZ8XtsNHRLkq7SWmHnAjfvLEGa6oXsOumGrJCqWETHq+h4Ef0RcLoUHOEzf1WCokYq7EY5e6LcriVyiQlagId8h5vtp1zIgtPcnQ3PLRqlKwV+fjATTM1jkkLGhcXJynOEFZ+5KAkJCaNh6G1tRIji2aX5ppWDlMpinmloj93KgDKnDGqTopElhcbRAu8PKegVpHJ2Vr8qaDvX/tZGI+eNdCvqfu1lYypLbfaxFETrFPiu16+PPaRzEAKcVVnqbDx41o/7sWtyjvhE+NJXJE8ZPGuRjvOqaKp0KCeARq41PKlDOcwlPtYmqV0NVVKKVqphW+gVAyo2dIa3ZTvBEQXF1+0ntyZ8bRS9SUGp+TvaLWI/g3pX1SJdR+qH64o2mkvazUmtWxZ1WjuS+OnZ7L/O1iL9BsXapKSfdCvBSVE0q3RDqKvzC37NmtPRLvlXtU40GPXrs2MgwOrBD57267NF+SnLcOjFasR8R4O43/H4Nc0321oo4b8naf9puovxcJCMBsPfh9HB18u/0L3gi+Cr4HGQBN8GB8HL4Dg4DVjwR/BX8Hfwz9Z/vfu9R73PF9S7d5Z7HgWNo/fl/6Jvf5E=</latexit>

X[12]
<latexit sha1_base64="+BA+vwQLlhp/6+Ukg9BtkRg9vAA=">AAAHaHicbVXbbtw2EFXS1pu6N6d9KIq+yFFcpM56IWkTNA9B4cK9pECNuIjtGDUXBsWdlQlLpExR9S4I/kVf2//qL/QrOtRespJWkADqzOGZmaORlBQZL3UY/nvv/nvvf7DVe/Dh9kcff/LpZzsPPz8vZaUYnDGZSXWR0BIyLuBMc53BRaGA5kkGb5ObIxd/+yeokktxqmcFjHKaCj7hjGqE/nh8cWUuo3hkH1/tBOEgrA+/u4gWi8BbHCdXD7dekbFkVQ5Cs4yW5WUUFnpkqNKcZWC3SVVCQdkNTcHUhVp/D6GxP5EKL6H9Gm3waF6WszxBZk71ddmOOXBT7LLSkxcjw0VRaRBsnmhSZb6WvuvaH3MFTGcznzKG9VZUYx3smirKNLqz3UiUKlpcczbFFrhgWTUGc8u4YhXXCAm4YzLPqRgboqlKq8KafUOmM/MyhLyP1/f7xvqEKv/Q+Ae+9Z++HDxbRNbhg83w01rGhVrsGh4ibPv7KPkCV2SiciMtATGezjDn7Z3d3iMK2jXaVanY6Rgm5Aa0H0SG4Gi4BVFUpPUzc8FE0TqY1aALO5pd7ZzHg9i4GxNEluy6PSaI7YJUVkmtsHuFm3cXIE3Kuewq6ZqskCqfR8+X0fN59EfA6VJwjM/8dQGKaqmwG2XNqbJ7hsgFJmgODnIdrrefcCFzTjN7GY8MGlVWCtz8YCaY6CckgZQLg5OVZQgrPrVB5BPiB7HvbG1EiOLptf62lYMUymCeiW9O7NKAIqMMapOCoSF5iaMFzh+S0xtI5PSyflXQdl66WxMMrTPSLqkHtZeNqSxKfYClIFqnwPe9fn3MEZ2BEGCNShNrwsHzftgPbZNzzMfClb4kOcrgeYt0klV5U6VDOQU0cqXhSB3KUSbxsTZJ7WqoklK0UsVtodcMqFjTiTdlO8URBcVX7UcbE77Rit4loNTsHW2D2M+g3lU1T9eR+uG2oo3monZzsixbFnVaO5b46Vnvv87WIv0G+cqkqB91K8FJUTStyoZQV+cX/Jo1p6Nd8q9qlWgw7Ndnx0CA5YMfPOvXZ4vyU5ri0IvliLmOBmG/4/Ebmq23NVfCf0/U/tN0F+fxIBoO4t/j4PCbxV/ogfe198h74kXed96h98o78c485gnvL+9v75+t/3o7vS97X82p9+8t9nzhNY7eo/8B3TeAhA==</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

a− 1 = 2

<latexit sha1_base64="yK6InXK/60eF45dUfRW4F9i8ujo=">AAAHaXicbVXbbtw2EFWS1pu6t7h5KdoXuoqLxFkvJG2C5iEtXLiXFKgRF7GdAEvDoLizMmGJlEmq3gXBz+hr+139hv5ESe0lK2kFCaDOHJ6ZORpJaZkzpaPo3zt3733w4Vbv/kfbH3/y6WefP9j54lyJSlI4oyIX8l1KFOSMw5lmOod3pQRSpDm8Ta+PfPztnyAVE/xUz0q4KEjG2YRRoh00ekTQAYrR9yh5dPkgjAZRfaDuIl4swmBxnFzubL3CY0GrArimOVFqFEelvjBEakZzsNu4UlASek0yMHWlFu05aIwmQrqLa1SjDR4plJoVqWMWRF+pdsyDm2KjSk9eXBjGy0oDp/NEkypHWiDfNhozCVTnM0QodfVWRLs66BWRhGpnz3YjUSZJecXo1LXAOM2rMZgbyiStmHYQh1sqioLwscGayKwqrdk3eDozLyMo+u76Yd9YhIlEh8bZa9HTl4Nni8g6fLAZflrL+FCLXcNDB9v+vpN84VZ4IgsjLAY+ns5czptbu72HJbRrtKtSXadjmOBr0CiMDXaz4RdYEp7Vz8wHU0nqYF6DPuxpdrVzHg8T429MGFu86/eYMLELkqrSWmH30m3eXYAkVXPZVdI1WS5kMY+eL6Pn8+hP4KZLwrF75q9LkEQL6bqR1pxKu2ewWGCcFOAh3+F6+ynjomAkt6PkwjijVCXBz4/LBBP9GKeQMW7cZOW5gyWb2jBGGKMwQd7WRgRLll3pJ60cuJTG5Zkgc2KXBpQ5oVCbFA4NLpQbLfD+4IJcQyqmo/pVcbYz5W9NOLTeSLukHtReNqayVPrAleLQOoV74evXxxyRGXAO1sgstSYaPO9H/cg2OcdszH3pS5KnDJ63SCd5VTRVOpRTcEauNDypQznKhXusTVK7GiKF4K1USVvoNQXC13SSTdlO3YiCZKv2440J32hJblOQcvaetkHsF5Dvq5qn60j9eFORRnNxuzmhVMuiTmvHwn161vuvs7VIv0OxMinux91K3KRIklWqIdTV+dV9zZrT0S75N7lKNBj267NjIMDywQ+e9euzRfk5y9zQ8+WI+Y4GUb/j8RuSr7c1V3L/nrj9p+kuzpNBPBwkfyTh4beLv9D94Ovgm+BxEAffBYfBq+AkOAtoIIK/gr+Df7b+6+30vux9NafevbPY8zBoHL3wf0Vaf3I=</latexit>

ancilla qubits

<latexit sha1_base64="gBYRsxl6WxSYt9umSIY0RhnO9RU=">AAAHbHicbVXbbtw2EFXS1pu6lyRt34ICdAUHqbNeSLsJmoegcOFeUqBGXMR2ApiuQXFnZcIUKZNUvQuC/9HX9q/6E/2GktpLVtIKEkCdOTwzczSSspIzbZLk3zt3P/jwo63evY+3P/n0s8/vP3j4xZmWlaJwSiWX6l1GNHAm4NQww+FdqYAUGYe32fVhiL/9E5RmUpyYWQkXBckFmzBKjIf+IIIyzgm6qTJm9OWDOBkk9YG6i3SxiKPFcXz5cOsVHktaFSAM5UTr8zQpzYUlyjDKwW3jSkNJ6DXJwdbFOrTroTGaSOUvYVCNNnik0HpWZJ5ZEHOl27EAboqdV2by4sIyUVYGBJ0nmlQcGYlC52jMFFDDZ4hQ6uutiPF10CuiCDXeoe1GolyR8orRqW+BCcqrMdgbyhStmPGQgFsqi4KIscWGqLwqnd2zeDqzLxMo+v76fs86hIlCBxbtI4eevhw8W0TW4f3N8NNaJoRa7Boeedj197zkC7/CE1VY6TCI8XTmc97cuu1drKBdo1uV6jsdwwRfg0FxarEfj7DAioi8fmYhmClSB3kNhnCgudXOeTwe2nBj49ThnbDHxkO3IOkqqxV2Lv3mnQVIMj2XXSVdkxVSFfPo2TJ6No/+CH66FBz5Z/66BEWMVL4b5eyJcrsWywUmSAEBCh2ut58xIQtGuDsfXlhvlK4UhPnxmWBinuAMciasnyzOPazY1MUpwhjFQxRsbUSwYvmV+baVA5fK+jwTZI/d0oCSEwq1SfHI4kL70YLgDy7INWRyel6/Kt52psOtjUcuGOmW1P3ay8ZUltrs+1I8Wqfw73z9+thDMgMhwFmVZ84mg+f9pJ+4JueIjUUofUkKlMHzFumYV0VTpUM5AW/kSiOQOpRDLv1jbZLa1RAlpWilGraFXlMgYk1nuCnbiR9RUGzVfrox4RujyG0GSs3e0zaI/QzqfVXzdB2pH24q0mgubTcntW5Z1GntSPpPz3r/dbYW6TcoVial/bRbiZ8URfJKN4S6Or/4r1lzOtol/6pWiQajfn12DARYPvjBs359tig/5bkferEcsdDRIOl3PH5D+HpbcyX/70nbf5ru4mw4SEeD4e/D+ODx4i90L3oUfRM9idLou+ggehUdR6cRjVT0V/R39M/Wf72veo96X8+pd+8s9nwZNY7e4/8B50SDJg==</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

1 – 9

<latexit sha1_base64="ChbnTPK0H+A7a6ozjuTYzFJ309c=">AAAHZnicbVXtbts2FFW7LW6zrWs3DP2xP8yEDF0qG5LdYi1QDBmyjw5Y0AxN0gBhEFD0tUKEIhWKamwQfIn93V5sb7DHGCl/1JIsSAB17uG59x5dSWnBWanj+N87dz/6+JOt3r37259+9vmDLx4++vK0lJWicEIll+osJSVwJuBEM83hrFBA8pTDu/T6wMffvQdVMimO9ayAi5xkgk0YJdpBZwmO+n0cvbx8GMaDuD5Qd5EsFmGwOI4uH229xmNJqxyEppyU5XkSF/rCEKUZ5WC3cVVCQeg1ycDUZVq066AxmkjlLqFRjTZ4JC/LWZ46Zk70VdmOeXBT7LzSkxcXhomi0iDoPNGk4khL5HtGY6aAaj5DhFJXb0W0q4NeEUWodt5sNxJlihRXjE5dC0xQXo3B3FCmaMW0gwTcUpnnRIwN1kRlVWHNnsHTmXkVQx6568c9YxEmCu0b1EcWPX01eLaIrMP9zfDTWsaHWuwaHjnYRntO8oVb4YnKjbQYxHg6czlvbu32LlbQrtGuSnWdjmGCr0GjMDHYDYZfYEVEVj8zH0wVqYO8Bn3Y0+xq5zweDo2/MWFi8Y7fY8KhXZDKKq0Vdi7d5p0FSNJyLrtKuiYrpMrn0dNl9HQe/RncdCk4dM/8TQGKaKlcN8qaY2V3DZYLTJAcPOQ7XG8/ZULmjHB7PrwwzqiyUuDnx2WCiX6CU8iYMG6yOHewYlMbJghjFA6Rt7URwYplV/r7Vg5cKOPyTJA5sksDCk4o1CaFI4Pz0o0WeH9wTq4hldPz+lVxtrPS35pwZL2Rdknt1142prIodd+V4tA6hXvb69fHHJAZCAHWqCy1Jh48j+Iotk3OIRsLX/qS5CmD5y3SEa/ypkqHcgzOyJWGJ3UoB1y6x9oktashSkrRSjVsC72hQMSaznBTtmM3oqDYqv1kY8K3WpHbFJSafaBtEPsV1Ieq5uk6Uj/dVKTRXNJuTpZly6JOa4fSfXrW+6+ztUh/QL4yKYmSbiVuUhTJqrIh1NX5zX3NmtPRLvl3tUo0GEX12TEQYPngB8+i+mxRfskyN/RiOWK+o0EcdTx+S/h6W3Ml9+9J2n+a7uJ0OEhGg+Gfw3D/u8Vf6F7wTfBt8CRIgh+C/eB1cBScBDTgwV/B38E/W//1HvS+7j2eU+/eWez5KmgcPfQ/1LV/Mg==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

w = 15

<latexit sha1_base64="c5fwXYNEUdcA35KRGlX+naNdPAE=">AAAHZHicbVVdb9xEFHULZEso0FLxhIQmWEEl3Vj2biP6UCAofBSJqEFNtpUyUTSevesMsWecmTHZ1Wj+A6/wz/gDPPMTmPF+dG2vZUvjc8+ce+/xtZ2WOVM6jv+5c/edd9/b6t17f/uD+x9+9PGDh5+MlKgkhTMqciHfpERBzjicaaZzeFNKIEWaw+v0+sjHX/8BUjHBT/WshIuCZJxNGCXaQaNb9A1KDi4fhHEU1wfqLpLFIvzuv6A+Ti4fbr3AY0GrArimOVHqPIlLfWGI1IzmYLdxpaAk9JpkYOoiLdp10BhNhHQX16hGGzxSKDUrUscsiL5S7ZgHN8XOKz15dmEYLysNnM4TTaocaYF8x2jMJFCdzxCh1NVbEe3qoFdEEqqdM9uNRJkk5RWjU9cC4zSvxmBuKJO0YtpBHG6pKArCxwZrIrOqtGbP4OnMPI+h6Lvr2z1jESYSHRq0jyx68jx6uoisw/ub4Se1jA+12DU8dLDt7znJZ26FJ7IwwmLg4+nM5by5tdu7WEK7Rrsq1XU6hgm+Bo3CxGA3Fn6BJeFZ/cx8MJWkDuY16MOeZlc75/FwYPyNCROLd/weEw7sgqSqtFbYuXSbdxYgSdVcdpV0TZYLWcyjo2V0NI/+AG66JBy7Z/6yBEm0kK4bac2ptLsGiwXGSQEe8h2ut58yLgpGcns+uDDOKFVJ8PPjMsFEP8YpZIwbN1l57mDJpjZMEMYoHCBvayOCJcuu9FetHLiUxuWZIHNilwaUOaFQmxQODS6UGy3w/uCCXEMqpuf1q+JsZ8rfmnBovZF2Sd2vvWxMZan0vivFoXUK967Xr485IjPgHKyRWWpNHB30435sm5xjNua+9CXJU6KDFukkr4qmSodyCs7IlYYndShHuXCPtUlqV0OkELyVatAWekmB8DWdwaZsp25EQbJV+8nGhK+0JLcpSDl7S9sg9hPIt1XN03Wkvr+pSKO5pN2cUKplUae1Y+E+Pev919lapF+hWJmU9JNuJW5SJMkq1RDq6vzsvmbN6WiX/ItcJYqG/frsGAiwfPDR0359tig/Zpkber4cMd9RFPc7Hr8i+XpbcyX370naf5ruYjSIkmE0+G0QHn45/wkF94LPgi+Cx0ESfB0cBi+Ck+AsoMHvwZ/BX8HfW//27vce9T6dU+/eWex5FDSO3uf/Azzkf9M=</latexit>

(a) w = 15, a = 3.

k+1 = 23

<latexit sha1_base64="P1jk0AATLjqeIpK6YEPUxY4RLTU=">AAAHZnicbVVdb9xEFHULZEuA0oIQD7xMsIJKslnZ3lb0oUBQ+CgSUYOapJEyUTSeveuM1p5xZsZkV6P5E7zCH+Mf8MhPYMb70bW9li2Nzz1z7r3H13Za5kzpKPrn3v133n1vq/fg/e0PPvzo4cePHn9yrkQlKZxRkQt5kRIFOeNwppnO4aKUQIo0hzfp5MjH3/wBUjHBT/WshKuCZJyNGSXaQReT/Rh9i5Lh9aMwGkT1gbqLeLEIv/8vqI+T68dbL/FI0KoArmlOlLqMo1JfGSI1oznYbVwpKAmdkAxMXaZFuw4aobGQ7uIa1WiDRwqlZkXqmAXRN6od8+Cm2GWlx8+vDONlpYHTeaJxlSMtkO8ZjZgEqvMZIpS6eiuiXR30hkhCtfNmu5Eok6S8YXTqWmCc5tUIzC1lklZMO4jDHRVFQfjIYE1kVpXW7Bk8nZkXERR9d323ZyzCRKJDgw6QRfsvBk8XkXX4YDO8X8v4UItdw0MH2/6ek3zuVngsCyMsBj6azlzO2zu7vYsltGu0q1JdpyMY4wloFMYGu8HwCywJz+pn5oOpJHUwr0Ef9jS72jmPh4nxNyaMLd7xe0yY2AVJVWmtsHPtNu8sQJKquewq6ZosF7KYR8+X0fN59Edw0yXh2D3zVyVIooV03UhrTqXdNVgsME4K8JDvcL39lHFRMJLby+TKOKNUJcHPj8sEY/0Ep5Axbtxk5bmDJZvaMEYYozBB3tZGBEuW3eivWzlwKY3LM0bmxC4NKHNCoTYpHBpcKDda4P3BBZlAKqaX9avibGfK35pwaL2Rdkk9qL1sTGWp9IErxaF1Cve216+POSIz4ByskVlqTTR41o/6kW1yjtmI+9KXJE8ZPGuRTvKqaKp0KKfgjFxpeFKHcpQL91ibpHY1RArBW6mSttArCoSv6SSbsp26EQXJVu3HGxO+1pLcpSDl7C1tg9jPIN9WNU/XkfrhtiKN5uJ2c0KplkWd1o6F+/Ss919na5F+g2JlUtyPu5W4SZEkq1RDqKvzi/uaNaejXfKvcpVoMOzXZ8dAgOWDHzzt12eL8lOWuaHnyxHzHQ2ifsfj1yRfb2uu5P49cftP012cJ4N4OEh+T8LDr+Y/oeBB8EXwZfAkiINvgsPgZXASnAU0yIM/g7+Cv7f+7T3sfdb7fE69f2+x59OgcfTQ/7vVgDY=</latexit>

32

<latexit sha1_base64="E/LWOiH1hEMvILCxpnwrr4QKwws=">AAAHYHicbVXbbtw2EFXS1uu4l8TpW/siV3CROuuFpE3QPASpA/eSAjXiNrYTwDQMijsrE5YomaTqXRD8g7y2/9bXfkE/oUPtJStpBQmgzhyemTkaSUmZcaXD8J87dz/6+JON3ua9rU8/+/yL+w+2H56popIMTlmRFfJdQhVkXMCp5jqDd6UEmicZvE2uD1387Z8gFS/EiZ6WcJHTVPAxZ1Qj9McwvnwQhIOwPvzuIpovgh/+8+rj+HJ74xUZFazKQWiWUaXOo7DUF4ZKzVkGdotUCkrKrmkKpi7Q+rsIjfxxIfES2q/RBo/mSk3zBJk51VeqHXPguth5pcfPLgwXZaVBsFmicZX5uvBdt/6IS2A6m/qUMay3ohrrYFdUUqbRla1GolTS8oqzCbbABcuqEZgbxiWruEZIwC0r8pyKkSGayrQqrdkzZDI1z0PI+3i92DPWJ1T6B8bf963/+PngyTyyCu+vhx/XMi7UYtfwEGHb30PJZ7giY5mbwhIQo8kUc97c2q1dIqFdo12Wip2OYEyuQftBZAiOhFsQSUVaPzMXTCStg1kNurCj2eXOWTyIjbsxQWTJjttjgtjOSapKaoWdS9y8Mwdpomayy6QrsqKQ+Sx6toiezaI/Ak6XhCN85q9LkFQXEruR1pxIu2tIMccEzcFBrsPV9hMuipzTzJ7HFwaNUpUENz+YCcb6EUkg5cLgZGUZwpJPbBD5hPhB7DtbGxEieXqlv2vlIKU0mGfsm2O7MKDMKIPapGBoSK5wtMD5Q3J6DUkxOa9fFbSdK3drgqF1RtoFdb/2sjGVpdL7WAqidQp8z+vXxxzSKQgB1sg0sSYcPO2H/dA2OUd8JFzpC5KjDJ62SMdZlTdVOpQTQCOXGo7UoRxmBT7WJqldDZVFIVqp4rbQawZUrOjE67Kd4IiC5Mv2o7UJ32hJbxOQcvqBtkbsZ5Afqpql60i9vKloo7mo3VyhVMuiTmtHBX56Vvuvs7VIv0G+NCnqR91KcFIkTSvVEOrq/IJfs+Z0tEv+VS4TDYb9+uwYCLB48IMn/fpsUX5KUxx6sRgx19Eg7Hc8fkOz1bZmSvjvidp/mu7iLB5Ew0H8exwcfDv7CXmb3tfeN94jL/K+9w68V96xd+oxb+y99/7y/t74t7fZu9/bnlHv3pnv+dJrHL2v/gfg7X62</latexit>

29

<latexit sha1_base64="N4PI6NBkm/RO8wCMj7LmT01olKY=">AAAHYHicbVXbbtw2EFXS1Ou6l8TtW/siV3CROuuFpE3QFAgSF+4lBWrEbWwngGkYFHdWJiyRMkXFuyD4B31t/62v/YJ+QofaS1bSChJAnTk8M3M0kpIi46UOw3/u3P3g3ocbvc2Ptj7+5NPP7j/Y/vyslJVicMpkJtXbhJaQcQGnmusM3hYKaJ5k8Ca5PnTxN+9AlVyKEz0t4CKnqeBjzqhG6I/4+8sHQTgI68PvLqL5Injxn1cfx5fbGy/JSLIqB6FZRsvyPAoLfWGo0pxlYLdIVUJB2TVNwdQFWn8XoZE/lgovof0abfBoXpbTPEFmTvVV2Y45cF3svNLjpxeGi6LSINgs0bjKfC19160/4gqYzqY+ZQzrrajGOtgVVZRpdGWrkShVtLjibIItcMGyagTmhnHFKq4REnDLZJ5TMTJEU5VWhTV7hkym5lkIeR+v53vG+oQq/8D4+771Hz0bPJ5HVuH99fCjWsaFWuwaHiJs+3so+RRXZKxyIy0BMZpMMefNrd3aJQraNdplqdjpCMbkGrQfRIbgSLgFUVSk9TNzwUTROpjVoAs7ml3unMWD2LgbE0SW7Lg9JojtnFRWSa2wc4mbd+YgTcqZ7DLpiqyQKp9FzxbRs1n0R8DpUnCEz/xVAYpqqbAbZc2JsruGyDkmaA4Och2utp9wIXNOM3seXxg0qqwUuPnBTDDWD0kCKRcGJyvLEFZ8YoPIJ8QPYt/Z2ogQxdMr/W0rBymUwTxj3xzbhQFFRhnUJgVDQ/ISRwucPySn15DIyXn9qqDtvHS3JhhaZ6RdUPdrLxtTWZR6H0tBtE6B73n9+phDOgUhwBqVJtaEgyf9sB/aJueIj4QrfUFylMGTFuk4q/KmSodyAmjkUsOROpTDTOJjbZLa1VAlpWilittCrxhQsaITr8t2giMKii/bj9YmfK0VvU1Aqel72hqxn0G9r2qWriP1w01FG81F7eZkWbYs6rR2JPHTs9p/na1F+g3ypUlRP+pWgpOiaFqVDaGuzi/4NWtOR7vkX9Uy0WDYr8+OgQCLBz943K/PFuWnNMWhF4sRcx0Nwn7H49c0W21rpoT/nqj9p+kuzuJBNBzEv8fBwTezn5C36X3lfe099CLvO+/Ae+kde6ce88ben95f3t8b//Y2e/d72zPq3TvzPV94jaP35f8K3X68</latexit>

26

<latexit sha1_base64="YEUKbc3vmympcKfQGvekVOcYvdw=">AAAHYHicbVXbbtw2EFXS1uu6l8TtW/oiV3CROuuFpE2aPASpC/eSAjXiNrYTwDQMijsrE5ZImaLiXRD8g762/9bXfkE/oUPtJStpBQmgzhyemTkaSUmR8VKH4T937n7w4Ucbvc2Ptz759LPP793f/uKslJVicMpkJtXbhJaQcQGnmusM3hYKaJ5k8Ca5PnTxN+9AlVyKEz0t4CKnqeBjzqhG6I/4u8v7QTgI68PvLqL5Ivj+P68+ji+3N16SkWRVDkKzjJbleRQW+sJQpTnLwG6RqoSCsmuagqkLtP4uQiN/LBVeQvs12uDRvCyneYLMnOqrsh1z4LrYeaXHzy4MF0WlQbBZonGV+Vr6rlt/xBUwnU19yhjWW1GNdbArqijT6MpWI1GqaHHF2QRb4IJl1QjMDeOKVVwjJOCWyTynYmSIpiqtCmv2DJlMzfMQ8j5eL/aM9QlV/oHx933rP3o+eDyPrML76+FHtYwLtdg1PETY9vdQ8hmuyFjlRloCYjSZYs6bW7u1SxS0a7TLUrHTEYzJNWg/iAzBkXALoqhI62fmgomidTCrQRd2NLvcOYsHsXE3Jogs2XF7TBDbOamsklph5xI378xBmpQz2WXSFVkhVT6Lni2iZ7Poj4DTpeAIn/mrAhTVUmE3ypoTZXcNkXNM0Bwc5DpcbT/hQuacZvY8vjBoVFkpcPODmWCsH5IEUi4MTlaWIaz4xAaRT4gfxL6ztREhiqdX+ttWDlIog3nGvjm2CwOKjDKoTQqGhuQljhY4f0hOryGRk/P6VUHbeeluTTC0zki7oO7XXjamsij1PpaCaJ0C3/P69TGHdApCgDUqTawJB0/6YT+0Tc4RHwlX+oLkKIMnLdJxVuVNlQ7lBNDIpYYjdSiHmcTH2iS1q6FKStFKFbeFXjGgYkUnXpftBEcUFF+2H61N+ForepuAUtP3tDViP4N6X9UsXUfqh5uKNpqL2s3JsmxZ1GntSOKnZ7X/OluL9BvkS5OiftStBCdF0bQqG0JdnV/wa9acjnbJv6plosGwX58dAwEWD37wuF+fLcpPaYpDLxYj5joahP2Ox69pttrWTAn/PVH7T9NdnMWDaDiIf4+Dg29mPyFv0/vK+9p76EXeU+/Ae+kde6ce88ben95f3t8b//Y2e/d62zPq3TvzPV96jaP34H/13X65</latexit>

22

<latexit sha1_base64="S38rYmkzXxQinBwc7aw/JgLw86w=">AAAHYHicbVXbbtw2EFXS1uu4l8TpW/siV3CROuuFpE3QPASpA/eSAjXiNrYTwDQMijsrE5ZImaLqXRD8g7y2/9bXfkE/oUPtJStpBQmgzhyemTkaSUmR8VKH4T937n708Scbvc17W59+9vkX9x9sPzwrZaUYnDKZSfUuoSVkXMCp5jqDd4UCmicZvE2uD1387Z+gSi7FiZ4WcJHTVPAxZ1Qj9EccXz4IwkFYH353Ec0XwQ//efVxfLm98YqMJKtyEJpltCzPo7DQF4YqzVkGdotUJRSUXdMUTF2g9XcRGvljqfAS2q/RBo/mZTnNE2TmVF+V7ZgD18XOKz1+dmG4KCoNgs0SjavM19J33fojroDpbOpTxrDeimqsg11RRZlGV7YaiVJFiyvOJtgCFyyrRmBuGFes4hohAbdM5jkVI0M0VWlVWLNnyGRqnoeQ9/F6sWesT6jyD4y/71v/8fPBk3lkFd5fDz+uZVyoxa7hIcK2v4eSz3BFxio30hIQo8kUc97c2q1doqBdo12Wip2OYEyuQftBZAiOhFsQRUVaPzMXTBStg1kNurCj2eXOWTyIjbsxQWTJjttjgtjOSWWV1Ao7l7h5Zw7SpJzJLpOuyAqp8ln0bBE9m0V/BJwuBUf4zF8XoKiWCrtR1pwou2uInGOC5uAg1+Fq+wkXMuc0s+fxhUGjykqBmx/MBGP9iCSQcmFwsrIMYcUnNoh8Qvwg9p2tjQhRPL3S37VykEIZzDP2zbFdGFBklEFtUjA0JC9xtMD5Q3J6DYmcnNevCtrOS3drgqF1RtoFdb/2sjGVRan3sRRE6xT4ntevjzmkUxACrFFpYk04eNoP+6Ftco74SLjSFyRHGTxtkY6zKm+qdCgngEYuNRypQznMJD7WJqldDVVSilaquC30mgEVKzrxumwnOKKg+LL9aG3CN1rR2wSUmn6grRH7GdSHqmbpOlIvbyraaC5qNyfLsmVRp7UjiZ+e1f7rbC3Sb5AvTYr6UbcSnBRF06psCHV1fsGvWXM62iX/qpaJBsN+fXYMBFg8+MGTfn22KD+lKQ69WIyY62gQ9jsev6HZalszJfz3RO0/TXdxFg+i4SD+PQ4Ovp39hLxN72vvG++RF3nfewfeK+/YO/WYN/bee395f2/829vs3e9tz6h378z3fOk1jt5X/wPZ8X61</latexit>

Active

<latexit sha1_base64="SAtzdv3ZV84i5JcXSL3OpP6iWYQ=">AAAHZHicbVVdb9xEFHULZEsotKXiCQk5WEEl3Vj2biv6UEGq8FEkogY12VbKRNF49q4zxB47M+NmV6P5D7zCP+MP8MxP4I73o2t7LVsan3vm3HuPr+2kzLjSUfTPrdsffPjRVu/Ox9uf3P30s3v3H3w+UkUlGZyyIivk24QqyLiAU811Bm9LCTRPMniTXB26+Jt3IBUvxImelXCe01TwCWdUIzR6wTR/Bxf3gyiM6sPvLuLFIvjhP68+ji8ebL0k44JVOQjNMqrUWRyV+txQqTnLwG6TSkFJ2RVNwdRFWn8XobE/KSReQvs12uDRXKlZniAzp/pStWMO3BQ7q/Tk2bnhoqw0CDZPNKkyXxe+69gfcwlMZzOfMob1VlRjHeySSso0OrPdSJRKWl5yNsUWuGBZNQZzzbhkFdcICbhhRZ5TMTZEU5lWpTV7hkxn5nkEeR+v7/eM9QmV/oHx933rP34ePllE1uH9zfDjWsaFWuwaHiJs+3so+QxXZCJzU1gCYjydYc7rG7u9SyS0a7SrUrHTMUzIFWg/iA3BsXALIqlI62fmgomkdTCrQRd2NLvaOY8HA+NuTBBbsuP2mGBgFyRVJbXCzgVu3lmANFFz2VXSNVlRyHweHS2jo3n0R8DpknCEz/xVCZLqQmI30poTaXcNKRaYoDk4yHW43n7CRZFzmtmzwblBo1Qlwc0PZoKJfkQSSLkwOFlZhrDkUxvEPiF+MPCdrY0IkTy91N+2cpBSGswz8c2xXRpQZpRBbVIwNCRXOFrg/CE5vYKkmJ7VrwrazpW7NcHQOiPtkrpfe9mYylLpfSwF0ToFvuv162MO6QyEAGtkmlgThU/7UT+yTc4RHwtX+pLkKOHTFuk4q/KmSodyAmjkSsOROpTDrMDH2iS1q6GyKEQr1aAt9IoBFWs6g03ZTnBEQfJV+/HGhK+1pDcJSDl7T9sg9jPI91XN03WkXlxXtNFc3G6uUKplUae1owI/Pev919lapN8gX5kU9+NuJTgpkqaVagh1dX7Br1lzOtol/ypXicJhvz47BgIsH3z4pF+fLcpPaYpDL5Yj5joKo37H49c0W29rroT/nrj9p+kuRoMwHoaD3wfBwTfzn5B3x/vS+9p75MXed96B99I79k495v3h/en95f299W/vbu9h74s59fatxZ6HXuPoffU/R72A1Q==</latexit>

a− 1 = 3

<latexit sha1_base64="/dXnZNkjU6SfjHbhvgveduOQ4rA=">AAAHaXicbVVdb9xEFHULZEv4auAFwcsEN6hNNyt7txV9KBAUPopE1KAmaaWdKBrP3nVGsWec8ZjsajQ/g1f4XfwGXvgJ3PF+dO1dy5bG5545997jazspMlGaKPrnzt133n1vq3Pv/e0PPvzo40/u73x6XqpKczjjKlP6TcJKyISEMyNMBm8KDSxPMnidXB/5+Os/QJdCyVMzLeAiZ6kUY8GZQWj4gJEDEpNvyeDB5f0w6kX1QdYX8XwRfv9fUB8nlztbL+hI8SoHaXjGynIYR4W5sEwbwTNw27QqoWD8mqVg60od2UNoRMZK4yUNqdEGj+VlOc0TZObMXJXtmAc3xYaVGT+7sEIWlQHJZ4nGVUaMIr5tMhIauMmmhHGO9VbMYB38imnGDdqz3UiUalZcCT7BFoTkWTUCe8OF5pUwCEm45SrPmRxZaphOq8LZfUsnU/s8gryL13f71hHKNDm0aK8jj5/3nswjq/DBZvhxLeNDLXYNDxB23X2UfIYrOta5VY6CHE2mmPPm1m3vUQ3tGt2yVOx0BGN6DYaEsaU4G35BNZNp/cx8MNGsDmY16MOe5pY7Z/Gwb/2NDWNHd/0eG/bdnFRWSa2we4mbd+cgS8qZ7DLpiqxUOp9FzxfR81n0R8Dp0nCMz/xlAZoZpbEb7eypdnuWqjkmWQ4e8h2utp8IqXLBMjfsX1g0qqw0+PnBTDA2D2kCqZAWJyvLENZi4sKYUErCPvG2NiJUi/TKPGrloIW2mGdM7IlbGFBkjENtUjiwNC9xtMD7Q3N2DYmaDOtXBW0Xpb+14cB5I92CelB72ZjKojQHWAqidQp84evXxx6xKUgJzuo0cTbqPe1G3cg1OcdiJH3pC5Kn9J62SCdZlTdV1iingEYuNTxpjXKUKXysTVK7GqaVkq1U/bbQSw5Mruj0N2U7xREFLZbtxxsTvjKa3Sag9fQtbYPYz6DfVjVLtyb1w03FGs3F7eZUWbYsWmvtWOGnZ7X/OluL9BvkS5PibrxeCU6KZmlVNoTWdX7Br1lzOtol/6qXiXqDbn2uGQiwePC9J936bFF+SlMcerkYMd9RL+quefyKZattzZTw3xO3/zTri/N+Lx70+r/3w8OvZz+h4F7wZfBV8DCIg2+Cw+BFcBKcBTxQwZ/BX8HfW/92djqfd76YUe/eme/5LGgcnfB/X5uAog==</latexit>

Correction:
<latexit sha1_base64="hNq4DD5oOdcVsg/ziKakCBsgv+8=">AAAHaXicbVVdb9xEFHULZEv4aENfELw4WEEl3Vj2bqtWqIKg8FEkogY1SSvtRNF49q4zij3jjMdkV6P5GbzC7+I38MJP4I73o2t7LVsan3vmnHuvr+2kyHipo+ifO3ffe/+Drd69D7c/+viTT+8/2PnsvJSVYnDGZCbV24SWkHEBZ5rrDN4WCmieZPAmuT5y8Td/gCq5FKd6VsBFTlPBJ5xRjdDoSCoFzC2/vXwQRGFUH353ES8Wwff/efVxcrmz9ZKMJatyEJpltCxHcVToC0OV5iwDu02qEgrKrmkKps7U+nsIjf2JVHgJ7ddog0fzspzlCTJzqq/KdsyBm2KjSk+eXxguikqDYHOjSZX5WvqubH/MXZ3ZzKeMYb4V1ZgHu6KKMo3t2W4YpYoWV5xNsQQuWFaNwdwwrljFNUICbpnMcyrGhmiq0qqwZt+Q6cy8iCDv4/XdvrE+oco/NP6Bb/3HL8Ini8g6fLAZflzLuFCLXcNDhG1/HyWf44pMVG6kJSDG0xl63tza7T2ioJ2jXaWKlY5hQq5B+0FsCM6GWxBFRVo/MxdMFK2DWQ26sKPZ1c55PBgYd2OC2JJdt8cEA7sglVVSK+xe4ubdBUiTci67Ml2TFVLl8+j5Mno+j/4IOF0KjvGZvypAUS0VVqOsOVV2zxC5wATNwUGuwvXyEy5kzmlmR4MLg40qKwVuftAJJvoRSSDlwuBkZRnCik9tEPuE+MHAd21tRIji6ZX+puVBCmXQZ+KbE7tsQJFRBnWTgqEheYmjBa4/JKfXkMjpqH5VsO28dLcmGFrXSLukHtS9bExlUeoDTAXR2gJf+Pr1MUd0BkKANSpNrInCp/2oH9km55iPhUt9SXKU8GmLdJJVeVOlQzkFbORKw5E6lKNM4mNtktrZUCWlaFkN2kKvGFCxpjPY5HaKIwqKr8qPNxq+1oreJqDU7B1tg9jPoN5lNbfrSP1wU9FGcXG7OFmWrRZ1SjuW+OlZr792a5F+g3zVpLgfdzPBSVE0rcqGUFfnF/yaNaejnfKvamUUDvv12WkgwPLBh0/69dmi/JSmOPRiOWKuojDqd3r8mmbrZc2V8N8Tt/803cX5IIyH4eD3QXD49fwn5N3zvvS+8h55sffMO/Reeifemcc86f3p/eX9vfVvb6f3ee+LOfXuncWeh17j6AX/A90wgv0=</latexit>

X[24]
<latexit sha1_base64="4h0mAyRWeAAVKdik45XZGeX4Yfk=">AAAHZnicbVVdb9s2FFXbLe6yrZ8Y9rAXZUKGLnUMyU7RPhRDhnRbByxohiZpANMIKPpaIUKRCkktNgj+ib1uf2z/oD9jpPxRS7IgAdS5h+fee3QlpQWjSsfxf3fu3vvs863O/S+2v/zq6wcPHz1+cq5EKQmcEcGEvEixAkY5nGmqGVwUEnCeMviQXh/5+Ie/QCoq+KmeFTDKccbphBKsHXRxcWmG/YORvXwUxb24OsL2IlksomBxnFw+3nqLxoKUOXBNGFZqmMSFHhksNSUM7DYqFRSYXOMMTFWmDXcdNA4nQrqL67BCazycKzXLU8fMsb5SzZgHN8WGpZ68GhnKi1IDJ/NEk5KFWoS+53BMJRDNZiEmxNVbYu3qIFdYYqKdN9u1RJnExRUlU9cC5YSVYzA3hEpSUu0gDrdE5DnmY4M0lllZWLNn0HRmXseQd931056xIcIyPDThfmjD5697B4vIOry/GX5eyfhQg13BAwfb7p6TfOVWaCJzIywCPp7OXM6bW7u9iyQ0a7SrUl2nY5iga9BhlBjkBsMvkMQ8q56ZD6YSV0FWgT7saXa1cx6P+sbfmCixaMfvMVHfLkiqTCuFnUu3eWcB4lTNZVdJ12S5kPk8er6Mns+jb8BNl4Rj98zfFSCxFtJ1I605lXbXILHAOM7BQ77D9fZTykVOMbPD/sg4o1Qpwc+PywQT/QylkFFu3GQx5mBJpzZKQoTCqB96W2sRJGl2pX9s5ECFNC7PJDQndmlAwTCByqRoYFCu3GiB9wfl+BpSMR1Wr4qznSp/a6KB9UbaJXW/8rI2lYXS+64Uh1Yp3NtevT7mCM+Ac7BGZqk1ce9FN+7Gts45pmPuS1+SPKX3okE6YWVeV2lRTsEZudLwpBbliAn3WOukZjVYCsEbqfpNoXcEMF/T6W/KdupGFCRdtZ9sTPheS3ybgpSzT7QNYr+C/FTVPF1L6uebEteaS5rNCaUaFrVaOxbu07Pef5WtQfoD8pVJSTdpV+ImReKsVDWhts5v7mtWn45myb/LVaLeoFudLQMBlg++d9CtzgbllyxzQ8+XI+Y76sXdlsfvMVtva67k/j1J80/TXpz3e8mg1//zIDr8YfEXuh98F3wfPAuS4GVwGLwNToKzgAQs+Dv4J/h362PnQeebzrdz6t07iz1Pg9rRCf8HozeALQ==</latexit>

1 – 21

<latexit sha1_base64="kZ5rBwCvguIBxLxUpySNnSDSX2Q=">AAAHZ3icbVXbbtw2EFWS1pu6lyQNUBToi1zBRepoF5I2QfMQFC7cSwrUiIvYTgrTMCjurExYomSSqndB8Cv62n5YP6F/0aH2kpVkQQKoM4dnZo5GUlrlXOko+vfO3XsffLg1uP/R9seffPrZg4ePPj9VZS0ZnLAyL+W7lCrIuYATzXUO7yoJtEhzeJteHbj42z9BKl6KYz2v4LygmeBTzqhG6I+YhMMhCZP44mEQjaLm8PuLeLkIvOVxdPFo6xWZlKwuQGiWU6XO4qjS54ZKzVkOdpvUCirKrmgGpqnT+rsITfxpKfES2m/QFo8WSs2LFJkF1ZeqG3PgbbGzWk9fnBsuqlqDYItE0zr3dem7pv0Jl8B0PvcpY1hvTTXWwS6ppEyjOdutRJmk1SVnM2yBC5bXEzDXjEtWc42QgBtWFgUVE0M0lVldWbNnyGxuXkZQhHh9v2esT6j0940/9K3/9OXo2TKyCQ9vh582Mi7UYTfwGGEb7qHkC1yRqSxMaQmIyWyOOa9v7PYukdCt0a5LxU4nMCVXoP0gNgQnwy2IpCJrnpkLppI2wbwBXdjR7HrnIh4kxt2YILZkx+0xQWKXJFWnjcLOBW7eWYI0VQvZddINWVHKYhE9XUVPF9EfAadLwiE+89cVSKpLid1Ia46l3TWkXGKCFuAg1+Fm+ykXZcFpbs+Sc4NGqVqCmx/MBFP9hKSQcWFwsvIcYclnNoh9Qvwg8Z2trQiRPLvU33ZykEoazDP1zZFdGVDllEFjUjA2pFA4WuD8IQW9grScnTWvCtrOlbs1wdg6I+2KOmy8bE1lpfQQS0G0SYGve/P6mAM6ByHAGpml1kSj52EURrbNOeQT4UpfkRxl9LxDOsrroq3SoxwDGrnWcKQe5SAv8bG2Sd1qqCxL0UmVdIVeM6BiQye5LdsxjihIvm4/vjXhGy3pTQpSzt/TbhH7GeT7qhbpelI/XNe01Vzcba5UqmNRr7XDEj89m/032Tqk36BYmxSHcb8SnBRJs1q1hPo6v+DXrD0d3ZJ/letEo3HYnD0DAVYPfvQsbM4O5acsw6EXqxFzHY2isOfxG5pvtrVQwn9P3P3T9BenySgej5Lfk2D/m+Vf6L73lfe198SLve+8fe+Vd+SdeMwrvL+8v71/tv4bPBh8MfhyQb17Z7nnsdc6Bjv/AyY3f2Y=</latexit>

flags:

<latexit sha1_base64="ppR0pbLlcMwo+JLxMVFyOTwJizs=">AAAHZHicbVXtbtxEFHULZEso0FLxCwk5WEEl3azs3VZUqEJB4aNIRA1qsq2UiaLx7F1niD3jzIzJrkbzDvyFN+MFeA7ueD+6tmPZ0vjcM+fee3xtp2XOtYnjf+/cfe/9D7Z69z7c/uj+x598+uDhZ2MtK8XglMlcqrcp1ZBzAaeGmxzelgpokebwJr069PE3f4LSXIoTMy/hvKCZ4FPOqEFoPM1ppr+7eBDFg7g+wu4iWS6iYHkcXzzcekkmklUFCMNyqvVZEpfm3FJlOMvBbZNKQ0nZFc3A1kW6cBehSTiVCi9hwhpt8Gih9bxIkVlQc6nbMQ/eFjurzPT5ueWirAwItkg0rfLQyNB3HE64AmbyeUgZw3orarAOdkkVZQad2W4kyhQtLzmbYQtcsLyagL1mXLGKG4QE3DBZFFRMLDFUZVXp7J4ls7l9EUPRx+v7PetCQlV4YMP90IVPXgyeLiOb8P7t8JNaxoda7BoeIez6eyj5HFdkqgorHQExmc0x5/WN294lCto1unWp2OkEpuQKTBglluBY+AVRVGT1M/PBVNE6mNegD3uaW+9cxKOh9Tc2ShzZ8XtsNHRLkq7SWmHnAjfvLEGa6oXsOumGrJCqWETHq+h4Ef0RcLoUHOEzf1WCokYq7EY5e6LcriVyiQlagId8h5vtp1zIgtPcnQ3PLRqlKwV+fjATTM1jkkLGhcXJynOEFZ+5KAkJCaNh6G1tRIji2aX5ppWDlMpinmloj93KgDKnDGqTopElhcbRAu8PKegVpHJ2Vr8qaDvX/tZGI+eNdCvqfu1lYypLbfaxFETrFPiu16+PPaRzEAKcVVnqbDx41o/7sWtyjvhE+NJXJE8ZPGuRjvOqaKp0KCeARq41PKlDOcwlPtYmqV0NVVKKVqphW+gVAyo2dIa3ZTvBEQXF1+0ntyZ8bRS9SUGp+TvaLWI/g3pX1SJdR+qH64o2mkvazUmtWxZ1WjuS+OnZ7L/O1iL9BsXapKSfdCvBSVE0q3RDqKvzC37NmtPRLvlXtU40GPXrs2MgwOrBD57267NF+SnLcOjFasR8R4O43/H4Nc0321oo4b8naf9puovxcJCMBsPfh9HB18u/0L3gi+Cr4HGQBN8GB8HL4Dg4DVjwR/BX8Hfwz9Z/vfu9R73PF9S7d5Z7HgWNo/fl/6Jvf5E=</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

ancilla qubits

<latexit sha1_base64="gBYRsxl6WxSYt9umSIY0RhnO9RU=">AAAHbHicbVXbbtw2EFXS1pu6lyRt34ICdAUHqbNeSLsJmoegcOFeUqBGXMR2ApiuQXFnZcIUKZNUvQuC/9HX9q/6E/2GktpLVtIKEkCdOTwzczSSspIzbZLk3zt3P/jwo63evY+3P/n0s8/vP3j4xZmWlaJwSiWX6l1GNHAm4NQww+FdqYAUGYe32fVhiL/9E5RmUpyYWQkXBckFmzBKjIf+IIIyzgm6qTJm9OWDOBkk9YG6i3SxiKPFcXz5cOsVHktaFSAM5UTr8zQpzYUlyjDKwW3jSkNJ6DXJwdbFOrTroTGaSOUvYVCNNnik0HpWZJ5ZEHOl27EAboqdV2by4sIyUVYGBJ0nmlQcGYlC52jMFFDDZ4hQ6uutiPF10CuiCDXeoe1GolyR8orRqW+BCcqrMdgbyhStmPGQgFsqi4KIscWGqLwqnd2zeDqzLxMo+v76fs86hIlCBxbtI4eevhw8W0TW4f3N8NNaJoRa7Boeedj197zkC7/CE1VY6TCI8XTmc97cuu1drKBdo1uV6jsdwwRfg0FxarEfj7DAioi8fmYhmClSB3kNhnCgudXOeTwe2nBj49ThnbDHxkO3IOkqqxV2Lv3mnQVIMj2XXSVdkxVSFfPo2TJ6No/+CH66FBz5Z/66BEWMVL4b5eyJcrsWywUmSAEBCh2ut58xIQtGuDsfXlhvlK4UhPnxmWBinuAMciasnyzOPazY1MUpwhjFQxRsbUSwYvmV+baVA5fK+jwTZI/d0oCSEwq1SfHI4kL70YLgDy7INWRyel6/Kt52psOtjUcuGOmW1P3ay8ZUltrs+1I8Wqfw73z9+thDMgMhwFmVZ84mg+f9pJ+4JueIjUUofUkKlMHzFumYV0VTpUM5AW/kSiOQOpRDLv1jbZLa1RAlpWilGraFXlMgYk1nuCnbiR9RUGzVfrox4RujyG0GSs3e0zaI/QzqfVXzdB2pH24q0mgubTcntW5Z1GntSPpPz3r/dbYW6TcoVial/bRbiZ8URfJKN4S6Or/4r1lzOtol/6pWiQajfn12DARYPvjBs359tig/5bkferEcsdDRIOl3PH5D+HpbcyX/70nbf5ru4mw4SEeD4e/D+ODx4i90L3oUfRM9idLou+ggehUdR6cRjVT0V/R39M/Wf72veo96X8+pd+8s9nwZNY7e4/8B50SDJg==</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

±Z

<latexit sha1_base64="A/RmTdtcDu2UdR3EATvYxGETcpg=">AAAHY3icbVXbbtw2EFXS1ps6vSRp34oCcgQXqbNeSLsOmoegcOFeEqBGXMR2gpiGQXFnZcISKZNUvQuC39DX9tP6Af2PDrWXrCQLEkCdOTwzczSS0jLn2sTxv3fufvTxJxu9e59u3v/s8y++fPDw0amWlWJwwmQu1buUasi5gBPDTQ7vSgW0SHN4m14d+PjbP0FpLsWxmZVwXtBM8Aln1CB0QsoifH/xIIoHcX2E3UWyWETB4ji6eLjxkowlqwoQhuVU67MkLs25pcpwloPbJJWGkrIrmoGta3ThNkLjcCIVXsKENdrg0ULrWZEis6DmUrdjHrwtdlaZyfNzy0VZGRBsnmhS5aGRoW84HHMFzOSzkDKG9VbUYB3skirKDBqz2UiUKVpecjbFFrhgeTUGe824YhU3CAm4YbIoqBhbYqjKqtLZHUumM/sihqKP14871oWEqnDfhruhC5++GOwtIuvw7u3w01rGh1rsGh4h7Po7KPkcV2SiCisdATGezjDn9Y3b3CYK2jW6VanY6Rgm5ApMGCWW4FT4BVFUZPUz88FU0TqY16APe5pb7ZzHo6H1NzZKHNnye2w0dAuSrtJaYesCN28tQJrquewq6ZqskKqYR0+X0dN59GfA6VJwiM/8dQmKGqmwG+XssXLblsgFJmgBHvIdrrefciELTnN3Njy3aJSuFPj5wUwwMU9IChkXFicrzxFWfOqiJCQkjIaht7URIYpnl+b7Vg5SKot5JqE9cksDypwyqE2KRpYUGkcLvD+koFeQyulZ/aqg7Vz7WxuNnDfSLam7tZeNqSy12cVSEK1T4Ktevz72gM5ACHBWZamz8eBZP+7Hrsk55GPhS1+SPGXwrEU6yquiqdKhHAMaudLwpA7lIJf4WJukdjVUSSlaqYZtodcMqFjTGd6W7RhHFBRftZ/cmvCNUfQmBaVmH2i3iP0K6kNV83QdqZ+uK9poLmk3J7VuWdRp7VDip2e9/zpbi/Q7FCuTkn7SrQQnRdGs0g2hrs5v+DVrTke75FdqlWgw6tdnx0CA5YMf7PXrs0X5Jctw6MVyxHxHg7jf8fgNzdfbmivhvydp/2m6i9PhIBkNhn/sRfvfLf5C94JvgsfBkyAJfgj2g5fBUXASsIAHfwV/B/9s/Ne733vU+3pOvXtnseeroHH0vv0fbPx+9Q==</latexit>

±Z

<latexit sha1_base64="A/RmTdtcDu2UdR3EATvYxGETcpg=">AAAHY3icbVXbbtw2EFXS1ps6vSRp34oCcgQXqbNeSLsOmoegcOFeEqBGXMR2gpiGQXFnZcISKZNUvQuC39DX9tP6Af2PDrWXrCQLEkCdOTwzczSS0jLn2sTxv3fufvTxJxu9e59u3v/s8y++fPDw0amWlWJwwmQu1buUasi5gBPDTQ7vSgW0SHN4m14d+PjbP0FpLsWxmZVwXtBM8Aln1CB0QsoifH/xIIoHcX2E3UWyWETB4ji6eLjxkowlqwoQhuVU67MkLs25pcpwloPbJJWGkrIrmoGta3ThNkLjcCIVXsKENdrg0ULrWZEis6DmUrdjHrwtdlaZyfNzy0VZGRBsnmhS5aGRoW84HHMFzOSzkDKG9VbUYB3skirKDBqz2UiUKVpecjbFFrhgeTUGe824YhU3CAm4YbIoqBhbYqjKqtLZHUumM/sihqKP14871oWEqnDfhruhC5++GOwtIuvw7u3w01rGh1rsGh4h7Po7KPkcV2SiCisdATGezjDn9Y3b3CYK2jW6VanY6Rgm5ApMGCWW4FT4BVFUZPUz88FU0TqY16APe5pb7ZzHo6H1NzZKHNnye2w0dAuSrtJaYesCN28tQJrquewq6ZqskKqYR0+X0dN59GfA6VJwiM/8dQmKGqmwG+XssXLblsgFJmgBHvIdrrefciELTnN3Njy3aJSuFPj5wUwwMU9IChkXFicrzxFWfOqiJCQkjIaht7URIYpnl+b7Vg5SKot5JqE9cksDypwyqE2KRpYUGkcLvD+koFeQyulZ/aqg7Vz7WxuNnDfSLam7tZeNqSy12cVSEK1T4Ktevz72gM5ACHBWZamz8eBZP+7Hrsk55GPhS1+SPGXwrEU6yquiqdKhHAMaudLwpA7lIJf4WJukdjVUSSlaqYZtodcMqFjTGd6W7RhHFBRftZ/cmvCNUfQmBaVmH2i3iP0K6kNV83QdqZ+uK9poLmk3J7VuWdRp7VDip2e9/zpbi/Q7FCuTkn7SrQQnRdGs0g2hrs5v+DVrTke75FdqlWgw6tdnx0CA5YMf7PXrs0X5Jctw6MVyxHxHg7jf8fgNzdfbmivhvydp/2m6i9PhIBkNhn/sRfvfLf5C94JvgsfBkyAJfgj2g5fBUXASsIAHfwV/B/9s/Ne733vU+3pOvXtnseeroHH0vv0fbPx+9Q==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

±Z

<latexit sha1_base64="A/RmTdtcDu2UdR3EATvYxGETcpg=">AAAHY3icbVXbbtw2EFXS1ps6vSRp34oCcgQXqbNeSLsOmoegcOFeEqBGXMR2gpiGQXFnZcISKZNUvQuC39DX9tP6Af2PDrWXrCQLEkCdOTwzczSS0jLn2sTxv3fufvTxJxu9e59u3v/s8y++fPDw0amWlWJwwmQu1buUasi5gBPDTQ7vSgW0SHN4m14d+PjbP0FpLsWxmZVwXtBM8Aln1CB0QsoifH/xIIoHcX2E3UWyWETB4ji6eLjxkowlqwoQhuVU67MkLs25pcpwloPbJJWGkrIrmoGta3ThNkLjcCIVXsKENdrg0ULrWZEis6DmUrdjHrwtdlaZyfNzy0VZGRBsnmhS5aGRoW84HHMFzOSzkDKG9VbUYB3skirKDBqz2UiUKVpecjbFFrhgeTUGe824YhU3CAm4YbIoqBhbYqjKqtLZHUumM/sihqKP14871oWEqnDfhruhC5++GOwtIuvw7u3w01rGh1rsGh4h7Po7KPkcV2SiCisdATGezjDn9Y3b3CYK2jW6VanY6Rgm5ApMGCWW4FT4BVFUZPUz88FU0TqY16APe5pb7ZzHo6H1NzZKHNnye2w0dAuSrtJaYesCN28tQJrquewq6ZqskKqYR0+X0dN59GfA6VJwiM/8dQmKGqmwG+XssXLblsgFJmgBHvIdrrefciELTnN3Njy3aJSuFPj5wUwwMU9IChkXFicrzxFWfOqiJCQkjIaht7URIYpnl+b7Vg5SKot5JqE9cksDypwyqE2KRpYUGkcLvD+koFeQyulZ/aqg7Vz7WxuNnDfSLam7tZeNqSy12cVSEK1T4Ktevz72gM5ACHBWZamz8eBZP+7Hrsk55GPhS1+SPGXwrEU6yquiqdKhHAMaudLwpA7lIJf4WJukdjVUSSlaqYZtodcMqFjTGd6W7RhHFBRftZ/cmvCNUfQmBaVmH2i3iP0K6kNV83QdqZ+uK9poLmk3J7VuWdRp7VDip2e9/zpbi/Q7FCuTkn7SrQQnRdGs0g2hrs5v+DVrTke75FdqlWgw6tdnx0CA5YMf7PXrs0X5Jctw6MVyxHxHg7jf8fgNzdfbmivhvydp/2m6i9PhIBkNhn/sRfvfLf5C94JvgsfBkyAJfgj2g5fBUXASsIAHfwV/B/9s/Ne733vU+3pOvXtnseeroHH0vv0fbPx+9Q==</latexit>

X[27]
<latexit sha1_base64="yMNYyhkGSeA7yWisyBWp1Jkc5vY=">AAAHZnicbVVdb9s2FFU/FnfZ1rUrhj30RZmQoUsdQ7JTtA9FkSH76IAFzdAkDWAaAUVfK0QoUiGpxQbBP9HX7Y/tH+xnjJQ/akkWJIA69/Dce4+upLRgVOk4/vfO3Xv3P9vqPPh8+4svv3r49aPH35wrUUoCZ0QwIS9SrIBRDmeaagYXhQScpww+pNdHPv7hL5CKCn6qZwWMcpxxOqEEawddXFyaYf/lyF4+iuJeXB1he5EsFlGwOE4uH2+9RWNByhy4JgwrNUziQo8MlpoSBnYblQoKTK5xBqYq04a7DhqHEyHdxXVYoTUezpWa5alj5lhfqWbMg5tiw1JPXo0M5UWpgZN5oknJQi1C33M4phKIZrMQE+LqLbF2dZArLDHRzpvtWqJM4uKKkqlrgXLCyjGYG0IlKal2EIdbIvIc87FBGsusLKzZM2g6M69jyLvuerNnbIiwDA9NuB/a8Pnr3sEisg7vb4afVzI+1GBX8MDBtrvnJF+5FZrI3AiLgI+nM5fz5tZu7yIJzRrtqlTX6Rgm6Bp0GCUGucHwCyQxz6pn5oOpxFWQVaAPe5pd7ZzHo77xNyZKLNrxe0zUtwuSKtNKYefSbd5ZgDhVc9lV0jVZLmQ+j54vo+fz6M/gpkvCsXvm7wqQWAvpupHWnEq7a5BYYBzn4CHf4Xr7KeUip5jZYX9knFGqlODnx2WCiX6GUsgoN26yGHOwpFMbJSFCYdQPva21CJI0u9I/NnKgQhqXZxKaE7s0oGCYQGVSNDAoV260wPuDcnwNqZgOq1fF2U6VvzXRwHoj7ZK6X3lZm8pC6X1XikOrFO5tr14fc4RnwDlYI7PUmrj3oht3Y1vnHNMx96UvSZ7Se9EgnbAyr6u0KKfgjFxpeFKLcsSEe6x1UrMaLIXgjVT9ptA7Apiv6fQ3ZTt1IwqSrtpPNiZ8ryW+TUHK2SfaBrFfQX6qap6uJfXTTYlrzSXN5oRSDYtarR0L9+lZ77/K1iD9AfnKpKSbtCtxkyJxVqqaUFvnN/c1q09Hs+Tf5SpRb9CtzpaBAMsH3zvoVmeD8kuWuaHnyxHzHfXibsvj95ittzVXcv+epPmnaS/O+71k0Ov/eRAd/rD4Cz0IngbfB8+CJHgZHAZvg5PgLCABCz4Gfwf/bP3Xedj5tvPdnHr3zmLPk6B2dML/AbgugDA=</latexit>

X[30]
<latexit sha1_base64="n1pvH4WrCD0zxs4rip5bfwlIGB0=">AAAHZnicbVVdb9s2FFXbLe6yrZ8Y9rAXZkKGLnUMyU7RPhRDhnRbByxohiZpANMIKPpaIUJRCkktNgj+ib1uf2z/oD9jpPxRS7IgAdS5h+fee3QlJQVnSkfRf3fu3vvs863O/S+2v/zq6wcPHz1+cq7yUlI4oznP5UVCFHAm4EwzzeGikECyhMOH5PrIxz/8BVKxXJzqWQGjjKSCTRgl2kEXF5dmOIhG9vJRGPWi6kDtRbxYhMHiOLl8vPUWj3NaZiA05USpYRwVemSI1IxysNu4VFAQek1SMFWZFu06aIwmuXSX0KhCazySKTXLEsfMiL5SzZgHN8WGpZ68GhkmilKDoPNEk5IjnSPfMxozCVTzGSKUunpLol0d9IpIQrXzZruWKJWkuGJ06lpggvJyDOaGMklLph0k4JbmWUbE2GBNZFoW1uwZPJ2Z1xFkXXf9tGcswkSiQ4P2kUXPX/cOFpF1eH8z/LyS8aEGu4IHDrbdPSf5yq3wRGYmtxjEeDpzOW9u7fYultCs0a5KdZ2OYYKvQaMwNtgNhl9gSURaPTMfTCSpgrwCfdjT7GrnPB72jb8xYWzxjt9jwr5dkFSZVAo7l27zzgIkiZrLrpKuyYpcZvPo+TJ6Po++ATddEo7dM39XgCQ6l64bac2ptLsG5wtMkAw85Dtcbz9hIs8Y4XbYHxlnlCol+PlxmWCin+EEUiaMmyzOHSzZ1IYxwhiFfeRtrUWwZOmV/rGRAxfSuDwTZE7s0oCCEwqVSeHA4Ey50QLvD87INST5dFi9Ks52pvytCQfWG2mX1P3Ky9pUFkrvu1IcWqVwb3v1+pgjMgMhwBqZJtZEvRfdqBvZOueYjYUvfUnylN6LBumEl1ldpUU5BWfkSsOTWpQjnrvHWic1qyEyz0UjVb8p9I4CEWs6/U3ZTt2IgmSr9uONCd9rSW4TkHL2ibZB7FeQn6qap2tJ/XxTklpzcbO5XKmGRa3WjnP36Vnvv8rWIP0B2cqkuBu3K3GTIklaqppQW+c39zWrT0ez5N/lKlFv0K3OloEAywffO+hWZ4PyS5q6oRfLEfMd9aJuy+P3hK+3NVdy/564+adpL877vXjQ6/95EB7+sPgL3Q++C74PngVx8DI4DN4GJ8FZQAMe/B38E/y79bHzoPNN59s59e6dxZ6nQe3ooP8BjkGAKg==</latexit>

w = 33

<latexit sha1_base64="rxFCLwlWi9PdwBzNp+ot4SOrvBg=">AAAHZHicbVVdb9xEFHVbyJZQoKXiCQlNsIJKurHs3Vb0oUBQ+CgSUYOabCtlomg8e9eZxp5xZsZkV6P5D7zCP+MP8MxPYMb70bW9li2Nzz1z7r3H13Za5kzpOP7n1u07772/1bv7wfaH9z76+JP7Dz4dKVFJCqdU5EK+SYmCnHE41Uzn8KaUQIo0h9fp1aGPv/4DpGKCn+hZCecFyTibMEq0g0Y36Fs0HF7cD+Morg/UXSSLRfj9f0F9HF882HqBx4JWBXBNc6LUWRKX+twQqRnNwW7jSkFJ6BXJwNRFWrTroDGaCOkurlGNNnikUGpWpI5ZEH2p2jEPboqdVXry7NwwXlYaOJ0nmlQ50gL5jtGYSaA6nyFCqau3ItrVQS+JJFQ7Z7YbiTJJyktGp64FxmlejcFcUyZpxbSDONxQURSEjw3WRGZVac2ewdOZeR5D0XfXd3vGIkwkOjBoH1n0+Hn0ZBFZh/c3w49rGR9qsWt46GDb33OSz9wKT2RhhMXAx9OZy3l9Y7d3sYR2jXZVqut0DBN8BRqFicFuLPwCS8Kz+pn5YCpJHcxr0Ic9za52zuPhwPgbEyYW7/g9JhzYBUlVaa2wc+E27yxAkqq57CrpmiwXsphHR8voaB79Edx0SThyz/xlCZJoIV030poTaXcNFguMkwI85Dtcbz9lXBSM5PZscG6cUaqS4OfHZYKJfoRTyBg3brLy3MGSTW2YIIxROEDe1kYES5Zd6q9bOXApjcszQebYLg0oc0KhNikcGlwoN1rg/cEFuYJUTM/qV8XZzpS/NeHQeiPtkrpfe9mYylLpfVeKQ+sU7l2vXx9zSGbAOVgjs9SaOHraj/uxbXKO2Jj70pckT4metkjHeVU0VTqUE3BGrjQ8qUM5zIV7rE1SuxoiheCtVIO20EsKhK/pDDZlO3EjCpKt2k82JnylJblJQcrZO9oGsZ9Bvqtqnq4j9cN1RRrNJe3mhFItizqtHQn36Vnvv87WIv0GxcqkpJ90K3GTIklWqYZQV+cX9zVrTke75F/lKlE07Ndnx0CA5YOPnvTrs0X5Kcvc0PPliPmOorjf8fgVydfbmiu5f0/S/tN0F6NBlAyjwe+D8OCr+U8ouBt8HnwZPAqS4JvgIHgRHAenAQ3eBn8GfwV/b/3bu9d72PtsTr19a7HnYdA4el/8Dzzmf9M=</latexit>

(b) w = 33, a = 4.

k+1 = 47

<latexit sha1_base64="7FGpQw08TRJzsgrDTHsmLj0OT+I=">AAAHZnicbVXbbtw2EFWS1pu4bW5FkYe+0BVcpPZ6Ie06SB7S1oV7SYEacRHbMWAaBsWdlYmlKJmk6l0Q/Im+tj/WP+hjP6Gk9pKVtIIEUGcOz8wcjaSk4EzpKPrnzt17H3280bn/YPOTTz97+Ojxk6dnKi8lhVOa81yeJ0QBZwJONdMczgsJJEs4vE/Ghz7+/g+QiuXiRE8LuMxIKtiIUaIddD7ejdG3aP/l1eMw6kXVgdqLeL4Iv/8vqI7jqycbb/Awp2UGQlNOlLqIo0JfGiI1oxzsJi4VFISOSQqmKtOibQcN0SiX7hIaVWiNRzKlplnimBnR16oZ8+C62EWpR68uDRNFqUHQWaJRyZHOke8ZDZkEqvkUEUpdvSXRrg56TSSh2nmzWUuUSlJcMzpxLTBBeTkEc0OZpCXTDhJwS/MsI2JosCYyLQtrdgyeTM3rCLKuu77bMRZhItGBQXvIot3Xvf15ZBXeWw/vVjI+1GBX8MDBtrvjJF+5FR7JzOQWgxhOpi7nza3d3MYSmjXaZamu0yGM8Bg0CmOD3WD4BZZEpNUz88FEkirIK9CHPc0ud87iYd/4GxPGFm/5PSbs2zlJlUmlsHXlNm/NQZKomewy6YqsyGU2i54tomez6I/gpkvCkXvmbwuQROfSdSOtOZF22+B8jgmSgYd8h6vtJ0zkGSPcXvQvjTNKlRL8/LhMMNLPcQIpE8ZNFucOlmxiwxhhjMI+8rbWIliy9Fp/08iBC2lcnhEyx3ZhQMEJhcqkcGBwptxogfcHZ2QMST65qF4VZztT/taEA+uNtAvqXuVlbSoLpfdcKQ6tUri3vXp9zCGZghBgjUwTa6Lei27UjWydc8SGwpe+IHlK70WDdMzLrK7SopyAM3Kp4UktyiHP3WOtk5rVEJnnopGq3xR6S4GIFZ3+umwnbkRBsmX78dqE77QktwlIOf1AWyP2M8gPVc3StaR+uClJrbm42VyuVMOiVmtHufv0rPZfZWuQfoNsaVLcjduVuEmRJC1VTait84v7mtWno1nyr3KZqDfoVmfLQIDFg+/td6uzQfkpTd3Qi8WI+Y56Ubfl8TvCV9uaKbl/T9z807QXZ/1ePOj1f++HB1/PfkLB/eDL4KvgeRAHL4OD4E1wHJwGNODBn8Ffwd8b/3Yedr7oPJtR796Z7/k8qB0d9D/luYA8</latexit>

74

<latexit sha1_base64="iNKOO8U4pLLXaUs07toWcOH7wCE=">AAAHYHicbVXbbtw2EFXS1uu6l8TNW/oiV3CROmtB2nWQPAStC/eSAjXiNrYTwDQMijsrE5ZImaLqXRD8g762/9bXfkE/oUPtJStpBQmgzhyemTkaSUmR8VJH0T/37n/w4Ucbvc2Ptz759LPPHzzc/uK8lJVicMZkJtW7hJaQcQFnmusM3hUKaJ5k8Da5OXLxt3+AKrkUp3pawGVOU8HHnFGN0O/PD64eBlEY1YffXcTzRfDdf159nFxtb7wiI8mqHIRmGS3Lizgq9KWhSnOWgd0iVQkFZTc0BVMXaP1dhEb+WCq8hPZrtMGjeVlO8wSZOdXXZTvmwHWxi0qPX1waLopKg2CzROMq87X0Xbf+iCtgOpv6lDGst6Ia62DXVFGm0ZWtRqJU0eKaswm2wAXLqhGYW8YVq7hGSMAdk3lOxcgQTVVaFdbsGTKZmpcR5H28vt0z1idU+YfG3/et//RleDCPrML76+GntYwLtdg1PETY9vdQ8gWuyFjlRloCYjSZYs7bO7u1SxS0a7TLUrHTEYzJDWg/iA3BkXALoqhI62fmgomidTCrQRd2NLvcOYsHA+NuTBBbsuP2mGBg56SySmqFnSvcvDMHaVLOZJdJV2SFVPkser6Ins+iPwBOl4JjfOavC1BUS4XdKGtOld01RM4xQXNwkOtwtf2EC5lzmtmLwaVBo8pKgZsfzARj/YQkkHJhcLKyDGHFJzaIfUL8YOA7WxsRonh6rb9p5SCFMphn7JsTuzCgyCiD2qRgaEhe4miB84fk9AYSObmoXxW0nZfu1gRD64y0C+p+7WVjKotS72MpiNYp8D2vXx9zRKcgBFij0sSaKHzWj/qRbXKO+Ui40hckRwmftUgnWZU3VTqUU0AjlxqO1KEcZRIfa5PUroYqKUUr1aAt9JoBFSs6g3XZTnFEQfFl+/HahG+0oncJKDV9T1sj9hOo91XN0nWkvr+taKO5uN2cLMuWRZ3WjiV+elb7r7O1SL9CvjQp7sfdSnBSFE2rsiHU1fkZv2bN6WiX/ItaJgqH/frsGAiwePDhQb8+W5Qf0xSHXixGzHUURv2Ox29ottrWTAn/PXH7T9NdnA/CeBgOfhsEh1/PfkLepvel95X3xIu9596h98o78c485o29P72/vL83/u1t9h70tmfU+/fmex55jaP3+H8K4n68</latexit>

68

<latexit sha1_base64="g988IylG8YG6OUVg771gd4KggYQ=">AAAHYHicbVVdb9xEFHULZEP4aEPf4MXBCirpZmV725KHCoLCR5GIGmiSVspE0Xj2rjOKPeOMx2RXo/kHvMJ/45VfwE/gjveja3stWxqfe+bce4+v7aTIeKnD8J979997/4ON3uaHWx99/MmnDx5uf3ZeykoxOGMyk+ptQkvIuIAzzXUGbwsFNE8yeJPcHLn4mz9AlVyKUz0t4DKnqeBjzqhG6PfnB1cPg3AQ1offXUTzRfDdf159nFxtb7wkI8mqHIRmGS3Liygs9KWhSnOWgd0iVQkFZTc0BVMXaP1dhEb+WCq8hPZrtMGjeVlO8wSZOdXXZTvmwHWxi0qPDy4NF0WlQbBZonGV+Vr6rlt/xBUwnU19yhjWW1GNdbBrqijT6MpWI1GqaHHN2QRb4IJl1QjMLeOKVVwjJOCOyTynYmSIpiqtCmv2DJlMzYsQ8j5e3+4Z6xOq/EPj7/vWf/Ji8HQeWYX318NPahkXarFreIiw7e+h5AGuyFjlRloCYjSZYs7bO7u1SxS0a7TLUrHTEYzJDWg/iAzBkXALoqhI62fmgomidTCrQRd2NLvcOYsHsXE3Jogs2XF7TBDbOamsklph5wo378xBmpQz2WXSFVkhVT6Lni+i57PoD4DTpeAYn/mrAhTVUmE3yppTZXcNkXNM0Bwc5DpcbT/hQuacZvYivjRoVFkpcPODmWCsH5MEUi4MTlaWIaz4xAaRT4gfxL6ztREhiqfX+utWDlIog3nGvjmxCwOKjDKoTQqGhuQljhY4f0hObyCRk4v6VUHbeeluTTC0zki7oO7XXjamsij1PpaCaJ0C3/P69TFHdApCgDUqTawJB8/6YT+0Tc4xHwlX+oLkKINnLdJJVuVNlQ7lFNDIpYYjdShHmcTH2iS1q6FKStFKFbeFXjGgYkUnXpftFEcUFF+2H61N+ForepeAUtN3tDViP4F6V9UsXUfq+9uKNpqL2s3JsmxZ1GntWOKnZ7X/OluL9CvkS5OiftStBCdF0bQqG0JdnZ/xa9acjnbJv6hlosGwX58dAwEWD37wtF+fLcqPaYpDLxYj5joahP2Ox69pttrWTAn/PVH7T9NdnMeDaDiIf4uDw69mPyFv0/vC+9J77EXeN96h99I78c485o29P72/vL83/u1t9h70tmfU+/fmex55jaP3+f8f0n6/</latexit>

65

<latexit sha1_base64="ogtEqbgPS+Wz9VOFb4R1vS81ZoA=">AAAHYHicbVVdb9xEFHULZEP4aEPf4MXBCirpZmV7m9KHCoLCR5GIGmiSVspE0Xj2rjOKPeOMx2RXo/kHvMJ/45VfwE/gjveja3stWxqfe+bce4+v7aTIeKnD8J979997/4ON3uaHWx99/MmnDx5uf3ZeykoxOGMyk+ptQkvIuIAzzXUGbwsFNE8yeJPcHLn4mz9AlVyKUz0t4DKnqeBjzqhG6PdnB1cPg3AQ1offXUTzRfDdf159nFxtb7wkI8mqHIRmGS3Liygs9KWhSnOWgd0iVQkFZTc0BVMXaP1dhEb+WCq8hPZrtMGjeVlO8wSZOdXXZTvmwHWxi0qPn18aLopKg2CzROMq87X0Xbf+iCtgOpv6lDGst6Ia62DXVFGm0ZWtRqJU0eKaswm2wAXLqhGYW8YVq7hGSMAdk3lOxcgQTVVaFdbsGTKZmhch5H28vt0z1idU+YfG3/et/+TF4Ok8sgrvr4ef1DIu1GLX8BBh299Dyee4ImOVG2kJiNFkijlv7+zWLlHQrtEuS8VORzAmN6D9IDIER8ItiKIirZ+ZCyaK1sGsBl3Y0exy5ywexMbdmCCyZMftMUFs56SySmqFnSvcvDMHaVLOZJdJV2SFVPkser6Ins+iPwBOl4JjfOavClBUS4XdKGtOld01RM4xQXNwkOtwtf2EC5lzmtmL+NKgUWWlwM0PZoKxfkwSSLkwOFlZhrDiExtEPiF+EPvO1kaEKJ5e669bOUihDOYZ++bELgwoMsqgNikYGpKXOFrg/CE5vYFETi7qVwVt56W7NcHQOiPtgrpfe9mYyqLU+1gKonUKfM/r18cc0SkIAdaoNLEmHBz0w35om5xjPhKu9AXJUQYHLdJJVuVNlQ7lFNDIpYYjdShHmcTH2iS1q6FKStFKFbeFXjGgYkUnXpftFEcUFF+2H61N+ForepeAUtN3tDViP4F6V9UsXUfq+9uKNpqL2s3JsmxZ1GntWOKnZ7X/OluL9CvkS5OiftStBCdF0bQqG0JdnZ/xa9acjnbJv6hlosGwX58dAwEWD37wtF+fLcqPaYpDLxYj5joahP2Ox69pttrWTAn/PVH7T9NdnMeDaDiIf4uDw69mPyFv0/vC+9J77EXeN96h99I78c485o29P72/vL83/u1t9h70tmfU+/fmex55jaP3+f8K4X68</latexit>

62

<latexit sha1_base64="T2BxUw62sUN/2mwhSfmRN19v3cE=">AAAHYHicbVXbbtw2EFXS1uu6l8TtW/oiV3CROuuFpE2aPASpC/eSAjXiNrYTwDQMijsrE5ZImaLiXRD8g762/9bXfkE/oUPtJStpBQmgzhyemTkaSUmR8VKH4T937n7w4Ucbvc2Ptz759LPP793f/uKslJVicMpkJtXbhJaQcQGnmusM3hYKaJ5k8Ca5PnTxN+9AlVyKEz0t4CKnqeBjzqhG6I/v4sv7QTgI68PvLqL5Ivj+P68+ji+3N16SkWRVDkKzjJbleRQW+sJQpTnLwG6RqoSCsmuagqkLtP4uQiN/LBVeQvs12uDRvCyneYLMnOqrsh1z4LrYeaXHzy4MF0WlQbBZonGV+Vr6rlt/xBUwnU19yhjWW1GNdbArqijT6MpWI1GqaHHF2QRb4IJl1QjMDeOKVVwjJOCWyTynYmSIpiqtCmv2DJlMzfMQ8j5eL/aM9QlV/oHx933rP3o+eDyPrML76+FHtYwLtdg1PETY9vdQ8hmuyFjlRloCYjSZYs6bW7u1SxS0a7TLUrHTEYzJNWg/iAzBkXALoqhI62fmgomidTCrQRd2NLvcOYsHsXE3Jogs2XF7TBDbOamsklph5xI378xBmpQz2WXSFVkhVT6Lni2iZ7Poj4DTpeAIn/mrAhTVUmE3ypoTZXcNkXNM0Bwc5DpcbT/hQuacZvY8vjBoVFkpcPODmWCsH5IEUi4MTlaWIaz4xAaRT4gfxL6ztREhiqdX+ttWDlIog3nGvjm2CwOKjDKoTQqGhuQljhY4f0hOryGRk/P6VUHbeeluTTC0zki7oO7XXjamsij1PpaCaJ0C3/P69TGHdApCgDUqTawJB0/6YT+0Tc4RHwlX+oLkKIMnLdJxVuVNlQ7lBNDIpYYjdSiHmcTH2iS1q6FKStFKFbeFXjGgYkUnXpftBEcUFF+2H61N+ForepuAUtP3tDViP4N6X9UsXUfqh5uKNpqL2s3JsmxZ1GntSOKnZ7X/OluL9BvkS5OiftStBCdF0bQqG0JdnV/wa9acjnbJv6plosGwX58dAwEWD37wuF+fLcpPaYpDLxYj5joahP2Ox69pttrWTAn/PVH7T9NdnMWDaDiIf4+Dg29mPyFv0/vK+9p76EXeU+/Ae+kde6ce88ben95f3t8b//Y2e/d62zPq3TvzPV96jaP34H/14X65</latexit>

59

<latexit sha1_base64="9CWesqOHOFLbbUWHgth0j3WlhtA=">AAAHYHicbVVdb9xEFHULZEP4aEPf4MXBCirpZmV7G7VIFQSFjyIRNdAkrZSJovHsXWcUe+zMjMmuRvMPeIX/xiu/gJ/AHe9H1/ZatjQ+98y59x5f20mZcaXD8J979997/4ON3uaHWx99/MmnDx5uf3auikoyOGNFVsi3CVWQcQFnmusM3pYSaJ5k8Ca5OXLxN3+AVLwQp3pawmVOU8HHnFGN0O8H31w9DMJBWB9+dxHNF8F3/3n1cXK1vfGSjApW5SA0y6hSF1FY6ktDpeYsA7tFKgUlZTc0BVMXaP1dhEb+uJB4Ce3XaINHc6WmeYLMnOpr1Y45cF3sotLj55eGi7LSINgs0bjKfF34rlt/xCUwnU19yhjWW1GNdbBrKinT6MpWI1EqaXnN2QRb4IJl1QjMLeOSVVwjJOCOFXlOxcgQTWValdbsGTKZmhch5H28vt0z1idU+ofG3/et/+TF4Ok8sgrvr4ef1DIu1GLX8BBh299Dyee4ImOZm8ISEKPJFHPe3tmtXSKhXaNdloqdjmBMbkD7QWQIjoRbEElFWj8zF0wkrYNZDbqwo9nlzlk8iI27MUFkyY7bY4LYzkmqSmqFnSvcvDMHaaJmssukK7KikPkser6Ins+iPwBOl4RjfOavSpBUFxK7kdacSrtrSDHHBM3BQa7D1fYTLoqc08xexJcGjVKVBDc/mAnG+jFJIOXC4GRlGcKST2wQ+YT4Qew7WxsRInl6rb9u5SClNJhn7JsTuzCgzCiD2qRgaEiucLTA+UNyegNJMbmoXxW0nSt3a4KhdUbaBXW/9rIxlaXS+1gKonUKfM/r18cc0SkIAdbINLEmHBz0w35om5xjPhKu9AXJUQYHLdJJVuVNlQ7lFNDIpYYjdShHWYGPtUlqV0NlUYhWqrgt9IoBFSs68bpspziiIPmy/Whtwtda0rsEpJy+o60R+wnku6pm6TpS399WtNFc1G6uUKplUae14wI/Pav919lapF8hX5oU9aNuJTgpkqaVagh1dX7Gr1lzOtol/yKXiQbDfn12DARYPPjB0359tig/pikOvViMmOtoEPY7Hr+m2WpbMyX890TtP013cR4PouEg/i0ODr+a/YS8Te8L70vvsRd5z7xD76V34p15zBt7f3p/eX9v/Nvb7D3obc+o9+/N9zzyGkfv8/8BH9F+vw==</latexit>

56

<latexit sha1_base64="Tl2QVYq3xIRY6JU0Lf1o27p5lm0=">AAAHYHicbVVdb9xEFHULZEP4aEPf4MXBCirpZmV7m9KHCoLCR5GIGmiSVspE0Xj2rjOKPeOMx2RXo/kHvMJ/45VfwE/gjveja3stWxqfe+bce4+v7aTIeKnD8J979997/4ON3uaHWx99/MmnDx5uf3ZeykoxOGMyk+ptQkvIuIAzzXUGbwsFNE8yeJPcHLn4mz9AlVyKUz0t4DKnqeBjzqhG6PeDZ1cPg3AQ1offXUTzRfDdf159nFxtb7wkI8mqHIRmGS3Liygs9KWhSnOWgd0iVQkFZTc0BVMXaP1dhEb+WCq8hPZrtMGjeVlO8wSZOdXXZTvmwHWxi0qPn18aLopKg2CzROMq87X0Xbf+iCtgOpv6lDGst6Ia62DXVFGm0ZWtRqJU0eKaswm2wAXLqhGYW8YVq7hGSMAdk3lOxcgQTVVaFdbsGTKZmhch5H28vt0z1idU+YfG3/et/+TF4Ok8sgrvr4ef1DIu1GLX8BBh299Dyee4ImOVG2kJiNFkijlv7+zWLlHQrtEuS8VORzAmN6D9IDIER8ItiKIirZ+ZCyaK1sGsBl3Y0exy5ywexMbdmCCyZMftMUFs56SySmqFnSvcvDMHaVLOZJdJV2SFVPkser6Ins+iPwBOl4JjfOavClBUS4XdKGtOld01RM4xQXNwkOtwtf2EC5lzmtmL+NKgUWWlwM0PZoKxfkwSSLkwOFlZhrDiExtEPiF+EPvO1kaEKJ5e669bOUihDOYZ++bELgwoMsqgNikYGpKXOFrg/CE5vYFETi7qVwVt56W7NcHQOiPtgrpfe9mYyqLU+1gKonUKfM/r18cc0SkIAdaoNLEmHBz0w35om5xjPhKu9AXJUQYHLdJJVuVNlQ7lFNDIpYYjdShHmcTH2iS1q6FKStFKFbeFXjGgYkUnXpftFEcUFF+2H61N+ForepeAUtN3tDViP4F6V9UsXUfq+9uKNpqL2s3JsmxZ1GntWOKnZ7X/OluL9CvkS5OiftStBCdF0bQqG0JdnZ/xa9acjnbJv6hlosGwX58dAwEWD37wtF+fLcqPaYpDLxYj5joahP2Ox69pttrWTAn/PVH7T9NdnMeDaDiIf4uDw69mPyFv0/vC+9J77EXeN96h99I78c485o29P72/vL83/u1t9h70tmfU+/fmex55jaP3+f8K4H68</latexit>

53

<latexit sha1_base64="fLkKzKy0/sjYMeHGVWdFXyP2SjQ=">AAAHYHicbVXbbtw2EFXS1uu6l8TpW/oiV3CROuuFpI2RPAStC/eSAjXiNrYTwDQMijsrE5ZImaLqXRD8g762/9bXfkE/oUPtJStpBQmgzhyemTkaSUmR8VKH4T/37n/w4Ucbvc2Ptz759LPPHzzcfnReykoxOGMyk+pdQkvIuIAzzXUG7woFNE8yeJvcHLn42z9AlVyKUz0t4DKnqeBjzqhG6PeD4dXDIByE9eF3F9F8EXz3n1cfJ1fbG6/ISLIqB6FZRsvyIgoLfWmo0pxlYLdIVUJB2Q1NwdQFWn8XoZE/lgovof0abfBoXpbTPEFmTvV12Y45cF3sotLjF5eGi6LSINgs0bjKfC19160/4gqYzqY+ZQzrrajGOtg1VZRpdGWrkShVtLjmbIItcMGyagTmlnHFKq4REnDHZJ5TMTJEU5VWhTV7hkym5mUIeR+vb/eM9QlV/qHx933rP305eDaPrML76+GntYwLtdg1PETY9vdQ8gWuyFjlRloCYjSZYs7bO7u1SxS0a7TLUrHTEYzJDWg/iAzBkXALoqhI62fmgomidTCrQRd2NLvcOYsHsXE3Jogs2XF7TBDbOamsklph5wo378xBmpQz2WXSFVkhVT6Lni+i57PoD4DTpeAYn/nrAhTVUmE3yppTZXcNkXNM0Bwc5DpcbT/hQuacZvYivjRoVFkpcPODmWCsn5AEUi4MTlaWIaz4xAaRT4gfxL6ztREhiqfX+ptWDlIog3nGvjmxCwOKjDKoTQqGhuQljhY4f0hObyCRk4v6VUHbeeluTTC0zki7oO7XXjamsij1PpaCaJ0C3/P69TFHdApCgDUqTawJBwf9sB/aJueYj4QrfUFylMFBi3SSVXlTpUM5BTRyqeFIHcpRJvGxNkntaqiSUrRSxW2h1wyoWNGJ12U7xREFxZftR2sTvtGK3iWg1PQ9bY3YT6DeVzVL15H6/raijeaidnOyLFsWdVo7lvjpWe2/ztYi/Qr50qSoH3UrwUlRNK3KhlBX52f8mjWno13yL2qZaDDs12fHQIDFgx8869dni/JjmuLQi8WIuY4GYb/j8RuarbY1U8J/T9T+03QX5/EgGg7i3+Lg8OvZT8jb9L70vvKeeJH33Dv0Xnkn3pnHvLH3p/eX9/fGv73N3oPe9ox6/958zxde4+g9/h/14H65</latexit>

50

<latexit sha1_base64="GKEOtJ4TJQFWDJBPaEn1WYxguYU=">AAAHYHicbVXbbtw2EFXS1uu6l8TpW/oiV3CROuuFpI2RPAStC/eSAjXiNrYTwDQMijsrE5ZImaLqXRD8g762/9bXfkE/oUPtJStpBQmgzhyemTkaSUmR8VKH4T/37n/w4Ucbvc2Ptz759LPPHzzcfnReykoxOGMyk+pdQkvIuIAzzXUG7woFNE8yeJvcHLn42z9AlVyKUz0t4DKnqeBjzqhG6PeD8OphEA7C+vC7i2i+CL77z6uPk6vtjVdkJFmVg9Aso2V5EYWFvjRUac4ysFukKqGg7IamYOoCrb+L0MgfS4WX0H6NNng0L8tpniAzp/q6bMccuC52Uenxi0vDRVFpEGyWaFxlvpa+69YfcQVMZ1OfMob1VlRjHeyaKso0urLVSJQqWlxzNsEWuGBZNQJzy7hiFdcICbhjMs+pGBmiqUqrwpo9QyZT8zKEvI/Xt3vG+oQq/9D4+771n74cPJtHVuH99fDTWsaFWuwaHiJs+3so+QJXZKxyIy0BMZpMMeftnd3aJQraNdplqdjpCMbkBrQfRIbgSLgFUVSk9TNzwUTROpjVoAs7ml3unMWD2LgbE0SW7Lg9JojtnFRWSa2wc4Wbd+YgTcqZ7DLpiqyQKp9FzxfR81n0B8DpUnCMz/x1AYpqqbAbZc2psruGyDkmaA4Och2utp9wIXNOM3sRXxo0qqwUuPnBTDDWT0gCKRcGJyvLEFZ8YoPIJ8QPYt/Z2ogQxdNr/U0rBymUwTxj35zYhQFFRhnUJgVDQ/ISRwucPySnN5DIyUX9qqDtvHS3JhhaZ6RdUPdrLxtTWZR6H0tBtE6B73n9+pgjOgUhwBqVJtaEg4N+2A9tk3PMR8KVviA5yuCgRTrJqryp0qGcAhq51HCkDuUok/hYm6R2NVRJKVqp4rbQawZUrOjE67Kd4oiC4sv2o7UJ32hF7xJQavqetkbsJ1Dvq5ql60h9f1vRRnNRuzlZli2LOq0dS/z0rPZfZ2uRfoV8aVLUj7qV4KQomlZlQ6ir8zN+zZrT0S75F7VMNBj267NjIMDiwQ+e9euzRfkxTXHoxWLEXEeDsN/x+A3NVtuaKeG/J2r/abqL83gQDQfxb3Fw+PXsJ+Rtel96X3lPvMh77h16r7wT78xj3tj70/vL+3vj395m70Fve0a9f2++5wuvcfQe/w/g7362</latexit>

a− 1 = 4

<latexit sha1_base64="DIwwAlMDwFogPUjDjogDiWSY930=">AAAHaXicbVXbbtw2EFWS1pu6t7h5KdoXuoqLxFkvVmsHzUPaunAvKVAjLmI7AZaGQXFnZcISKVNUvQuCn9HX9rv6DX3pJ3SovWQlrSAB1JnDMzNHIynOU1GYfv+fO3fvvff+Ruf+B5sffvTxJ58+2PrsvFCl5nDGVar025gVkAoJZ0aYFN7mGlgWp/Amvj7y8Td/gC6EkqdmmsNFxhIpxoIzg9DwESN7JCLfkoNHlw/Cfq9fHaS9iOaL8Pv/guo4udzaeElHipcZSMNTVhTDqJ+bC8u0ETwFt0nLAnLGr1kCtqrUkR2ERmSsNF7SkAqt8VhWFNMsRmbGzFXRjHlwXWxYmvHzCytkXhqQfJZoXKbEKOLbJiOhgZt0ShjnWG/JDNbBr5hm3KA9m7VEiWb5leATbEFInpYjsDdcaF4Kg5CEW66yjMmRpYbppMyd3bV0MrUv+pB18fpu1zpCmSaHFu115OmL3sE8sgrvrYefVjI+1GBX8D7CrruLks9xRcc6s8pRkKPJFHPe3LrNHaqhWaNbloqdjmBMr8GQMLIUZ8MvqGYyqZ6ZD8aaVcG0An3Y09xy5yweDqy/sWHk6LbfY8OBm5OKMq4Uti9x8/YcZHExk10mXZGVSmez6Pkiej6L/gg4XRqO8Zm/ykEzozR2o5091W7HUjXHJMvAQ77D1fZjIVUmWOqGgwuLRhWlBj8/mAnG5jGNIRHS4mSlKcJaTFwYEUpJOCDe1lqEapFcmSeNHDTXFvOMiT1xCwPylHGoTAr3Lc0KHC3w/tCMXUOsJsPqVUHbReFvbbjvvJFuQd2rvKxNZV6YPSwF0SoFvvDV62OP2BSkBGd1Ejvb7z3r9rt9V+cci5H0pS9IntJ71iCdpGVWV2lRTgGNXGp4UotylCp8rHVSsxqmlZKNVIOm0CsOTK7oDNZlO8URBS2W7UdrE742mt3GoPX0HW2N2M+g31U1S9eS+uGmZLXmomZzqigaFrVaO1b46Vntv8rWIP0G2dKkqBu1K8FJ0Swpi5pQW+cX/JrVp6NZ8q96mai3363OloEAiwffO+hWZ4PyU5Lg0MvFiPmOev1uy+PXLF1ta6aE/56o+adpL84HvWi/N/h9EB5+PfsJBfeDL4OvgsdBFHwTHAYvg5PgLOCBCv4M/gr+3vi3s9X5vPPFjHr3znzPw6B2dML/AWaXgKM=</latexit>

Correction:
<latexit sha1_base64="hNq4DD5oOdcVsg/ziKakCBsgv+8=">AAAHaXicbVVdb9xEFHULZEv4aENfELw4WEEl3Vj2bqtWqIKg8FEkogY1SSvtRNF49q4zij3jjMdkV6P5GbzC7+I38MJP4I73o2t7LVsan3vmnHuvr+2kyHipo+ifO3ffe/+Drd69D7c/+viTT+8/2PnsvJSVYnDGZCbV24SWkHEBZ5rrDN4WCmieZPAmuT5y8Td/gCq5FKd6VsBFTlPBJ5xRjdDoSCoFzC2/vXwQRGFUH353ES8Wwff/efVxcrmz9ZKMJatyEJpltCxHcVToC0OV5iwDu02qEgrKrmkKps7U+nsIjf2JVHgJ7ddog0fzspzlCTJzqq/KdsyBm2KjSk+eXxguikqDYHOjSZX5WvqubH/MXZ3ZzKeMYb4V1ZgHu6KKMo3t2W4YpYoWV5xNsQQuWFaNwdwwrljFNUICbpnMcyrGhmiq0qqwZt+Q6cy8iCDv4/XdvrE+oco/NP6Bb/3HL8Ini8g6fLAZflzLuFCLXcNDhG1/HyWf44pMVG6kJSDG0xl63tza7T2ioJ2jXaWKlY5hQq5B+0FsCM6GWxBFRVo/MxdMFK2DWQ26sKPZ1c55PBgYd2OC2JJdt8cEA7sglVVSK+xe4ubdBUiTci67Ml2TFVLl8+j5Mno+j/4IOF0KjvGZvypAUS0VVqOsOVV2zxC5wATNwUGuwvXyEy5kzmlmR4MLg40qKwVuftAJJvoRSSDlwuBkZRnCik9tEPuE+MHAd21tRIji6ZX+puVBCmXQZ+KbE7tsQJFRBnWTgqEheYmjBa4/JKfXkMjpqH5VsO28dLcmGFrXSLukHtS9bExlUeoDTAXR2gJf+Pr1MUd0BkKANSpNrInCp/2oH9km55iPhUt9SXKU8GmLdJJVeVOlQzkFbORKw5E6lKNM4mNtktrZUCWlaFkN2kKvGFCxpjPY5HaKIwqKr8qPNxq+1oreJqDU7B1tg9jPoN5lNbfrSP1wU9FGcXG7OFmWrRZ1SjuW+OlZr792a5F+g3zVpLgfdzPBSVE0rcqGUFfnF/yaNaejnfKvamUUDvv12WkgwPLBh0/69dmi/JSmOPRiOWKuojDqd3r8mmbrZc2V8N8Tt/803cX5IIyH4eD3QXD49fwn5N3zvvS+8h55sffMO/Reeifemcc86f3p/eX9vfVvb6f3ee+LOfXuncWeh17j6AX/A90wgv0=</latexit>

±Z

<latexit sha1_base64="mr4eqT1gS9mGyFe8XRYH5Zi2AIw=">AAAHY3icbVVdb9xEFHULZEsK9APeEJKDFVTSzcreTUUfKggKH0UialCTtCITRePZu84o9owzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+ttMy59rE8T937r73/gcbvXsfbt7/6ONPHjx89PhUy0oxOGEyl+ptSjXkXMCJ4SaHt6UCWqQ5vEmvDnz8zR+gNJfi2MxKOC9oJviEM2oQOiFlEf5+8TCKB3F9hN1FslhE3/0X1MfRxaONl2QsWVWAMCynWp8lcWnOLVWGsxzcJqk0lJRd0QxsXaMLtxEahxOp8BImrNEGjxZaz4oUmQU1l7od8+BtsbPKTJ6fWy7KyoBg80STKg+NDH3D4ZgrYCafhZQxrLeiButgl1RRZtCYzUaiTNHykrMptsAFy6sx2GvGFau4QUjADZNFQcXYEkNVVpXO7lgyndkXMRR9vL7dsS4kVIX7NtwNXfj0xWBvEVmHd2+Hn9YyPtRi1/AIYdffQcnnuCITVVjpCIjxdIY5r2/c5jZR0K7RrUrFTscwIVdgwiixBKfCL4iiIqufmQ+mitbBvAZ92NPcauc8Hg2tv7FR4siW32OjoVuQdJXWClsXuHlrAdJUz2VXSddkhVTFPHq6jJ7Ooz8ATpeCQ3zmr0pQ1EiF3Shnj5XbtkQuMEEL8JDvcL39lAtZcJq7s+G5RaN0pcDPD2aCiXlCUsi4sDhZeY6w4lMXJSEhYTQMva2NCFE8uzRft3KQUlnMMwntkVsaUOaUQW1SNLKk0Dha4P0hBb2CVE7P6lcFbefa39po5LyRbkndrb1sTGWpzS6WgmidAl/1+vWxB3QGQoCzKkudjQfP+nE/dk3OIR8LX/qS5CmDZy3SUV4VTZUO5RjQyJWGJ3UoB7nEx9oktauhSkrRSjVsC71iQMWazvC2bMc4oqD4qv3k1oSvjaI3KSg1e0e7RewnUO+qmqfrSH1/XdFGc0m7Oal1y6JOa4cSPz3r/dfZWqRfoViZlPSTbiU4KYpmlW4IdXV+xq9ZczraJf+iVokGo359dgwEWD74wV6/PluUH7MMh14sR8x3NIj7HY9f03y9rbkS/nuS9p+muzgdDpLRYPjbXrT/1fwnFNwLPg++DJ4ESfBNsB+8DI6Ck4AFPPgz+Cv4e+Pf3v3e495nc+rdO4s9nwaNo/fF/4BBgCQ=</latexit>

46

<latexit sha1_base64="2b4VWQl8/tL+sT+uz2pEMZlV7K4=">AAAHYHicbVVdb9xEFHULZEP4aANv8OJgBZV0s7J3U+hDhYLCR5GIGmiSVspE0Xj2rjOKPePMjMmuRvMPeIX/xiu/hDvej67tWLY0PvfMufceX9tpmXNt4vjfBw/fe/+Djd7mh1sfffzJp48eb392rmWlGJwxmUv1NqUaci7gzHCTw9tSAS3SHN6kN0c+/uZPUJpLcWpmJVwWNBN8whk1CP1x8O3V4ygexPURdhfJYhEFi+PkanvjJRlLVhUgDMup1hdJXJpLS5XhLAe3RSoNJWU3NANbF+jCXYTG4UQqvIQJa7TBo4XWsyJFZkHNtW7HPHhf7KIyk+eXlouyMiDYPNGkykMjQ99tOOYKmMlnIWUM662owTrYNVWUGXRlq5EoU7S85myKLXDB8moM9pZxxSpuEBJwx2RRUDG2xFCVVaWze5ZMZ/ZFDEUfr+/3rAsJVeGhDfdDFz59MThYRNbh/fvhp7WMD7XYNTxC2PX3UPI5rshEFVY6AmI8nWHO2zu3tUsUtGt0q1Kx0zFMyA2YMEoswZHwC6KoyOpn5oOponUwr0Ef9jS32jmPR0Prb2yUOLLj99ho6BYkXaW1ws4Vbt5ZgDTVc9lV0jVZIVUxj54vo+fz6I+A06XgGJ/5qxIUNVJhN8rZU+V2LZELTNACPOQ7XG8/5UIWnObuYnhp0ShdKfDzg5lgYp6QFDIuLE5WniOs+NRFSUhIGA1Db2sjQhTPrs03rRykVBbzTEJ74pYGlDllUJsUjSwpNI4WeH9IQW8gldOL+lVB27n2tzYaOW+kW1L3ay8bU1lqs4+lIFqnwPe8fn3sEZ2BEOCsylJn48GzftyPXZNzzMfCl74kecrgWYt0kldFU6VDOQU0cqXhSR3KUS7xsTZJ7WqoklK0Ug3bQq8YULGmM7wv2ymOKCi+aj+5N+Fro+hdCkrN3tHuEfsZ1Luq5uk6Uj/cVrTRXNJuTmrdsqjT2rHET896/3W2Fuk3KFYmJf2kWwlOiqJZpRtCXZ1f8GvWnI52yb+qVaLBqF+fHQMBlg9+cNCvzxblpyzDoRfLEfMdDeJ+x+PXNF9va66E/56k/afpLs6Hg2Q0GP4+jA6/XvyFNoMvg6+CJ0ESfBccBi+Dk+AsYMEk+Cv4O/hn47/eZu9Rb3tOffhgsefzoHH0vvgf8JB9jA==</latexit>

1 – 45

<latexit sha1_base64="XFJcaufLcBi0geqEBipBU+5OzAQ=">AAAHZ3icbVXbbtw2EFWS1pu6lyQNUBToi1zBRepoF9KujeYhKFy4lxSoERexnRSmYVDcWZmwRMkkVe+C4Ff0tf2wfkL/okPtJStpBQmgzhyemTkaSUmZcaWj6N979x988OFW7+FH2x9/8ulnjx4/+fxcFZVkcMaKrJDvEqog4wLONNcZvCsl0DzJ4G1yc+Tib/8EqXghTvWshMucpoJPOKMaoT9iEvb7JNw/uHocRIOoPvzuIl4sAm9xnFw92XpFxgWrchCaZVSpizgq9aWhUnOWgd0mlYKSshuagqnrtP4uQmN/Uki8hPZrtMGjuVKzPEFmTvW1asccuCl2UenJi0vDRVlpEGyeaFJlvi5817Q/5hKYzmY+ZQzrrajGOtg1lZRpNGe7kSiVtLzmbIotcMGyagzmlnHJKq4REnDHijynYmyIpjKtSmv2DJnOzMsI8hCv7/eM9QmV/qHx+771n78c7C8i63B/M/y8lnGhFruGRwjbcA8lX+CKTGRuCktAjKczzHl7Z7d3iYR2jXZVKnY6hgm5Ae0HsSE4GW5BJBVp/cxcMJG0DmY16MKOZlc75/FgaNyNCWJLdtweEwztgqSqpFbYucLNOwuQJmouu0q6JisKmc+j58vo+Tz6I+B0STjGZ/66BEl1IbEbac2ptLuGFAtM0Bwc5Dpcbz/hosg5zezF8NKgUaqS4OYHM8FEPyMJpFwYnKwsQ1jyqQ1inxA/GPrO1kaESJ5e629bOUgpDeaZ+ObELg0oM8qgNikYGZIrHC1w/pCc3kBSTC/qVwVt58rdmmBknZF2Se3XXjamslS6j6UgWqfA171+fcwRnYEQYI1ME2uiwUEYhZFtco75WLjSlyRHGRy0SCdZlTdVOpRTQCNXGo7UoRxlBT7WJqldDZVFIVqphm2h1wyoWNMZbsp2iiMKkq/ajzcmfKMlvUtAytl72gaxn0G+r2qeriP1w21FG83F7eYKpVoWdVo7LvDTs95/na1F+g3ylUlxGHcrwUmRNK1UQ6ir8wt+zZrT0S75V7lKNBiF9dkxEGD54Af7YX22KD+lKQ69WI6Y62gQhR2P39Bsva25Ev574vafprs4Hw7i0WD4+zA4/GbxF3rofeV97T3zYu8779B75Z14Zx7zcu8v72/vn63/eo96X/S+nFPv31vseeo1jt7O/1Abf2w=</latexit>

Active

<latexit sha1_base64="+UsNWjrHgjLfoI8Y0y7QAuQIJzs=">AAAHZHicbVXbbtw2EFXS1pu6aZM06FOBQq7gInXWgrSbIHkICgfuJQVqxEXsTQDTMCjurMxYomSSindB8B/62v5Zf6Df0aH2kpW0ggRQZw7PzByNpKTMuNJR9O+t2598+tlW787n21/c/fKre/cffD1SRSUZnLIiK+S7hCrIuIBTzXUG70oJNE8yeJtcHbr42w8gFS/EiZ6VcJ7TVPAJZ1QjNHrJNP8AF/eDKIzqw+8u4sUi8BbH8cWDrVdkXLAqB6FZRpU6i6NSnxsqNWcZ2G1SKSgpu6IpmLpI6+8iNPYnhcRLaL9GGzyaKzXLE2TmVF+qdsyBm2JnlZ48PzdclJUGweaJJlXm68J3HftjLoHpbOZTxrDeimqsg11SSZlGZ7YbiVJJy0vOptgCFyyrxmCuGZes4hohATesyHMqxoZoKtOqtGbPkOnMvIgg7+P1056xPqHSPzD+vm/9xy/CJ4vIOry/GX5cy7hQi13DQ4Rtfw8ln+OKTGRuCktAjKczzHl9Y7d3iYR2jXZVKnY6hgm5Au0HsSE4Fm5BJBVp/cxcMJG0DmY16MKOZlc75/FgYNyNCWJLdtweEwzsgqSqpFbYucDNOwuQJmouu0q6JisKmc+jo2V0NI/+DDhdEo7wmb8uQVJdSOxGWnMi7a4hxQITNAcHuQ7X20+4KHJOM3s2ODdolKokuPnBTDDRj0gCKRcGJyvLEJZ8aoPYJ8QPBr6ztREhkqeX+sdWDlJKg3kmvjm2SwPKjDKoTQqGhuQKRwucPySnV5AU07P6VUHbuXK3JhhaZ6RdUvdrLxtTWSq9j6UgWqfAd71+fcwhnYEQYI1ME2ui8Gk/6ke2yTniY+FKX5IcJXzaIh1nVd5U6VBOAI1caThSh3KYFfhYm6R2NVQWhWilGrSFXjOgYk1nsCnbCY4oSL5qP96Y8I2W9CYBKWcfaRvEfgX5sap5uo7Uy+uKNpqL280VSrUs6rR2VOCnZ73/OluL9AfkK5PiftytBCdF0rRSDaGuzm/4NWtOR7vk3+UqUTjs12fHQIDlgw+f9OuzRfklTXHoxXLEXEdh1O94/IZm623NlfDfE7f/NN3FaBDGw3Dw5yA4+GHxF7rjfet97z3yYu+Zd+C98o69U495772/vL+9f7b+693tPex9M6fevrXY89BrHL3v/gc0eH+m</latexit>

flags:

<latexit sha1_base64="ppR0pbLlcMwo+JLxMVFyOTwJizs=">AAAHZHicbVXtbtxEFHULZEso0FLxCwk5WEEl3azs3VZUqEJB4aNIRA1qsq2UiaLx7F1niD3jzIzJrkbzDvyFN+MFeA7ueD+6tmPZ0vjcM+fee3xtp2XOtYnjf+/cfe/9D7Z69z7c/uj+x598+uDhZ2MtK8XglMlcqrcp1ZBzAaeGmxzelgpokebwJr069PE3f4LSXIoTMy/hvKCZ4FPOqEFoPM1ppr+7eBDFg7g+wu4iWS6iYHkcXzzcekkmklUFCMNyqvVZEpfm3FJlOMvBbZNKQ0nZFc3A1kW6cBehSTiVCi9hwhpt8Gih9bxIkVlQc6nbMQ/eFjurzPT5ueWirAwItkg0rfLQyNB3HE64AmbyeUgZw3orarAOdkkVZQad2W4kyhQtLzmbYQtcsLyagL1mXLGKG4QE3DBZFFRMLDFUZVXp7J4ls7l9EUPRx+v7PetCQlV4YMP90IVPXgyeLiOb8P7t8JNaxoda7BoeIez6eyj5HFdkqgorHQExmc0x5/WN294lCto1unWp2OkEpuQKTBglluBY+AVRVGT1M/PBVNE6mNegD3uaW+9cxKOh9Tc2ShzZ8XtsNHRLkq7SWmHnAjfvLEGa6oXsOumGrJCqWETHq+h4Ef0RcLoUHOEzf1WCokYq7EY5e6LcriVyiQlagId8h5vtp1zIgtPcnQ3PLRqlKwV+fjATTM1jkkLGhcXJynOEFZ+5KAkJCaNh6G1tRIji2aX5ppWDlMpinmloj93KgDKnDGqTopElhcbRAu8PKegVpHJ2Vr8qaDvX/tZGI+eNdCvqfu1lYypLbfaxFETrFPiu16+PPaRzEAKcVVnqbDx41o/7sWtyjvhE+NJXJE8ZPGuRjvOqaKp0KCeARq41PKlDOcwlPtYmqV0NVVKKVqphW+gVAyo2dIa3ZTvBEQXF1+0ntyZ8bRS9SUGp+TvaLWI/g3pX1SJdR+qH64o2mkvazUmtWxZ1WjuS+OnZ7L/O1iL9BsXapKSfdCvBSVE0q3RDqKvzC37NmtPRLvlXtU40GPXrs2MgwOrBD57267NF+SnLcOjFasR8R4O43/H4Nc0321oo4b8naf9puovxcJCMBsPfh9HB18u/0L3gi+Cr4HGQBN8GB8HL4Dg4DVjwR/BX8Hfwz9Z/vfu9R73PF9S7d5Z7HgWNo/fl/6Jvf5E=</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

ancilla qubits

<latexit sha1_base64="gBYRsxl6WxSYt9umSIY0RhnO9RU=">AAAHbHicbVXbbtw2EFXS1pu6lyRt34ICdAUHqbNeSLsJmoegcOFeUqBGXMR2ApiuQXFnZcIUKZNUvQuC/9HX9q/6E/2GktpLVtIKEkCdOTwzczSSspIzbZLk3zt3P/jwo63evY+3P/n0s8/vP3j4xZmWlaJwSiWX6l1GNHAm4NQww+FdqYAUGYe32fVhiL/9E5RmUpyYWQkXBckFmzBKjIf+IIIyzgm6qTJm9OWDOBkk9YG6i3SxiKPFcXz5cOsVHktaFSAM5UTr8zQpzYUlyjDKwW3jSkNJ6DXJwdbFOrTroTGaSOUvYVCNNnik0HpWZJ5ZEHOl27EAboqdV2by4sIyUVYGBJ0nmlQcGYlC52jMFFDDZ4hQ6uutiPF10CuiCDXeoe1GolyR8orRqW+BCcqrMdgbyhStmPGQgFsqi4KIscWGqLwqnd2zeDqzLxMo+v76fs86hIlCBxbtI4eevhw8W0TW4f3N8NNaJoRa7Boeedj197zkC7/CE1VY6TCI8XTmc97cuu1drKBdo1uV6jsdwwRfg0FxarEfj7DAioi8fmYhmClSB3kNhnCgudXOeTwe2nBj49ThnbDHxkO3IOkqqxV2Lv3mnQVIMj2XXSVdkxVSFfPo2TJ6No/+CH66FBz5Z/66BEWMVL4b5eyJcrsWywUmSAEBCh2ut58xIQtGuDsfXlhvlK4UhPnxmWBinuAMciasnyzOPazY1MUpwhjFQxRsbUSwYvmV+baVA5fK+jwTZI/d0oCSEwq1SfHI4kL70YLgDy7INWRyel6/Kt52psOtjUcuGOmW1P3ay8ZUltrs+1I8Wqfw73z9+thDMgMhwFmVZ84mg+f9pJ+4JueIjUUofUkKlMHzFumYV0VTpUM5AW/kSiOQOpRDLv1jbZLa1RAlpWilGraFXlMgYk1nuCnbiR9RUGzVfrox4RujyG0GSs3e0zaI/QzqfVXzdB2pH24q0mgubTcntW5Z1GntSPpPz3r/dbYW6TcoVial/bRbiZ8URfJKN4S6Or/4r1lzOtol/6pWiQajfn12DARYPvjBs359tig/5bkferEcsdDRIOl3PH5D+HpbcyX/70nbf5ru4mw4SEeD4e/D+ODx4i90L3oUfRM9idLou+ggehUdR6cRjVT0V/R39M/Wf72veo96X8+pd+8s9nwZNY7e4/8B50SDJg==</latexit>

−

<latexit sha1_base64="wnHS9JRltzxnFxKvDJCzRx6w54M=">AAAHYXicbVXbbtw2EFXS1pu4lzjpY17kKi5SZ1eQdhM0D0Hhwr2kQI248CUBTMOguLMyYYmSSareBcFP6Gv7bX3uj3SovWQlrSAB1JnDMzNHIykpM650FP177/4nn3621XvwcPvzL7786tHO4yfnqqgkgzNWZIX8kFAFGRdwprnO4EMpgeZJBu+Tm0MXf/8nSMULcapnJVzmNBV8whnVCJ08Gzy72gmiMKoPv7uIF4vAWxzHV4+33pJxwaochGYZVeoijkp9aajUnGVgt0mloKTshqZg6gqtv4fQ2J8UEi+h/Rpt8Giu1CxPkJlTfa3aMQduil1UevL60nBRVhoEmyeaVJmvC9+164+5BKazmU8Zw3orqrEOdk0lZRpt2W4kSiUtrzmbYgtcsKwag7llXLKKa4QE3LEiz6kYG6KpTKvSmn1DpjPzJoK8j9cP+8b6hEr/wPgD3/ov3oQvF5F1eLAZflHLuFCLXcMjhG1/HyVf44pMZG4KS0CMpzPMeXtnt/eIhHaNdlUqdjqGCbkB7QexITgTbkEkFWn9zFwwkbQOZjXowo5mVzvn8WBo3I0JYkt23R4TDO2CpKqkVti9ws27C5Amai67SromKwqZz6Pny+j5PPoT4HRJOMJn/q4ESXUhsRtpzam0e4YUC0zQHBzkOlxvP+GiyDnN7MXw0qBRqpLg5gczwUQ/JwmkXBicrCxDWPKpDWKfED8Y+s7WRoRInl7r71o5SCkN5pn45tguDSgzyqA2KRgZkiscLXD+kJzeQFJML+pXBW3nyt2aYGSdkXZJHdReNqayVHqApSBap8AXvX59zCGdgRBgjUwTa6LwVT/qR7bJOeJj4UpfkhwlfNUiHWdV3lTpUE4BjVxpOFKHcpgV+FibpHY1VBaFaKUatoXeMaBiTWe4KdspjihIvmo/3pjwREt6l4CUs4+0DWK/gPxY1TxdR+rH24o2movbzRVKtSzqtHZU4Kdnvf86W4v0O+Qrk+J+3K0EJ0XStFINoa7Or/g1a05Hu+Tf5CpROOrXZ8dAgOWDD1/267NF+TlNcejFcsRcR2HU73h8QrP1tuZK+O+J23+a7uJ8GMajcPjHMDj4dvEXeuA99b7xnnux97134L31jr0zj3mp95f3t/fP1n+9h72d3pM59f69xZ6vvcbRe/o/aAZ9oQ==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

|0i

<latexit sha1_base64="th4LC0HDxXt6/Wujz5TlFrVWG5Y=">AAAHZHicbVXtbtxEFHULZEsotKXiFxJysIJKurHs3VTtjwoFhY8iETWoybZSJorGs3edaeyxMzMmuxrNO/AX3owX4Dm44/3o2l7LlsbnHt9z75lrOykzrnQU/Xvn7kcff7LVu/fp9mf3P//iwcNHX45UUUkGZ6zICvkuoQoyLuBMc53Bu1ICzZMM3ibXRy7+9k+QihfiVM9KuMhpKviEM6oRGpFr0H50+TCIwqg+/O4iXiwCb3GcXD7aekXGBatyEJplVKnzOCr1haFSc5aB3SaVgpKya5qCqYu0/i5CY39SSLyE9mu0waO5UrM8QWZO9ZVqxxy4KXZe6cmLC8NFWWkQbC40qTJfF77r2B9zCUxnM58yhvVWVGMd7IpKyjQ6s90QSiUtrzibYgtcsKwag7lhXLKKa4QE3LIiz6kYG6KpTKvSmj1DpjPzMoK8j9cPe8b6hEr/0Pj7vvWfvgwPFpF1eH8z/LRO40Itdg0PEbb9PUz5AldkInNTWAJiPJ2h5s2t3d4lEto12lWp2OkYJvWWB7EhOBZuQSQVab1nLphIWgezGnRhR7OrJ+fxYGDcjQliS3bcMyYY2AVJVUmdYecSH95ZgDRR87Qr0bW0opD5PDpaRkfz6E+A0yXhGPf8dQmS6kJiN9KaU2l3DSkWmKA5OMh1uN5+wkWRc5rZ88GFQaNUJcHNDyrBRD8hCaRcGJysLENY8qkNYp8QPxj4ztZGhEieXunvWxqklAZ1Jr45sUsDyowyqE0KhobkCkcLnD8kp9eQFNPz+lVB27lytyYYWmekXVL3ay8bU1kqvY+lIFpL4Ltevz7miM5ACLBGpok1UfisH/Uj2+Qc87FwpS9JjhI+a5FOsipvZulQTgGNXOVwpA7lKCtwW5ukdjVUFoVoSQ3aiV4zoGItz2CT2imOKEi+aj/eKPhGS3qbgJSzD7QNyX4B+aGquVwn1Y83FW00F7ebK5RqWdRp7bjAT896/7Vai/Q75CuT4n7crQQnRdK0Uo1E3Ty/4tesOR3tkn+TK6Fw2K/PjoEAy40PD/r12aL8nKY49GI5Yq6jMOp3PH5Ds/W25pnw3xO3/zTdxWgQxsNw8MdBcPjd4i90z/va+9Z74sXec+/Qe+WdeGce8957f3l/e/9s/de733vc+2pOvXtn8cxjr3H0vvkfQ0F/PA==</latexit>

X[48]
<latexit sha1_base64="UtqcMFcBFIK/WaE+UmCZDKw/MMc=">AAAHZnicbVVdb9s2FFW7Lu6yrR8bhj30hZmQoUsdQ7JTLA9FkSH76IAFzdAkDWAaAUVfK0QoSiGpxQbBP9HX7Y/tH+xnjJQ/akkWJIA69/Dce4+upKTgTOko+vfe/U8efLrVefjZ9udffPno8ZOnX12ovJQUzmnOc3mZEAWcCTjXTHO4LCSQLOHwPrk59vH3f4FULBdnelbAKCOpYBNGiXbQ5eWVGR4cjuzVkzDqRdWB2ot4sQiDxXF69XTrDR7ntMxAaMqJUsM4KvTIEKkZ5WC3camgIPSGpGCqMi3addAYTXLpLqFRhdZ4JFNqliWOmRF9rZoxD26KDUs9ORwZJopSg6DzRJOSI50j3zMaMwlU8xkilLp6S6JdHfSaSEK182a7liiVpLhmdOpaYILycgzmljJJS6YdJOCO5llGxNhgTWRaFtbsGTydmVcRZF13vd4zFmEi0ZFB+8iiF696B4vIOry/GX5RyfhQg13BAwfb7p6TPHQrPJGZyS0GMZ7OXM7bO7u9iyU0a7SrUl2nY5jgG9AojA12g+EXWBKRVs/MBxNJqiCvQB/2NLvaOY+HfeNvTBhbvOP3mLBvFyRVJpXCzpXbvLMASaLmsquka7Iil9k8erGMXsyjP4ObLgkn7pm/LUASnUvXjbTmTNpdg/MFJkgGHvIdrrefMJFnjHA77I+MM0qVEvz8uEww0c9xAikTxk0W5w6WbGrDGGGMwj7yttYiWLL0Wv/QyIELaVyeCTKndmlAwQmFyqRwYHCm3GiB9wdn5AaSfDqsXhVnO1P+1oQD6420S+p+5WVtKgul910pDq1SuLe9en3MMZmBEGCNTBNrot7LbtSNbJ1zwsbCl74keUrvZYN0ysusrtKinIEzcqXhSS3KMc/dY62TmtUQmeeikarfFHpLgYg1nf6mbGduREGyVfvxxoTvtCR3CUg5+0jbIPYryI9VzdO1pH66LUmtubjZXK5Uw6JWaye5+/Ss919la5D+gGxlUtyN25W4SZEkLVVNqK3zm/ua1aejWfLvcpWoN+hWZ8tAgOWD7x10q7NB+SVN3dCL5Yj5jnpRt+XxO8LX25oruX9P3PzTtBcX/V486PX/PAiPvl/8hR4Gz4LvgudBHPwYHAVvgtPgPKABDz4Efwf/bP3XedT5pvPtnHr/3mLP10Ht6KD/Ac0ngDM=</latexit>

X[51]
<latexit sha1_base64="+GE9Iho/D1s6+TTEYlJcrlD5nC0=">AAAHZnicbVVdb9s2FFW7LW6zrR8bij30RZmQoUsdQ7ITrA9FkSH76IAFzdAkDWAaAUVfK0QoUiGpxQbBP7HX7Y/tH+xnjJQ/akkWJIA69/Dce4+upLRgVOk4/vfe/U8+/Wyr8+Dh9udffPno8ZOnX10oUUoC50QwIS9TrIBRDueaagaXhQScpww+pDfHPv7hT5CKCn6mZwWMcpxxOqEEawddXl6Z4WEysldPorgXV0fYXiSLRRQsjtOrp1tv0ViQMgeuCcNKDZO40CODpaaEgd1GpYICkxucganKtOGug8bhREh3cR1WaI2Hc6VmeeqYOdbXqhnz4KbYsNSTVyNDeVFq4GSeaFKyUIvQ9xyOqQSi2SzEhLh6S6xdHeQaS0y082a7liiTuLimZOpaoJywcgzmllBJSqodxOGOiDzHfGyQxjIrC2v2DJrOzOsY8q673uwZGyIswyMT7oc2fPm6d7CIrMP7m+GXlYwPNdgVPHCw7e45yVduhSYyN8Ii4OPpzOW8vbPbu0hCs0a7KtV1OoYJugEdRolBbjD8AknMs+qZ+WAqcRVkFejDnmZXO+fxqG/8jYkSi3b8HhP17YKkyrRS2Llym3cWIE7VXHaVdE2WC5nPoxfL6MU8+hO46ZJw4p75uwIk1kK6bqQ1Z9LuGiQWGMc5eMh3uN5+SrnIKWZ22B8ZZ5QqJfj5cZlgol+gFDLKjZssxhws6dRGSYhQGPVDb2stgiTNrvX3jRyokMblmYTm1C4NKBgmUJkUDQzKlRst8P6gHN9AKqbD6lVxtlPlb000sN5Iu6TuV17WprJQet+V4tAqhXvbq9fHHOMZcA7WyCy1Ju4dduNubOucEzrmvvQlyVN6hw3SKSvzukqLcgbOyJWGJ7Uox0y4x1onNavBUgjeSNVvCr0jgPmaTn9TtjM3oiDpqv1kY8L3WuK7FKScfaRtEPsF5Meq5ulaUj/elrjWXNJsTijVsKjV2olwn571/qtsDdLvkK9MSrpJuxI3KRJnpaoJtXV+dV+z+nQ0S/5NrhL1Bt3qbBkIsHzwvYNudTYoP2eZG3q+HDHfUS/utjx+j9l6W3Ml9+9Jmn+a9uKi30sGvf4fB9HRd4u/0IPgefBt8CJIgh+Co+BtcBqcByRgwV/B38E/W/91HnWedb6ZU+/fW+z5OqgdnfB/ozqALQ==</latexit>

X[54]
<latexit sha1_base64="B1UrDL1VND17+X+uO+VFN/fTyB0=">AAAHZnicbVVdb9s2FFW7LW6zrR8bij30hZmQoUsdQ7ITrA9FkSH76IAFzdAkDWAaAUVfK0QoUqGoxQbBP7HX7Y/tH+xnjJQ/akkWJIA69/Dce4+upCTnrNBR9O+9+598+tlW58HD7c+/+PLR4ydPv7ooZKkonFPJpbpMSAGcCTjXTHO4zBWQLOHwIbk59vEPf4IqmBRnepbDKCOpYBNGiXbQ5eWVGR4ejOzVkzDqRdWB2ot4sQiDxXF69XTrLR5LWmYgNOWkKIZxlOuRIUozysFu47KAnNAbkoKpyrRo10FjNJHKXUKjCq3xSFYUsyxxzIzo66IZ8+Cm2LDUk1cjw0ReahB0nmhScqQl8j2jMVNANZ8hQqmrtyTa1UGviSJUO2+2a4lSRfJrRqeuBSYoL8dgbilTtGTaQQLuqMwyIsYGa6LSMrdmz+DpzLyOIOu6682esQgThY4M2kcWvXzdO1hE1uH9zfDLSsaHGuwKHjjYdvec5Cu3whOVGWkxiPF05nLe3tntXaygWaNdleo6HcME34BGYWywGwy/wIqItHpmPpgoUgV5Bfqwp9nVznk87Bt/Y8LY4h2/x4R9uyAVZVIp7Fy5zTsLkCTFXHaVdE1WSJXNoxfL6MU8+hO46VJw4p75uxwU0VK5bpQ1Z8ruGiwXmCAZeMh3uN5+woTMGOF22B8ZZ1RRKvDz4zLBRL/ACaRMGDdZnDtYsakNY4QxCvvI21qLYMXSa/19IwfOlXF5Jsic2qUBOScUKpPCgcFZ4UYLvD84IzeQyOmwelWc7azwtyYcWG+kXVL3Ky9rU5kXet+V4tAqhXvbq9fHHJMZCAHWqDSxJuoddqNuZOucEzYWvvQlyVN6hw3SKS+zukqLcgbOyJWGJ7Uox1y6x1onNashSkrRSNVvCr2jQMSaTn9TtjM3oqDYqv14Y8L3WpG7BJSafaRtEPsF1Meq5ulaUj/elqTWXNxsThZFw6JWayfSfXrW+6+yNUi/Q7YyKe7G7UrcpCiSlkVNqK3zq/ua1aejWfJvapWoN+hWZ8tAgOWD7x10q7NB+TlN3dCL5Yj5jnpRt+Xxe8LX25oruX9P3PzTtBcX/V486PX/OAiPvlv8hR4Ez4NvgxdBHPwQHAVvg9PgPKABD/4K/g7+2fqv86jzrPPNnHr/3mLP10Ht6KD/AbgxgDA=</latexit>

X[57]
<latexit sha1_base64="/uBG/muh6wIry0SDytbFGRlNBJ4=">AAAHZnicbVVdb9s2FFW7Le6yrWs3DH3oizIhQ5c6hmQnaB+KIkP20QELmqFJGsA0Aoq+VohQpEJSjQ2Cf2Kv2x/bP9jPGCl/1JIsSAB17uG59x5dSWnBqNJx/O+9+598+tlW58Hn2198+dXDrx89/uZCiVISOCeCCXmZYgWMcjjXVDO4LCTgPGXwPr059vH3H0AqKviZnhUwynHG6YQSrB10eXllhocvRvbqURT34uoI24tksYiCxXF69XjrDRoLUubANWFYqWESF3pksNSUMLDbqFRQYHKDMzBVmTbcddA4nAjpLq7DCq3xcK7ULE8dM8f6WjVjHtwUG5Z68nJkKC9KDZzME01KFmoR+p7DMZVANJuFmBBXb4m1q4NcY4mJdt5s1xJlEhfXlExdC5QTVo7B3BIqSUm1gzjcEZHnmI8N0lhmZWHNnkHTmXkVQ9511+s9Y0OEZXhkwv3Qhs9f9Q4WkXV4fzP8vJLxoQa7ggcOtt09J/nSrdBE5kZYBHw8nbmct3d2exdJaNZoV6W6TscwQTegwygxyA2GXyCJeVY9Mx9MJa6CrAJ92NPsauc8HvWNvzFRYtGO32Oivl2QVJlWCjtXbvPOAsSpmsuukq7JciHzefRiGb2YR38GN10STtwzf1uAxFpI14205kzaXYPEAuM4Bw/5DtfbTykXOcXMDvsj44xSpQQ/Py4TTPQzlEJGuXGTxZiDJZ3aKAkRCqN+6G2tRZCk2bX+sZEDFdK4PJPQnNqlAQXDBCqTooFBuXKjBd4flOMbSMV0WL0qznaq/K2JBtYbaZfU/crL2lQWSu+7UhxapXBve/X6mGM8A87BGpml1sS9w27cjW2dc0LH3Je+JHlK77BBOmVlXldpUc7AGbnS8KQW5ZgJ91jrpGY1WArBG6n6TaG3BDBf0+lvynbmRhQkXbWfbEz4Tkt8l4KUs4+0DWK/gvxY1TxdS+qn2xLXmkuazQmlGha1WjsR7tOz3n+VrUH6A/KVSUk3aVfiJkXirFQ1obbOb+5rVp+OZsm/y1Wi3qBbnS0DAZYPvnfQrc4G5Zcsc0PPlyPmO+rF3ZbH7zBbb2uu5P49SfNP015c9HvJoNf/8yA6+mHxF3oQPA2+D54FSfAiOAreBKfBeUACFvwV/B38s/Vf52Hnu86TOfX+vcWeb4Pa0Qn/B80ogDM=</latexit>

X[60]
<latexit sha1_base64="LeXfKlzpPcDpBE5j2/fGJ1BG4BE=">AAAHZnicbVVdb9s2FFU/FrfZ1rUrhj3shZmQoUsdQ7LTtQ/FkCH76IAFzdAkDWAaAUVfK0QkUiGpxQbBP9HX7Y/tH+xnjJQ/akkWJIA69/Dce4+upKTImNJR9O+du/fuf7LVefBw+9PPPn/0xeMnX54rUUoKZ1RkQl4kREHGOJxppjO4KCSQPMngfXJ95OPv/wKpmOCnelbAKCcpZxNGiXbQxcWlGf4Qjezl4zDqRdWB2ot4sQiDxXFy+WTrDR4LWubANc2IUsM4KvTIEKkZzcBu41JBQeg1ScFUZVq066AxmgjpLq5RhdZ4JFdqlieOmRN9pZoxD26KDUs9eTUyjBelBk7niSZlhrRAvmc0ZhKozmaIUOrqLYl2ddArIgnVzpvtWqJUkuKK0alrgXGalWMwN5RJWjLtIA63VOQ54WODNZFpWVizZ/B0Zl5HkHfd9eOesQgTiQ4N2kcWPX/dO1hE1uH9zfDzSsaHGuwKHjjYdvec5Cu3whOZG2Ex8PF05nLe3NrtXSyhWaNdleo6HcMEX4NGYWywGwy/wJLwtHpmPphIUgWzCvRhT7OrnfN42Df+xoSxxTt+jwn7dkFSZVIp7Fy6zTsLkCRqLrtKuibLhczn0fNl9Hwe/RncdEk4ds/8bQGSaCFdN9KaU2l3DRYLjJMcPOQ7XG8/YVzkjGR22B8ZZ5QqJfj5cZlgop/hBFLGjZusLHOwZFMbxghjFPaRt7UWwZKlV/r7Rg5cSOPyTJA5sUsDioxQqEwKBwbnyo0WeH9wTq4hEdNh9ao425nytyYcWG+kXVL3Ky9rU1kove9KcWiVwr3t1etjjsgMOAdrZJpYE/VedKNuZOucYzbmvvQlyVN6Lxqkk6zM6yotyik4I1cantSiHGXCPdY6qVkNkULwRqp+U+gtBcLXdPqbsp26EQXJVu3HGxO+05LcJiDl7CNtg9ivID9WNU/XkvrppiS15uJmc0KphkWt1o6F+/Ss919la5D+gHxlUtyN25W4SZEkLVVNqK3zm/ua1aejWfLvcpWoN+hWZ8tAgOWD7x10q7NB+SVN3dDz5Yj5jnpRt+XxO5KttzVXcv+euPmnaS/O+7140Ov/eRAefrf4Cz0Ivgm+DZ4FcfAyOAzeBCfBWUCDLPgQ/B38s/Vf51Hnq87Xc+rdO4s9T4Pa0UH/A6M7gC0=</latexit>

X[63]
<latexit sha1_base64="bqFZdogcqbpPKCk0eE5sltcHTes=">AAAHZnicbVVdb9s2FFU/FrfZ1rUrhj3shZmQoUsdQ7LTtQ/FkCH76IAFzdAkDWAaAUVfK0QoSiGpxQbBP9HX7Y/tH+xnjJQ/akkWJIA69/Dce4+upKTgTOko+vfO3Xv3P9nqPHi4/elnnz/64vGTL89VXkoKZzTnubxIiALOBJxppjlcFBJIlnB4n1wf+fj7v0AqlotTPStglJFUsAmjRDvo4uLSDH8YjOzl4zDqRdWB2ot4sQiDxXFy+WTrDR7ntMxAaMqJUsM4KvTIEKkZ5WC3camgIPSapGCqMi3addAYTXLpLqFRhdZ4JFNqliWOmRF9pZoxD26KDUs9eTUyTBSlBkHniSYlRzpHvmc0ZhKo5jNEKHX1lkS7OugVkYRq5812LVEqSXHF6NS1wATl5RjMDWWSlkw7SMAtzbOMiLHBmsi0LKzZM3g6M68jyLru+nHPWISJRIcG7SOLnr/uHSwi6/D+Zvh5JeNDDXYFDxxsu3tO8pVb4YnMTG4xiPF05nLe3NrtXSyhWaNdleo6HcMEX4NGYWywGwy/wJKItHpmPphIUgV5Bfqwp9nVznk87Bt/Y8LY4h2/x4R9uyCpMqkUdi7d5p0FSBI1l10lXZMVuczm0fNl9Hwe/RncdEk4ds/8bQGS6Fy6bqQ1p9LuGpwvMEEy8JDvcL39hIk8Y4TbYX9knFGqlODnx2WCiX6GE0iZMG6yOHewZFMbxghjFPaRt7UWwZKlV/r7Rg5cSOPyTJA5sUsDCk4oVCaFA4Mz5UYLvD84I9eQ5NNh9ao425nytyYcWG+kXVL3Ky9rU1kove9KcWiVwr3t1etjjsgMhABrZJpYE/VedKNuZOucYzYWvvQlyVN6LxqkE15mdZUW5RSckSsNT2pRjnjuHmud1KyGyDwXjVT9ptBbCkSs6fQ3ZTt1IwqSrdqPNyZ8pyW5TUDK2UfaBrFfQX6sap6uJfXTTUlqzcXN5nKlGha1WjvO3adnvf8qW4P0B2Qrk+Ju3K7ETYokaalqQm2d39zXrD4dzZJ/l6tEvUG3OlsGAiwffO+gW50Nyi9p6oZeLEfMd9SLui2P3xG+3tZcyf174uafpr047/fiQa//50F4+N3iL/Qg+Cb4NngWxMHL4DB4E5wEZwENePAh+Dv4Z+u/zqPOV52v59S7dxZ7nga1o4P+B7gygDA=</latexit>

X[66]
<latexit sha1_base64="CM2pMHXnkMoLjR80U0aPg5xoJTg=">AAAHZnicbVXbbtw2EFUu9aZum1tR9KEvdAUXqbNeSLtOmoegcOFeUqBGXMR2DCwXBsWdlQlLpExS9S4I/kRe2x/rH/QzSmovWUkrSAB15vDMzNFISoqMKR1F/965e+/+J1udB59uf/b5Fw8fPX7y9FyJUlI4oyIT8iIhCjLG4UwzncFFIYHkSQbvk+sjH3//F0jFBD/VswJGOUk5mzBKtIMuLi7N8OXLkb18HEa9qDpQexEvFmGwOE4un2y9wWNByxy4phlRahhHhR4ZIjWjGdhtXCooCL0mKZiqTIt2HTRGEyHdxTWq0BqP5ErN8sQxc6KvVDPmwU2xYaknr0aG8aLUwOk80aTMkBbI94zGTALV2QwRSl29JdGuDnpFJKHaebNdS5RKUlwxOnUtME6zcgzmhjJJS6YdxOGWijwnfGywJjItC2v2DJ7OzOsI8q67ftwzFmEi0aFB+8ii5697B4vIOry/GX5eyfhQg13BAwfb7p6TfOVWeCJzIywGPp7OXM6bW7u9iyU0a7SrUl2nY5jga9AojA12g+EXWBKeVs/MBxNJqmBWgT7saXa1cx4P+8bfmDC2eMfvMWHfLkiqTCqFnUu3eWcBkkTNZVdJ12S5kPk8er6Mns+jP4ObLgnH7pm/LUASLaTrRlpzKu2uwWKBcZKDh3yH6+0njIuckcwO+yPjjFKlBD8/LhNM9DOcQMq4cZOVZQ6WbGrDGGGMwj7yttYiWLL0Sn/fyIELaVyeCTIndmlAkREKlUnhwOBcudEC7w/OyTUkYjqsXhVnO1P+1oQD6420S+p+5WVtKgul910pDq1SuLe9en3MEZkB52CNTBNrot6LbtSNbJ1zzMbcl74keUrvRYN0kpV5XaVFOQVn5ErDk1qUo0y4x1onNashUgjeSNVvCr2lQPiaTn9TtlM3oiDZqv14Y8J3WpLbBKScfaRtEPsV5Meq5ulaUj/dlKTWXNxsTijVsKjV2rFwn571/qtsDdIfkK9MirtxuxI3KZKkpaoJtXV+c1+z+nQ0S/5drhL1Bt3qbBkIsHzwvYNudTYov6SpG3q+HDHfUS/qtjx+R7L1tuZK7t8TN/807cV5vxcPev0/D8LD7xZ/oQfBN8G3wbMgDn4IDoM3wUlwFtAgCz4Efwf/bP3Xedj5qvP1nHr3zmLPl0Ht6KD/Ac0pgDM=</latexit>

X[69]
<latexit sha1_base64="ZS6/by6rHOQl+n9HwCJj7PVSVPY=">AAAHZnicbVXtbts2FFW7Lu6yrR8bhv3oH2ZChi51DMlOtxYohgzZRwcsaIYmaQDTCCj6WiEikQpJNTYIvsT+bi+2N9hjjJQ/akkWJIA69/Dce4+upKTImNJR9O+dux/d+3irc/+T7U8/+/zBw0ePvzhXopQUzqjIhLxIiIKMcTjTTGdwUUggeZLBu+T6yMffvQepmOCnelbAKCcpZxNGiXbQxcWlGX7/cmQvH4VRL6oO1F7Ei0UYLI6Ty8dbr/FY0DIHrmlGlBrGUaFHhkjNaAZ2G5cKCkKvSQqmKtOiXQeN0URId3GNKrTGI7lSszxxzJzoK9WMeXBTbFjqyYuRYbwoNXA6TzQpM6QF8j2jMZNAdTZDhFJXb0m0q4NeEUmodt5s1xKlkhRXjE5dC4zTrByDuaFM0pJpB3G4pSLPCR8brIlMy8KaPYOnM/Mqgrzrrh/3jEWYSHRo0D6y6Nmr3sEisg7vb4afVTI+1GBX8MDBtrvnJF+4FZ7I3AiLgY+nM5fz5tZu72IJzRrtqlTX6Rgm+Bo0CmOD3WD4BZaEp9Uz88FEkiqYVaAPe5pd7ZzHw77xNyaMLd7xe0zYtwuSKpNKYefSbd5ZgCRRc9lV0jVZLmQ+j54vo+fz6M/gpkvCsXvmbwqQRAvpupHWnEq7a7BYYJzk4CHf4Xr7CeMiZySzw/7IOKNUKcHPj8sEE/0UJ5AybtxkZZmDJZvaMEYYo7CPvK21CJYsvdLfNXLgQhqXZ4LMiV0aUGSEQmVSODA4V260wPuDc3INiZgOq1fF2c6UvzXhwHoj7ZK6X3lZm8pC6X1XikOrFO5tr14fc0RmwDlYI9PEmqj3vBt1I1vnHLMx96UvSZ7Se94gnWRlXldpUU7BGbnS8KQW5SgT7rHWSc1qiBSCN1L1m0JvKBC+ptPflO3UjShItmo/3pjwrZbkNgEpZx9oG8R+Bfmhqnm6ltRPNyWpNRc3mxNKNSxqtXYs3Kdnvf8qW4P0B+Qrk+Ju3K7ETYokaalqQm2d39zXrD4dzZJ/l6tEvUG3OlsGAiwffO+gW50Nyi9p6oaeL0fMd9SLui2P35Jsva25kvv3xM0/TXtx3u/Fg17/z4Pw8NvFX+h+8CT4JngaxMEPwWHwOjgJzgIaZMFfwd/BP1v/dR50vup8PafevbPY82VQOzrof+IggDY=</latexit>

X[72]
<latexit sha1_base64="OFpOPgArLXb3Dls+RQ7hQb/awv0=">AAAHZnicbVVdb9s2FFU/FnfZ1rUrhj30RZmQoUsdQ7JTtA9FkSH76IAFzdAkDWAaAUVfK0QoUiGpxQbBP9HX7Y/tH+xnjJQ/akkWJIA69/Dce4+upLRgVOk4/vfO3Xv3P9vqPPh8+4svv3r49aPH35wrUUoCZ0QwIS9SrIBRDmeaagYXhQScpww+pNdHPv7hL5CKCn6qZwWMcpxxOqEEawddXFya4cv+yF4+iuJeXB1he5EsFlGwOE4uH2+9RWNByhy4JgwrNUziQo8MlpoSBnYblQoKTK5xBqYq04a7DhqHEyHdxXVYoTUezpWa5alj5lhfqWbMg5tiw1JPXo0M5UWpgZN5oknJQi1C33M4phKIZrMQE+LqLbF2dZArLDHRzpvtWqJM4uKKkqlrgXLCyjGYG0IlKal2EIdbIvIc87FBGsusLKzZM2g6M69jyLvuerNnbIiwDA9NuB/a8Pnr3sEisg7vb4afVzI+1GBX8MDBtrvnJF+5FZrI3AiLgI+nM5fz5tZu7yIJzRrtqlTX6Rgm6Bp0GCUGucHwCyQxz6pn5oOpxFWQVaAPe5pd7ZzHo77xNyZKLNrxe0zUtwuSKtNKYefSbd5ZgDhVc9lV0jVZLmQ+j54vo+fz6M/gpkvCsXvm7wqQWAvpupHWnEq7a5BYYBzn4CHf4Xr7KeUip5jZYX9knFGqlODnx2WCiX6GUsgoN26yGHOwpFMbJSFCYdQPva21CJI0u9I/NnKgQhqXZxKaE7s0oGCYQGVSNDAoV260wPuDcnwNqZgOq1fF2U6VvzXRwHoj7ZK6X3lZm8pC6X1XikOrFO5tr14fc4RnwDlYI7PUmrj3oht3Y1vnHNMx96UvSZ7Se9EgnbAyr6u0KKfgjFxpeFKLcsSEe6x1UrMaLIXgjVT9ptA7Apiv6fQ3ZTt1IwqSrtpPNiZ8ryW+TUHK2SfaBrFfQX6qap6uJfXTTYlrzSXN5oRSDYtarR0L9+lZ77/K1iD9AfnKpKSbtCtxkyJxVqqaUFvnN/c1q09Hs+Tf5SpRb9CtzpaBAMsH3zvoVmeD8kuWuaHnyxHzHfXibsvj95ittzVXcv+epPmnaS/O+71k0Ov/eRAd/rD4Cz0IngbfB8+CJHgZHAZvg5PgLCABCz4Gfwf/bP3Xedj5tvPdnHr3zmLPk6B2dML/AbgzgDA=</latexit>

±Z

<latexit sha1_base64="mr4eqT1gS9mGyFe8XRYH5Zi2AIw=">AAAHY3icbVVdb9xEFHULZEsK9APeEJKDFVTSzcreTUUfKggKH0UialCTtCITRePZu84o9owzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+ttMy59rE8T937r73/gcbvXsfbt7/6ONPHjx89PhUy0oxOGEyl+ptSjXkXMCJ4SaHt6UCWqQ5vEmvDnz8zR+gNJfi2MxKOC9oJviEM2oQOiFlEf5+8TCKB3F9hN1FslhE3/0X1MfRxaONl2QsWVWAMCynWp8lcWnOLVWGsxzcJqk0lJRd0QxsXaMLtxEahxOp8BImrNEGjxZaz4oUmQU1l7od8+BtsbPKTJ6fWy7KyoBg80STKg+NDH3D4ZgrYCafhZQxrLeiButgl1RRZtCYzUaiTNHykrMptsAFy6sx2GvGFau4QUjADZNFQcXYEkNVVpXO7lgyndkXMRR9vL7dsS4kVIX7NtwNXfj0xWBvEVmHd2+Hn9YyPtRi1/AIYdffQcnnuCITVVjpCIjxdIY5r2/c5jZR0K7RrUrFTscwIVdgwiixBKfCL4iiIqufmQ+mitbBvAZ92NPcauc8Hg2tv7FR4siW32OjoVuQdJXWClsXuHlrAdJUz2VXSddkhVTFPHq6jJ7Ooz8ATpeCQ3zmr0pQ1EiF3Shnj5XbtkQuMEEL8JDvcL39lAtZcJq7s+G5RaN0pcDPD2aCiXlCUsi4sDhZeY6w4lMXJSEhYTQMva2NCFE8uzRft3KQUlnMMwntkVsaUOaUQW1SNLKk0Dha4P0hBb2CVE7P6lcFbefa39po5LyRbkndrb1sTGWpzS6WgmidAl/1+vWxB3QGQoCzKkudjQfP+nE/dk3OIR8LX/qS5CmDZy3SUV4VTZUO5RjQyJWGJ3UoB7nEx9oktauhSkrRSjVsC71iQMWazvC2bMc4oqD4qv3k1oSvjaI3KSg1e0e7RewnUO+qmqfrSH1/XdFGc0m7Oal1y6JOa4cSPz3r/dfZWqRfoViZlPSTbiU4KYpmlW4IdXV+xq9ZczraJf+iVokGo359dgwEWD74wV6/PluUH7MMh14sR8x3NIj7HY9f03y9rbkS/nuS9p+muzgdDpLRYPjbXrT/1fwnFNwLPg++DJ4ESfBNsB+8DI6Ck4AFPPgz+Cv4e+Pf3v3e495nc+rdO4s9nwaNo/fF/4BBgCQ=</latexit>

±Z

<latexit sha1_base64="mr4eqT1gS9mGyFe8XRYH5Zi2AIw=">AAAHY3icbVVdb9xEFHULZEsK9APeEJKDFVTSzcreTUUfKggKH0UialCTtCITRePZu84o9owzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+ttMy59rE8T937r73/gcbvXsfbt7/6ONPHjx89PhUy0oxOGEyl+ptSjXkXMCJ4SaHt6UCWqQ5vEmvDnz8zR+gNJfi2MxKOC9oJviEM2oQOiFlEf5+8TCKB3F9hN1FslhE3/0X1MfRxaONl2QsWVWAMCynWp8lcWnOLVWGsxzcJqk0lJRd0QxsXaMLtxEahxOp8BImrNEGjxZaz4oUmQU1l7od8+BtsbPKTJ6fWy7KyoBg80STKg+NDH3D4ZgrYCafhZQxrLeiButgl1RRZtCYzUaiTNHykrMptsAFy6sx2GvGFau4QUjADZNFQcXYEkNVVpXO7lgyndkXMRR9vL7dsS4kVIX7NtwNXfj0xWBvEVmHd2+Hn9YyPtRi1/AIYdffQcnnuCITVVjpCIjxdIY5r2/c5jZR0K7RrUrFTscwIVdgwiixBKfCL4iiIqufmQ+mitbBvAZ92NPcauc8Hg2tv7FR4siW32OjoVuQdJXWClsXuHlrAdJUz2VXSddkhVTFPHq6jJ7Ooz8ATpeCQ3zmr0pQ1EiF3Shnj5XbtkQuMEEL8JDvcL39lAtZcJq7s+G5RaN0pcDPD2aCiXlCUsi4sDhZeY6w4lMXJSEhYTQMva2NCFE8uzRft3KQUlnMMwntkVsaUOaUQW1SNLKk0Dha4P0hBb2CVE7P6lcFbefa39po5LyRbkndrb1sTGWpzS6WgmidAl/1+vWxB3QGQoCzKkudjQfP+nE/dk3OIR8LX/qS5CmDZy3SUV4VTZUO5RjQyJWGJ3UoB7nEx9oktauhSkrRSjVsC71iQMWazvC2bMc4oqD4qv3k1oSvjaI3KSg1e0e7RewnUO+qmqfrSH1/XdFGc0m7Oal1y6JOa4cSPz3r/dfZWqRfoViZlPSTbiU4KYpmlW4IdXV+xq9ZczraJf+iVokGo359dgwEWD74wV6/PluUH7MMh14sR8x3NIj7HY9f03y9rbkS/nuS9p+muzgdDpLRYPjbXrT/1fwnFNwLPg++DJ4ESfBNsB+8DI6Ck4AFPPgz+Cv4e+Pf3v3e495nc+rdO4s9nwaNo/fF/4BBgCQ=</latexit>

±Z

<latexit sha1_base64="mr4eqT1gS9mGyFe8XRYH5Zi2AIw=">AAAHY3icbVVdb9xEFHULZEsK9APeEJKDFVTSzcreTUUfKggKH0UialCTtCITRePZu84o9owzMya7Gs1v4BV+Gj+Ad34Cd7wfXduxbGl87plz7z2+ttMy59rE8T937r73/gcbvXsfbt7/6ONPHjx89PhUy0oxOGEyl+ptSjXkXMCJ4SaHt6UCWqQ5vEmvDnz8zR+gNJfi2MxKOC9oJviEM2oQOiFlEf5+8TCKB3F9hN1FslhE3/0X1MfRxaONl2QsWVWAMCynWp8lcWnOLVWGsxzcJqk0lJRd0QxsXaMLtxEahxOp8BImrNEGjxZaz4oUmQU1l7od8+BtsbPKTJ6fWy7KyoBg80STKg+NDH3D4ZgrYCafhZQxrLeiButgl1RRZtCYzUaiTNHykrMptsAFy6sx2GvGFau4QUjADZNFQcXYEkNVVpXO7lgyndkXMRR9vL7dsS4kVIX7NtwNXfj0xWBvEVmHd2+Hn9YyPtRi1/AIYdffQcnnuCITVVjpCIjxdIY5r2/c5jZR0K7RrUrFTscwIVdgwiixBKfCL4iiIqufmQ+mitbBvAZ92NPcauc8Hg2tv7FR4siW32OjoVuQdJXWClsXuHlrAdJUz2VXSddkhVTFPHq6jJ7Ooz8ATpeCQ3zmr0pQ1EiF3Shnj5XbtkQuMEEL8JDvcL39lAtZcJq7s+G5RaN0pcDPD2aCiXlCUsi4sDhZeY6w4lMXJSEhYTQMva2NCFE8uzRft3KQUlnMMwntkVsaUOaUQW1SNLKk0Dha4P0hBb2CVE7P6lcFbefa39po5LyRbkndrb1sTGWpzS6WgmidAl/1+vWxB3QGQoCzKkudjQfP+nE/dk3OIR8LX/qS5CmDZy3SUV4VTZUO5RjQyJWGJ3UoB7nEx9oktauhSkrRSjVsC71iQMWazvC2bMc4oqD4qv3k1oSvjaI3KSg1e0e7RewnUO+qmqfrSH1/XdFGc0m7Oal1y6JOa4cSPz3r/dfZWqRfoViZlPSTbiU4KYpmlW4IdXV+xq9ZczraJf+iVokGo359dgwEWD74wV6/PluUH7MMh14sR8x3NIj7HY9f03y9rbkS/nuS9p+muzgdDpLRYPjbXrT/1fwnFNwLPg++DJ4ESfBNsB+8DI6Ck4AFPPgz+Cv4e+Pf3v3e495nc+rdO4s9nwaNo/fF/4BBgCQ=</latexit>

71

<latexit sha1_base64="0Ez0siUx4uO6nTXv0Sbjxx3sfj8=">AAAHYHicbVXbbtw2EFXS1uu6l8TtW/siV3CROuuFtJsgeQhaF+4lBWrEbWwngGkYFHdWJiyRMknVuyD4B31t/62v/YJ+QofaS1aSBQmgzhyemTkaSWmZc23i+J979997/4ON3uaHWx99/MmnDx5uf3amZaUYnDKZS/U2pRpyLuDUcJPD21IBLdIc3qTXhz7+5g9QmktxYmYlXBQ0E3zCGTUI/f4suXwYxYO4PsLuIlksou/+C+rj+HJ74yUZS1YVIAzLqdbnSVyaC0uV4SwHt0UqDSVl1zQDWxfowl2ExuFEKryECWu0waOF1rMiRWZBzZVuxzx4V+y8MpPnF5aLsjIg2DzRpMpDI0PfbTjmCpjJZyFlDOutqME62BVVlBl0ZauRKFO0vOJsii1wwfJqDPaGccUqbhAScMtkUVAxtsRQlVWls3uWTGf2RQxFH69v96wLCVXhgQ33Qxc+fjF4soisw/t3w49rGR9qsWt4hLDr76Hkc1yRiSqsdATEeDrDnDe3bmuXKGjX6FalYqdjmJBrMGGUWIIj4RdEUZHVz8wHU0XrYF6DPuxpbrVzHo+G1t/YKHFkx++x0dAtSLpKa4WdS9y8swBpqueyq6RrskKqYh49W0bP5tEfAKdLwRE+81clKGqkwm6UsyfK7VoiF5igBXjId7jefsqFLDjN3fnwwqJRulLg5wczwcQ8IilkXFicrDxHWPGpi5KQkDAaht7WRoQonl2Zb1o5SKks5pmE9tgtDShzyqA2KRpZUmgcLfD+kIJeQyqn5/WrgrZz7W9tNHLeSLek7tdeNqay1GYfS0G0ToHvef362EM6AyHAWZWlzsaDp/24H7sm54iPhS99SfKUwdMW6TiviqZKh3ICaORKw5M6lMNc4mNtktrVUCWlaKUatoVeMaBiTWd4V7YTHFFQfNV+cmfC10bR2xSUmr2j3SH2E6h3Vc3TdaS+v6loo7mk3ZzUumVRp7UjiZ+e9f7rbC3Sr1CsTEr6SbcSnBRFs0o3hLo6P+PXrDkd7ZJ/UatEg1G/PjsGAiwf/OBJvz5blB+zDIdeLEfMdzSI+x2PX9N8va25Ev57kvafprs4Gw6S0WD42zA6+Hr+Ewo2gy+Dr4JHQRI8Cw6Cl8FxcBqwYBL8GfwV/L3xb2+z96C3Pafev7fY83nQOHpf/A/14n65</latexit>

w = 75

<latexit sha1_base64="KRI0xTKe7i4vsFzLISgcDJ6++jo=">AAAHZHicbVVdb9s2FFW7LW6zbm1X9KnAwEzI0KWOIdkN2od2y5B9dMCCZmjiFgiDgKKvFTYSqZBUY4Pgf9jr9s/2B/a8nzBS/qglWZAA6tzDc+89upKSImNKR9E/N25+8ulnG51btzc/v/PFl3fv3f9qqEQpKZxQkQn5LiEKMsbhRDOdwbtCAsmTDN4mlwc+/vYDSMUEP9bTAs5yknI2ZpRoBw2v0Uv0bO/8Xhj1oupA7UU8X4Q//BdUx9H5/Y1XeCRomQPXNCNKncZRoc8MkZrRDOwmLhUUhF6SFExVpEXbDhqhsZDu4hpVaI1HcqWmeeKYOdEXqhnz4LrYaanHz88M40WpgdNZonGZIS2Q7xiNmASqsykilLp6S6JdHfSCSEK1c2azliiVpLhgdOJaYJxm5QjMFWWSlkw7iMM1FXlO+MhgTWRaFtbsGDyZmhcR5F13fb9jLMJEon2DdpFFT170ns4jq/DuevhJJeNDDXYFDxxsuztO8rlb4bHMjbAY+GgydTmvru3mNpbQrNEuS3WdjmCML0GjMDbYjYVfYEl4Wj0zH0wkqYJZBfqwp9nlzlk87Bt/Y8LY4i2/x4R9OyepMqkUts7d5q05SBI1k10mXZHlQuaz6HARHc6iP4GbLgmH7pm/LkASLaTrRlpzLO22wWKOcZKDh3yHq+0njIuckcye9s+MM0qVEvz8uEww1o9xAinjxk1WljlYsokNY4QxCvvI21qLYMnSC/1dIwcupHF5xsgc2YUBRUYoVCaFA4Nz5UYLvD84J5eQiMlp9ao425nytyYcWG+kXVB3Ky9rU1kovetKcWiVwr3r1etjDsgUOAdrZJpYE/X2ulE3snXOIRtxX/qC5Cm9vQbpKCvzukqLcgzOyKWGJ7UoB5lwj7VOalZDpBC8karfFHpNgfAVnf66bMduREGyZfvx2oRvtCTXCUg5/UhbI/YLyI9VzdK1pH68KkmtubjZnFCqYVGrtUPhPj2r/VfZGqTfIV+aFHfjdiVuUiRJS1UTauv86r5m9elolvybXCbqDbrV2TIQYPHge0+71dmg/Jymbuj5YsR8R72o2/L4DclW25opuX9P3PzTtBfDfi8e9Pp/9MP9b2c/oeBW8Cj4JngcxMGzYD94FRwFJwEN3gd/Bn8Ff2/827nTedB5OKPevDHf8yCoHZ2v/wdmzH/Z</latexit>

(c) w = 75, a = 5.

Figure 9 If the red ancilla flag in Figure 8 is not triggered, these circuits are used to find and
correct a possible error. The flag sequences (from Figure 3) and corresponding corrections are listed
at the bottom. Note that these sequences are nonadaptive, and can be used either with a ancilla
qubits, in a slow reset model, or with just one ancilla qubit in a fast reset model (because many of
the CNOT gates commute).
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Table 3 Parity checks and correction rules when the red flag ancilla is measured as 0.

11 ⊕ 15 10 ⊕ 14 Possible errors Correction

0 1 Flag/data qubit error None

1 1 X[11], X[12], X[13] X[12]

1 0 X[14] or flag/data qubit error None

0 0 1 None

Consolidating, we are allowed up to 3J + 1 CNOTs before the red ancilla is initialized,

and up to k CNOTs in the monitored region of the red ancilla. In total we can create a cat

state on up to

w ≤ 3J + k + 2 = 3
(

2m − 2m + 3
)

qubits, with m total measurements. ◀

We also tested protocols where multiple flags are used for the initial partial localization

of a fault (in place of the red flag qubit). We found no improvement to our bounds on ancilla

overhead. It appears that ancillas are better used in the parity checks than for partial fault

localization.

5 Conclusion

In this paper, we optimize the overhead of distance-three fault tolerance for stabilizer

measurement and cat state preparation. If the circuit on w qubits must tolerate one fault,

we show that only ∼ log w extra qubits are required. We detail the construction of a

maximal-length path on the hypercube and show that it can be used to greatly increase the

ability to catch and distinguish faults.

We describe two circuits for stabilizer measurement based on the speed of ancilla qubit

reset. With slow reset, a weight-w stabilizer can be measured fault-tolerantly to distance-

three using only ⌈log2 w⌉ flag qubits for fault tolerance. With fast reset, only three flag

qubits are required, but the number of times they are measured and reset grows as ∼ w
4 .

In our circuits for fault-tolerant cat state preparation we check for errors after the cat

state is non-fault-tolerantly prepared. We show, using a deterministic and an adaptive circuit,

that the overhead for fault tolerance can be as low as logarithmic in the size of the cat state.

In fact, only one flag qubit suffices, as long as it can reset quickly.

There are numerous avenues for further improvements. The circuits detailed in this

paper are only fault-tolerant to distance-three. Using more complex designs, flag-based

fault tolerance can be used to effect fault tolerance to arbitrary distance [1, 6]. It may

be interesting to try to develop higher-distance circuits for stabilizer measurement with

logarithmic overhead.

From the perspective of stabilizer algebra, a cat state is a CSS ancilla state. A future

avenue of research might look to extend these flag techniques to the fault-tolerant preparation

of general CSS ancilla states.

In order to execute the circuits in this paper, one qubit needs to be connected to all the

other qubits used. This does not bode well for architectures with limited connectivity. But

by mixing flag and transversal gate concepts for fault tolerance, it is possible to construct

stabilizer measurement circuits that can measure arbitrarily large stabilizers using only

local interactions, fault-tolerantly. This can be especially useful in technologies such as

superconducting qubits, where qubits only talk to neighbors on a 2-D lattice.
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Abstract

In the claw detection problem we are given two functions f : D → R and g : D → R (|D| = n,

|R| = k), and we have to determine if there is exist x, y ∈ D such that f(x) = g(y). We show

that the quantum query complexity of this problem is between Ω
(

n
1/2k

1/6
)

and O
(

n
1/2+εk

1/4
)

when

2 ≤ k < n.
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1 Introduction

In this note we study the Claw problem in which given two discrete functions f : D → R

and g : D → R (|D| = n, |R| = k) we have to determine if there is a collision, i.e., inputs

x, y ∈ D such that f(x) = g(y). In contrast to the Element-Distinctness problem, where

the input is a single function f : D → R and we have to determine if f is injective, Claw is

non-trivial even when k < n. This is the setting we focus on.

Both Claw and Element-Distinctness have wide applications as useful subroutines

in more complex algorithms [5, 12] and as a means of lower bounding complexity [10, 1].

Claw and Element-Distinctness were first tackled by Buhrman et al. in 2000 [8] where

they gave an O
(

n3/4
)

algorithm and Ω
(

n1/2
)

lower bound. In 2003 Ambainis, introducing a

novel technique of quantum walks, improved the upper bound to O
(

n2/3
)

in the query model

[4]. It was soon realized that a similar approach works for Claw [9, 13, 15]. Meanwhile

Aaronson and Shi showed a lower bound Ω
(

n2/3
)

that holds if the range k = Ω
(

n2
)

[2].

Eventually Ambainis showed that the Ω
(

n2/3
)

bound holds even if k = n [3]. The same lower

bound has since been reproved using the adversary method [14]. Until now, only the Ω
(

n1/2
)

bound based on reduction of searching was known for Claw with k = o(n) [8].

We consider quantum query complexity of Claw where the input functions are given

as a list of their values in black box. Let Q(f) denote the bounded error quantum query

complexity of f . For a short overview of black box model refer to Buhrman and de Wolf’s

survey [7]. Let [n] denote {1, 2, . . . , n}. Let Clawn→k : [k]
2n → {0, 1} be defined as

Clawn→k(x1, . . . , xn, y1, . . . , yn) =

{

1, if ∃i, j xi = yj

0, otherwise
.

Our contribution is a quantum algorithm for Clawn→k with quantum query complexity

Q(Clawn→k) = O
(

n1/2+εk1/4
)

and a lower bound Q(Clawn→k) = Ω
(

n1/2k1/6
)

. In section 2

we describe the algorithm, and in section 3 we give the lower bound.
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6:2 A Note About Claw Function with a Small Range

2 Results

▶ Theorem 1. For all ε > 0, we have Q(Clawn→k) = O
(

n1/2+εk1/4
)

.

Proof. Let X = (x1, . . . , xn), Y = (y1, . . . , yn) be the inputs of the function. We denote

k = nκ .

Consider the following algorithm parametrized by α ∈ [0, 1].

1. a. Select a random sample A = {a1, . . . , aℓ} ⊆ [n] of size ℓ = 4 · nα · ln n and query the

variables xa1
, . . . , xaℓ

.

Denote by XA = {xa | a ∈ A} the set containing their values. Do a Grover search for

an element y ∈ Y such that y ∈ XA. If found, output 1.

b. Select a random sample A′ = {a′
1, . . . , a′

ℓ} ⊆ Y of size ℓ and query the variables

ya′

1
, . . . , ya′

ℓ
.

Denote by YA′ = {ya′ | a′ ∈ A′} the set containing their values. Do a Grover search

for an element x ∈ X such that x ∈ YA′ . If found, output 1.

2. Run Claw4b ln n→k algorithm (with the value of b specified below) with the following

oracle:

a. To get xi: do a pseudorandom permutation on x1, . . . , xn using seed i and using

Grover’s minimum search return the first value xj such that xj /∈ XA.

b. To get yi: do a pseudorandom permutation on y1, . . . , yn using seed i and using

Grover’s minimum search return the first value yj such that yj /∈ XA′ .

Let B = {i ∈ [n] | xi /∈ XA}, B′ = {i ∈ [n] | yi /∈ YA′} be the sets containing the indices of

the variables which have values not seen in the steps 1a and 1b. We denote |B| = b = nβ .

Let us calculate the probability that after step 1a there exists an unseen value v which is

represented in at least n1−α variables, i.e., v /∈ XA ∧ |{i ∈ [n] | xi = v}| ≥ n1−α. Consider

an arbitrary value v∗ ∈ [k] such that |{i | xi = v∗}| ≥ n1−α. For i ∈ [ℓ], let Zi be the

event that xai = v∗. ∀i ∈ [ℓ] Pr[Zi] ≥ n1−α

n . Let Z =
∑

i∈[ℓ] Zi. Then E[Z] = ℓ · E[Z1] ≥
4 · nα · ln n · n1−α

n = 4 ln n. Using Chernoff inequality (see e.g. [11]),

Pr[Z = 0] ≤ exp

(

−1

2
E[Z]

)

≤ exp(−2 ln n) =
1

n2
.

The probability that there exists such v∗ ∈ [k] is at most nκ

n2 = o(1). Therefore, with

probability 1 − o(1) after step 1a, every value v ∈ XB is represented in the input less than

n1−α times. The same reasoning can be applied to step 1b and the set B′. Therefore, with

probability 1 − o(1) both b and b′ are at most k · n1−α = nκ+1−α.

Similarly, we show that with probability 1 − o(1) each x ∈ B appears as the first element

from B in at least one of the permutations of the oracle in step 2. Let W x
i be the event

that x ∈ B appears in the i-th permutation as the first element from B. E[W x
i ] = 1

b .

Let W x =
∑

i∈[4b ln n] W x
i . E[W x] = 4b ln n · 1

b = 4 ln n. Pr[W x = 0] ≤ exp(−2 ln n) = 1
n2 .

Pr[∃x ∈ B : W x = 0] ≤ n
n2 = 1

n = o(1). The same argument works for B′. Therefore, if there

is a collision, it will be found by the algorithm with probability 1 − o(1).

We also show that with probability 1 − o(1), in all permutations the first element from

B appears no further than in position 4n
b ln n (and similarly for B′). We denote by Pi,j

the event that in the i-th permutation in the j-th position is an element from B. E[Pi,j ] =
b
n . We denote Pi =

∑

j∈[4· n
b ·ln n] Pi,j . E[Pi] = 4 · ln n. Pr[Pi = 0] ≤ exp(−2 ln n) = 1

n2 .

Pr[∃i ∈ [4b ln n] : Pi = 0] ≤ 4b ln n
n2 ≤ 4n ln n

n2 = o(1). Therefore, the Grover’s minimum search

will use at most Õ
(√

n
nβ

)

queries.
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The steps 1a and 1b use Õ(nα) queries to obtain the random sample, and O(
√

n) queries

to check if there is a colliding element on the other side of the input. The oracle in step 2

uses Õ
(√

n
nβ

)

queries to obtain one value of xi or yi.

Therefore the total complexity of the algorithm is

Õ
(

nα + n
1
2 + Q(Claw4b ln n→k) · n

1
2

− 1
2

β
)

.

By using the O
(

n2/3
)

algorithm in step 2,

Q(Claw4b ln n→k) · n
1
2

− 1
2

β = n
2
3

β+ 1
2

− 1
2

β

= n
1
2

+ 1
6

β

≤ n
1
2

+ 1
6

(κ+1−α)

= n
4+κ−α

6 ,

and the total complexity is minimized by setting α = 4+κ

7 . However, we can do better

than that. Notice that the O
(

n2/3
)

algorithm might not be the best choice for solving

Claw4b ln n→k in step 2.

Let A0 denote the regular O
(

n2/3
)

Clawn→k algorithm. For i > 0, let Ai denote a

version of algorithm from Theorem 1 that in step 2 calls Ai−1. Then we show that for all n

and all 0 ≤ κ ≤ 2
3 ,

Q(Ai) = Õ
(

nTi(κ)
)

,

where Ti(κ) =
(2i−1)κ+2i+1

2i+2−1 .

The proof is by induction on i. For i = 0, we trivially have that Q(A0) = Õ
(

n2/3
)

. For

the inductive step, consider the analysis of our algorithm. Let us set α = Ti(κ). First, notice

that Ti(κ) is non-decreasing in κ and Ti

(

2
3

)

= 2
3 for all i. Thus for all κ ≤ 2

3 , we have

Ti(κ) ≤ 2
3 , hence α ≤ 2

3 and κ

1−α+κ
≤ 2

3 . Second, since the coefficient of κ is 2i−1
2i+2−1 ≤ 1 the

function Ti(κ) is above κ for κ ≤ 2
3 , establishing α − κ ≥ 0. This confirms that α = Ti(κ)

is a valid choice of α.

It remains to show that the complexity of step 2 does not exceed Õ
(

nTi(κ)
)

. By the

inductive assumption and analysis of the algorithm, the complexity (up to logarithmic factors)

of the second step is n to the power of (1 − α + κ) · Ti−1

(

κ

1−α+κ

)

+ α−κ

2 . Finally, we have

to show that

(1 − Ti(κ) + κ) · Ti−1

(

κ

1 − Ti(κ) + κ

)

+
Ti(κ) − κ

2
≤ Ti(κ).

By expanding Ti−1(κ) and with a slight rearrangement, we obtain

(2i−1 − 1)κ + 2i(1 − Ti(κ) + κ)

2i+1 − 1
≤ Ti(κ) + κ

2
.

We can further rearrange the required inequality by bringing Ti(κ) to right hand side and

everything else to the other. Then we get

(2i−1 − 1 + 2i − 2i+1−1
2 )κ + 2i

2i+1 − 1
≤ Ti(κ)

(

1

2
+

2i

2i+1 − 1

)

.

After simplification we obtain
(2i−1)κ+2i+1

2i+2−1 ≤ Ti(κ), which is true.

Since limi→∞
2i−1

2i+2−1 = 1
4 and limi→∞

2i+1

2i+2−1 = 1
2 , the result follows. ◀
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3 Lower Bound

We show a Ω
(

n1/2k1/6
)

quantum query complexity lower bound for Clawn→k.

▶ Theorem 2. For all k ≥ 2, we have Q(Clawn→k) = Ω
(

n1/2k1/6
)

.

Proof. Let pSearchm : (∗ ∪ [k])
m → [k] be the partial function defined as

pSearchm(x1, x2, . . . , xm) =

{

xi, if xi ̸= ∗, ∀j ̸= i : xj = ∗
undefined, otherwise

.

Consider the function fn,k = Clawk→k ◦ pSearch⌊n/k⌋. One can straightforwardly reduce

fn,k(x, y) to Clawn→k+2(x′, y′) by setting

x′
i =

{

xi, if xi ̸= ∗
k + 1, if xi = ∗

and

y′
i =

{

yi, if yi ̸= ∗
k + 2, if yi = ∗

.

Now we show that Q(fn,k) = Ω
(

k2/3
√

n/k
)

= Ω
(

n1/2k1/6
)

. The fact that Q(Clawk→k) =

Ω
(

k2/3
)

has been established by Zhang [16]. Furthermore, thanks to the work done by

Brassard et al. in [6, Theorem 13] we know that for pSearchm a composition theorem holds:

Q(h ◦ pSearchm) = Ω(Q(h) · Q(pSearchm)) = Ω(Q(h) · √
m). Therefore,

Q(Clawn→k) ≥ Q
(

Clawk−2→k−2 ◦ pSearch⌊ n
k−2 ⌋

)

= Ω

(

k
2/3

√

n

k

)

= Ω
(

n
1/2k

1/6

)

.

◀

4 Open Problems

Can we show that Q
(

Clawn→n2/3

)

= Ω
(

n2/3
)

? In particular, our algorithm struggles with

instances where there are n
2/3

2 singletons only two (or none) of which are matching and

the remaining variables are evenly distributed with Θ
(

n1/3
)

copies each, such that none are

matching. Thus our algorithm then either has to waste time sampling all the high-frequency

decoy values or have most variables not sampled by step 2. If this lower bound held, it would

imply a better lower bound for evaluating constant depth formulas and Boolean matrix

product verification [10, Theorem 5].
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Abstract

Quantum state tomography is a powerful but resource-intensive, general solution for numerous

quantum information processing tasks. This motivates the design of robust tomography procedures

that use relevant resources as sparingly as possible. Important cost factors include the number of

state copies and measurement settings, as well as classical postprocessing time and memory. In

this work, we present and analyze an online tomography algorithm designed to optimize all the

aforementioned resources at the cost of a worse dependence on accuracy. The protocol is the first to

give provably optimal performance in terms of rank and dimension for state copies, measurement

settings and memory. Classical runtime is also reduced substantially and numerical experiments

demonstrate a favorable comparison with other state-of-the-art techniques. Further improvements

are possible by executing the algorithm on a quantum computer, giving a quantum speedup for

quantum state tomography.
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1 Motivation

Quantum state tomography is the task of reconstructing a classical description of a quantum

state from experimental data. This problem has a long and rich history [5] and remains a

useful subroutine for building, calibrating and controlling quantum information processing

devices. Over the last decade, unprecedented advances in the experimental control of
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...
...U ∼ Eρ

· · ·

· · ·

· · ·

· · ·

(global)

ρ

U1

U2

U3

U4

(local)

Figure 1 Basis measurement primitive. Global measurements (left) require implementing a

global unitary that affects all n qudits prior to measuring in the computational basis. A k-local

measurement primitive only allows for unitaries that affect groups of k (geometrically) local qudits;

see the left-hand side for a visualization with n = 8 and k = 2.

quantum architectures have pushed traditional estimation techniques to the limit of their

capabilities. This is mainly due to a fundamental curse of dimension: the dimension of state

space grows exponentially in the number of qudits, i.e. a quantum system comprised of n

d-dimensional qudits is characterized by a density matrix ρ of size D = dn. The impact of

this scaling behavior is further amplified by the probabilistic nature of quantum mechanics

(“wave-function collapse”). Information about the state is only accessible via measuring the

system. An informative quantum measurement is destructive and only yields probabilistic

outcomes. Hence, many identically prepared samples of the quantum state are required to

estimate even a single parameter of the underlying state. Characterizing the full state of

a quantum system necessitates accurate estimation of many such parameters. Storing and

processing the measurement data also requires substantial amounts of classical memory and

computing power – another important practical bottleneck. To summarize: the curse of

dimension and wave-function collapse have severe implications that necessitate the design of

extremely resource-efficient protocols.

In this work, we focus on reconstructing the complete density matrix ρ from single-copy

measurements. This is an actual restriction, as it excludes some of the most powerful

tomography techniques known to this date [34, 19]. While very efficient in terms of state

copies, these procedures are extremely demanding in terms of quantum hardware – an actual

implementation would require exponentially long quantum circuits that act collectively on

all the copies of the unknown state stored in a quantum memory.

We also adopt a measurement primitive that mimics the layout of modern quantum

information processing devices. Apply a unitary U to the unknown state ρ 7→ UρU†

and perform measurements in the computational basis {|i⟩ : i = 1, . . . , D}. Fixing U and

repeating this procedure many times allows for estimating the associated outcome distribution:

[pU (ρ)]i = ⟨i|UρU†|i⟩ for i = 1, . . . , D. (1)

This outcome distribution characterizes the diagonal elements of UρU†. In general, access to

a single diagonal is insufficient to determine ρ unambiguously. Instead, multiple repetitions of

this basic measurement primitive are necessary. We refer to Fig. 1 for an illustration. Different

ensembles E of accessible unitary transformations give rise to different basis measurement

primitives. When employed to perform state tomography – i.e. reconstruct an unknown state

ρ up to accuracy ϵ in trace distance – the following fundamental scaling laws apply to any

(single-copy) basis measurement primitive and any tomographic procedure:
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Table 1 Resource scaling for state tomography protocols based on global measurements (single

copy): Here, D denotes the Hilbert space dimension, r is the rank of the target state and ϵ is

the desired precision (in trace distance). We have suppressed constants, as well as logarithmic

dependencies in D and r. The first row summarizes known fundamental lower bounds, while the

label “unknown” indicates a lack of rigorous theory support.

meas. primitive basis settings state copies runtime memory

lower bounds arbitrary ≥ r ≥ Dr2ϵ−2 ≥ Dr2ϵ−2 ≥ Dr
CS [40] Haar r unknown D4 D3

CS [27] Clifford D2/3r unknown D4 D3

PLS [18] 2-design D Dr2ϵ−2 D3 D2

this work 4-design rϵ−2 Dr2ϵ−4 D2r5/2ϵ−5 Drϵ−2

this work Clifford r3ϵ−2 Dr4ϵ−4 D2r6ϵ−5 Dr2ϵ−2

(i) The number of basis measurement settings M must scale at least linearly with the

(effective) target rank r = rank(ρ): M = Ω(r). This corresponds to estimating a total

of DM = Ω(rD) parameters [21, 25].

(ii) The sampling rate N , i.e. the number of independent state copies required to obtain

sufficient data, must depend on rank, dimension and desired accuracy: N = Ω
(

Dr2/ϵ2
)

[19].

(iii) The classical storage S is bounded by dimension times target rank: S = Ω(rD).

Constraint iii. follows from a simple parameter counting argument – specifying a general

D×D-matrix with rank r requires (order) rD parameters – while i. and ii. reflect fundamental

limitations that have only been identified comparatively recently. These bounds cover three

of the four most relevant cost parameters. For the last one we are not aware of a nontrivial

rigorous lower bound:

(iv) The classical runtime associated with processing the measurement data to produce an

estimated state σ⋆ should be as fast as possible.

The last decade has seen the development of several procedures that provably optimize

some of these four cost factors up to logarithmic factors in the ambient dimension. We refer

to Table 1 for a detailed tabulation of resource requirements. For now, we content ourselves

with emphasizing that existing procedures have been designed to either minimize the number

of measurement settings (compressed sensing approaches [17, 32, 28]) or the required number

of samples per measurement (least-squares approaches [37, 18]). Neither of these approaches

seems to be well-suited for optimizing classical postprocessing memory and time. Finally,

we point out that currently available quantum technologies are not perfect [35]. Practical

tomography procedures should be robust with respect to imperfections, most notably state

preparation and measurement errors.

2 Overview of results

In this work, we develop a robust algorithm for almost resource-optimal quantum state

tomography from (single-copy) basis measurements that comes with rigorous convergence

guarantees. The theoretical results are closely related to quantum state distinguishability

[23, 22, 3, 33] and strongest for global measurement primitives (Fig. 1, left) that are sufficiently

generic. In the regime of low target rank r, the proposed method improves upon state-of-the

art techniques at the cost of a worse dependence on target accuracy ϵ. The actual numbers

are summarized in Table 1. The required number of basis measurement setting matches

TQC 2021
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results from compressed sensing [17, 32, 28] – a technique that has been specifically designed

to optimize this cost function – while the required number of state copies is comparable

to projected least squares [37, 18] – which is known to be (almost) optimal in this regard.

Classical runtime and memory cost are also reduced substantially. We also obtain rigorous

results for k-local measurement primitives (Fig. 1, right), but the obtained theoretical

numbers only become competitive if the locality parameter k is sufficiently large. We believe

that this shortcoming is an artifact of poor constants and refer to App. B.4 of the extended

version [9] for details.

2.1 Algorithm and theoretical runtime guarantee

The tomography algorithm – which we call Hamiltonian updates – is based on a variant

of the versatile mirror-descent meta-algorithm [38, 10], see also [7]. Mirror descent and

its cousin, matrix multiplicative weights, have led to considerable progress in algorithm

design across several disciplines. Prominent examples include fast semidefinite programming

solvers [20, 4, 31, 39, 8, 6, 7], quantum prediction techniques like shadow tomography [1],

the online learning methods of [2] and the tomography protocol of [41]. The algorithm design

is summarized in Algorithm 1. The key idea is to maintain and iteratively update a guess

for the unknown state. The sequence of guess states is parametrized by Hamiltonians

σt =
exp(−Ht)

tr(exp(−Ht))
for t = 0, 1, 2, . . . (Gibbs / thermal state)

and initialized to an infinite temperature state σ0 = I/D (maximum entropy principle).

At each subsequent iteration, we choose a unitary rotation U ∼ E at random from a fixed

ensemble, estimate the outcome distribution (1) of the rotated target state UρU† and compare

it to the predicted outcome distribution UσtU
† of the current guess state. If the two outcome

distributions differ by more than mere statistical fluctuations, σt is an inadequate guess for

ρ.

We then update the guess state σt 7→ σt+1 by including a small energy penalty in the

associated Hamiltonian that penalizes the observed mismatch and repeat. Heuristically, it is

reasonable to expect that this update rule makes progress as long as each newly selected basis

provides actionable advice, i.e. discrepancies in the outcome distributions. As we prove in

App. A of the extended version [9] that we indeed make progress in relative entropy. Things

get more interesting when this is not the case. Predicted and estimated outcome distribution

can be very close for two reasons (i): the current iterate σt is close to the unknown target ρ

(convergence); (ii) the current basis measurement cannot properly distinguish between σt

and ρ, even though they are still far apart (false positive). It is imperative to protect against

wrongfully terminating the procedure due to the occurrence of a false positive. Hamiltonian

Updates (Algorithm 1) suppresses the likelihood of wrongfully terminating by checking

closeness in (up to) L additional random bases. The required size of such a control loop

depends on the measurement primitive. Broadly speaking, generic measurement ensembles –

like Haar-random unitary transformations – are very unlikely to produce false positives; while

highly structured ensembles – like mutually unbiased bases – can be much more susceptible.

The following relation introduces two ensemble-dependent summary parameters that capture

this effect:

PrU∼E [∥pU (ρ)− pU (σt)∥ℓ1
≥ θE(ρ, σt)∥ρ− σt∥2] ≥ τE(ρ, σt). (2)

The parameter θE(ρ, σt) relates an observed discrepancy in outcome distributions (measured

in ℓ1 distance) to the Frobenius distance in state space. As detailed below, it captures the

minimal progress we can expect from a successful update σt 7→ σt+1. The second parameter
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Algorithm 1 Hamiltonian Updates for quantum state tomography.

Input: error tolerance ϵ, number of loops L.

Initialize: t = 0, Ht = 0, convergence=false

while convergence=false do

compute σt = exp(−Ht)/tr(exp(−Ht)) ▷ current guess for the state ρ

select random basis measurement
{

U |i⟩⟨i|U†
}

compute outcome statistics [pi] of σt ▷ classical computation

estimate outcome statistics [qi] of ρ ▷ quantum measurement

check if [pi] and [qi] are ϵ-close in ℓ1 distance

if no then set P =
∑

pi>qi
|i⟩⟨i| ▷ collect outcomes for which pi > qi

Set η = 1

8
∥p− q∥ℓ1

Ht+1 ← Ht + ηU†PU ▷ energy penalty for mismatch (in this basis)

update σt+1 = exp(−Ht+1)/tr(exp(−Ht+1))

t← t + 1 ▷ update counter of number of iterations

else if yes then ▷ current guess may be close to ρ

check L additional random bases ▷ suppress likelihood of false positives

if ℓ1 distance is always < ϵ then ▷ current guess is likely to be close

set convergence=true

end if

end if

end while

Output: Ht

τE(ρ, σt) lower bounds the probability of observing an outcome discrepancy that appropriately

reflects the current stage of convergence. This parameter controls the size of the control loop.

It is desirable to choose both parameters as large as possible, but there is a trade-off (making

θE(ρ, σt) larger necessarily diminishes τE(ρ, σt)) and both depend heavily on the measurement

ensemble. One of our main theoretical contributions is a rigorous convergence guarantee

for Hamiltonian updates (Algorithm 1) that only depends on the ambient dimension D, the

target rank r = rank(ρ), as well as the worst-case ensemble parameters

θE(ρ) = max
σ state

θE(ρ, σ) and τE(ρ) = max
σ state

τE(ρ, σ). (3)

▶ Theorem 1 (informal statement). Fix a measurement primitive E, a desired accuracy

ϵ and let ρ be a rank-r target state. With high probability, Algorithm 1 requires at most

T = O
(

r log(D)/(θE(ρ)ϵ)2
)

steps – each with a control loop of size L = O(log(T )/τE(ρ)) –

to produce an output σ⋆ that obeys ∥ρ− σ⋆∥1 ≤ ϵ.

This convergence guarantee is also stable with respect to imperfect implementations. In

particular, we only need to estimate measurement outcome statistics to a certain degree

of accuracy: O
(

Dr/(θE(ρ)ϵ)2
)

measurement repetitions suffice for each basis. This implies

that the total number of measurement settings and state copies are bounded by

M =TL ≃ O
(

r log(D)/(τE(ρ)θE(ρ)2ϵ2)
)

(measurement settings), (4)

N ≃O
(

Dr2 log(D)/(τE(ρ)θE(ρ)4ϵ4)
)

(sample complexity). (5)

To increase readability, we have suppressed the logarithmic contribution in T .
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2.2 Connections to quantum state distinguishability

The bounds for M in Eq. (4) and N in Eq. (5) are characterized by worst-case ensemble

parameters (2). These are intimately related to quantum state distinguishability: how good is

a fixed measurement primitive E at distinguishing state ρ from state σ in the single-shot limit?

Ambainis and Emerson [3] showed that the optimal probability of successful discrimination

is given by psucc = 1

2
+ 1

4
EU∼E∥pU (ρ)− pU (σ)∥ℓ1

and achieved by the maximum likelihood

rule, see also [33]. It is possible to relate this bias to the Frobenius distance in state space:

EU∼E∥pU (ρ)− pU (σ)∥ℓ1
≥ λE(ρ, σ)∥ρ− σ∥2.

The proportionality constant λE(ρ, σ) measures how well the measurement primitive is

equipped to distinguish ρ from σ. It is closely related to the ensemble parameters defined in

Eq. (2) and has been the subject of considerable attention in the community. Tight bounds

have been derived for a variety of measurement primitives, such as Haar random unitaries

and approximate 4-designs [3, 33], random Clifford unitaries [29] and k-local (approximate)

4-designs [30]. Simple probabilistic arguments allow for converting these assertion into lower

bounds on both θE(ρ) and τE(ρ). Inserting these bounds into Eq. (4) and Eq. (5) then

implies the measurement and sample complexity assertions advertised in Table 1. We refer

to Appendix B of the extended version [9] for a detailed case-by-case analysis and content

ourselves here with an overview. We start with the strongest measurement primitive: Haar

random unitaries and approximate 4-designs achieve θE(ρ), τE(ρ) = const for any target state.

Hence, M = O(r log(D))/ϵ2) basis settings and N = O(Dr2 log(D)/ϵ4) state copies suffice.

Clifford random measurements achieve θE(ρ) ∼ r− 1

2 , τE(ρ) ∼ r−2. That is, they only have

a worse dependency on the rank, but perform as well as Haar measurements in terms of

the ambient dimension. On the other hand, more local measurement settings defined by

unitaries acting on at most k qubits have θE(ρ) ∼ exp(−O(n/k)), τE(ρ) ∼ exp(−O(n/k)),

showing an (exponentially) worse dependency on the number of qudits when compared to

Haar measurements. Empirical studies below do, however, suggest a much more favorable

performance in practice.

This scaling highlights both a core strength and a core weakness of Hamiltonian updates.

In terms of dimension D and rank r, these numbers saturate fundamental lower bounds on

any tomographic procedure up to a logarithmic factor. However, the number of measurement

settings also depends inverse quadratically on the accuracy. Furthermore, the accuracy enters

as ϵ−4, not ϵ−2 in the sample complexity. Thus, high accuracy solutions do not only require

many samples, but also many basis measurement settings. This drawback is a consequence

of a “curse of mirror descent (or multiplicative weights)”. These meta-algorithms are very

efficient in terms of problem dimension, but scale comparatively poorly in accuracy [4].

However, inverse polynomial scaling in accuracy ϵ is an unavoidable feature of quantum

state tomography. Hence, tomography is a reasonable setting to apply algorithms that trade

dimensional dependency for accuracy. Moreover, for most applications, it suffices to recover

the state up to precision ϵ = O(polylog(D)−1).

3 Summary and comparison to relevant existing work

We propose a variant of mirror descent [38, 10] to obtain resource-efficient algorithms for

quantum state tomography. In recent years, mirror descent and its cousins have been

extensively used to obtain fast SDP solvers [20, 4, 31, 39, 8, 6, 7], to develop prediction

algorithms like shadow tomography [1], the online learning methods of [2] and the tomography

protocol of [41]. Key advantages are resource efficiency, as well as intrinsic resilience towards
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noise. Empirical studies summarized in Fig. 2 confirm these theoretical assertions. A

downside is, however, that the number of iterations may depend on the desired target

accuracy ϵ. We focus on obtaining a ϵ-approximation in trace distance of a D-dimensional

state ρ from (random) basis measurements on i.i.d. copies (global classical description).

Our goal is to optimize the different resources required for that task. These include the

number of state copies (sample complexity), the cost for processing measurement data

(classical postprocessing), as well as the associated memory cost. The multipronged resource

efficiency of our results becomes particularly pronounced if the underlying target state has

(approximately) low-rank r ≪ D. This is a natural assumption in most applications, but can

also be relaxed to states with low Rényi entropy, see App. G of the extended version [9].

Thus, our results are similar in spirit to the tomography algorithms based on compressed

sensing (CS) [17, 32, 14, 36, 28], or projected least squares (PLS) [37, 18]. These also focus

on rigorous and (nearly) optimal sample complexity in the low-rank regime combined with

efficient postprocessing. Table 1 summarizes the resources required for these protocols, as

well as our new results. These compare favorably with existing methods. We note that for

approximate 4-design measurements, both sample complexity and memory – as functions

of D and r – are essentially optimal [34, 19]. Compared to existing approaches, we obtain

significant savings in both runtime and memory. Moreover, as pointed out in [41], there are

also qualitative advantages.

Current schemes that minimize the number of basis settings [40, 27] are only known to do

so with perfect knowledge of the underlying measurement outcomes. This will never be the

case in practice, due to statistical fluctuations. Thus, to the best of our knowledge, our work

is the first to rigorously obtain recovery guarantees with imperfect knowledge of outcomes

and basis settings that only scale logarithmically with the ambient dimension and linearly

with rank (albeit with the extra ϵ dependency).

The focus of this work differs from other recent applications of mirror descent to quantum

learning [2, 1, 6]. Broadly speaking, these works focus on obtaining a classical description

of the state – a shadow – that approximately reproduces a fixed set of target observables.

This is a different and weaker form of recovery. Moreover, these works prioritize sample

complexity, not necessarily classical postprocessing resources. Minimizing these classical

resources is a core focus of this work.

Having said this, the idea of using (variants of) mirror descent for quantum state (and

process) tomography is not completely new. Similar ideas were proposed in Refs. [13, 16]

and have been experimentally tested [11, 24]. More recently, Youssry, Tomamichel and Ferrie

proposed and analyzed state tomography based on matrix exponentiated gradient descent [41].

They focused on the practically relevant case of local (single-qubit) Pauli measurements and

established convergence to the target state as the number of samples goes to infinity. They

also pointed out conceptual advantages, such as online implementation and noise-robustness.

The results presented here add to this promising picture. We equip (a variant of) mirror

descent with rigorous performance guarantees in the non-asymptotic setting, optimize actual

implementations and establish robustness in a more general setting. Moreover, our results

apply to any measurement procedure that is capable of distinguishing arbitrary pairs of

quantum states.

We also want to point out that the method presented here could also be implemented

on a quantum computer. This would result in substantial runtime savings – a quantum

speedup for quantum state tomography. Suppressing polylogarithmic terms, a runtime of

order Õ(D
3

2 r3ϵ−9) suffices to obtain a classical description of the target state. We refer to

App. E of the extended version [9] for details and proofs. To the best of our knowledge, this
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Figure 2 Convergence of Algorithm 1 for different noise models. We consider Haar-random

global measurements of a 8-qubit pure target state with target accuracy ϵ = 0.04. Different colors

track convergence for different noise models: (blue) amplitude damping noise with parameter ϵ/4;

(red) white noise with standard deviation ϵ/4 that mimics one-shot noise; (orange) zero noise. All

logarithms are base 10 and the shaded areas indicate 25% and 75% quartiles, estimated from 20

samples.

is the first quantum speedup for low-rank tomography beyond the results of Kerenidis and

Prakash [26] which cover pure, real target states (r = 1) exclusively and work under the

stronger assumption of access to a controlled unitary that prepares the state.

Finally, we want to emphasize that the proposed reconstruction procedure can be em-

powered by advantageous measurement structure. Storage-efficiency stems from the fact

that we can keep track of the Hamiltonian – not the associated Gibbs state – which inherits

structure from the underlying measurement procedure. Runtime savings are achieved by only

exponentiating the Hamiltonian approximately and exploiting fast matrix-vector multiplica-

tion. We refer to App. D of the extended version [9] for details and content ourselves here

with a vague, but instructive, analogy: View Algorithm 1 as an adaptive cool-down procedure.

We start with a Gibbs state at infinite temperature and, at each step, we cool down the

system in a controlled fashion that guides the thermal state towards the unknown target.

Importantly, each update is small and the number of total cooling steps is also benign. Hence,

we never truly leave the moderate temperature regime and avoid computational bottlenecks

that typically only arise at low temperatures. In turn, the output of our algorithm is in the

form of a Hamiltonian whose Gibbs state is close to the target state. A list of Gibbs state

eigenvalues and corresponding eigenvectors can be obtained by block Krylov iterations, see

App. F of the extended version [9]. Runtime and memory cost of this conversion procedure

can never exceed those of Algorithm 1.

4 Numerical experiments

We complement our theoretical assertions with empirical test evaluations for systems com-

prised of up to 10 qubits. The results look promising and may establish Algorithm 1 as a

practical tool for quantum state tomography. We remark that our numerical implementation

has two additional details when compared with the one described in Algorithm 1. Although

these modifications do not change the asymptotic runtime analysis of the algorithm, they

can substantially reduce runtime and sample complexity in practice.

The first alteration we do is to recycle the last measurement data after a successful

update. More precisely, after each update σt → σt+1, we then check if the new iteration

σt+1 is still distinguishable from ρ under the previous measurement basis. Only if this is
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Figure 3 Convergence of Algorithm 1 for different measurement localities. Different colors track

convergence (in logarithmic trace distance) for 8-qubit basis measurements with different localities

and target accuracy ϵ = 0.04. Individual basis measurements are subject to white noise with standard

deviation ϵ/4. (Left) Reconstruction of a generic pure target state. (Right) Reconstruction of a

highly structured target state (EPR/Bell state). All logarithms are base 10 and the shaded area

indicate 25% and 75% quartiles, estimated from 20 samples.

not the case, we move on to sample a new measurement setting. Otherwise, we re-use the

already known measurement basis to drive another update in the same direction. We observe

empirically that this minor modification has very desirable consequences. It leads to a much

faster convergence throughout early stages of the algorithm and, by extension, reduces the

number of required measurement settings significantly.

What is more, this recycling procedure cannot change the asymptotic scaling of the

algorithm. To see this, note that the modification can only affect postprocessing complexity.

Indeed, it clearly does not require us to sample more states or measurement settings.

Finding another violation can only bring us closer to the state in relative entropy. And the

postprocessing time can only double in the worst case. This worst case scenario happens

when after updating every basis once, we have already converged in that basis and checking

again does not lead to further convergence. We will refer to this variation as the last step

recycling strategy. It is explained in detail in the appendix (Algorithm 2 of the extended

version [9]).

Other variations of this basic principle come to mind. For instance, we need not stop at

testing the current iteration against the previous measurement basis. We can also test it

against all measurements that have already accumulated. This variation can further reduce

the (total) number of basis settings required to converge. Fig. 4 confirms this intuition.

However, this strategy comes at the expense of an increase in the computational complexity

of the postprocessing. We refer to this strategy as the complete recycling strategy.

Apart from these practical improvements, we have also tested desirable fundamental

properties of Algorithm 1. Chief among them is noise resilience. As advertised in Sec. 2

and proved in App. C of the extended version [9], the performance of the algorithm under

arbitrary noise of bounded intensity is indistinguishable from the noiseless case. This

feature is empirically confirmed by Fig. 2. For detecting a random pure state on 8 qubits,

different noise sources – such as shot noise and amplitude damping – affect convergence in a

very mild fashion only (robustness). It is also interesting to note that the convergence in

trace norm appears to be polynomial for the first measurements and then switches to an

exponential phase.
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Another interesting figure of merit is measurement locality. The assertions that underpin

Algorithm 1 do, in principle, extend to local measurement primitives. But, as detailed in

App. B.4 of the extended version [9], the resulting numbers look rather pessimistic and scale

unfavorably with measurement locality k. Empirical studies do paint a much more favorable

picture, see Fig. 3. The two subplots address reconstruction of a typical 8-qubit target state

(left), as well as a highly structured one (right). A direct comparison lends credence to a

conjecture voiced in App. B.4 of the extended version [9] below: generic or typical states are

easier to reconstruct with local measurements than highly structured ones.

2 4 6 8 10
Number of qubits

2.8

2.6

2.4

2.2

2.0

1.8

1.6

1.4

1.2

Lo
g-

tra
ce

 d
ist

an
ce

Quality of recovery under noise

CS
HU total rec.
HU last rec.

2 4 6 8 10
Number of qubits

1

0

1

2

3

4

Lo
g-

tim
e 

(s
)

Postprocessing time
CS
HU total rec.
HU last rec.

Figure 4 Comparison between Algorithm 1 (HU) and compressed sensing (CS) tomography.

(Left) Reconstruction of a random n-qubit pure state from 15 globally random basis measurements

corrupted by amplitude damping noise (p = 0.005). Different colors track the logarithmic trace

distance error achieved by either CS (blue) or variants of HU (orange and red) for ϵ = 0.01. Shaded

regions indicate the 25 − 75 percentiles over 20 independent runs. (Right) Empirical runtime for

executing (naive implementations of) the three different reconstruction procedures on a conventional

laptop. CVX [12] – a standard solver for semidefinite programs – could not go beyond 7 qubits.

Last but not least, we compare Algorithm 1 against the state of the art regarding

tomography from very few basis measurements. Compressed sensing (CS) [17, 14, 27, 28] has

been designed to fit a low rank solution to the observed measurement data by also minimizing

the trace norm over the cone of positive semidefinite matrices (X ⪰ 0):

minimizeX⪰0 tr(X) subject to
∑M

i=1
∥p̂Ui

(ρ)− pUi
(X)∥2

ℓ2
≤ ϵ. (6)

Fig. 4 compares Algorithm 1 with compressed sensing (CS). CS is contingent on solving a

semidefinite program. We used CVX [12], a standard SDP solver, in Python. Algorithm 1

has also been implemented in Python. Open source code is available at [15]. We see that

Hamiltonian Updates is more noise-resilient than CS. The rightmost plot also underscores

the importance of memory improvements. A high-end desktop computer already struggles

to solve SDP (6) for 8 qubits (even though the extrapolated computation time Fig. 4 still

seems reasonable), while 10 qubits (and more) have not been a problem for Algorithm 1.

We believe that Fig. 4 conveys both quantitative and qualitative advantages of Hamiltonian

Updates over CS methods. This seems particularly noteworthy, because we compared both

procedures for pure target states (rank(ρ) = 1) – a use-case tailor-made for CS approaches.

We also stress that the implementation of the algorithm used to generate this data was not

optimized, there is room for further improvements.

Let us conclude with the most important take-away from Figs. 2, 3 and 4. The theoretical

assertions from Sec. 2 carry over to practice. Moreover, recycling of data ensures that the

number of measurement settings remains small even if we try to characterize the state up to
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high precision. Our theoretical results suggest that order 105 algorithm iterations, and thus

also measurement settings, might be required to obtain a ϵ = 10−2-approximation of a pure

state in dimension D = 210. But our numerics demonstrate that already order 101 suffice to

achieve convergence. The main theoretical drawbacks of Algorithm 1 – most notably, the

poor scaling in accuracy – may be a non-issue in practical use cases. These findings establish

our algorithm as a rare instance of a method that is provably (essentially) optimal and has a

competitive performance in practice.
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Abstract

Motivated by estimation of quantum noise models, we study the problem of learning a Pauli channel,

or more generally the Pauli error rates of an arbitrary channel. By employing a novel reduction to

the “Population Recovery” problem, we give an extremely simple algorithm that learns the Pauli

error rates of an n-qubit channel to precision ϵ in ℓ∞ using just O(1/ϵ2) log(n/ϵ) applications of the

channel. This is optimal up to the logarithmic factors. Our algorithm uses only unentangled state

preparation and measurements, and the post-measurement classical runtime is just an O(1/ϵ) factor

larger than the measurement data size. It is also impervious to a limited model of measurement

noise where heralded measurement failures occur independently with probability ≤ 1/4.

We then consider the case where the noise channel is close to the identity, meaning that the

no-error outcome occurs with probability 1 − η. In the regime of small η we extend our algorithm

to achieve multiplicative precision 1 ± ϵ (i.e., additive precision ϵη) using just O( 1

ϵ2η
) log(n/ϵ)

applications of the channel.
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1 Introduction

A major challenge in the analysis of engineered quantum systems is estimating and modeling

noise. The most standard theoretical model for noise in the study of quantum error correction

and fault tolerance [20] is the n-qubit Pauli channel:

ρ 7→
∑

C∈{0,1,2,3}n

p(C) · σCρσ
†
C . (1)

Here σC = σC1 ⊗ · · · ⊗ σCn
is a tensor product of the Pauli operators σ0, σ1, σ2, σ3, and p

is a probability distribution on {0, 1, 2, 3}n. The numbers p(C) are referred to as the Pauli

error rates. Additional motivation for the Pauli channel model comes from the practical

technique of randomized compiling [13, 22], which converts a general noise channel Λ (with

potentially coherent errors) to a Pauli channel ΛP having the same process fidelity as the

original channel. We refer to the p(C) values for ΛP as the “Pauli error rates” of the original

general channel Λ.
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Given an experimental setup (possibly with randomized compiling), a natural challenge

is to diagnose errors in the system via Pauli error estimation. Here the goal is to estimate

the large Pauli error rates of an unknown channel by preparing states, passing them through

the channel, and measuring them. The main desideratum is to minimize the number of

measurements; additionally one would like to use simple state preparation and measurement

processes and minimal computational overhead. We remark that full tomography for arbitrary

n-qubit channels requires at least 4n/ϵ2 measurements, with more practical methods requiring

at least 8n/ϵ2.

In this work, we give very simple and efficient algorithms for learning all of the large

Pauli error rates of an n-qubit channel. Our first main result is the following:

▶ Theorem 1. There is a learning algorithm that, given parameters 0 < δ, ϵ < 1, as well as

access to an n-qubit channel with Pauli error rates p, has the following properties:

It prepares m = O(1/ϵ2) · log( n
ϵδ ) unentangled n-qubit pure states, where each of the mn

1-qubits states is chosen uniformly at random from {|0⟩, |1⟩, |+⟩, |−⟩, |i⟩, |−i⟩};

It passes these m states through the Pauli channel.

It performs unentangled measurements on the resulting states, with each qubit being

measured in either the {|0⟩, |1⟩}-basis, the {|+⟩, |−⟩}-basis, or {|i⟩, |−i⟩}-basis.

It performs an O(mn/ϵ)-time classical post-processing algorithm on the resulting mn

measurement outcome bits.

It outputs hypothesis Pauli error rates p̂ in the form of a list of at most 4
ϵ pairs (C, p̂(C)),

with all unlisted p̂ values treated as 0.

The algorithm’s hypothesis p̂ will satisfy ∥p̂− p∥∞ ≤ ϵ except with probability at most δ.

Note that our “sample complexity” of Õ(1/ϵ2) is optimal up to the logarithmic term: The

task of estimating Pauli error rates strictly (and vastly) generalizes the problem of estimating

the bias of an unknown coin to additive precision ϵ (and confidence 1 − δ), and this is

known to require Θ(1/ϵ2) · log(1/δ) coin flips. For comparison of our bounds with previous

work [8, 10, 11], see §1.2.

When the channel is modeling quantum noise, one hopes and expects that the nontrivial

error rate, η = 1 − p(0n), is small. In this case, a natural and more ambitious goal is to first

estimate η, and then to estimate all other Pauli error rates to multiplicative precision 1 ± ϵ;

i.e., additive precision ±ϵη. (This ambition was also pursued in [8, 10].) Here the ideal

sample complexity would be O( 1
ϵ2η ).1 If one uses our Theorem 1 as a black box, it would

use Õ( 1
ϵ2η2 ) measurements. The extra factor of 1/η here is quite undesirable (as one might

imagine a typical parameter setting to be something like η = 10−2, ϵ = 10−1). We show that

it can be eliminated:

▶ Theorem 2. In the setting of Theorem 1, suppose the overall error rate is η = 1 − p(0n).

One can augment the algorithm so that, given in addition a “noise floor” parameter 0 < η0 < 1,

it has the following properties:

It first makes at most m0 := O(1/η0) · log(1/δ) measurements (as in Theorem 1).

It does O(m0n)-time classical processing, then either outputs “η ≤ η0” and halts, or

proceeds.

1 Again, one can compare the task to the vastly simpler one of estimating the face probabilities of a
6-sided die that comes up “1” with probability 1 − η. When rolling many times, one obtains a non-1
outcome roughly every 1/η rolls. Thus the task becomes very similar to estimating the face probabilities
of a 5-sided die to additive precision ϵ, but with a 1/η “slowdown”.
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It then operates as in Theorem 1, but makes m := O( 1
ϵ2η ) · log( n

ϵδ ) measurements.

Its outputs are correct, with a guarantee of ∥p̂− p∥∞ ≤ ϵη, except with probability at most δ.

Finally, we show that our algorithm can be made impervious to a limited amount of

measurement noise. Specifically, suppose that our measuring devices have the following

property: When measuring a 1-qubit state from {|0⟩, |1⟩, |+⟩, |−⟩, |i⟩, |−i⟩} in one of the

bases {|0⟩, |1⟩}, {|+⟩, |−⟩}, or {|i⟩, |−i⟩}, the device fails (reading out “?”) with probability ν,

and otherwise behaves ideally. We assume that the failures are independent, and that the

algorithm may know the parameter ν (thanks to prior estimation). In this case, we will see

that it is almost automatic to obtain the following extension:

▶ Theorem 3. Theorem 2 continues to hold for any any constant ν ≤ 1
4 .

For the more challenging task of handling general SPAM (state preparation and measurement)

error, see the discussion in §1.2.

1.1 Techniques

Our algorithm employs a novel reduction from Pauli error estimation to the task in classical

unsupervised learning known as Population Recovery. Population Recovery was introduced

by Dvir, Rao, Wigderson, and Yehudayoff in 2012 [7], and has been studied in numerous

subsequent works [3, 16, 14, 23, 6, 15, 19, 2, 1, 5, 17]. A Population Recovery problem is

specified by a classical channel S – i.e., a stochastic map S : Σ → Γ for some finite alphabets

Σ,Γ. The task is to learn an unknown probability distribution p on Σn to ℓ∞-error ϵ, with

the twist being that samples are mediated by the channel. That is, when the learner requests

a sample, first x ∈ Σn is drawn according to p, but then only y = Σ(x1)Σ(x2) · · · Σ(xn) is

revealed to the learner. The most well-studied cases are the binary symmetric channel and

the binary erasure channel, the former being noticeably more challenging; lately, the deletion

channel has also begun to be studied. (Each of these channels also requires specifying the

crossover/erasure/deletion probability r.)

Our work shows how to efficiently convert the Pauli error estimation task to that

of Population Recovery with respect to the so-called binary Z-channel with crossover

probability 1
3 . This is the channel with Σ = Γ = {0, 1} in which 0’s are “transmitted”

correctly, but 1’s are flipped to 0 with probability 1
3 . We observe that the known methods for

Population Recovery with respect to the binary erasure channel with erasure probability r

also apply equally well to the Z-channel with crossover probability r. We then use the

fact that there is a known, highly efficient Population Recovery algorithm for erasures with

probability at most 1
2 . [7, 16, 5, 19] (Indeed, the fact that even probability 1

2 can be tolerated

is the reason our Pauli error estimation algorithm can handle additional measurement noise

as in Theorem 3.)

1.2 Previous work

The problem of Pauli error estimation was first studied in depth in work of the first author

and Wallman [8]. It is not possible to directly compare those results with ours, for several

reasons. The most immediate reason is that their complexity bounds typically include a

factor of Õ(1/∆), where “∆” is another parameter, the spectral gap of the Pauli channel

being learned. We have ∆ ≤ 2η, where η = 1 − p(0n) is the nontrivial error rate, and this is

saturated in the most favorable case. However, in general ∆ may be arbitrarily small, or

even zero, for relatively simple channels. In practice, a user of the algorithm in [8] would

set a spectral cutoff ∆0 and allow estimation errors for channel eigenvalues in the interval
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8:4 Pauli Error Estimation via Population Recovery

(1 − ∆0, 1], but no analysis is done in [8] of the extra error incurred by this cutoff. Thus, in

the worst case, their results as formally stated do not give any guarantee.

On the other hand, the results of [8] are impervious to a much more challenging model

of measurement error (“SPAM”). This model imposes that before the learner measures the

channel’s output, an additional unknown channel Ξ is applied to the state. (It is assumed

that Ξ satisfies the extremely mild condition that its nontrivial error rate is bounded away

from 1.) It might seem impossible to disentangle Ξ from the main channel Λ to be learned,

but the authors of [8] use the fact that one is at liberty to pass a state ρ through Λ several

times (say, k times) before it is subjected to Ξ; i.e., the learner may obtain ΞΛkρ for ρ and

k ∈ ◆ of the learner’s choosing. By carefully choosing k values up to O(1/∆), the authors

of [8] show that Ξ can essentially be expunged. (Note that, in practice, multiple uses of the

channel are often far less costly than even a single measurement.)

Finally, the first algorithm in [8] judges its hypothesis with respect to the ℓ2-norm, rather

than the ℓ∞ norm as in this paper. This distinction is relatively minor, however, as the

norms are roughly equivalent for probability distributions: ∥p̂−p∥∞ ≤ ∥p̂−p∥2 ≤ ∥p̂−p∥
1/2
∞ ,

and one may refine this further to take into account dependence on η = 1 − p(0n).

With these caveats, we state (simplifications of) the relevant main results in [8]:

▶ Theorem 4 ([8]). There exists a SPAM-tolerant algorithm that makes Õ(2n log(1/∆))/ϵ2

measurements, with O(1/∆) channel-uses per measurement, and with high probability outputs

an estimate p̂ of the channel’s Pauli error rates p satisfying ∥p̂− p∥2 ≤ ϵη.

In the favorable case of ∆ = Θ(η), this is somewhat comparable to our Theorem 2; the above

theorem has much better SPAM-tolerance, but a complexity that is greater by roughly 2n.

The authors of [8] also present a heuristic for identifying a set S corresponding to large

Pauli error rates with the following guarantee.

▶ Theorem 5 ([8]). For any set S ⊆ {0, 1, 2, 3}n, there exists a SPAM-tolerant algorithm that

makes Õ(log |S|) log log(1/∆)/ϵ4 measurements, with O(1/∆) channel-uses per measurement,

and with high probability outputs estimates p̂(C) for each C ∈ S satisfying |p̂(C)−p(C)| ≤ ϵη.

However, no guarantee is proven that the set S will contain the |S| largest error rates.

The results in [11] are also somewhat incomparable to the present paper. The authors

analyze Pauli channels with a recovery guarantee in the ∞-norm, but under the assumption

that the Pauli channel has sparse and random support, and that the nonzero error rates are

not too small (greater than some fixed ϵ0). While the sparsity assumption is not critical

in that analysis (the algorithm will approximate error rates smaller than ϵ0 as zero with

high probability), the random support assumption is used in an essential way. This is an

undesirable assumption since it is very unlikely to hold in practice.2 The sample complexity is

also not stated directly in terms of quantum measurements, but rather in terms of queries to a

“noisy eigenvalue oracle” with Gaussian noise. While this noisy oracle can be approximated by

quantum measurements and finite sample complexity, quantum noise is not exactly Gaussian,

so no direct comparison with the present work is possible without further analysis.

We remark that the techniques used in [8, 11] are Fourier-based, and the heuristic from [8]

described above is similar to the Goldreich–Levin learning algorithm [9]. In §7, we give an

alternate Fourier-based approach to Pauli error estimation, one that is equivalent to our

2 Perhaps surprisingly, the algorithm performs well on real data despite grossly violating this
assumption [11].
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Population Recovery method “in disguise”; in fact, the Goldreich–Levin algorithm becomes

equivalent to the Individual-to-Population Recovery reduction!

It is our belief that these Fourier techniques can actually be used to provide a common

generalization of the results of this paper and of [8]; i.e., efficient SPAM-tolerant Pauli error

estimation with no dependence on ∆. We leave this for future work.

2 Notation

▶ Notation 6. The 1-qubit Pauli matrices are the unitary, hermitian matrices

σ0 =

(
1 0

0 1

)
, σ1 = σx =

(
0 1

1 0

)
, σ2 = σy =

(
0 −i

i 0

)
, σ3 = σz =

(
1 0

0 −1

)
.

As operators on the Bloch sphere, σ1, σ2, σ3 act as rotations by π about the 1st, 2nd, 3rd

axis (aka x-, y-, z-axis), respectively. More generally, an n-qubit Pauli matrix, indexed by

string A ∈ {0, 1, 2, 3}n, is σA =
⊗n

j=1 σAj
.

▶ Notation 7. For a, b ∈ {0, 1, 2, 3}, there is some c ∈ {0, 1, 2, 3} such that σaσb = σc, up

to a global phase. We introduce the notation a⊕ b (equivalently, b⊕ a) for this c; so, e.g,

1 ⊕ 3 = 2, 0 ⊕ b = b, etc. We extend the notation coordinate-wise: if A,B ∈ {0, 1, 2, 3}n,

then A⊕B = (A1 ⊕B1, . . . , An ⊕Bn) ∈ {0, 1, 2, 3}n (and so σAσB = σA⊕B , up to a global

phase).

▶ Notation 8. We write the orthonormal eigenbasis for the Pauli operator σx as |χ1
+⟩, |χ1

−⟩.

On the Bloch sphere these are the two unit vectors pointing in the positive (respectively,

negative) direction along the 1st (x-)axis; they are often called |+⟩, |−⟩. We use similar

notation |χ2
+⟩, |χ2

−⟩ (often called |i⟩, |−i⟩) and |χ3
+⟩, |χ3

−⟩ (often called |0⟩, |1⟩) for σ2 and σ3.

▶ Notation 9. For a, b ∈ {0, 1, 2, 3} we have that σb|χa
+⟩ is (up to a phase) |χa

±⟩, with the

subscript being + if σa and σb commute, and − if σa and σb anticommute. To capture this,

it will be convenient to introduce the following notation:

a ⋆ b = b ⋆ a =

{
0 if |{a, b, a⊕ b}| < 3, i.e., σa, σb commute;

1 if |{a, b, a⊕ b}| = 3, i.e., σa, σb anticommute.

Thus σb|χa
+⟩ = |χa

(−1)a⋆b⟩ (up to a phase). We extend this notation coordinate-wise, writing

A⋆B = (A1 ⋆B1, . . . , An ⋆Bn) ∈ {0, 1}n for A,B ∈ {0, 1, 2, 3}n. For example, (0, 0, 3, 2, 1) ⋆

(3, 1, 1, 2, 2) = (0, 0, 1, 0, 1).

▶ Fact 10. If we identify {0, 1, 2, 3} with ❋2
2 by writing numbers in base 2, then ⊕ corresponds

to the usual vector addition in ❋2
2, and ⋆ corresponds to the “symplectic” product: a ⋆ b =

(a1, a2) ⋆ (b1, b2) = a1b2 + a2b1. This lets us see that a ⋆ (b⊕ c) = (a ⋆ b) + (a ⋆ c) mod 2.

▶ Notation 11. For a quantity x, we denote an estimate of x by x̂. We use boldface font

(e.g., A) to denote a random variable. If A is drawn from the distribution p we denote this

by A ∼ p, and let A denote a concrete assignment to the variable A. Addition (of scalars or

vectors) modulo 2 is denoted +2. The Fourier transform of f is denoted f̃ .

3 Learning a Pauli channel

In this section we describe the basic setup for learning a Pauli channel. Learning the Pauli

error rates of a general channel will end up being just a minor extension, discussed in §6.1.
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8:6 Pauli Error Estimation via Population Recovery

As described in Equation (1), an n-qubit Pauli channel is determined by a probability

distribution p on {0, 1, 2, 3}n. This probability distribution induces the mixed unitary channel

in which σC is applied with probability p(C). An n = 5 example:

p(00321) = 2/10, p(01300) = 3/10, p(11323) = 2/6, p(30000) = 1/6, p(C) = 0 otherwise.

We anthropomorphize by imagining a character Charlie who operates the channel; on receiving

a state ρ, Charlie first (secretly) draws C ∼ p, then outputs the state σCρ σC .

Alice the Learner would like to estimate the probability distribution p via interactions

with Charlie. Alice has the ability to prepare n-qubit states, to “query” Charlie (i.e., pass an

n-bit state through his channel), and to measure states that she receives back. Her goal is to

learn a precise approximation to p (with high probability), while minimizing the number of

queries to Charlie.

▶ Definition 12. We say that Alice performs a nontrivial probe if she does the following:

She chooses a string A ∈ {1, 2, 3}n.

She prepares the (unentangled) n-qubit state |ψA⟩ in which the jth qubit is |χ
Aj

+ ⟩.

She passes |ψA⟩ through Charlie, obtaining σC |ψA⟩ with probability p(C).

She does a (non-entangled) measurement on the resulting n-qubit state, measuring the

jth qubit in the basis |χ
Aj

± ⟩.

Continuing our n = 5 example, if Alice does a nontrivial probe with the string A = 31122,

this entails preparing and passing to Charlie the state

|ψ31123⟩ = |χ3
+⟩|χ1

+⟩|χ1
+⟩|χ2

+⟩|χ2
+⟩

(
= |0⟩|+⟩|+⟩|i⟩|i⟩

)
,

and then measuring the 5 returned qubits in the bases |χ3
±⟩, |χ1

±⟩, |χ1
±⟩, |χ2

±⟩, |χ2
±⟩,

respectively.

Now suppose that Charlie drew C = 00321 (which occurs with probability 2/10 in our

example). Then the state returned to Alice would be

(σ0 ⊗ σ0 ⊗ σ3 ⊗ σ2 ⊗ σ1)|ψ31122⟩ = (σ0|χ3
+⟩) ⊗ (σ0|χ1

+⟩) ⊗ (σ3|χ1
+⟩) ⊗ (σ2|χ2

+⟩) ⊗ (σ1|χ2
+⟩)

= eiθ · |χ3
+⟩|χ1

+⟩|χ1
−⟩|χ2

+⟩|χ2
−⟩

for some phase eiθ (θ ∈ ❘) that we did not bother to compute. Now when Alice measures in

the bases |χ3
±⟩, |χ1

±⟩, |χ1
±⟩, |χ2

±⟩, |χ2
±⟩, her readout will, with probability 1, be

|χ3
+⟩|χ1

+⟩|χ1
−⟩|χ2

+⟩|χ2
−⟩.

The subscripts +,+,−,+,− here are the 5 bits of information conveyed to Alice by the

readout, and we may think of instead labeling them as 00101 in accordance with Notation 9.

With this relabeling convention, we obtain:

▶ Fact 13. Suppose Alice performs a nontrivial probe with string A ∈ {1, 2, 3}n, and suppose

the random string drawn by Charlie is C ∈ {0, 1, 2, 3}n. Then when Alice measures, she

obtains the readout R = A ⋆ C ∈ {0, 1}n.

▶ Remark 14. So far we have pictured Alice as first choosing A, and then Charlie as drawing

a random C. It is useful now to make a slight shift in perspective: for each interaction

between Alice and Charlie, we will equivalently think of Charlie as first (secretly) drawing C,

and then Alice gaining some partial information about this C by “probing” it using an A

of her choice. We emphasize that Alice must make her choice of A without knowing the

channel outcome C.



S. T. Flammia and R. O’Donnell 8:7

We now describe a trick that Alice may employ in probing the channel:

▶ Definition 15. For a channel distribution p on {0, 1, 2, 3}n, and any fixed B ∈ {0, 1, 2, 3}n,

define the B-altered channel distribution p⊕B on {0, 1, 2, 3}n via p⊕B(C) = p(B ⊕ C).

For any string B ∈ {0, 1, 2, 3}n of her choosing, Alice can effectively simulate access to

the B-altered channel: If she wishes to simulate passing |ϕ⟩ through the B-altered channel,

she could instead simply pass σB |ϕ⟩ through Charlie’s actual channel. (This may introduce a

“wrong” global phase, but it doesn’t matter for any measurement behavior that we consider

here.) But in fact, something even simpler is true:

▶ Observation 16. Given B ∈ {0, 1, 2, 3}n, if Alice wants to perform a nontrivial probe of

p⊕B based on string A, she can pass |ψA⟩ to Charlie as always. Then, when she measures and

obtains A⋆C, she can “reinterpret” this readout by adding in, mod 2, the string A⋆B ∈ {0, 1}n

(which she knows). Recalling Fact 10, this gives her (A ⋆B) +2 (A ⋆C) = A ⋆ (B ⊕C). Thus

the reinterpreted readout is indeed distributed as what she would get by probing p⊕B with A.

A natural strategy for Alice is to make random nontrivial probes. It is easy to see the

following:

▶ Fact 17. Fix a draw C ∈ {0, 1, 2, 3}n for Charlie. Now if Alice performs a nontrivial probe

with a uniformly random A ∈ {1, 2, 3}n, then the coordinates of her readout R = A ⋆ C ∈

{0, 1}n will be independent, with the following distribution for each 1 ≤ j ≤ n:

If Cj = 0 then Rj will be 0 with probability 1.

If Cj ̸= 0 then Rj will be 0 with probability 1
3 and 1 with probability 2

3 .

We can state this more succinctly by introducing some additional terminology:

▶ Notation 18. For B,C ∈ {0, 1, 2, 3}n, define the string C ̸=B ∈ {0, 1}n by

(C ̸=B)j =

{
1 if Cj ̸= Bj ,

0 if Cj = Bj .

▶ Definition 19. Recall from information theory the so-called Z-channel with crossover

probability r: it is the binary channel that leaves 0 untouched and flips 1 to 0 with probability r.

Now Fact 17 can be restated as follows:

▶ Fact 20. Fix a draw C ∈ {0, 1, 2, 3}n for Charlie. Now if Alice performs a random

nontrivial probe, her readout is the result of passing C ̸=0n

through a Z-channel with

crossover probability 1
3 .

▶ Observation 21. By combining Observation 16 with Fact 20, we obtain the following: Fix

a draw C ∈ {0, 1, 2, 3}n for Charlie and suppose Alice performs a random nontrivial probe.

She can then – for any fixed B ∈ {0, 1, 2, 3}n – interpret her readout as C ̸=B passed through

a Z-channel with crossover probability 1
3 . Warning: these reinterpretations are completely

dependent; she of course cannot get the result of independent channel applications for

various B’s, unless she makes multiple probes.

4 Population Recovery

With Observation 21 in hand, we have effectively reduced the problem of learning a Pauli

channel to a “Population Recovery”-type problem (with a quantum-free definition). To recap:
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8:8 Pauli Error Estimation via Population Recovery

there is an unknown probability distribution p on {0, 1, 2, 3}n, a learner may request samples,

and when a sample C is drawn from p, the learner receives a binary string which can be

interpreted as “C ̸=B passed through a Z-channel with crossover 1
3 ” for any B ∈ {0, 1, 2, 3}n

of the learner’s choosing.

In this section we will give a solution to this problem that has optimal sample complexity

(except possibly up to a logarithmic factor) using techniques from the field of Population

Recovery. Our solution will immediately imply Theorem 1 in the special case where the

channel to be learned is indeed a Pauli channel. The case of learning a general channel’s

Pauli error rates is treated in §6.1. We remark that our Pauli channel algorithm only uses

nontrivial probes, and thus only involves preparing the states |0⟩, |+⟩, and |i⟩. The other

three states |1⟩, |−⟩, and |−i⟩ are only used for the extension to general channels.

4.0.0.1 Idea of our solution

Using known techniques from Population Recovery, one can first reduce to the simpler task

of “Individual Recovery” (estimating a single p(B) value) via a coordinate-by-coordinate

learning algorithm. Then one can further reduce to just recovering p(0n), using the altered-

channel trick. As for learning p(0n), we first observe that the replacement of C by C ̸=0n

changes nothing for this problem, so we effectively have the same task just for the 1
3 -crossover

Z-channel on binary strings. This is similar to the erasure channel with erasure probability 1
3 ,

and in fact the known solutions for erasure probability-r [7, 16, 5, 19] only use the locations of

the 1’s in the received word. Thus these known solutions work equally well for the Z-channel.

Indeed, as noted in [7], the solution is particularly simple when r ≤ 1
2 (as it is for us); the

full method of “robust local inverses” is not needed, and one can use the “natural inverse”

(as we implicitly do in the proof of Theorem 22 below).

4.1 Individual Recovery

Although the proof of the below theorem is self-contained, we remark that it implicitly follows

the Individual Recovery routine of [7] for the 1
3 -erasure channel.

▶ Theorem 22. For any fixed B ∈ {0, 1, 2, 3}n, a version of Theorem 1 holds in which the

learner only computes an estimate p̂(B) of p(B) satisfying |p̂(B) − p(B)| ≤ ϵ0 except with

probability at most δ0. The number of samples used is m = O(1/ϵ20) · log(1/δ0) and the

classical post-processing time is O(mn).

▶ Remark 23. The reader may wish to verify the proof just in the case B = 0n, where it is

simpler; the general case then follows from Observation 16.

Proof. Alice obtains m probe/readout pairs (A,R), with A ∼ {1, 2, 3}n uniformly random

and R = A ⋆C, where C is a random channel outcome drawn from p. The estimate p̂(B)

that Alice will output is the empirical mean of the random variable

H = (−1/2)|A⋆B+2R| = (−1/2)
∑

t
((A⋆B)+2R)t =

n∏

t=1

(−1/2)yt , yt := (At ⋆ Bt) +2 Rt.

As seen in Observation 21, for a given outcome C = C, the random binary string (A⋆B)+2 R

is distributed as C ̸=B passed through a Z-channel with crossover probability 1
3 . In particular,

its coordinates yt are independent random variables, with conditional expectation given by

E[(−1/2)yt | C = C] =

{
(−1/2)0 = 1 if Ct = Bt,
1
3 (−1/2)0 + 2

3 (−1/2)1 = 0 if Ct ̸= Bt.
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Thus

E[H | C = C] =
n∏

t=1

E
[
(−1/2)yt | C = C

]
=

{
1 if C = B,

0 if C ̸= B,

and hence indeed E[H] = p(B). ◀

4.2 Population Recovery

Theorem 22 allows Alice to estimate p(B) for any particular string B ∈ {0, 1, 2, 3}n. But

also, for any shorter string β ∈ {0, 1, 2, 3}ℓ, Alice can estimate the marginal

p(β) :=
∑

γ∈{0,1,2,3}n−ℓ

p(βγ) = Pr
C∼p

[(C1, . . . , Cℓ) = β],

simply by ignoring all data in positions ℓ + 1, . . . , n. (She is obviously not limited to

marginalizing contiguous blocks, but this is all we will need for our purposes.) Alice can

thus learn all of p to good ℓ∞-precision with the straightforward, coordinate-by-coordinate

branch-and-prune approach common in Population Recovery (see, e.g., [19, App. A]). We

repeat this approach here; the following algorithm achieves our main Theorem 1 for Pauli

channels, except for the claim about the running time of the post-processing algorithm:

1. Set ϵ0 = ϵ
4 , δ0 = 4ϵδ

9n and draw a single batch of m samples, where m is as in Theorem 22.

2. Define “support sets” Ω1 = {0, 1, 2, 3} and Ω2 = · · · = Ωn = ∅.

3. For round j = 1 . . . n− 1:

4. For each prefix β′ ∈ Ωj and each b ∈ {0, 1, 2, 3}:

5. Run the Individual Recovery algorithm on β := β′b to estimate the marginal p(β).

6. If the estimate is at least 2ϵ0 = ϵ
2 , then place β into Ωj+1.

7. Output as p̂ the collection of strings in Ωn, together with their estimated probabilities.

The correctness of the algorithm, that ∥p̂− p∥∞ ≤ ϵ with failure probability at most δ, is

straightforward and is explicitly proven in [19, Lem. 18]. The proof also establishes that when

there is no failure, |Ωj | ≤ 4
ϵ holds for all 1 ≤ j ≤ n. Thus for running time purposes (and

without impacting the correctness claim) we may have the algorithm abort if ever some Ωj

gets cardinality more than 4
ϵ . It only remains to obtain the post-processing running time of

O(mn/ϵ) claimed in Theorem 1.

4.2.0.1 Running time analysis

As it stands, the running time of the above algorithm is O(mn2/ϵ), since it may do up to

O(n/ϵ) executions of the O(mn)-time Individual Recovery algorithm. But since all executions

of the Individual Recovery algorithm are on the same batch of samples, it’s not hard to see

that information from the jth round of the algorithm can be used to speed up the (j + 1)st

round. More precisely, we show that each round can be done in O(m/ϵ) time, leading to the

overall claimed running time of O(mn/ϵ).

Let R ∈ {0, 1}m×n be the measurement outcome bits that the algorithm processes, and

let R1...j denote the submatrix formed by the first j columns. Also, for β ∈ {0, 1, 2, 3}j , let

R(β) ∈ {0, 1}m×j be the (hypothetical) matrix whose tth row is the same as R1...j ’s but with

(At
1, . . . , A

t
j) ⋆ β added in mod 2, where At is the tth probe string used by Alice. Given β,

the algorithm can look up entries of R(β) in O(1) time.
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8:10 Pauli Error Estimation via Population Recovery

Recall that when the algorithm does Individual Recovery on the prefix β, it computes

the fraction of rows of R(β) that have Hamming weight i, multiplies this number by (−1/2)i,

and sums the results. In particular, this estimate can be computed in O(m) time given the

vector h(β) ∈ ◆m whose tth entry is the Hamming weight of the tth row of R(β) – just add

up (−1/2)h
(β)
t /m across all t.

We can now modify the above Population Recovery algorithm so that whenever a prefix

β ∈ {0, 1, 2, 3}j is added into Ωj , the algorithm retains the vector h(β) that went into

estimating p(β). It is easy to see that in the subsequent round, we can compute each of

h(β0), h(β1), h(β2), h(β3) from h(β) (and hence the marginal estimates) in O(m) time, and

retain them as needed. Thus indeed each round only requires O(m/ϵ) time, since at most 4
ϵ

prefixes are processed in each round.

5 Multiplicative error

In a practical scenario we would would hope that the “nontrivial error rate” of the Pauli

channel,

η := 1 − p(0n)

is very small. This motivates writing p as a mixture distribution, as follows:

p : mixing weight 1 − η on 0n, mixing weight η on perr, (2)

where perr is a distribution on {0, 1, 2, 3}n \ {0n}. Now a natural goal is to learn with

multiplicative error ϵ, meaning producing estimates η̂, p̂err with

(1 − ϵ)η ≤ η̂ ≤ (1 + ϵ)η, ∥p̂err − perr∥∞ ≤ ϵ.

As described in §1, the ideal sample complexity to strive for now is O( 1
ϵ2η ).

5.0.0.1 Adaptivity, and a floor on η

Let us make two more technical remarks. First, if η is extraordinarily small (or even 0), we

won’t want to make 1/η measurements. Thus we assume the algorithm is given a floor η0, and

when η ≤ η0 we are satisfied just to certify that this is the case. Second, we cannot hope to

have (as before) a completely nonadaptive algorithm achieving sample complexity on the order

of 1/(ϵ2η) because the algorithm does not know η, or even an approximation to η, in advance.

Thus our algorithm will first need to find a preliminary constant-factor approximation ηest

to η in an online probe-and-measure fashion; then it can proceed nonadaptively.

5.1 Roughly estimating the error rate

Here we describe the (mildly) “adaptive” algorithm that handles the error floor and

obtains ηest, a factor-5 approximation of η before subsequently finding a good approximation

to all the error rates (including p(0n) = 1 − η).

▶ Lemma 24. There is a randomized learning algorithm that, given input 0 < δ0, η0 < 1, as

well as access to an n-qubit Pauli channel defined by distribution p with nontrivial error rate

η = 1 − p(0n):

repeatedly prepares a state, passes it through the Pauli channel, and measures, as in

Theorem 1;
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halts after some number of repetitions ( always at most O(1/η0) · log(1/δ0)) and outputs

either: “η ≤ η0” or else an estimate ηest that is within a factor of 5 of η;

runs in classical time that is linear in the number of measurement readouts.

Except with probability at most δ0, the algorithm’s output is correct and it halts after at most

O(1/η) · log(1/δ0) repetitions.

Proof. Recall Fact 20: by doing random nontrivial probes, an algorithm can get samples

from a random string that is non-0n with some probability η′ between 2
3η and η. In order

to find the factor-5 approximation ηest of η, it suffices for the algorithm to estimate η′

up to a factor of 3 or else certify η′ ≤ η0. This is now a completely standard problem:

estimating the bias of an η′-biased coin up to a factor of 3 using on the order of 1/η′ flips,

despite not knowing η′ in advance. The algorithm is the obvious one: repeatedly flip until

getting “heads” (but never more than O(1/η0) times), convert the number of flips G into the

estimate 1/G, then take the median of O(log(1/δ)) estimates. We omit the straightforward

classical analysis. ◀

5.2 Individual Recovery with multiplicative error

We henceforth assume the algorithm from Lemma 24 succeeded and that ηest is a factor-5

approximation of the true error rate η. We now describe how the algorithm can do “Individual

Recovery” with multiplicative error. A note: the sample complexities are stated in terms

of the parameter η; formally, the algorithm does not know η, but it can use 5ηest (which it

knows) in its place, and the O(·) bounds are not affected.

We first show that the algorithm from Theorem 22 already achieves the desired multipli-

cative-error/sample tradeoff in the case of estimating η:

▶ Proposition 25. Given ηest within a factor 5 of η = 1 − p(0n), a version of Theorem 22

holds in which, for B = 0n, the estimate p̂(0n) satisfies |p̂(0n) − p(0n)| ≤ ϵη except with

failure probability at most δ0, and the number of samples used is m = O( 1
ϵ2η ) · log(1/δ0).

▶ Remark 26. The success event here is equivalent to the estimate η̂ = 1 − p̂(0n) satisfying

the inequality (1 − ϵ)η ≤ η̂ ≤ (1 + ϵ)η.

Proof. The algorithm used is the same as the one in Theorem 22 (with B = 0n); only the

analysis changes. Recall that the algorithm’s estimate is the empirical mean of H = (−1/2)|R|,

a random variable whose true mean is p(0n) = 1 − η. Equivalently we may consider the

random variable H = 1 − H, which has true mean η and which is supported in [0, 2]. But

now a standard multiplicative Chernoff bound shows that the empirical mean η̂ of H after

O(1/(ϵ2η)) · log(1/δ0) samples indeed satisfies (1 − ϵ)η ≤ η̂ ≤ (1 + ϵ)η. ◀

▶ Proposition 27. A trivial modification of Theorem 22 also achieves, for any B ≠ 0n, an

estimate p̂(B) satisfying |p̂(B) − p(B)| ≤ ϵη except with failure probability at most δ0, using

m = O( 1
ϵ2η ) · log(1/δ0) samples.

Proof. Rather than empirically estimating the mean of H = (−1/2)|A⋆B+2R|, the algorithm

instead empirically estimates the mean of H ′ = H −(−1/2)|A⋆B|, a random variable bounded

in [−2, 2]. (Note that Alice knows B and also each probe string A, hence can compute

(−1/2)|A⋆B| herself.) It is easy to see that E[(−1/2)|A⋆B|] = 0 using B ̸= 0n. Thus H ′

remains an unbiased estimator for p(B); i.e., E[H ′] = p(B). But furthermore note that H ′

is almost always 0; specifically, whenever the channel outcome C is 0n (probability 1 − η), we

have R = A⋆0n = 0
n and hence H ′ = (−1/2)|A⋆B| − (−1/2)|A⋆B| = 0. Thus using |H ′| ≤ 2
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we trivially conclude E[(H ′)2] ≤ 4η. But now it follows from the Bernstein inequality (see,

e.g., [21, Ch. 2, Prop. 2.4]) that to estimate the mean of a random variable H ′ that is

bounded in [−2, 2] and has E[(H ′)2] = s, it suffices to use s+2γ/3
γ2 ln(2/δ0) samples to achieve

additive error γ except with probability at most δ0. Thus taking γ = ϵη and using s ≤ 4η

indeed completes the proof. ◀

5.3 Population Recovery with multiplicative error

Combining the results from the previous section on Individual Recovery with the reduction

in §4.2 immediately proves our Theorem 2 (in the case of Pauli channels).

6 Further extensions: general channels and measurement noise

6.1 Pauli error rates of general channels

With very minor effort we can now upgrade our algorithm to learn the “Pauli error rates” of

a general quantum channel, thereby fully establishing our Theorem 1.

We recall the following definitions/facts (see, e.g., [4, Lem. 5.2.4]):

▶ Definition 28. Let Λ denote an arbitrary n-qubit quantum channel. Its Pauli twirl ΛP is

the n-qubit quantum channel defined by

ΛP ρ = E
T ∼{0,1,2,3}n

[σ†
T (ΛσT ρσ

†
T )σT ].

The channel ΛP is itself a Pauli channel; the associated probabilities p(C) are called the Pauli

error rates of Λ.

▶ Fact 29. Suppose we write Kj for the Kraus operators of Λ, so Λρ =
∑

j KjρK
†
j . Further

suppose that Kj is represented in the Pauli basis as Kj =
∑

C∈{0,1,2,3}n αj,CσC . Then Λ’s

Pauli error rates are given by p(C) =
∑

j |αj,C |2.

It’s easy to see that, given access to a general channel Λ, a learner Alice can simulate

access to its Pauli twirl ΛP : whenever Alice wishes to pass ρ through ΛP , she instead chooses

T ∼ {0, 1, 2, 3}n uniformly at random, passes σT ρσ
†
T through Λ, and replaces the channel

output τ with σ†
T τσT .

In our context of learning Pauli error rates, this simulation becomes particularly simple.

Recall that our algorithm for Pauli channels only ever passes pure states of the form

|χA1
+ ⟩|χA2

+ ⟩ · · · |χAn

+ ⟩ through the channel, for A ∈ {1, 2, 3}n. Further, the channel output is

always measured in the associated Pauli bases, the jth qubit of the output measured in the

basis |χAn

± ⟩. The effect of simulating the Pauli twirl with σT is simply to replace the input

|χ
Aj

+ ⟩ to qubit j with the input |χ
Aj

(−1)Aj ⋆T j
⟩, and to add A⋆T to the measurement outcomes.

Thus we may deduce the full version of Theorem 2 (concerning learning Pauli error rates of

general channels) from the already-established special case of learning Pauli channels.

6.2 Tolerating measurement errors

It is also straightforward to see that our algorithm can tolerate a mild form of measurement

error. Suppose that we have an imperfect 1-qubit measuring device that is used to implement

the three Pauli-basis measurements. More precisely, we assume it has the following property:

When applied to a qubit in a Pauli eigenvalue state, the measuring device “fails” (say, reads

out “?”) with probability ν, and otherwise behaves ideally. Here ν is a parameter that
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we assume is known to the learner through estimation, and that measurement failures are

independent events.

As discussed in the paragraph just preceding §4.1, our algorithm for estimating any

p(B) is effectively performing the standard “Individual Recovery algorithm” for the binary

erasure channel with erasure probability 1
3 . (Recall that we actually have the Z-channel

with crossover probability 1
3 applied to the binary string C ̸=B , but that the erasure channel

algorithm only uses the locations of the 1’s in the received string, and thus works equally

well for the Z-channel.) The effect of measuring device failures is to replace the erasure

probability 1
3 with r := ν + (1 − ν) 1

3 . So long as r ≤ 1
2 , the standard recovery algorithm

for probability r-erasures works just as well [7]: the only change needed is that the factor

“(−1/2)” appearing in Theorem 22’s definition of H needs to be replaced by −r/(1 − r).

(Note that this quantity has magnitude bounded by 1 if and only if r ≤ 1
2 .) But the condition

r ≤ 1
2 is equivalent to ν ≤ 1

4 , and this justifies our Theorem 3.

(In fact, for erasure probability 1
2 < r < 1, much more sophisticated algorithms [5, 19]

can succeed at Individual Recovery, at the expense of increasing the sample complexity

from the order of 1/ϵ2 to the order of 1/ϵ2r/(1−r); but for simplicity, we ignore pursuing this

extension.)

7 An alternative, Fourier approach

Here we give an alternative algorithm for learning Pauli channels, using a perspective from

Boolean Fourier analysis; see [18, Chaps. 1, 3] for background and notation.

For Pauli channels, the ❋2-Fourier transform relates the error rates and the channel

eigenvalues. The Pauli operators themselves are the eigenvectors of a Pauli channel, and we

can easily compute the eigenvalue associated to σA using the relation σAσC = (−1)A⋆CσCσA

via

σA 7→
∑

C∈{0,1,2,3}n

p(C) · σCσAσ
†
C =

∑

C∈{0,1,2,3}n

p(C) · (−1)
∑

n

i=1
(A⋆C)iσA = λAσA,

so that λA = EC∼{0,1,2,3}n

[
22np(C) · (−1)

∑
n

i=1
(A⋆C)i

]
. This clearly resembles an ❋2-Fourier

transform.

To make this connection more explicit, in the remainder of this section we will identify

the elements of {0, 1, 2, 3} with their base-2 representations in ❋2
2. Let us use overline to

denote the swapping operation on two bits; i.e., a1a2 = a2a1 for a1, a2 ∈ ❋2. We extend the

notation n-fold to vectors A ∈ ❋2n
2

∼= (❋2
2)n. (Equivalently, we have 0 = 0, 1 = 2, 2 = 1,

3 = 3, and we extend the notation coordinate-wise to A ∈ {0, 1, 2, 3}n.) Now define the

symplectic dot product

⟨A,C⟩ = A · C =
n∑

i=1

(A ⋆ C)i mod 2,

where A · C denotes the usual dot product on ❋2n
2 . A Pauli channel eigenvalue is now

equivalently written in two ways as

λA = E
C∼❋2n

2

[
22np(C) · (−1)⟨A,C⟩

]
= E

C∼❋2n
2

[
22np(C) · (−1)A·C

]
.

Let us write φ for the probability density (vis-a-vis the uniform distribution) associated to p;

i.e., φ(C) = 22np(C). Then the Fourier transform f = φ̃ is given by

f(A) = φ̃(A) = E
C∼❋2n

2

[φ(C)(−1)A·C ] = E
C∼p

[(−1)A·C ] = λA. (3)
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Observe that f (and equivalently λ) are functions f : ❋2n
2 → [−1, 1] and that p = f̃ . Such

group character averages were considered in the context of quantum noise estimation in [12].

While we can talk interchangeably about the Fourier coefficients of the density φ and the

channel eigenvalues λ (as they are related by f(A) = λA), we will focus on f in what follows.

We see from Equation (3) that

f(A) = E
C∼p

[(−1)⟨A,C⟩] = E
C∼p

[(−1)
∑

t
(A⋆C)t ], (4)

and as we now describe this means Alice can straightforwardly estimate f(A) for any A of

her choosing.

Let’s extend Definition 12 of “nontrivial probe” to allow not just for A ∈ {1, 2, 3}n but

any A ∈ {0, 1, 2, 3}n; we omit the adjective “nontrivial” in this more general case. To handle

coordinates j where Aj = 0, Alice can simply put any qubit |χ⟩ into the jth position of her

state |ψA⟩, ignore the jth position coming out of the channel, and automatically treat the

jth readout bit as 0. In this way, Fact 13 still holds: for any probe A ∈ {0, 1, 2, 3}n and any

string C ∈ {0, 1, 2, 3}n drawn by Charlie, the readout is R = A ⋆ C ∈ {0, 1}n. It follows that

Alice can empirically estimate the right-hand side of Equation (4) by repeatedly probing the

channel with A and averaging the following function of R, the readout: (−1)
∑

t
Rt . This

yields f(A) to additive precision ϵ with confidence at least 1 − δ, using O(1/ϵ2) · log(1/δ)

probes; we refer to this as “efficient estimation”.

We now see that Alice has (noisy) query access to f : ❋2n
2 → [−1, 1], and her goal is to

estimate the large values of p = f̃ . This task is highly reminiscent of the task solved by

the Goldreich–Levin learning algorithm [9]. The minor differences are that Goldreich–Levin

typically assumes perfect query access to some f : ❋2
2 → {−1, 1}, and has the normalization

that
∑

C f̃(C)2 = 1, rather than our normalization of
∑

C f̃(C) =
∑

C p(C) = 1. Still, if one

“unrolls” the Goldreich–Levin algorithm in this context, one gets almost the same solution

for learning Pauli channels as described in §4.2: reduction from Population Recovery to

Individual Recovery.

7.1 The Goldreich–Levin approach

In a typical exposition of the Goldreich–Levin algorithm (e.g. [18, Ch. 3.5], which we’ll

follow), one assumes Alice has perfect query access to an f : ❋n
2 → {−1, 1}. Herein we sketch

the alterations to this exposition that are needed for learning Pauli channels.

One basic subroutine in the Goldreich–Levin algorithm (akin to “Individual Recovery”)

is using query access to f to efficiently estimate f̃(B) for various B. This is done (see [18,

Prop. 3.30]) via straightforward empirical estimation:

f̃(B) = E
A∼❋2n

2

[f(A)(−1)A·B ]. (5)

Recall that in our setting, Alice can only access f(A) by empirically estimating it via

Equation (4). Inserting this into the above, we get

f̃(B) = E
A∼❋2n

2

E
C∼p

[(−1)
∑

t
(A⋆C)t+A·B ].

Thus as needed in Goldreich–Levin, Alice can efficiently estimate this for any B of her

choosing by picking uniformly random A ∈ {0, 1, 2, 3}n, probing the channel with A, and

averaging the following function of R, the readout: (−1)
∑

t
Rt+A·B . Indeed the reader will

note that this method is almost the same as the one used in Theorem 22! The essential
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difference is that A is uniform on {0, 1, 2, 3}n rather than {1, 2, 3}n, which effectively makes

the “crossover probability” 1
2 instead of 1

3 , and hence the factor (−1/2) = − 1/3
1−1/3 becomes

(−1) = − 1/2
1−1/2 . Note that this difference implies that the Goldreich–Levin approach does

not immediately tolerate measurement failures as in §6.2.

As mentioned earlier, Goldreich–Levin typically assumes f : ❋n
2 → {−1, 1} and hence we

have
∑

C∈❋n
2
f̃(C)2 = 1; its goal is to find all B with |f̃(B)| ≥ ϵ, knowing that there are

automatically at most 1/ϵ2 such B. It accomplishes this via a “branch-and-prune” strategy

that relies on the ability to estimate
∑

C′∈❋n−k
2

f̃(β,C ′)2 for any prefix β ∈ ❋k
2 . In our setup,

with f : ❋2n
2 → [−1, 1], we instead know a priori that p = f̃ satisfies

∑
C f̃(C) = 1, and our

goal is to find all B with |f̃(B)| ≥ ϵ. Thus the search is even easier than in Goldreich–Levin,

as the same branch-and-prune strategy works with non-squared Fourier coefficients. Following

the strategy gives the same Population-to-Individual Recovery algorithm as in §4.2.

7.2 Final remarks

As mentioned earlier, the techniques used in the previous works [8, 10, 11] on Pauli channel

estimation are Fourier-based. The paper [8] achieves SPAM tolerance, and manages to

trade some measurement complexity for channel-reuse; on the other hand, its bounds have a

dependency on the channel eigenvalue gap ∆ = minA̸=0n{1 − |λA|}, which may be arbitrarily

small. As shown in the previous section, one can recover our (SPAM-less) Pauli estimation

results via the Fourier approach with no dependence on ∆ and without assumptions about

the noise or the support.

We believe that it is possible to obtain a common generalization of the results in [8]

and the present paper that achieves the best of both worlds via this Fourier approach:

SPAM-robust and efficient Pauli channel estimation with no dependence on ∆. We leave

this for future work.
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(√

n/ε
)

query algorithm for ℓ2-norm. We also show that these results are optimal up to

logarithmic factors.

2012 ACM Subject Classification Theory of computation → Design and analysis of algorithms;

Theory of computation → Quantum computation theory

Keywords and phrases quantum algorithms, amplitude estimation, monte carlo

Digital Object Identifier 10.4230/LIPIcs.TQC.2021.9

Funding Joran van Apeldoorn: Supported by the Dutch Research Council (NWO/OCW), as part of

the Quantum Software Consortium programme (project number 024.003.037).

Acknowledgements I would like to thank Ronald de Wolf, András Gilyén, Ashley Montanaro, and

Srinivasan Arunachalam for insightful discussions and comments. I would also like to thank the

TQC2021 reviewers for their useful comments.

1 Introduction

A central challenge when working with random processes is the estimating of the probability

of some event occurring from a bunch of samples. An example from classical computer science

is Monte Carlo methods, which try and estimate a value that is hard to compute using a

random sampling process. To estimate the probability p of an event occurring using classical

samples we can simply sample many times and use the fraction of the outcomes where the

event occurred as our estimate. It follows from the Chernoff bound that O
(

ln(1/δ)
ε2

)
samples

suffice to get an ε accurate estimate with failure probability at most δ. In fact, it can be

shown that this is optimal for classical samples [3].

If we however have access to “quantum samples”, that is a unitary that prepares a state

that upon measuring would return 1 with probability p, than we can improve the number

of “samples” needed. The amplitude estimation algorithm by Brassard et al. [2] show that

O
(

ln(1/δ)
ε

)
applications of the unitary and it’s inverse suffice. This already lays the ground

work for numerous general speedups, including for many Monte Carlo methods [9].

Sometimes estimating a single probability is not enough, and we are actually interested in

finding a full (discrete) probability distribution. We write ∆n := {x ∈ R
n : x ≥ 0 ∧ ∥x∥1 = 1}

for the set of all probability distributions on n elements. Let p ∈ ∆n, if we take O
(

ln(n/δ)
ε2

)

classical samples than for each element pi we get an estimate p̃i such that |pi − p̃i| ≤ ε

with error probability at most δ/n. Hence by the union bound over all i ∈ n it follows that

∥p− p̃∥∞ ≤ ε with probability at least 1 − δ.
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This paper considers the problem of recovering an estimate for a distribution p ∈ ∆n

using “quantum samples”:

▶ Definition 1 (Quantum probability oracle). Let p ∈ ∆n be a probability distribution. We

say that Op is a quantum probability oracle for p if

Op |0⟩ =
n∑

i=1

√
pi |i⟩|ψi⟩

for some quantum states |ψ1⟩ , . . . , |ψn⟩. That is, applying Op to the |0⟩ state and measuring

the first register is the same as sampling from p.

Throughout the paper we will assume that if we can apply Op, then we can also apply O−1
p ,

and we can do both in a controlled way. Note that this is the case if Op comes from a

randomized classical or quantum algorithm.

We generalize the result of amplitude estimation to n-dimensional distributions, showing

that an ε-ℓ∞-estimate can be obtained with Õ
(

1
ε

)
queries to a quantum probability oracle.

We do so using a multidimensional version of quantum phase estimation, in a similar manner

as the quantum gradient estimation algorithm by Jordan [6, 4]. In fact, we consider estimating

the gradient of the function f(x) = ⟨x, p⟩.
We also consider ℓ1-norm (or total variation distance) and ℓ2-norm estimates. We get

Õ
(

n
ε

)
and Õ

(√
n

ε

)
query algorithms respectively using norm equivalence. In the second

part of the paper we give lower bounds that matches the upper bounds up to logarithmic

factors for ℓ1-norm and ℓ2-norm. An ℓ∞-norm lower bound follows from known lower bounds

on amplitude estimation. We end the paper with some open questions.

Table 1 Comparison of known classical sampling bounds and our quantum results for estimating

a distribution p ∈ ∆n up to ε error in a certain norm. Here the Θ̃ (· · · ) hides polylogarithmic factors

in n and 1/ε. ⋆The ℓ2-norm quantum lower bound only holds when ε < 1/(3
√

n).

Known Classical Quantum

ℓ∞ Θ̃
(

1

ε2

)
Θ̃
(

1

ε

)

LB:[3] UB:Chernoff LB: [1]1 UB: Theorem 9

ℓ2 Θ̃
(

1

ε2

)
Õ
(

min(
√

n

ε
, 1

ε2 )
)

, Ω
(√

n

ε

)
⋆

LB:[3] UB:[7] LB: Corollary 12 UB: Corollary 10

ℓ1 Õ
(

n

ε2

)
Θ̃
(

n

ε

)

UB:[7] LB: Lemma 11 UB: Corollary 10

2 Upper bound

We show our main result in two steps. First we prove the base result, Theorem 5, which has

an almost optimal query complexity but lacks in a few other areas. We then add several

improvements to obtain our main result, Theorem 9.

1 A lower bound on normal amplitude estimation follows from the lower bound on parity given in [1].
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2.1 Main algorithm

In this section we will show how to obtain an ε-ℓ∞-approximation of p ∈ ∆n using O
(

ln(n)
ε

)

queries to a quantum probability oracle for p. To do so we consider the linear function

f : [0, 1]n → [0, 1] : x 7→ ⟨x, p⟩. We will show how to construct a specific type of oracle for

this function, use known results to convert this to a phase roacle for the function, and then

apply multidimensional phase estimation to obtain the gradient p.

We will use the following two oracle definitions:

▶ Definition 2 (Oracles for functions). Let f : D → [0, 1] be a [0, 1] valued function from a

discrete domain D. A probability oracle for the function f is a unitary Uf that acts as

Uf |x⟩|0⟩|0⟩ = |x⟩
(√

f(x) |1⟩|ψx
1 ⟩ +

√
1 − f(x) |0⟩|ψx

0 ⟩
)
.

A phase oracle for the function f is a unitary Uf that acts as

Uf |x⟩ = eif(x) |x⟩ .

We start by constructing a probability oracle for f(x) = ⟨x, p⟩

▶ Lemma 3. Let Up be a quantum probability oracle for a distribution p ∈ ∆n. Let k ≥ 1

be an integer and let D =
{

0, 1
2k , . . . ,

2k−1
2k

}
be a discretization of [0, 1]. Then a probability

oracle Uf̃ for a function f̃ can be constructed such that f̃ is an additive µ-approximation of

f(x) : Dn → [0, 1] : x 7→ ⟨x, p⟩ using 2 queries to Up and Õ (npolylog (1/µ)) two-qubit gates.

The gate count can be improved to polylog (n/µ) when the input is stored in a QRAM2.

Proof. We start in a state |x⟩|0⟩|0⟩|0⟩|0⟩. First we apply Uf ⊗ I to obtain

|x⟩
(

n∑

i=1

√
pi |i⟩|ψi⟩

)
|0⟩|0⟩ .

Now, for each i ∈ [n] we do the following conditioned on i being in the second register:

1. In the last register, compute an approximation of 2arcsin
(√
xi

)
/π such that the approx-

imation is in [0, 1).

2. Conditioned on the first bit of the approximation rotate the second to last register from

|0⟩ to |1⟩ over an angle π/4.

3. Continue for the other bits: rotate over an angle π/8 conditioned on the second bit, then

π/16, and so on.

4. Uncompute the last register.

Note that we can approximate the arcsin very efficiently, only introducing a logarithmic

overhead in terms of the precision. In the end the second to last register will be rotated over

an angle very close to 2arcsin (xi) /π × π/2 = arcsin (xi). We finish the analysis as if the

angle was exact. We end up with (after dropping the last register which is now |0⟩ again)

|x⟩
n∑

i=1

√
pi |i⟩|ψi⟩

(√
xi |1⟩ +

√
1 − xi |0⟩

)
= |x⟩

n∑

i=1

√
pixi |i⟩|ψi⟩|1⟩ + . . . |0⟩ .

2 A QRAM allows us to store values in such a way that we can recover them conditioned on an index
register using a single QRAM query. While a physical QRAM requires many gates to build, the
implementation can likely be highly parallel in a similar manner to classical RAM. When we consider a
model with a QRAM we abstract the details of the QRAM away, and count a QRAM query as a single
gate, similar to how a classical RAM query is normally counted as a single operation for a classical
computer.
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The ℓ2-norm of the |1⟩ part of te state is
√∑n

i=1

√
pixi

2 =
√

⟨x, p⟩. We conclude that the

state can be written as

√
⟨x, p⟩ |x⟩|ψx,0⟩|0⟩ +

√
1 − ⟨x, p⟩ |x⟩|ψx,1⟩|1⟩ ,

and hence we have implemented a probability oracle for f .

The steps taken for each i can be performed at the same time when x is stored in a

QRAM, as this allows us to query xi in superposition on |i⟩. ◀

For our purposes we will require a phase oracle, not a probability oracle. Luckily, in [4] it

was shown that a phase oracle can be constructed from a probability oracle with minimal

overhead:

▶ Lemma 4. [4, Corollary 4.1 (Rephrased)] Let Uf be a probability oracle for a function

f : D → [0, 1] acting on q qubits. Let T > 0. An phase oracle with η-additive error for

T · f(x) can be constructed using O (|T | + log (1/η)) applications of Uf and its inverse, and

O (q|T | + qlog (1/η)) two-qubit gates.

We could directly apply quantum gradient calculation [6, 4] now to obtain p, but since we

have a linear function the result can be obtained using a slightly simpler proof, so we include

it for completeness.

▶ Theorem 5. Let p ∈ ∆n and let Up be a quantum probability oracle acting on q qubits for

p. Let ε > 0. An approximation p̃ such that ∥p− p̃∥∞ ≤ ε can be found with error probability

at most δ using O (ln(n/δ)/ε) applications of Up and Õ (ln(δ)qn/ε) two-qubit gates. The

gatecount can be improved to Õ (ln(δ)q(n+ 1/ε)) by using a QRAM.

Proof. Let k = ⌈log (4/ε)⌉. Consider the following algorithm:

1. Start in a n-register all zero state, where each register as k qubits:

∣∣0k
〉
. . .
∣∣0k
〉

2. Apply Hadamard gates to all qubits to obtain

n⊗

i=1


 1√

2k

2k−1∑

xi=0

|xi⟩


 =

1

2kn/2

∑

x∈{0,2k−1}n

|x⟩

3. Make a phase query for an 1/6-approximation of f(x) = ⟨x, p⟩ using Lemma 3 with

µ < 1/(96ε) and Lemma 4 with T = 2k and η ≤ 1/12 to obtain a state 1/6-close in

ℓ2-norm to

1

2kn/2

∑

x∈{0,2k−1}n

ei⟨x,p⟩ |x⟩ =
1

2kn/2

∑

x∈{0,2k−1}n

ei

∑
i

xipi |x⟩

=
1

2kn/2

∑

x∈{0,2k−1}n

(
n∏

i=1

eixipi

)
|x⟩

=
n⊗

i=1


 1√

2k

2k−1∑

xi=0

eixipi |xi⟩




4. Apply the k-qubit inverse QFT to each of the n registers and measure each register.
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Note that this algorithm applies Up a total of O
(

1
ε

)
times as per Lemma 4. The gate cost of

the phase oracle implementation is Õ (qn/ε) (or Õ (q ln(n)/ε) when using QRAM), and the

n inverse QFTs require O
(
n ln2(1/ε)

)
gates3.

If we ignore the ℓ2-error due to the imperfect phase oracle than it would follow from the

analysis of phase estimation that we end up with a vector p̃ such that |pi − p̃i| ≤ 4/2k ≤ ε

with probability at least 5/6 per coordinate. Since we incurred at most 1/6-ℓ2-norm error

we conclude that |pi − p̃i| ≤ ε with probability at least 2/3 per coordinate. By repeating

O (ln(n/δ)) times and taking the coordinate wise median, the error probability can be reduced

to δ/n. Taking the union bound we get the result from the theorem. ◀

2.2 Improvements and tweaks

In this section we give three improvements on the main algorithm. We start by removing

the dependence on n, leaving only the implicit dependence via q in the gate-complexity. We

then show how to get a better query bound when only considering part of a distribution.

Finally we show that the algorithm can be tweaked to always return an estimate from ∆n.

2.2.1 Removing the dependence on n

While the main algorithm requires few queries, the time complexity grows linear in n. Since

the classical algorithm has no dependence linear dependence on n we would hope the same

for the quantum algorithm.

The high gate count in the quantum algorithm is due to the fact that we consider

all coordinates of p, even those with very small or 0 entries. However, to get an ε-ℓ∞-

approximation we can ignore all coordinates where the probability is less than ε. This leaves

at most 1/ε coordinates to run the algorithm on. To find relevant coordinates we simply use

classical samples:

▶ Lemma 6. Let p ∈ ∆n, and ε, δ ∈ (0, 1/3). O (ln(n/δ)/ε) classical samples suffice to, with

error probability at most δ, find all i ∈ [n] such that pi ≥ ε.

Proof. Consider a single entry i such that pi ≥ ε. After T samples the probability that we

have not seen i yet is at most (1 − ε)T . Letting T = ln(δε)
ln(1−ε) = O

(
ln(1/(δε))

ε

)
ensures that

this error probability is at most δε. Union bounding over the at most 1/ε coordinates gives

the result from the lemma. ◀

The lemma shows that the number of coordinates we have to consider in our main algorithm

is independent from n. As we can simply look at the inner product on those entries, we

only get a dependence on n implicitly as q ≥ log (n). In fact, the classical algorithm can be

improved using the same method.

2.2.2 Learning part of the distribution

Often we will not be interested in all coordinates of p, the method from the previous section

is an example, but there might be other cases as well. One example is a binary distribution

(p, 1 − p), where we only need to estimate the first entry. If we know a pmax such that

p ≤ pmax, then amplitude estimation [2] requires O
(√

pmax

ε

)
applications of Up.

3 The square can be removed by approximating the QFT using standard techniques.
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Similarly, if we know that pi ≤ pmax for all i, then the classical algorithm can be improved

by a factor pmax. Sadly our main algorithm can not be improved by
√
pmax to our knowledge,

but we may get a dependence on the sum of the entries in the part of p that we want to

estimate.

▶ Lemma 7. Let p ∈ ∆n, ε ∈ (0, 1/3) and let S ⊆ [n]. Let pmt ≥
∑

i∈S pi be the maximal

total probability on S. We can construct a quantum probability oracle for a distribution

p′′ ∈ ∆n+2 using O
(√

1/pmt

)
applications of Up, membership queries for S, and two-qubit

gates such that a estimating p′′ up to O (ε/pmt)-ℓ∞-error gives an ε-ℓ∞ error estimate of p.

Proof. The main idea is to amplify the probabilities by a factor of a = Θ (1/pmt) using

O (
√
a) iterations of amplitude amplification. This allows us to take ε′ = ε · a as a larger

error tolerance. However, we need to be careful as we do not know the original ℓ2 norm of

the “good” part of the state, and hence we do not know the exact amplification that O (
√
a)

iterations of amplitude amplification would give, only that it is Θ (1/pmt).

We consider a new distribution p′ with dimension n + 2. The first n coordinates are

equal to p/2, while the last to coordinates are pmt/2 and (1 − pmt)/2. We can construct a

quantum probability oracle Up′ for p′ using a single controlled application of Up.

Using amplitude amplification we can create an quantum probability oracle Up′′ for

a distribution p′′ that is equal to ap′ on the indices in S ∪ {n+ 1} for some unknown

a ∈ Θ (1/pmt). This requires O (
√
a) applications of Up′ and membership queries for S.

Note that p′′
n+1 = apmt/2 = Θ (1), and in particulair let L be a (constant) lower bound

so p′′
n+1 ≥ L. Now, let p̃′′ be a εL

8pmt

-ℓ∞-estimate of p′′. It follows that p̃′′
n+1 is an (1 ± ε

8pmt

)

multiplicative estimate of p′′
n+1, and hence it gives such a multiplicative estimate ã of a.

Let p̃i = 2p̃′′
i /ã. We know that p̃′′

i = p′′
i + e1 for some error term e1 with |e1| ≤ Lε/8pmt.

We also know that ã = a(1 + e2) for some error term e2 with |e2| ≤ ε/8pmt. Hence we know

that

p̃i =
2p̃′′

i

ã

=
2(p′′

i + e1)

a(1 + e2)

=
2( api

2 + e1)

a(1 + e2)

=
pi + 2e1/a

(1 + e2)

= (pi + 2e1/a)(1 + e3)

= pi + 2e1/a+ pie3 + 2e1e3/a

where |e3| ≤ 2|e2| ≤ ε/4pmt. We can therefore bound the final error by

|2e1/a+ pie3 + 2e1e3/a| ≤ |2e1/a| + |pie3| + |2e1e3/a|

≤ 2
Lε

4pmta
+ pmt

ε

4pmt
+ 2

Lε2

32p2
mta

≤ 2
Lε

8L
+
ε

4
+ 2

Lε

64L

≤ ε

Where we used that ε ≤ pmt, as otherwise the problem is trivial, as well as 1
pmta ≤ 1

2L . ◀
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2.2.3 Returning a probability distribution

Our main algorithm does not always return a p̃ ∈ ∆n, all we are promised is that ∥p− p̃∥∞ ≤ ε.

The following Lemma shows that we can always convert such a p̃ into a good approximation

inside ∆n.

▶ Lemma 8. Let p ∈ ∆n and let p̃ be such that ∥p− p̃∥∞ ≤ ε/8. Then a min(n, 8/ε)-sparse

p̃′ can be constructed from p̃ such that p̃′ ∈ ∆n and ∥p− p̃∥∞ ≤ ε.

Proof. Let p̃′ be defined by setting all elements in p̃ that are below ε/4 to zero and all

elements above 1 to 1, this introduces at most ε/4 extra error in ℓ∞-norm so ∥p− p̃′∥∞ ≤ ε/2.

Now, for an element in p̃′ to be non-zero, the corresponding element of p should be at

least ε/8, hence p̃′ has at most 8/ε non-zero elements. Let k ≤ min(n, 8/ε) be the number of

non-zero elements in p̃′. Let S be the sum of the entries in p̃′, so

max(0, 1 − nε/2) ≤ S ≤ 1 + kε/4.

If S = 1 then p̃′ ∈ ∆n so we are done.

If S > 1, then we decrease each of the non-zero elements by (S − 1)/k ≤ ε/4. This

introduces at most ε/4 extra error, so the total error is less than ε/2 + ε/4. Now all elements

are non-negative and they sum to 1.

If S < 1 and there is an element larger than 1 − ε/4, return the distribution that is 1 on

the corresponding index and 0 everywhere else. Otherwise we consider two cases, n ≤ 8/ε

and n > 8/ε. For the first case, the ℓ1-norm error in p̃′ is at most nε/2, so 1 − S is at

most nε/2. Hence, by increasing each coordinate by at most ε/2 we can ensure that the

resulting vector is in ∆n. For the second case we pick 2/ε entries in p̃′, giving preference to

the non-zero entries, and increase the picked entries by ε(1−S)
2 ≤ ε/2.

Finally, we note that this construction can be implemented in time linear in the input or

output sparsity, whichever is larger, times log (1/ε). ◀

2.2.4 Putting it all together

We can now combine these improvements with our base algorithm to get the following result

as a corollary.

▶ Theorem 9. Let p ∈ ∆n and let Up be a quantum probability oracle acting on q

qubits for p. Let ε > 0. Let S ⊆ [n] and let pmt be an upperbound on
∑

i∈S pi. An

Õ (1/ε)-sparse p̃ ∈ ∆n such that ∥p− p̃∥∞ ≤ ε can be found with error probability at most

δ > 0 using O
(
ln(1/εδ)

√
pmt/ε

)
applications of Up (and membership queries for S) and

Õ
(
q ln(δ)

√
pmt/ε

2
)

two-qubit gates. The gatecount can be improved to Õ
(
q ln(δ)

√
pmt/ε

)

using QRAM.

We note that the query complexity matches that of normal amplitude estimation (the query

complexity of which is known to be optimal as it can solve the parity problem for a 1/ε-bit

long string [1]) up to logarithmic factors.

Using the equivalence of norms we can also get upper bounds on the query complexity

for ℓρ estimates.

▶ Corollary 10. Let p ∈ ∆n and let Up be a quantum probability oracle acting on q qubits

for p. Let ε > 0 and ρ ≥ 1. Let S ⊆ [n] and let pmt be an upperbound on
∑

i∈S pi.

An Õ
(
n1/ρ/ε

)
-sparse p̃ ∈ ∆n such that ∥p− p̃∥ρ ≤ ε can be found with error probability

at most δ > 0 using O
(
ln(1/εδ)

√
pmtn

1/ρ/ε
)

applications of Up (and membership queries
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for S) and Õ
(
q ln(δ)

√
pmtn

2/ρ/ε2
)

two-qubit gates. The gatecount can be improved to

Õ
(
q ln(δ)

√
pmtn

1/ρ/ε
)

using QRAM.

We note that this might not always be optimal, in particular in the low-precision regime. For

example, classical sampling can produce an ε-ℓ2-estimate using Õ
(
1/ε2

)
samples as shown

by Kamath et al. [7].

3 Lower bounds

In this section we will prove lower bounds on the number of applications of Up that are

required to approximate p in different norms. Since the ℓ∞-norm bound follows from known

lower bounds on amplitude estimation that can be obtained from the lower bound on parity [1],

we focus on the ℓ1 and ℓ2 norms. We start by proving a lower bound on ℓ1-norm estimation.

▶ Lemma 11. Let ε ∈ (0, 1/3) and n ≥ 2. Any algorithm that (with success probability at

least 2/3) for every p ∈ ∆n outputs a p̃ for which ∥p− p̃∥1 ≤ ε using queries to a quantum

probability oracle for p, uses at least Ω
(

n
ε

)
such queries.

Proof. We assume that n is even as we can always add an extra zero entry. Let k = Θ (1/ε),

where µ will be defined later. Let x(1), · · · , x(n/2) ∈ {0, 1}k be such that for all i we have

|x(i)| ∈ {k/2, k/2 + 1}. Finding the Hamming weight of a single x(i) solves the majority

problem and hence requires Ω (k) quantum queries to a standard (binary) oracle for x(i) [1].

We further note that any algorithm that recovers a n/2-bit string requires Ω (n) quantum

queries. Since quantum query complexity is multiplicative under composition [8] it follows

that finding all of the n/2 Hamming weights requires Ω (nk) = Ω (n/ε) quantum queries.

Standard techniques can be used to show that finding a constant fraction of the Hamming

weights would still require Ω (n/ε) quantum queries, as Grover search can be used to find

the “mistakes”.

We now reduce this problem to finding an ℓ1-approximation of a probability distribution.

Let p ∈ ∆n be given by pi = 2 |x(i)|
nk for i ≤ n/2 and by pi = 2 k−|x(i)|

nk otherwise. Let p̃ be an

ε approximation of p. If |pi − p̃i| < 1
nk than we can find |xi| from p̃i. As p̃ is an ε-ℓ1-norm

estimate, it can only be off more than 1/kn = Θ (ε/n) on a small constant fraction of the

indices, allowing us to find the Hamming weight for all the others.

Finally we show how to implement a quantum probability oracle for p. We can sample

from p using a classical algorithm as follows:

1. Pick a uniformly random i ∈ [n/2].

2. Pick a uniformly random j ∈ [k].

3. If x
(i)
j = 1 return i, if x

(i)
j = 0 return i+ n/2.

By replacing the uniformly random picks by the creation of a uniform superposition we get a

quantum probability oracle for p.

We conclude that Ω (n/ε) queries to a quantum probability oracle for p are required to

obtain an ε-ℓ1-approximation. ◀

As a corollary we get a lower bound for ℓ2-estimates in the high precision regime:

▶ Corollary 12. Let ε ∈ (0, 1/3
√
n) and n ≥ 2. Any algorithm that (with success probability

at least 2/3) for every p ∈ ∆n outputs a p̃ ∈ ∆n for which ∥p− p̃∥2 ≤ ε using queries to a

quantum probability oracle for p, uses at least Ω
(

1
ε

)
such queries.

Proof. This follows from the fact that ∥p− p̃∥1 ≤ √
n ∥p− p̃∥2 combined with Lemma 11. ◀
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4 Open questions

Estimating the expectation value of stochastic variables

We can identify a stochastic variable over a finite probability distribution p ∈ ∆n with a

vector a ∈ R
n. Here ai is the value of the stochastic variable on outcome i. Hence, the

expectation value of the stochastic variable is equal to ⟨a, p⟩. If we have m stochastic variables

a(1), . . . , a(m) then we can write these as the rows of a matrix A ∈ R
m×n. This leads to the

following problem:

Let A ∈ [−1, 1]m×n be a known matrix, let ε > 0 be an error parameter, and let p ∈ ∆n be

a unknown probability distribution, accessible via a quantum probability oracle. Output

a vector q̃ ∈ R
m such that ∥Ap− q∥∞ ≤ ε.

Here we take A ∈ [−1, 1]m×n for normalization purposes.

Classically this problem can be solved using O
(

ln(m/δ)
ε2

)
samples. The argument is similar

as before: each expectation value can be estimated with error probability δ/m, and union

bounding gives the result. However, our quantum algorithm does not generalize as easily.

One way to solve the problem is to apply amplitude estimation n times, but this would use

Õ (n ln(1/δ)/ε) applications of Up. In fact, we can proof the following lower bound:

▶ Lemma 13. Let ε ∈ (0, 1/(3
√
n)) and let n be a positive integer power of two. There

exists a matrix A ∈ {−1, 1}n×n
, such that any algorithm that for every p ∈ ∆n (with success

probability at least 2/3) outputs a q̃ ∈ ∆n, for which ∥Ap− q̃∥∞ ≤ ε, uses at least Ω
(√

n
ε

)

queries to a quantum probability oracle for p.

Proof. We let A ∈ {−1, 1}n×n
be

√
nH⊗log(n), the rescaled n-fold Hadamard, so 1√

n
A is

unitary. Now let p ∈ ∆n be an unknown probability distribution given by a quantum

probability oracle. Let A be an algorithm that uses T queries to a quantum probability

oracle for p, and outputs an estimate q̃ such that ∥Ap− q̃∥∞ ≤ ε. This ℓ∞−norm estimate

also gives an ℓ2-norm estimate ∥Ap− q̃∥2 ≤ √
nε. Applying the unitary 1√

n
AT gives

1√
n

∥∥ATAp−AT q̃
∥∥

2
≤

√
nε,

and using that ATA = nI we get

∥∥np−AT q̃
∥∥

2
≤ nε.

So
∥∥p− 1

nA
T q̃
∥∥

2
≤ ε, hence from q we can recover an ε-approximation of p in ℓ2-norm, which,

by Corollary 12 requires at least Ω
(√

n
ε

)
queries to a quantum probability oracle for p. ◀

We note that the proof, combined with the Õ
(

ln(m/δ)
ε2

)
classical algorithm for estimating

the expectation value of stochastic variables, gives an alternative proof to that of [7] of the

fact that Õ
(
ln(n/δ)/ε2

)
samples suffice for an ε-ℓ2-estimate.

Although the lower bound is disappointing, it still leaves open the possibility of an

improvement over applying amplitude estimation n times. In particular, when A = I the

problem is simply that of ℓ∞-norm estimation, and hence we know that there is an improved

algorithm. Slightly more general, if A can be decomposed as A = RC for matrices R and C

such that R has a maximal row sum of r, and C has a maximal column sum of c, then the

problem can be solved with Õ
(

rc
ε

)
queries, by first applying C/c as a leaky Markov chain

step, estimating the result in infty norm up to error ε/b, and then applying R. It is however

unclear for which matrices a good decomposition exists.

TQC 2021



9:10 Quantum Probability Oracles & Multidimensional Amplitude Estimation

Improvements for partial distributions

While our improved algorithm from Theorem 9 works better when the total probability of

seeing a sample we are interested in is low, there is still a discrepancy between the classical

dependence on pmax and the quantum dependence on
√
pmt.

Lower bound for low precision ℓ2-norm estimates

Our lower bound for ℓ2-norm estimates only works for the high precision (ε ∈ O (1/
√
n))

regime. A Ω
(

1
ε

)
lower bound for the ε > 1√

n
regime follows from the lower bound on

amplitude estimation, but it is an open question whether this may be improved to Ω
(

1
ε2

)
.

Circuit depth

Recent work by Giurgica-Tiron et al. [5] addresses a big disadvantage of amplitude estimation

on near term hardware: the circuit depth. While classical probabilities can be estimated by

a highly parallel system of logarithmic depth using Õ
(
1/ε2

)
processors, quantum amplitude

estimation is inherently sequential and takes depth Õ (1/ε). Giurgica-Tiron et al. give

algorithms that interpolate between these two cases, keeping the depth times the number of

oracle queries constant at Õ
(
1/ε2

)
. It would be interesting to achieve a similar trade-off in

the multidimensional case.

Applications

A natural question is of course that of applications. Since the algorithm works when samples

from p are generated by a quantum algorithm, inherently quantum outputs like that of the

HHL algorithm, Hamiltonian simulation, or quantum Gibbs sampling might be a good fit.

Our new methods allow a lower dependence on the error ε when performing quantum state

tomography on the resulting states than the classical method of simply measuring does.

Another application might lie in distribution learning theory, or more broadly learning

theory in general. Here we are given an unknown distribution and are asked to learn certain

properties of the distribution. Our estimation algorithm might serve as a new tool to design

quantum improvements in this area.
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1 Introduction

Post-selection. Post-selection is the power of discarding all runs of a computation in which

an undesirable event occurs. This concept was introduced to the field of quantum complexity

theory by Aaronson [1]. While unrealistic, post-selection turned out to be an extremely

useful tool to obtain new and simpler proofs of major results about classical computation,

and also prove new results about quantum complexity classes. The most celebrated result is

arguably the identity PostBQP = PP proved by Aaronson [1], which shows that the class of
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problems that can be solved by a bounded-error polynomial-time quantum algorithm with

post-selection (PostBQP) is equal to the class of problems that can be solved by unbounded-

error polynomial-time classical algorithms (PP), and thus makes possible to bridge quantum

complexity classes and classical complexity classes.

Space-bounded quantum complexity classes. The study of space-bounded quantum Turing

machines was initiated by Watrous [16]. Watrous showed in particular that any quantum

Turing machine running in space s can be simulated by an unbounded-error probabilistic

Turing machine running in space O(s). This result implies the identity PQL = PL, where

PQL denotes the class of problems that can be solved by unbounded-error logarithmic-space

quantum Turing machines, and PL denotes the class of problems that can be solved by

unbounded-error logarithmic-space classical Turing machines. The main open question of the

field is whether bounded-error quantum Turing machines can be simulated space-efficiently

by bounded-error classical Turing machines.

A major step towards establishing the superiority of space-bounded quantum Turing

machines over space-bounded classical (bounded-error) Turing machines has been the construc-

tion by Ta-Shma [14] of logarithmic-space quantum algorithms for inverting well-conditioned

matrices (it is unknown how to perform the same task classically in logarithmic space). While

Ta-Shma’s quantum algorithm used intermediate measurements, a version of this quantum

algorithm without measurement was later constructed by Fefferman and Lin [6] (see also [5]

for a related result on space-efficient error reduction for unitary quantum computation).

Very recent works [7, 8] have further showed that many other problems from linear algebra

involving well-conditioned matrices can be solved as well in logarithmic space by quantum

algorithms, and additionally showed that intermediate measurements can be removed from

any space-bounded quantum computation.

Our results. In view of the impact of the concept of post-selection to quantum complexity

theory and in view of the surge of recent activities on space-bounded quantum complexity

classes, a natural question is investigating the power of post-selection for space-bounded

quantum complexity classes. To our knowledge, this question has not been investigated so

far in the literature (while the notion of post-selection was previously studied in quantum

automata theory [21]). In this paper, we tackle this question and obtain the following

result (here PostBQL denotes the class of problems that can be solved by a bounded-error

polynomial-time logarithmic-space quantum Turing machine that uses post-selection – see

Section 2 for a formal definition):

▶ Theorem 1 (Main Theorem). PostBQL = PL.

This result thus gives a space-bounded version of the result PostBQP = PP mentioned

above for polynomial-time complexity classes. This enables us to bridge quantum complexity

classes and classical complexity classes for space-bounded computation as well, and thus

suggests that post-selection may become a useful tool to analyze space-bounded (quantum

and classical) computation as well. Actually, as a by-product of our main result, we

also obtain the fact that PL coincides with the class of problems that can be solved by

bounded-error logarithmic-space quantum algorithms that has no time bound (namely, the

bounded-error logarithmic-space quantum algorithms are as computationally powerful as the

unbounded-error ones under no time restriction).

We additionally present several results about logarithmic-space quantum computation

with post-selection in Section 4.
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Overview of our techniques. As for the result PostBQP = PP proved by Aaronson [1], the

nontrivial part of the proof of our main theorem is the simulation of a probabilistic machine

by a post-selecting quantum simulation machine. The simulation technique given in [1]

requires a polynomial amount of qubits, and thus cannot be used in our setting since we

are limited to a logarithmic amount of qubits. Therefore, we propose a different simulation,

which is composed of three parts. First, we show how to simulate the computation of a

logarithmic-space probabilistic Turing machine by a logarithmic-width probabilistic circuit K

(Section 3.1). Note that the computation process of K is represented by a mixture
∑

j pjCj ,

which means that the configuration is in Cj with probability pj . (It can be written as
∑

j pj |Cj⟩⟨Cj | when the mixed state formalism [11] is used.) Here, we can assume that there

are unique accepting and rejecting configurations Ca and Cr. Thus, the final mixture of K

can be represented in the form of pCa +(1−p)Cr, where p > 1/2 if the input is a yes-instance,

and p < 1/2 if it is a no-instance. Second, we give a simulation of the probabilistic circuit

K by a logarithmic-space quantum Turing machine M with post-selection (Section 3.2).

Note that this simulation is done in a coherent manner. Namely, if the mixture of K

at some step is
∑

j pjCj , the quantum state of M at the corresponding simulation step

should be the normalized state of
∑

j pj |Cj⟩. Thus, M produces the normalized state of

|ψ⟩ = p|Ca⟩ + (1 − p)|Cr⟩ as the final outcome. In fact, we use the power of post-selection

for this simulation, and the final outcome can be obtained after post-selection with an

exponentially small probability. Then, the third part is fairly similar to the approach used

in [1]: using polynomial number of states constructed from the same number of copies of

|ψ⟩, we use repetition and post-selection to increase the success probability of the simulation

(Section 3.3).

2 Preliminaries

2.1 Space-bounded probabilistic Turing machines

A classical space-bounded Turing machine has an input tape and a work tape. Both tapes

are infinite and their cells are indexed by integers, each of which contains the blank symbol

(#) unless it is overwritten with a different symbol. The input tape has a read-only head

and the work tape has a read/write head. Each head can access a single cell in each time

step and, after each transition, it can stay on the same cell, move one cell to the right, or

move one cell to the left.

The input alphabet is denoted Σ and the work tape alphabet is denoted Γ, none of which

contains the blank symbol. Moreover, Σ̃ = Σ ∪ {#} and Γ̃ = Γ ∪ {#}. For a given string x,

|x| represents the length of x.

Formally, a (space-bounded) probabilistic Turing machine (PTM) M is a 7-tuple

M = (S,Σ,Γ, δ, si, sa, sr),

where S is the set of states, si ∈ S is the initial state, sa ∈ S and sr ∈ S (sa ≠ sr) are the

accepting and rejecting states, respectively, and δ is the transition function described below.

At the beginning of the computation, the given input, say x ∈ Σ∗, is placed on the input

tape between the first cell and the |x|-th cell, the input tape head and the work tape head

are placed on the cells indexed by 0s, and the state is set to si. In each step, M evolves with

respect to the transition function and the computation is terminated after entering sa or sr.

In the former (latter) case, the decision of “acceptance” (“rejection”) is made. It must be

guaranteed that the input tape head never visits the cells indexed by −1 and |x| + 2. The

TQC 2021
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formal definition of δ is as follows:

δ : S × Σ̃ × Γ̃ × S × Γ̃ × {−1, 0, 1} × {−1, 0, 1} →
{

0,
1

2
, 1

}

.

Suppose that M is in s ∈ S and reads σ ∈ Σ̃ and γ ∈ Γ̃ on the input and work tapes,

respectively. Then, in one step, the new state is set to s′ ∈ S, the symbol γ′ ∈ Γ̃ is written

on the cell under the work tape head, and the positions of the input and work tape heads are

respectively updated with respect to di ∈ {−1, 0, 1} and dw ∈ {−1, 0, 1}, with probability

δ(s, σ, γ, s′, γ′, di, dw),

where the input (work) tape head moves one cell to the left if di = −1 (dw = −1) and one

cell to the right if di = 1 (dw = 1). Remark that any transition with zero probability is never

implemented. To be a well-formed PTM, for each triple (s, σ, γ),

∑

s′∈S,γ′∈Γ̃,di∈{−1,0,1},dw∈{−1,0,1}

δ(s, σ, γ, s′, γ′, di, dw) = 1.

For a given input x ∈ Σ∗, M can follow more than one computation path. A computation

path either halts with a decision or runs forever. A halting path is called accepting (rejecting)

if the decision of “acceptance” (“rejection”) is made on this path. The accepting (rejecting)

probability of M on x is the cumulative sum over all accepting (rejecting) paths.

A language L is said to be recognized by PTM M with unbounded error if and only if

any x ∈ L is accepted by M with probability more than 1/2 and any x /∈ L is accepted with

probability less than 1/2. A language L is said to be recognized by PTM M with error bound

ε < 1/2 if and only if any x ∈ L is accepted by M with probability at least 1 − ε and any

x /∈ L is rejected with probability at least 1 − ε. When ε > 0 is a constant (independent of

the input), it is said that L is recognized by M with bounded error. As a special case, if all

non-members of L are accepted with probability 0, then it is called one-sided bounded-error.

A PTM making only deterministic transitions (i.e., such that the range of the transition

function is {0, 1}) is a deterministic Turing machine (DTM).

The range of the transition function can also be defined as [0, 1] ∩ Q, and thus the

PTM, called rational valued PTM, can make more than one transition with rational valued

probabilities in each step. Remark that all results presented in this paper are also followed

for rational valued PTMs. A nondeterministic Turing machine (NTM) can be defined as a

rational valued PTM and a language is said to be recognized by a NTM if and only if for any

member there is at least one accepting path and for any non-member there is no accepting

path (or equivalently any member is accepted with nonzero probability and any non-member

is accepted with zero probability).

A language is recognized by a machine in (expected) time t(n) and space s(n) if the

machine, on a given input x, runs no more than (expected) t(|x|) time steps and visits no

more than s(|x|) different cells on its work tape with non-zero probability.

The class PL (L and NL) is the set of languages recognized by unbounded-error PTMs

(DTMs and NTMs) in logarithmic space (with no time restriction). It is shown that each of

these classes coincides with the subclass such that the running time of the corresponding

machines is polynomially bounded (note that the proof is nontrivial for PL [10]).

The class BPL (RL) is the set of languages recognized by bounded-error PTMs (one-

sided bounded-error PTMs) in polynomial time and logarithmic space. On contrary to the

above three classes PL, L,NL, it is unknown that these two classes are the same as their

corresponding classes such that the underlying machines have no time restriction, which we

denote by BPL(∞) (RL(∞)).
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Any language L is in C=L [2] if and only if there exists a polynomial-time logarithmic-

space PTM M such that any x ∈ L is accepted by M with probability 1

2
and any x /∈ L is

accepted by M with probability other than 1

2
.

2.2 Turing machines with post-selection

A postselecting PTM (PostPTM) has the ability to discard some predetermined outcomes

and then makes its decision with the rest of the outcomes, which is guaranteed to happen

with non-zero probability (see [1, 21]). Formally, a PostPTM is a modified PTM with three

halting states. A PTM has the accepting state sa and the rejecting state sr as the halting

states. A PostPTM has an additional halting state sn called the non-postselecting halting

state. In this paper, we require that a PostPTM must halt its computation absolutely, i.e.,

there is no infinite loop.

For a given input x, let pacc,M (x) (prej,M (x) and pnpost,M (x)) be the probability of

PostPTM M ending in sa (sr and sn). Since M halts absolutely, we know that

pacc,M (x) + prej,M (x) + pnpost,M (x) = 1.

Due to post-selection, we discard the probability pnpost,M (x) and then make a normalization

on pacc,M (x) and prej,M (x) for the final decision. Thus, the input x is accepted (rejected) by

M with probability

p̃acc,M (x) :=
pacc,M (x)

pacc,M (x) + prej,M (x)

(

p̃rej,M (x) :=
prej,M (x)

pacc,M (x) + prej,M (x)

)

.

The postselecting counterparts of BPL and RL are PostBPL and PostRL, respectively.

(For instance, L is in PostBPL if and only if there are a polynomial-time logarithmic-space

PostPTM M and a constant ε < 1/2 such that p̃acc,M (x) is at least 1 − ε when x is in L, and

p̃rej,M (x) is at least 1 − ε when x is not in L). Let PostEPL denote the class of languages

recognized with no error (or exactly) by polynomial-time logarithmic-space PostPTMs (i.e.,

L is in PostEPL if and only if there is a polynomial-time logarithmic-space PostPTM M such

that pacc,M (x) > 0 and prej,M (x) = 0 when x is in L, and pacc,M (x) = 0 and prej,M (x) > 0

when x is not in L).

2.3 Space-bounded quantum Turing machines and complexity classes

The initial quantum Turing machine (QTM) models (e.g., [4, 3, 16]) were defined fully

quantum. While quantum circuits have been used more widely in literature, QTMs are

still the main computational models when investigating space bounded complexity classes.

However, their definitions have been modified since 90s (e.g., [17, 15, 14, 6]). The main

modifications are that the computation is governed classically and the quantum part can be

seen like a quantum circuit. This paper follows these modifications. To be more precise, our

QTM is a PTM augmented with a quantum tape. Here, the quantum tape is designed like a

quantum circuit, i.e., it contains a qubit (or qudit) in each tape cell and it can have more

than one tape head so that a quantum gate can be applied to a few qubits at the same time.

We remark that the result given in this paper can also be obtained by the other space-

bounded QTMs defined in literature [18, 17, 20, 15, 14], where algebraic numbers are used

as transition values. The main advantage of the aforementioned modifications in QTMs is to

simplify the proofs and the descriptions of quantum algorithms.

Formally, a (space-bounded) QTM M is a 9-tuple

M = (S,Σ,Γ, δq, δc, si, sa, sr,Ω),
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10:6 Quantum Logarithmic Space and Post-Selection

where, different from the PTMs, the transition function is composed by two functions δq

and δc that are responsible for the transitions on quantum and classical parts, respectively,

and Ω is the set of contents of a classical register storing quantum measurement outcomes.

(Similarly to the PTMs, S is the set of internal states, Σ is the input alphabet, Γ is the

work tape alphabet, and si, sa, and sr are respectively the initial state, the accepting state,

and the rejecting state.) As the physical structure, M additionally has a quantum tape

with l heads, and the classical register storing a value in Ω = {1, . . . ,m}, where l,m > 0 are

constants (independent of the input given to M). The quantum tape heads are numbered

from 1 to l. For simplicity, we assume that the quantum tape contains only qubits (with

states |0⟩ and |1⟩) in its cells. Each cell is set to |0⟩ at the beginning of the computation.

For a given input x ∈ Σ∗, the classical part is initialized as described for PTMs. The l tape

heads on the quantum tape are placed on the qubits numbered from 0 to l − 1.

The overall computation of M is governed classically. Each transition of M has two

phases, quantum and classical, which alternate. We define the transition functions δq and

δc different from the transition functions of PTMs. Suppose that M is in s ∈ S and reads

σ ∈ Σ̃ and γ ∈ Γ̃, respectively. For each triple (s, σ, γ), δq(s, σ, γ) can be the identity

operator, a projective measurement (in the computational basis), or a unitary operator. If it

is the identity operator, the quantum phase is skipped by setting the value of the classical

register to 1 (in Ω). If the quantum operator is unitary, then the corresponding unitary

operator is applied to the qubits under the heads on the quantum tape, and the value in the

classical register is set to 1 (in Ω). If it is a measurement operator, then the corresponding

projective measurement is done on the qubits under the heads on the quantum tape, and the

measurement outcome, represented by an integer between 1 and m′ ≤ m (in Ω), is written in

the classical register, where m′ is the total number of all possible measurement outcomes of

the measurement operator.

After the quantum phase, the classical phase is implemented. For each quadruple

(s, σ, γ, ω), δc returns the new state, the symbol written on the work tape, and updates of all

heads, where ω ∈ Ω.

The termination of the computation of M is the same as the PTMs, i.e., done by entering

the accepting state sa or the rejecting state sr. One time step corresponds to a single

transition. We add the number of qubits visited with non-zero probability during the

computation (as well as the number of cells visited on the classical work tape) to the space

usage.

Remark that any QTM using superoperators can be simulated by a QTM using unitary

operators and measurements with negligible memory and time overheads, i.e., by using extra

quantum and classical states, any superoperator can be implemented by unitary operators

and measurements in constant steps (e.g. [11, 13]).

Since the computation of the QTM defined above is controlled classically, a postselecting

QTM (PostQTM) can be defined similar to PostPTMs: the PostQTM has an additional

classical halting state sn, and any computation that ends in sn is discarded when calculating

the overall accepting and rejecting probability on the given input.

The quantum counterparts of BPL (BPL(∞)), RL, PL, NL, PostBPL, PostRL, and PostEPL

are BQL (BQL(∞)), RQL, PQL, NQL2, PostBQL, PostRQL, and PostEQL, respectively, where

QTMs use algebraic numbers as transition amplitudes.

The following relations on logarithmic space quantum and classical complexity classes

2 Note that NQL is the quantum counterpart of NL based on the criterion by the accepting probabilities
of the underlying machine, not the certificate-based counterpart (QMAL).
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are already known [9, 16, 17, 7]:

L ⊆ NL = coNL ⊆ coC=L = NQL ⊆ PL = PQL.

L ⊆ BPL ⊆ BQL ⊆ PL = PQL.

3 Main Result

In this section, our main theorem (PostBQL = PL) is proved. We start with the easy inclusion.

▶ Theorem 2. PostBQL ⊆ PQL = PL

Proof. Any polynomial-time logarithmic-space PostQTM M can be easily converted to a

polynomial-time logarithmic-space QTM M ′ such that M ′ enters the accepting and rejecting

states with equal probability when M enters the non-postselecting halting state. Thus

the balance between accepting and rejecting probabilities is preserved, and the language

recognized by M with bounded-error is recognized by M ′ with unbounded error. ◀

In the rest of this section, we give the proof of the following inclusion.

▶ Theorem 3. PL ⊆ PostBQL.

As described in Section 1, the proof of Theorem 3 consists of three parts, each of which

will be given in the next three subsections. We start by giving an overview of the first part.

Let L be a language in PL. Then there exists a PTM M recognizing L with unbounded error

such that M on input x halts in |x|k steps by using at most d log(|x|) space for some fixed

positive integers d and k.

Without loss of generality, we can assume that M always splits into two paths in every

step, the work tape alphabet of M has only two symbols 0 and 1, and M halts only when

the work tape contains only blanks and both tape heads are placed on the 0-th cells, i.e.,

there exist a single accepting and a single rejecting configurations. Let m be the number of

internal states.

We fix x as the given input with length |x| = n. Any configuration of M is represented

by a 4-tuple of binary strings

(s, hin, w, hwk),

where s is the internal state, hin is the position of the input head, w is the content of the

work tape, and hwk is the position of the work tape. (We also assume that w is always a

binary string, which does not contain any blank symbol.) The set of all configurations is

denoted by Cx, i.e., Cx = {C1, . . . , CN } for some N polynomial in n. The length of any

configuration is

l = ⌈logm⌉ + ⌈log n⌉ + ⌈d log n⌉ + ⌈log(d logn)⌉ ∈ O(log n).

Based on Cx, we define a stochastic matrix Px, called the configuration matrix, whose

columns and rows are indexed by configurations and its (j, i)-th entry represents the prob-

ability going from Ci to Cj . Then, the whole computation of M on x can be traced by an

N -dimensional column vector, called configuration vector :

vl+1 = Pxvl,

where 1 ≤ l ≤ nk and vl represents the probability distribution of the configurations after

the l-th step. Here, v0 is the initial configuration vector having a single nonzero entry, that is
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1, corresponding to the initial configuration, and vnk is the final configuration vector having

at most two nonzero entries that keep the overall accepting and rejecting probabilities:

vnk = Pnk

x v0.

Since the computation is split into two paths in each step with equal probability, the overall

accepting (A) and rejecting probabilities (R) are respectively of the forms

A′

2nk
and

R′

2nk
,

where 0 ≤ A′, R′ ≤ 2nk

, A′ +R′ = 2nk

, and A′ ̸= 2nk−1.

We present a simulation of the above matrix-vector multiplication in logarithmic space. It

is clear that keeping all entries of a single configuration vector separately requires polynomial

space in n. On the other hand, a single configuration can be kept in logarithmic space.

Therefore, we keep a mixture of configurations as a single summation for any time step. In

other words, we can keep vi as

vi[1]C1 + vi[2]C2 + · · · + vi[n
k]Cnk ,

where each coefficient vi[j] represents the probability of being in the corresponding configur-

ation Cj . The transition from vi to vi+1 can be obtained in a single step by applying Px.

However, in our simulation, we can do this in nk sub-steps. The idea is as follows: In the

j-th sub-step, we check whether our mixture has Cj or not. If it exists, then Cj is evolved to

C ′
j and C ′′

j that are the configurations obtained from Cj in a single step when the outcome

of the coin is respectively heads or tails. In this way, from the mixture corresponding to vi,

we obtain the next mixture:

vi+1[1]C1 + vi+1[2]C2 + · · · + vi+1[nk]Cnk .

Then, the final mixture is

ACa +RCr,

where Ca and Cr are the accepting and rejecting configurations, respectively.

We present the details of this simulation in the following subsection.

3.1 Probabilistic circuit

In this subsection, it is shown that we can construct, in deterministic logarithmic space, a

logarithmic-width and polynomial-depth probabilistic circuit KM,x that simulates M on x.

Note that a logarithmic-space DTM can easily output each element of Cx. Moreover, for

any Cj ∈ Cx, it can also easily output two possible next configurations C ′
j and C ′′

j such that

M switches from Cj to C ′
j if the result of the coin flip is heads and it switches from Cj to

C ′′
j if the result of the coin flip is tails.

A logarithmic-space DTM D described below can output the desired probabilistic circuit

KM,x with width l+ 3 where (i) the first bit is named as the random bit that is used for coin

flip, (ii) the second and third bits are named as the block control bit and the configuration

control bit that are used to control the transition between the configurations in each time

step, and (iii) the rest of the bits hold a configuration of M on x.

The circuit KM,x consists of nk blocks, and D outputs the nk blocks. Each block

corresponds to a single time step of M on x:

block1, block2, . . . , blocknk ,



F. Le Gall, H. Nishimura, and A. Yakaryılmaz 10:9

where each block is identical, i.e., each block implements the transition matrix Px operating

on configurations. Remark that, after blocki, we have the mixture representing vi.

Before each block, the random bit is set to 0 or 1 with equal probability and the block

control bit is set to 1. As long as the block control bit is 1, the configurations are checked

one by one in the block. Once it is set to 0, the remaining configurations are skipped.

Any block is composed by N parts where each part corresponds to a single configuration:

part1, part2, . . . , partN .

Here, partj implements the transitions from Cj in a single step. In partj , we do the following

items:

1. If the block control bit is 0, then SKIP the remaining items. Otherwise, CONTINUE.

2. SET the configuration control bit to 1 (here we assume that M is in Cj).

3. It checks whether M is in Cj .

If M is not in Cj , SET the configuration control bit to 0 and SKIP the remaining

items. (Remark that the block control bit is still 1 in this case, and thus the next

configuration Cj+1 will be checked in partj+1.)

Otherwise (i.e., if M indeed is in Cj), CONTINUE.

4. SWITCH from Cj to C ′
j if the random bit is 0 and SWITCH from Cj to C ′′

j if the random

bit is 1.

5. SET the block control bit to 0.

After all nk blocks, D outputs the last block called decision block. In the last block, it is

checked whether the last configuration is Ca or Cr. If it is Ca (resp. Cr), then the first bit of

the decision block is set to 1 (resp. 0).

For the above operations, we can use some gates operating on no more than four bits that

are the first three bits and one bit from the rest in each time. With l sequential gates, we can

determine whether we are in Cj or not. Similarly, with l sequential gates, we can implement

the transition from Cj to C ′
j and, with another l sequential gates, we can implement the

transition from Cj to C ′′
j . Here, using l sequential gates allows us to keep the size of any gate

no more than 4 bits as shown in Fig. 1 (where H1, . . . ,Hl denote the l sequential gates).

random bit

block control bit

configuration control bit

...

...

1st

j-th

(j+1)-th

l-th

Hj Hj+1

Figure 1 Two sequential gates operating on the first three bits and one bit from the rest.

When physically implementing the above circuit KM,x, before each block, the circuit will

be in a single configuration, and during executing the block, only the part corresponding to

this configuration will be active, and thus the circuit will switch to one of the two possible

next configurations. After the decision block, we will observe the first bit as 1 and 0 with

probabilities A and R, respectively.
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10:10 Quantum Logarithmic Space and Post-Selection

Remark that the set of all possible gates which can be used in the above circuit is

finite and independent of the input x. The only probabilistic gate is a single bit operator

implementing a fair coin toss. The rest of gates are deterministic and basically they are

controlled operators with maximum dimension of 16.

Before continuing with the quantum part, we make further simplifications on KM,x. As

2-bit AND and OR gates3 and 1-bit NOT gate form a universal gate set for classical circuits,

each deterministic gate (operating at most 4 bits) can be replaced by some finite numbers

of NOT, AND, OR, and some 1-bit resetting gates with help of a few extra auxiliary bits

used for intermediate calculations, which are appended to the bottom part of the circuit.

Let G = {G0, G1, . . . , Gt} be the new set of our gates, where G0 implements the fair coin

by outputting the values 0 and 1 with equal probability, and the values are used by the

deterministic gates whenever it is needed.

We denote the simplified circuit as K ′
M,x or shortly as K ′. Let l′ be the width of K ′ (note

that l′ = l +O(1) = O(logn) ). Thus, we have K ′ such that the probability of observing 1

(resp. 0) on the first bit is A (resp. R).

3.2 QTM part

In this subsection, we give a logarithmic-space postselecting QTM that simulates the compu-

tation of K ′ in a coherent manner, as described in Section 1.

A logarithmic-space (postselecting) QTM can trace the computation of K ′ on its quantum

tape by help of its classical part. Since the circuit K ′ is deterministic logarithmic-space

constructible, the classical part of the QTM helps to create the parts of K ′ on the quantum

tape whenever it is needed. Moreover, any mixture of the configurations in K ′ is kept in a

pure state of l′ qubits (described below).

The QTM uses l′ + 2 active qubits on the quantum tape for tracing K ′ on the input. The

last two qubits are auxiliary, and the first l′ qubits are used to keep the probabilistic state of

K ′. We consider the quantum tape as a logarithmic-width quantum circuit simulating K ′.
For each gate of K ′, say Gj , we apply a unitary gate (operator) operating on at most 4

qubits, say Uj . Therefore, we use 4 tape heads on the quantum tape.

During the simulation, the first l′ qubits are always kept in a superposition and after each

unitary operator the last qubit or the last two qubits are always measured. If the outcome is

0 or 00, then the computation continues. Otherwise, the computation is terminated in the

non-postselecting state.

In the probabilistic circuit K ′, G0 is applied on the first qubit. For each G0, we apply

U0 =
1

2









1 1 1 1

1 1 −1 −1

1 −1 1 −1

1 −1 −1 1









on the first and the last qubits, measure the last qubit, and continue if |0⟩ is observed:

U0|00⟩ =
1

2
|00⟩ +

1

2
|01⟩ +

1

2
|10⟩ +

1

2
|11⟩ post-selection−−−−−−−−−−−→ 1√

2
|0⟩ +

1√
2

|1⟩.

U0|10⟩ =
1

2
|00⟩ − 1

2
|01⟩ +

1

2
|10⟩ − 1

2
|11⟩ post-selection−−−−−−−−−−−→ 1√

2
|0⟩ +

1√
2

|1⟩.

3 We assume that these gates are represented by 4 × 4 matrices.
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Thus, coin-flipping operator can be easily implemented.

For the other operators (including the ones given below), we use the techniques given in

[12]. For any Gj (1 ≤ j ≤ t), we apply unitary operator Uj acting on four qubits. Before

applying Uj , the quantum part is in
∑

a,b∈{0,1}
αa,b|ab00⟩,

since the last two qubits are measured before and any outcome other than |00⟩ is discarded

by entering the non-postselecting state. Thus, only 4 × 4 = 16 entries of Uj affects the above

quantum state. We construct Uj step by step as follows. These 16 entries are set to the

corresponding values from Gj . Thus, the probabilistic state, which is kept in the pure state,

can be traced exactly up to some normalization factor.

Without loss of generality, we assume that (by reordering the quantum states) these 16

values are placed in the top left corner. Then, Uj is of the form

1

e

(

Gj G′
j G′′

j 0

∗ ∗ ∗ ∗

)

,

where e is the normalization factor and all Gj , G′
j , and G′′

j are 4 × 4 matrices.

The entries of G′
j are set in order to make the first four rows pairwise orthogonal:

G′
j =









1 0 0 0

γ1,2 1 0 0

γ1,3 γ2,3 1 0

γ1,4 γ2,4 γ3,4 0









,

where the values are set column by column. The values of γ1,2, γ1,3, and γ1,4 are set to the

appropriate values such that the first row becomes orthogonal to the second, the third, and

the fourth ones, respectively. Similarly, we set the values of the second and third columns.

Since Gj is composed by integers, G′
j is also composed by integers.

The entries of G′′
j are set in order to make the first four rows with equal length, say e,

which is a square of an integer:

G′′
j =









γ1 0 0 0

0 γ2 0 0

0 0 γ3 0

0 0 0 γ4









,

where diagonal entries are picked as the square roots of some integers. Remark that the

entries of G′′
j does not change the pair-wise orthogonality of the first four rows. Moreover, at

this point, the first four rows become pair-wise orthonormal (due to normalization factor e).

One can easily fill up the rest of the matrix with some arbitrary algebraic numbers in order

to have a complete unitary matrix.

Since the set of G depends on the transitions of the PTM M , each Uj can be kept in the

description of the QTM.

By using the above quantum operators, we can simulate K ′ with exponentially small

probability. Only note that, due to normalization factors, the computation is terminated in

the non-postselecting state with some probabilities after applying each unitary gate.

At the end of the simulation of K ′, we separate the first qubit from the rest of qubits,

each of which is set to |0⟩. Then, we have this unnormalized quantum state in the first qubit:

(1 −A)|0⟩ +A|1⟩ =

(

1 −A

A

)

.
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The operator

(

1/2 3/2

1/2 −1/2

)

maps the above quantum state to

|ũ⟩ =





1

2
+A

1

2
−A



 .

Since this operator can be also implemented with post-selection by using an extra qubit, the

new unnormalized quantum state is set to |ũ⟩.
If A = 0, then the quantum state |u⟩, that is the normalized version of |ũ⟩, is identical to

|+⟩ = |0⟩+|1⟩√
2

. If A < 1

2
, then the quantum state |u⟩ lies between |+⟩ and |0⟩, and thus it is

closer to |+⟩ compared to |−⟩ = |0⟩−|1⟩√
2

. If A > 1

2
, then |u⟩ lies between |0⟩ and |−⟩, and

thus it is closer to |−⟩ compared to |+⟩.
After making a measurement in {|+⟩, |−⟩} basis, we can easily distinguish the cases

whether A is close to 0 or A is close to 1 with bounded error. In the case of when A is

close to 1

2
, the probability of observing these basis states can be very close to each other.

In Section 3.3, we use a modified version of the trick used by Aaronson [1] to increase the

success probability. Actually, we will need to use the above QTM O(nk) times sequentially

in logarithmic space.

3.3 Executing a series of QTMs

Let p be our integer parameter from the set {0, 1, . . . , nk}. For each p, we consider a QTM

M [p] as follows. First, we execute the above QTM in Section 3.2, and then transform |ũ⟩ to

|ũp⟩ =







1

2
+A

2nk−p
(

1

2
−A

)







in (nk − p) iterations. In each iteration, we combine the first qubit with another qubit in

state |0⟩, apply the quantum operator

1

2









1
√

3 0 0√
3 −1 0 0

0 0 2 0

0 0 0 2









,

and then the second qubit is measured. If the measurement outcome is |0⟩, then the

computation continues. Otherwise, the computation is terminated by entering the non-

postselecting state. (By induction, we can easily see that |ũ⟩ nk−p steps−−−−−−−−−−−→ |ũp⟩.) Note

that for each p, the QTM M [p] can be done in logarithmic space as the QTM described in

Section 3.2 is done in O(logn) space, and the counter for the iteration for creating |ũ⟩ needs

O(log n) space as well.

By substituting A = A′

2nk , the quantum state |ũp⟩ can be rewritten as

|ũp⟩ =







1

2
+ A′

2nk

2nk−p
(

1

2
− A′

2nk

)






=









1

2
+ A′

2nk

2nk−p
(

2
nk −2A′

2nk+1

)









=







1

2
+ A′

2nk

2
nk −2A′

2p+1






.

It is easy to see that
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when A < 1

2

(

A′ < 2
nk

2
⇒ 2A′ < 2nk

)

, the normalized state |up⟩ of |ũp⟩ lies in the first

quadrant, and thus it is closer to |+⟩, and

when A > 1

2

(

A′ > 2
nk

2
⇒ 2A′ > 2nk

)

, |up⟩ lies in the fourth quadrant, and thus it is

closer to |−⟩.

|+⟩

|−⟩

|y⟩ |up′ ⟩

|y′⟩
|up′′ ⟩

Figure 2 The visualization of |y⟩ and |up′ ⟩ when A < 1

2
, and |y′⟩ and |up′′ ⟩ when A > 1

2
.

Case A < 1

2
: As A ≤ 1

2
− 1

2nk (recall that A is the accepting probability of the PTM M

on input x that halts in nk steps),

2nk − 2A′

2p+1
≥ 2

2p+1
.

Thus, there exists a value of p, say p′, such that

2nk − 2A′

2p′+1
∈ [1, 2].

Then, since 1

2
≤ 1

2
+ A′

2nk and 2 ≥ 2
nk −2A′

2p′+1
, the quantum state |y⟩ = 2√

17

(

1/2

2

)

lies

between |1⟩ and |up′⟩, and since 1

2
≤ 1

2
+ A′

2nk < 1 and 2 ≥ 2
nk −2A′

2p′+1
≥ 1, |up′⟩ lies between

|y⟩ and |+⟩ (see Fig. 2). Thus, the probability of observing |+⟩ after measuring |up′⟩ in

{|+⟩, |−⟩} basis is always greater than

25

34
>

7

10

since |⟨y|+⟩|2 = 25

34
.

Case A > 1

2
: The case is similar to the previous case. There exists a value of p, say p′′,

such that

2nk − 2A′

2p′′+1
∈ [−2,−1].

Then, the quantum state |y′⟩ = 2√
17

(

1/2

−2

)

lies between −|1⟩ and |up′′⟩ and |up′′⟩ lies

between |y′⟩ and |−⟩ (see Fig. 2). Thus the probability of observing |up′′⟩ when measuring

in {|+⟩, |−⟩} basis is always greater than

25

34
>

7

10
.

Now the overall quantum algorithm is as follows:
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1. Prepare counter C to 0. For each p ∈ {0, 1, . . . , nk − 1}, the following steps are imple-

mented.

a. We execute the above QTM M [p], and make the measurement at the end in {|+⟩, |−⟩}
basis. (Note that the execution can be discarded by entering the non-postselecting

state in the procedure of Section 3.2.)

b. If the measurement result corresponds to |+⟩, then we reset the quantum register to

all |0⟩ (note that this is possible using the classical control since all the non-|0⟩ qubits

are induced only by post-selection, and thus we know what states they are in), and

add +1 to C.

c. If the measurement result corresponds to |−⟩, then we reset the quantum register to

all |0⟩, and add −1 to C.

2. If C = nk (namely, we observe |+⟩ in all executions), then the input is rejected.

3. If C = −nk (namely, we observe |−⟩ in all executions), then the input is accepted.

4. Otherwise (namely, if we observe the outcomes |+⟩ and |−⟩ at least once in some

executions), the computation is terminated in the non-postselecting state.

Note that the overall quantum algorithm is implemented in logarithmic space since the

counter is clearly implemented in O(logn) space, and M [p] is also implemented in O(logn)

space, and each iteration of step 1 is done by the reuse of the classical and quantum registers.

The analysis of the algorithm is as follows:

When A < 1

2
, the probability of observing |+⟩ is always greater than |−⟩ in each execution

and at least once it is 7

3
times more. Thus, if x /∈ L, the probability of observing all |+⟩’s

is at least 7

3
times more than the probability of observing all |−⟩’s after all executions.

When A > 1

2
, the probability of observing |−⟩ is always greater than |+⟩ in each execution

and at least once it is 7

3
times more. Thus, if x ∈ L, the probability of observing all |−⟩’s

is at least 7

3
times more than the probability of observing all |+⟩’s after all executions.

Therefore, after normalizing the final accepting and rejecting postselecting probabilities,

it follows that L is recognized by a polynomial-time logarithmic-space postselecting QTM

with error bound 3

10
. This completes the proof of Theorem 3. (The error bound can easily

be decreased by using the standard probability amplification techniques.)

3.4 Additional result

Additionally, we can show that PostBQL is contained in the class of languages recognized by

logarithmic space bounded-error QTMs that halt in expected exponential time.

▶ Theorem 4. PostBPL ⊆ BPL(exp) and PostBQL ⊆ BQL(exp), where BPL(exp) (BQL(exp))

is the class of languages recognized by logarithmic space bounded-error PTMs (QTMs) that

halt in expected exponential time.

Proof. Let M be a polynomial-time logarithmic-space PostPTM. By restarting the whole

computation from the beginning instead of entering the non-postselecting state, we can obtain

a logarithmic-space exponential-time PTM M ′ from M , i.e., (i) the restarting mechanism

does not require any extra space, and, (ii) since M produces no less than exponentially

small halting probability in polynomial time, M ′ halts with probability 1 in exponential

expected time. Both machines recognize the same language with the same error bound

since the restarting and postselecting mechanism can be used interchangeably [19, 21],

i.e., the accepting and rejecting probabilities by M and M ′ are the same on every input.

Thus, we can conclude that PostBPL ⊆ BPL(exp). In the same way, we can obtain that

PostBQL ⊆ BQL(exp). ◀
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As BQL(exp) ⊆ BQL(∞) ⊆ PQL by definition and Watrous showed PQL = PL [17], our

main result (PL = PostBQL) leads to the following equivalence among BQL(exp), BQL(∞)

and PL.

▶ Corollary 5. PL = PQL = PostBQL = BQL(exp) = BQL(∞).

We leave open whether BPL(exp) is contained in PostBPL.

4 Related Results

In this section, we provide several results on logarithmic-space complexity classes with

post-selection. The first result is a characterization of NL by logarithmic-space complexity

classes.

▶ Theorem 6. NL = PostEPL = PostRL.

Proof. We start with the first equality NL = PostEPL. Let L ∈ NL. Since NL = coNL [9],

L is also in NL. Then, there exist polynomial-time logarithmic-space NTMs N1 and N2

recognizing L and L. Based on N1 and N2, we can construct a polynomial-time logarithmic-

space PostPTM M such that M executes N1 and N2 with equal probability on the given

input. Then, M accepts the input if N1 accepts and rejects the input if N2 accepts. Any other

outcome is discarded by M . Therefore, (i) any x ∈ L is accepted with nonzero probability

and rejected with zero probability by M , and, (ii) any x ∈ L is accepted with zero probability

and rejected with nonzero probability by M . Thus, L is recognized by M with no error, and

thus L ∈ PostEPL.

Let L ∈ PostEPL. Then, there exists a polynomial-time logarithmic-space PostPTM M

recognizing L with no error. Based on M , we can construct a polynomial-time logarithmic-

space NTM N such that N executes M on the given input and switches to the rejecting

state if M ends in the non-postselecting halting state. Thus, N accepts all and only strings

in L. Therefore, L ∈ NL.

Now we are done with equality NL = PostEPL. It is trivial that PostEPL ⊆ PostRL. To

complete the proof, it is enough to show that PostRL ⊆ NL. If a language is recognized by a

polynomial-time logarithmic-space PostPTM M with one-sided bounded-error, then it is also

recognized by a polynomial-time logarithmic-space NTM M ′ where M ′ is modified from M

such that if M enters the non-postselelecting state, then M ′ enters the rejecting state. ◀

By using the same argument, we can also obtain the following result on quantum class

PostEQL (note that the first equality comes from NQL = coC=L [16, 7]).

▶ Theorem 7. C=L ∩ coC=L = NQL ∩ coNQL = PostEQL.

As will be seen below, the relation between PostEQL and PostRQL seems different from

the relation between their classical counterparts since C=L and coC=L may be different

classes. Remark that it is also open whether NL is a proper subset of C=L ∩ coC=L or not.

By using the quantum simulation given in Section 3, we can obtain the following result.

▶ Theorem 8. coC=L = PostRQL.

Proof. It is easy to see that PostRQL ⊆ NQL. Let L be a language in PostRQL and M be a

polynomial-time logarithmic-space PostQTM recognizing L with one-sided bounded-error.

By changing the transitions to the non-postselecting state of M to the rejecting state, we can

obtain a polynomial-time logarithmic-space NQTM recognizing L, and thus PostRQL ⊆ NQL.

Since NQL = coC=L [16, 7], we obtain PostRQL ⊆ coC=L.
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Now we prove the other direction. Let L be in coC=L. Then there exists a polynomial-time

logarithmic-space PTM M ′ that accepts any non-member of L with probability 1

2
and any

member with probability different from 1

2
. Let x be a given input with length n.

We use the simulation given in Section 3. We make the same assumptions on the PTM

M ′ except that M ′ accepts some string with probability 1

2
and M ′ never accepts any string

with probability in the following interval

(

1

2
− 1

2nk
,

1

2
+

1

2nk

)

for some fixed integer k. This condition is trivial if the running time never exceeds nk, i.e.,

the total number of probabilistic branches never exceeds 2nk

.

Then, we construct a polynomial-time logarithmic-space PostQTM as described in

Section 3 with the following unnormalized final quantum state:

(

2A− 1

2−nk

)

,

where A is the accepting probability of M ′. We measure this qubit and accept (reject)

the input, if we observe |0⟩ (|1⟩). All the other outcomes are discarded by entering the

non-postselecting state.

It is clear that for any non-member of L, A is always equal to 1

2
, and thus the QTM

accepts the input with zero probability and rejects the input with some non-zero probability.

Therefore, any non-member of L is rejected with probability 1.

On the other hand, for any member, the amplitude of |0⟩ is at least twice of the amplitude

of |1⟩, and thus the accepting probability is at least four times more than the rejecting

probability. Thus, any member is accepted with probability at least 4

5
. The success probability

can be increased by using the standard probability amplification techniques. ◀
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