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Kurzfassung

Die Kombination von nichtlinearen magnetischen Feldern und Q-Wert-Modulation kann
zu chaotischer Teilchenbewegung fithren und damit die dynamische Apertur von Hadronen-
Speicherringen begrenzen. Dieser Effekt ist von besonderem Interesse fiir Hochenergie-
Speicherringe mit supraleitenden Magneten bei Injektionsenergie, da hier magnetische
Feldfehler und die Strahlgrofle ihre grofiten Werte annehmen.

Ziel eines Experiments am CERN SPS war es, die relevanten Effekte fur die Sta-
bilitat der Bewegung einzelner Teilchen zu finden. Experimentelle Ergebnisse werden
mit numerischen Simulationen der Teilchendynamik tiber viele Umlaufe verglichen, um
zu testen, bis zu welcher Genauigkeit die dynamische Apertur unter gut bekannten Be-
dingungen vorausberechnet werden kann. Um das phenomanologische Verstandnis der
Teilchenbewegung im Phasenraum zu verbessern, wurden die Verlustmechanismen im
Detail studiert.

In einem komplementaren Experiment am HERA-Protonenring bei Injektionsenergie
wurde die dynamische Apertur unter Bedingungen gemessen, die ahnlich denen im nor-
malen Betrieb sind. Die numerischen Simulationen fiir diese Messungen wurden mit einem
sehr detaillierten Modell der nichtlinearen magnetischen Felder ausgefiuhrt, die fir jeden
Magneten gemessen worden sind.

Fir das LHC werden Ergebnisse numerischer Simulationen prasentiert, die den Effekt
verschiedener Q-Wert-Rippel auf die dynamische Apertur fir zwei verschiedene Mengen
von zufallig ausgewahlten nichtlinearen Feldfehlern zeigen.
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Abstract

Nonlinear magnetic fields in conjunction with tune modulation may lead to chaotic par-
ticle motion and thereby limit the dynamic aperture in hadron storage rings. This is of
particular interest for high energy storage rings with superconducting magnets at injection
energy where magnetic field errors and the beam size have their maximum values.

At the CERN SPS a dynamic aperture experiment was performed with the aim of
finding the relevant effects for the stability of single particle motion in hadron storage
rings. Experimental results are compared to long-term particle tracking to test to which
extent computer programs can predict the dynamic aperture under well known conditions.
In addition, detailed investigations of the loss mechanisms were pursued to improve the
phenomenological understanding of the intricate details of particle motion in phase space.

In a complementary experiment at the HERA proton ring at injection energy the
dynamic aperture was measured under normal operating conditions. The computer
simulations for these measurements included a very detailed model of the nonlinear fields
which were measured for each individual magnet.

Simulation results for the LHC are shown that estimate the effect of tune ripple of
different strength on the dynamic aperture for different sets of random nonlinear field
erTors.
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Chapter 1

Introduction

1.1 Motivation

The bending and focusing fields for the highest energy machines can only be obtained
with superconducting magnets. In these magnets the strong fields required do not allow
to use pole faces of any material, instead the coil geometry has to produce the desired field
type. Due to technical and economical limitations this can be achieved only approximately
resulting in nonlinear fields errors [1] relevant up to an order as high as 10. Moreover,
in superconducting magnets there are time dependent persistent currents [2] particularly
important at low excitation, i.e. injection energy, leading to additional magnetic field
distortions.

Another effect present in accelerators is tune modulation which arises for example from
power supply ripple. The conjunction of both effects, nonlinear magnetic fields and tune
ripple, can lead to particle losses and limit the dynamic aperture.

The search for Higgs and supersymmetric particles is one of the key goals of new
accelerators like the Large Hadron Collider (LHC), the 7 TeV on 7 TeV proton-proton
collider planned in the LEP tunnel at CERN. If a Higgs exists in the accessible mass range
its identification and separation from the formidable hadronic background will be based
on easily identifiable decays that are very rare. Hence, a high luminosity is needed and
this requires a sufficient dynamic aperture from injection up to top energy. The prediction
of the dynamic aperture is therefore a demanding task in the process of designing such
machines since it is too expensive to include large safety margins.

Dedicated experiments at existing hadron strorage rings have been performed to test
the ability of existing element-by-element tracking programs like SIXTRACK [3] to suc-
cessfully predict the dynamic aperture. As a first step experiments at the CERN Super
Proton Synchrotron (SPS) were done using additional strong nonlinearities and tune mod-
ulation and in a second experiment at the DESY HERA proton ring a superconducting
machine was tested under normal operating conditions.

A better phenomenological and theoretical description of the loss mechanismsin hadron
storage rings is also desirable. Both, experiments and simulations, can be used to test
existing theoretical concepts and to improve the understanding of nonlinear dynamics in
accelerators.



1.2 Outline

Chapter 2 is a short introduction into the theory of nonlinear Hamiltonian systems. Start-
ing from the general Hamiltonian for particle motion in hadron storage rings the four
dimensional case is treated and a perturbative method is presented. The influence of
sextupoles on the detuning and the creation of resonances is discussed and the effect of
harmonic tune modulation is shown for a single isolated resonance. Map methods are
mentioned and the concept of dynamic aperture is discussed.

Chapter 3 is devoted to the simulation of particle motion in accelerators. After re-
viewing the modeling of elements in the tracking code SIXTRACK the approximations
made in this process are evaluated. A tracking strategy is presented and the methods for
the postprocessing of tracking data are shown that will be used in the following chapters.
The last section deals with the computing times needed for tracking studies.

Chapter 4 presents the SPS dynamic aperture experiment. After a short review of the
history of this experiment the instrumentation and experimental conditions are described
in detail. Experimental results and computer simulations are shown for both the scraper
and the wire scanner experiment. In particular, the measured and computed dynamic
apertures are compared for various conditions and a phenomenological description of the
observed loss mechanisms is given.

In Chapter 5 results of the dynamic aperture experiment at the HERA proton ring
at injection energy are presented. Experimental conditions are given in detail and the
measured and computed dynamic apertures are compared. In this case the tracking model
was particularly complex.

Chapter 6 gives an outlook on the effect of tune ripple on the stability of particle
motion in the LHC. Different modulation depth and multipole error sets are tested.

Finally, the results are summarized in a separate chapter.

Appendix A gives some formulae for kicked particle distributions in hadron storage
rings that have been used for the calibration of the SPS instrumentation. In Appendix
B all experimental cases of the SPS dynamic aperture experiment from November 1993
until December 1994 are listed.



Chapter 2

Nonlinear Hamiltonian Systems

The single particle motion in hadron accelerators can be treated in the Hamiltonian for-
malism since synchrotron radiation has a negligible impact on the particle dynamics even
for high energy machines like the LHC. Besides guiding and focusing fields nonlinearities
are present in these machines either for correction purposes or due to unavoidable field
EerTors.

Another effect that can not be avoided in accelerators is tune ripple which comes for
instance from power supplies. Nonlinearities in conjunction with tune ripple may lead to
chaotic motion and thereby limit the dynamic aperture. This has been the motivation for
various studies of either theoretical [4-9] or experimental nature (see references [10,11]
for an overview).

The starting point in this chapter is the general six-dimensional Hamiltonian for sin-
gle particle motion in accelerators. The magnetic field expansion and its connection
to the vector potential is given. The Hamiltonian is simplified to four dimensions and
transformed to action-angle variables. After reviewing perturbation theory the case of
sextupole-induced nonlinearities is treated. The Hamiltonian in the single-resonance ap-
proximation is studied briefly with and without tune modulation. Maps and normal forms
are mentioned and finally the concept of dynamic aperture is discussed. Emphasis is put
on formulae for the four-dimensional case which will be applied to the experimental and
simulation results in the following chapters.

2.1 The General Hamiltonian

The particle motion in accelerators can be conveniently described in a ortho-normal coor-
dinate system (z, z, s) relative to a design orbit. Here, the coordinate s is the path length
on the design orbit, z the “horizontal” and z the “vertical” coordinate!. In the following
y is used when the expression applies to both z and z. One can introduce new small and

1 The definition of “horizontal” and “vertical” is somewhat arbitrary since the dynamics is governed by a local Hamil-
tonian and it may be appropriate, for instance in a tilted magnet, to choose coordinates that are different from the global
“horizontal” and “vertical” ones [12,13].



oscillating coordinates in the longitudinal direction

o=s5— vyl (2.1)
and
1 AE (2.2)
pC" - 50 EO b .

where vy and Fy are the velocity and energy of on-momentum particles respectively and
Bo = vo/c the relativistic beta function for these particles. Then the Hamiltonian in SI
units can be written as [14]

H(x,2,0,p0,02,0058) =po — (L4 n) - [1 + Ku(s) -2+ K,(s) - 2] X
2

[+ Ka(s) - 2+ Ko(s) - 2] - —Ay(s),
Po
n = Ap/p being the momentum deviation and A= (Az, A, As) the vector potential. It
has been assumed that the closed design orbit is either bent in the # — s plane (with
bending radius 1/K,) or in the z — s plane (with bending radius 1/K) thus excluding
torsion and it follows that K, - K, = 0. The equations of motions read

, OH ,  0H

r = apl‘7 pl‘ = —a—$7 (2.4)
OH 0OH
- o =2 9.
T T T o (25)
, o, oH
o' = o Po = =55 (2.6)

where the prime denotes the derivative with respect to s. With ¢ = (x, z, 0, ps, p, ps)
equations (2.4-2.6) can be also expressed as

d OH
—v=9—= 2.
502 57 (27)
where S is the symplectic form
0 I 000 1 00
ﬁz(_‘% ﬁ),gg): 0 00}),E;=1(01T0]. (2.8)
- = 0 00 00 1
The structure of the equations of motion (2.7) is equivalent to the condition that the
Jacobian
d9(s)
J = 2.9



is symplectic:
JTSJ=2S. (2.10)

With
det(JTSJ) = det(JT) det(S) det(J) = det(J)? det(S) = det(S) (2.11)
it follows that det(J) = £1. Through det(.J(sq,s0)) = 1 the determinant det(J) is

restricted to 4+1 and the phase space volume

/i[ldvn(s) = /ﬁdt’n(%)det@(&%)) = /nli[ldvn(so), (2.12)

is constant (Liouville’s theorem).

2.2 Vector Potential and Magnetic Field Expansion

In the chosen curvilinear coordinate system the magnetic field B =V x A can be com-
puted from the vector potential A as [14]

1 0 0
b= $ g ‘ {_ (1 + K, 2+ K. - 2)Ay] — —AZ} )
(ETArEy i b 570
1 0 0
B, = — — . {—AI - —[1+K; -2+ K, - Z)As]} ,
1+ K, -2+ K,-z) |0s ox (2.14)
b a0 .

If there are only transverse magnetic field components, e.g. no solenoid fields, one has
A, = A, = 0 and the vector potential component A; can be expanded in a power series
as

o0

1
—pioAs(s) = Sl Ko(s) w4 Ku(s) 2] + ; U (5)2™ 2" (2.16)
m,n>1
m+n>2

where the contribution of the dipole fields has been separated from the rest. From the
Maxwell equation VB = 0 it follows that

(m+ 1)(m+2)amie, + (04 1)(n+2)a, 42 = 0. (2.17)



The magnetic field B can be expanded in Cartesian coordinates (z,2z) as [15]

1
B B mazn b —1 n . n—17 218
(B +i 2 (b~ e+ ) (2.18)

which is equivalent to an expansion in polar coordinates (r, )

Bo(r,0) = Buain Z ( ) (b, cos nO + a, sinnO), (2.19)

B.(r,0) = Bain Z ( ) (—a, cosn® + b, sinnO), (2.20)

where the r— 0 plane coincides with the x —z plane and B,,,;, = KB 2 is the magnitude of
the main dipole field. The b, are called “normal” and the a,, “skew” multipole coefficients
respectively. The subscript “1” denotes a dipole, “2” a quadrupole etc. rq is a reference
radius at which the coefficients b,, a, are determined in measurements. The coefficients
A, are now given as [16]

—1)! —(m4n .
Gppn = (—1)”/2Wbm+nro( + ), for n even (“normal” multipoles),
m!n! (2.21)
—1
Qpn, = (—1)(n+1)/2wam+nro( ") , for n odd (“skew” multipoles).
m!n! (2.92)

2.3 The Hamiltonian in Four Dimensions

Some simplifications make the Hamiltonian (2.3) more tractable for an analysis:
1. Only transverse motion is considered. = H is independent of ¢ and p,.
Only on-momentum particles are considered. = n = 0.

Only transverse magnetic fields are considered (e.g. no solenoids). = A, = A, = 0.

Ll

In the second term in (2.3) the square root is expanded and only terms up to second
order in (z,z, p;, p,) are kept.

1 1
=V1-pl—pirl—-p—-p

2 2

5. The curvatures K, K, are assumed to be small and the cross-terms of these quantities
with higher order coefficients a,,, are disregarded.



In this case the relations

Py = %:1: =z, p, = %z = 2/, (2.23)
hold [14] and the Hamiltonian (2.3) becomes
H(z,z,2' 2"y s) = %:1;’2 + %Z/Q + kp(s)2? — k,(s)2* + Z A (8) 22"
e (2.24)
min>2
with k., = K2 + ayp and k, = —(KZ + ag2). The k, are a measure for the focusing

strength. The coefficient a;; in the last sum in (2.24) leads to linear coupling and the
other coefficients to nonlinearities.

2.4 Linear Solution

The equations of motion for the linear uncoupled part of the Hamiltonian (2.24)

1 1
Ho(z,z,2',2";s) = 5;1:’2 + 52'2 + ky(8)2® — k.(s)2? (2.25)

have the solution [17,18]

y = 2,5, cos(¢y(s) + ¢y0),

= — 2[yascos's o) + sin S 0
V= s (e e o) + g s o)+ b)) (226

where the I, and ¢, are the constants of motion and ay(s) = —f,(s)/2. The functions
3,(s) are periodic with the machine length L and satisfy the nonlinear ordinary differential
equation

1

SOS)BL5) = )+ Ry () () = 1 (2.27)

involving the focusing strength k,. The phase functions ¢,(s) can also be derived from

By(s) as

*odt
dy(s) = 2.28
y( ) S0 By(t) ( )
and the quantities
1

Qo = gﬁby(so + L) (2.29)

are called the linear tunes. Instead of the actions, often the Courant-Snyder invariants

1

e =21,=2 (v +(ayy+8y)"), (2.30)

g,

are used.



2.5 The Hamiltonian in Action-Angle Variables

By means of the mixed variable generating function [9]

2 2

(tan(¢z + ¢s0) + @) +

x

202

Fl('ra Z,wa, qbz, 5) = (tan(¢z + 9520) + Oéz) )

26 (2.31)

the Hamiltonian (2.24) can be expressed in terms of the constants of motion for the linear
case. With a change of the independent variable from s to the azimuth 6 = 27s/L one

has

oy (220 () (2)'

mnkl

o (2.32)
x 1212 exp{i (k(be + bwo) + (s + szo))}

with
k=—-m,—m+2,....,m—2m and = —n,—n+2,...n—2,n, (2.33)

R = L/2m is the average machine radius. Separating the phase advance into an average
and a fluctuating part by

by (0) = &y (0) + 0Q,0 (2.34)

one can now define the following functions

- R(L) (L) e (0) (%) : (%) : exp {i (kd.(0) +10.(0)) }.

2 2 (2.35)

Since these functions are periodic in 8, they can be decomposed in a Fourier series as

+oo
Bt (0) = Y B2 e (2.36)
p=—00
with
1 2m )
RY = — / Rt (0)eP?d0. (2.37)
2m Jq

Now Eq. (2.32) becomes

+ hfnn 0 L? [Z%ei(lﬂbzo+l¢zo+(kQ$0+lQZ0_p)9)‘
> a(0) s

mnklp



2.6 Canonical Perturbation Theory
For nearly integrable systems, i.e.
H(Lm [za ¢w7 9927 9) - HO([:L‘7 [z) —I_ Hl(['lfv [Z7 sz‘O; sz, 9) (239)

where H; is small, one can look for integrable solutions by expanding in the small para-
meter H;. For the Hamiltonian (2.38) one has accordingly

and
Hl([za [za ¢I7 ¢Za Z hmnkl [2 i(kbeo Hg20H(Qzo HQw0p)f )7
mnklp (241)

and one aims at changing to new coordinates (I, 1., ¢z, ¢.) for which the perturbation
H, in the new Hamiltonian

H(Is, I, 62, 6230) = Ho(lo, L) + Hi(1s, I, de, 623 0) (2.42)

is of the order HZ. Through further transformations the perturbation in the new coordi-
nates can be pushed to higher orders.
In (2.38) and in the transformed Hamiltonians three different types of terms can be

identified:

1. Terms that are only dependent on the actions (1, I,). These are Hy(I,, I,) but also
terms in Hy (I, I, ¢z, ¢.;0) with & = [ = p = 0. This part of the Hamiltonian
determines the action-dependent tune.

2. Phase-dependent terms that vary slowly with 4, i.e. k¢, + [, — pf = 0. These
terms are related to resonances. Perturbation theory breaks down at resonances
because small denominators occur. Therefore, if present, these terms must be treated
separately.

3. Phase dependent terms that vary rapidly with 6. Neglecting these terms is equivalent
to restrict perturbation theory to first order [19].

A possible way to proceed with perturbation theory is as follows [16,19]. With a
mixed-variable generating function

the canonical transformation reads

L=+8 5, -6+

I%
5 H=H+

T e (2.44)



(2.43) is chosen because the perturbation is assumed to be small and the transformation
should be close to the identity transformation. Furthermore one can choose for § and the

new perturbation H; a form similar to the one of H;:

S([xalzagbxv 27 Z fmnkl j

mnklp

m
2

ﬁ i(kdz0 4120+ (kQz0+1Q 20—p)b)

and

Hl(jzajza¢za¢za Z hmnkl j%j% (k¢m0+l¢zo+(szo+leo—p)6’)‘

mnklp
Substitution in (2.42) and (2.44) gives
[—

mnkl mnkl +

fmnkl (szO + lQZO . )

'k” _ ’ ot ’ 9
(hp " //k//ll/f,i1 Ik hiz’g’k’l’fii”n”k”l”
+i Y +
mn' k! Z(le‘O —I_ ZQZO)
mint B = -
'l“ ’ _ ! 9
(hp //p llkl/l/lfp I kY h m! 'k'l’fm”n”k”l”
+i Y +
m'n'k’l/p' Z(le70 —I_ ZQZO)
min B = -

+ ...
In the first sum (expansion of I, ¢,)
m=m'+m" — 2,
n=n+ n”,
k — kl _I_ k”,
I=104+1,
holds and in the second sum (expansion of I, ¢,)
m=m'+ m”,
n=n+n"— 2,
k=K +k',
I[=0U+1".

Eq. (2.47) can be solved for f# . and h? . by iteration? starting with

fp(O) _ 0

mnkl

(2.45)

(2.46)

(2.47)

(2.48)

(2.49)

(2.50)

2The convergence of the iteration can be considerably improved by taking the amplitude dependece of the tune in the

denominators in Eq. (2.47) into account as it is done in Ref. [20].
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Explicit results up to third order are given in [16].
As mentioned above perturbation theory breaks down at resonances. From (2.47) this
is obvious since small denominators lead to divergences.

2.7 Nonlinearities Introduced by Sextupoles

Sextupoles are the main source of nonlinearities in the SPS dynamic aperture experiment
as well as in the HERA proton ring at injection energy. Amplitude-dependent tunes,
nonlinear coupling and resonance driving are introduced by sextupoles. In this case b3 # 0
for certain 6 and (2.38) becomes

H([Jﬁa ]Zv qbl‘v ¢Za 0) - QI‘OII‘ + onlr +
+o0

k=Ca 18
4 f hgla%l(e)[z%[Zéei(kqsxoﬂqszﬁ(mzo+1on—p)€)_ (2:51)
B,

Second order perturbation theory and the omission of the phase dependent-terms leads
to a Hamiltonian of the form

H(I, 1) = Quol, + Quol. + al? +2bI,1I, + cI? (2.52)
where a, b and c are the so-called detuning coefficients. The new actions I, can be related
to the old ones by

1 2

j'LZ = 5 dqbr,z [z,z(¢x,27 sz,z = ConSt)- (253)

_27T0

2.7.1 Detuning

In first order perturbation theory (considering only b3) there is no tune change with action.
This reflects the fact that there are no terms with & =1 =p =0in (2.51). In second order
perturbation theory such terms appear and lead to detuning which looks like that due to
octupoles in first order. In Ref. [21] the amplitude-dependent tunes were computed using

11



a Lie algebraic method. The horizontal and vertical tune shifts were found to be

AQ. (1 1) =2a- 1, —I—Zb 1,
— d@/ d9’ )
167T

X {(—365’/2(9)@”(9’)& + 45§/2(9)ﬁ§/2(9’)52(9)12) (0,0 —
= B2(0)3H(0) LT2(0,0') +

+26,74(0)8,(0)8.(0)5.(8") (TV7%(0,0') — T"%(,6"))

(2.54)

and

AQZ([I,[)_Qb I, —|—2c
b (0
de/ de’ l )

X {4 (6;/2(0)53/2(9’)52(9)193 — BY0)BY2(0))3.(0)B.(0') 1) T"°(8, 9’() - |
2.55

— B2(0)BL7(0")B.(0)3.(0') (21, + L) T"*(0,0') —

— B2(0)BL7(0))3.(0)3.(0") (21, — L) T"72(0,0")

16—~r

with
cos (k¢ (0,0") +197(0,0") — m(Quo + @20))
sin (m(kQzo + 1Q0))

TH(0,0") = (2.56)

and

+ no_ Qby(e) - 951/(0/) if 0 > 9/7
¢y (6.) = {qby(é’/) —¢,(0) ifo <. (2:57)

For equations (2.54-2.57) only the linear machine functions and the sextupole configura-
tion must be known. In second order perturbation theory the tune change is linear with
the actions, quadratic with the sextupole strength and cubic with the beta functions.

2.7.2 Resonances

The first sum in (2.51) shows that the resonances 3Q, = p and @, = p can be driven by
sextupoles. The latter is called a subresonance and can be excited already by a dipole,
i.e. an element of lower order. The second sum in (2.51) may drive the resonances
However, formulae (2.48) and (2.49) indicate that for second order perturbation theory
also resonances of order 2,4 and 6 can be driven. In higher order perturbation theory all
resonances can be excited, except those that are forbidden by symmetry, e.g. 3Q), = p.
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2.8 Single Resonance Hamiltonian

Since perturbation theory breaks down at resonances they need to be studied separately
[8,22]. Close to a resonance

kQ, +10. ~ p (2.58)

the Hamiltonian in action-angle variables can be approximated as follows. In the sum of
(2.38) only the term for which (2.58) holds is retained and the phases in the exponential
function of (2.35) are added to those in the kept term leading to

H(Lm [za sz, sz; 0) - [L‘Qz‘,O —I' [zQz,O —I' g(]xa [z) —I' h([L‘7 [z) COS(]%% —I' lQbZ - P‘g)
(2.59)

Here the functions g(1,, I.) and h(I,, I,) are the detuning and the driving term respec-
tively. In the case of a weak resonance one has g > h so that the amplitude-dependent
tunes are

dg

Qy([za [Z) = Qyo + a—[y([m [z)- (2.60)

Given the right sign of the detuning, the resonance condition

is satisfied for a set of actions (I, I..).
As a first step new coordinates are introduced by a canonical transformation leading
to a pseudo one-dimensional system. Using the generating function

Fy(Io, Ly ¢oy 6230) = (ke + Lo — pb) o + . 1. (2.62)

the old and new coordinates are related via
L=kl I, =1+ L, ¢ = ko, + 1. — pb, $. = ¢., (2.63)

and the transformed Hamiltonian becomes
H(Lp, I, ¢0) = (kQuo + Q0 — p) Lo + gL, L) + h( L, L) cos(¢a).  (2.64)

The new action I, is an invariant of motion and therefore the motion in the I, — ¢, plane
can be disregarded.
As a second step the remaining action is expanded around the resonance value:

and taking into account a further approximation one arrives at

NP 102 - - . \
f(l,,é.) = 53—;2(1”, L2+ h(L,,, L) cos . (2.66)
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The Hamiltonian (2.66) describes a nonlinear pendulum (see for example [23]) with the
total separatrix width given by

A[Aw,tot = ij,maw =4 (267)

The island tune, with which particles with small deviations from the resonant values
oscillate around a stable fix point, is [24]

(Lprs L, iw, L) 2.68
\/ IS SETIANS (2.65)
Transforming back to the original actions [, I, one has for the island widths
7 h [zra [zr
A[aj,tot = kA[Ltot = 4k 20%g ( 524 ) 9% (269)
k 12 + 2kl +1 12
and
- h [zra [zr
A[z,tot = lA]z,tot =4l 2929 ( 524 ) 2029 (270)
k oz T 2klsrar +1 12
and for the island tune
Qr = k‘Q —|— 2kl P9 + l262 h( 1Ly, Ly)|- (2.71)
012 al,.01, 12 ’

Since this the same for  and z the subscript on J; has been dropped.

2.9 Single Resonance with Tune Modulation

For the introduction of tune modulation one can start from (2.59) and add a modulation
in the argument of the cosine so as to modulate the phase. Introducing the modulation
tune @,, = fin/ frev and the modulation depths ¢, and ¢, the Hamiltonian reads

H([za [,27 Qbrq szw 0) — [a.".Qr.,O + [ZQZ,O + g(lr7 [z> +

(L 1y os |k (6 + 2 sinQu0+ ) ) +

z( . c;m i (Qma—l—a))—pﬂ}.

Here it has been assumed that there is only one ripple frequency for both planes but the
ripple depth is allowed to be different. This would be the case for a modulating quadrupole

(2.72)
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where the horizontal and vertical beta functions are different. The case of more than one
ripple frequency is described in Ref. [9] and qualitatively treated in Sec. 4.3. Replacing a
continuously distributed modulation by a limited number of discrete modulating elements
has been justified in [25].

The cosine in (2.72) can be expanded in a series via the Jacobi-Anger identity using
Bessel functions [8,24]:

cos » + —sin(0,,0 + o l —sin(Q,,0 + a) | — pb
{<¢+Qm (@ +)>+<¢+Qm (@ +)> p}

Z I, (ki) (lqz ) cos (k¢ 4+ 1p. + (j1 + 72)(Qmb + a) — pd) . (2.73)

J1.j2=—00 @m

The resonance condition now reads

kQ ( xr? zr) —I_ZQ ( xr? zr) —I_]Q’m - (274)

with j = j1 + j2. For each primary resonance at (I, [.,) a number of new resonances

(sidebands) has been created. For each of these new resonances one can again compute
island widths and the island tunes in analogy with (2.69-2.71) by replacing

h(lxralzr) by Z h Ir? zr <Qm) ‘]]2 (Qm) : (275)

J1,j2=—00
J1+i2=j

To compute the distance between two sidebands for the case [7. = I, i.e. one of the
actions is fixed, one can insert

dg 0%g
Q ([i'ﬂ zr) QIO—I—

dg
[i‘ﬂ ) QIO —I_

( ([zm[zr) + Q(Izm[zr)]é[
and
0 0 0%q
Q- ([J]:rv [gr) = Q.0+ g ([J]:rv I, ) ~ Q0 + g ([zrv [Zr) ([Irv [zr)](S[
ol dl, 01,01,
(2.77)
into (2.74) and, using the condition (2.58), one obtains
= . (2.73)
kap ([zra [zr) —I' lm([zra ]zr)
If 1., is fixed instead, the distance to the next sideband in the I, direction is
ol, = @ (2.79)

kgt (Lo, Lp) + 155 (Ly, L)

Chirikov [4] used the overlap of sidebands, i.e. the condition §1 < Al as a criterion for
the onset of global chaos since particles can then be transported over wide amplitude
regions in phase space. The overlap condition can be easily understood in two phase
space dimensions but is more complicated in four dimensions.
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2.10 Maps and Normal Forms

Particle dynamics can also be formulated in a “Hamiltonian free” context [8,12,13,26,27]
based on the one-turn transfer map. The one-turn map M transforms the phase space
coordinates ¥' = (a',z', 0%, pt,p.,p) = (¥, p') at a certain location into the phase space
coordinates v/ = (zf, 2/ o/ pl, pl p!) = (#/,p7) after one turn:

7 = M(i). (2.80)
The map is in general nonlinear and may be expanded in a Taylor series as

vf = Thvp + T p, Uk Uiy + oo (2.81)
where the highest order of 77 is the order of the Taylor series expansion. It is possible
to extract the map T in (2.81) from a tracking model (see for example [3]) using the
“DA”-package [28] for automatic differentiation. The one-turn map can be as complex as
the tracking model and the order n of the power series expansion is only limited by the
available computer memory. For a conservative system the map M must be symplectic
and the Taylor expansion (2.81) agrees with the symplectic map up to the expansion order
n.

Lie algebra can be used for the analysis of the map M and its representation 7' [26,
29,30]. If f and g are functions of some canonical phase space variables (7, p), one can
introduce a Lie operator : f : defined by

d0f 0g df dg
CF =gl = _ 99 2.82
/ J4 dx dp  0p ox’ (2.82)

and a Lie transformation by

e:f:

Z% s (2.83)

where a power of : f : has to be understood as the successive application of the operator.
After transforming the coordinate system to the closed orbit as origin and changing to
action-angle variables by

xp = /21 cos dp, pr = —\/ 21} sin ¢, (2.84)

the map M can be transformed into a so called “normal form” N up to order n — 1 using
a nonlinear transformation A [27,31]:

M=A"TNA (2.85)
with the normal form

Nzexp{:—ﬁ-[%—D(_)):}. (2.86)



In the transformed system the actions [; are pseudo-invariants (up to the chosen order)
and A™'[@ - I 4+ D(1)] is the formal Pseudo-Hamiltonian in which (7 - I denotes the linear
and D(/) the nonlinear part, @ = 27(Q) are the phase advances. The transformation A is

A=A, A, 1 AgAgA = elieir el Ay A (2.87)

where A, and A; are the transformation to the closed orbit and action-angle variables
respectively and the functions f; are homogeneous polynomials of degree ¢ in the z; and
pr. From the Pseudo-Hamiltonian global quantities like tunes and detuning, chromaticity,
driving terms and nonlinear invariants can be extracted.

The normal from transformation uses perturbation methods and breaks down at im-
portant resonances (see Sec. 2.6). However, resonances can be excluded from the normal
form procedure and, when all resonances are excluded, one has

M = Ay A M AT AT (2.88)
with
M = ehzighs:  gihni (2.89)

which is a Dragt-Finn factorization [29]. The functions h; are, like the functions f;,
homogeneous polynomials of degree ¢ in the z; and py.

The normal form process too can be done numerically (see for example [32]) so that map
extraction and analysis can lead to power series expressions for extractable quantities with
numerical coefficients. The analysis works with complex models, fully six-dimensional and
with additional parameters like corrector strengths, that also would appear in the power
series expansion. This has been used to do a higher order tune shift correction [33].

2.11 Dynamic Aperture

The motion in nonlinear systems can be classified as either regular or chaotic. In contra-
diction to the regular case, the individual motion of chaotic particles is not predictable
even though it can be still described by the set of equations (2.4-2.6). An even infinitely
small difference in the starting conditions of two chaotic particles leads to an exponentially
growing difference of the phase space distance in time.

In two phase space dimensions bounded regular trajectories contain the particle mo-
tion. Therefore, the dynamic aperture can be defined as the regular trajectory at the
largest bounded amplitude. However, in four or more phase space dimensions regular
trajectories can not contain the motion and even particles starting from very small os-
cillation amplitudes may be lost if they are chaotic. In addition, phase space regions of
regular and chaotic motion are often not well separated. There may exist a transition
region where regular and chaotic motion alternates.

Moreover, in a real accelerator there may be no regular particle motion at all due to
the interference of nonlinear forces with ripple, noise and scattering effects. For prac-
tical purposes one can define the dynamic aperture only considering a time interval of
interest [34].
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Different practical considerations may lead to different definitions for the dynamic
aperture. For injection it could be the maximum betatron amplitude below which particles
will survive the injection process, in a machine experiment it could be the maximum
betatron amplitude above which no particles will survive a certain time.

In this work the term “dynamic aperture” will be used for betatron amplitudes, quoted
in mm. The corresponding emittance will be denoted as “acceptance”, given in mm-mrad.
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Chapter 3

Basics of Particle Tracking

Despite many years of research there are still no reliable analytic tools available to predict
the average loss time of chaotic particles and thereby the dynamic aperture. Hence particle
tracking, which aims at simulating the single particle motion as realistically as possible,
is the only trustworthy approach.

Accelerators consist of elements (drifts, dipoles, quadrupoles etc.) for which the s-
dependent Hamiltonian (2.3) can be assumed to be constant. Using appropriate approx-
imations the equations of motion can be integrated analytically for those elements (see
Sec. 3.1) leading to formulae that connect the phase space variables at the entrance of
an element to those at the exit. Element-by-element tracking codes evaluate successively
such formulae in order to simulate the particle motion. In long-term tracking studies this
is done for a large number of turns and it is important that the symplectic condition
(2.10) is fulfilled to avoid the introduction of artificial dissipative effects [35].

Formulae connecting initial and final phase space variables of an element can be also
viewed as a map. The maps of successive elements can be concatenated and doing that for
all elements of an accelerator the one-turn map is obtained (Sec. 2.10). The evaluation of
this one turn map has been proposed for particle tracking [36,37]. However, the complete
polynomial map expansion of a realistic machine would be of very high order and needs
to be truncated for practical reasons. In general the truncation violates the symplectic
condition and the map must be symplectified [38]. Extensive tests have been performed
[39,40] that show that the preparation of such symplectic one-turn maps describing the
long-term particle behavior correctly is a complex problem. This is the reason why only
element-by-element tracking was used in this study.

In this chapter the modeling of elements is described and the approximations in-
volved in this process are evaluated. After some general considerations about the tracking
strategy postprocessing methods are presented and computing times are discussed.
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3.1 Modeling of Elements

For the modeling of elements we will follow closely [14,41-43] since these papers are the
theoretical framework for the tracking code SIXTRACK which was used for the simula-
tions in this work. One starts from the Hamiltonian (2.3) in Sec. 2.1

H(x,2,0,p0,02,0058) =po — (L4 n) - [1 + Kz(s) -2+ K,(s) - 2] X
2

(5 0) ()
( 2

1+mn)

1/2

X

_I_
* (3.1)

L4 Ko(s) -+ Ko(s) - 2] - piOAs(s)

and integrates the equations of motion (2.4) piecewise for the element under consideration.

In order to make computations tractable the square root in the second term in (3.1) is
expanded in a power series

6 ) ) 2y 1/2
N R0 A S e VR T,
(T+7)? 2e(Ubn) 2 (140 ()

)
Sec. 2.3). To proceed further, the vector potential A must be given for each element.
Some examples can be found in Tab. 3.1 [14].

Again (compare Sec. 2.3) the curvatures K,, K, are assumed to be small and their
crossterms with g, A, ... in the third term in (3.1) are neglected. Similar to the weak
focusing of the dipoles these terms would lead to a “weak” chromaticity change due to
quadrupoles etc. Now the equations of motion (2.4) can be integrated. A quadrupole
may serve as an example for the thick-lens and thin-lens model respectively.

and only terms up to quadratic in (z,z,(pr — £ A.),(p. — %0/—12),77) are kept (compare

Thick-lens model
The equations of motion (2.4) read [14]

’ Pz ’
S T TP M (3.3)
’ Pz ’
z = m7 P, = —9g%, (3.4)
o =1- Y - ey @1, w =0, (3.5)
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Table 3.1: The vector potential for various elements.

element type vector potential normalized with p% definitions
€ € €
po’ T | potE | pat®
horizontal dipole —%[1 + Kgz] K, = piDBz
normal quadrupole %g(z2 —z?) g= piu (6£Z)x2220 = 2090 = —20ags
A3 _ 2.2 _ 9°B, _ _ s
normal sextupole —2(x° = 3xz?) A= piu ( 507 ):L':z:0 = Bazg = —2d12
cavity —% ﬁ%ﬂ cos [h 2%0' + <I>] h harmonic number
V' wvoltage
® phase
: _ 1
solenoid —Sz | =Sz S = 5;—035(0,0,8)

where 1 has been replaced by the function

1 2 e e 2_
77:%\/(14’/80]70) <E0> 1 (3.6)

to emphasize its dependence on p,. Its derivative with respect to p, is

ﬁ 60 (1 ‘|‘50Pa) UO‘

f(pa)

ny) = == 3.7
() =" .7)
(1+ Bops)? — (22)
Introducing
- g
g=—7—— 3.8
1+ f(ps) (38)
the integration over the quadrupole length As gives for the transverse coordinates
zf z!
l’/f l,/i
e | (3.9)
Z/f Z/i



with

cos(1/]g]As) \/ﬁ sin(y/]g|As) 0 0
- | =glsin(y/]g]As) cos(1/]g|As) 0 0
M = (Mnn) = 0 0 cosh(y/]g]|As) \/ﬁsinh(\/HAs)

0 0 V/1g]sinh(y/]g]As) cosh(1/]g]As)
(3.10)

for ¢ > 0. For the case g < 0 the trigonometric functions have to be replaced by the
corresponding hyperbolic functions and vice versa. The solution for the longitudinal
coordinates reads [43]

df

of =o'+ As (1 - @(p”))
_ %j}i (po) {(2)? [As — My Myp) — (2°)? [As — Msz May]}
—ﬁ%@%wWM—MwM+WWM—%”%@ (3.11)
_ %%(pg) {(a'2")Myy My + (2" Mgy My }

Py =p,.
and (3.9-3.11) fulfill the symplectic condition (2.10) [43].

Thin-lens model

In the thin-lens approximation the momentum variables experience a sudden change
(which is usually referred to as a “kick”) at a certain longitudinal position sg whereas
the transverse position coordinates are retained. The quadrupole is modeled as

g(s) = g(s0) As 6(s — so), (3.12)

0 being the delta function. The equations of motion take the form

= ) Tk P = —grAsd(s — s0), (3.13)
2= Mﬁ, P, = —gzAsd(s — so), (3.14)
o= 1= 1) = Sl 4 AT e, w =0 (3.15)

xf =2’ pl=p, — g(so)Asa, (3.16)



=2 pl=pl = g(so)Asz, (3.17)

of =o', pl =y, (3.18)

The computing time for the evaluation of (3.16-3.18) is considerably less than for (3.9-
3.11) and in Ref. [14] it is shown that the symplectic condition is preserved.

In the current SIXTRACK version [3] dipoles and quadrupoles can be modeled as
either thick or thin lenses. All higher-order elements like sextupoles, octupoles etc. are
treated in the thin-lens approximation.

3.2 Approximations and Numerical Errors

This section presents an evaluation of the approximations made in the last section.

Gravitational forces
In Eq. (3.1) gravitational forces are not considered. HERA-p at injection energy shall
serve as an example why this is justified.

(a) Gravitational force on a proton:
Fraw = MpGgray = 1.67-10727kg x 9.81m/s* = 1.64 - 10726 N
(b) Magnetic force on a vertically displaced proton in a quadrupole:
Fragn = evy (222) 2 = v,pogguadz = 40 - 10° - 1.6 - 107" VAs x 0.034 m™2 x z
=243 -107'°N/m x z
Even when taking into account that the quadrupoles in HERA-p fill only 6.6% of the
machine length, the magnetic forces are many orders of magnitude greater than the grav-

itational ones for a tiny vertical displacement z. Note that the magnetic fields are only
known up to a precision of about 1075,

Taylor expansion of the square root in (3.1)
The approximation (3.2) causes an error A which is

1/2

(p—iA)2+(p—iA)2 2 A,)? 2 A,)2
2 " patiw 2 T po iz _H(px =As)? (p: — SA:)
(1+4n)? 2- (14 n)? 2 (1 +mn)?

A= 1—

(3.19)

Disregarding longitudinal magnetic fields and restricting to on-momentum particles the
error (3.19) reduces to

A= ‘\/1—(m/)2—(z/)2—1+$+@ : (3.20)

The error becomes larger with increasing y’ and from the emittance

€y = % (v* + (ayy + Byy)?) (3.21)
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one obtains y,,., at locations with a = 0 under the condition y = 0. It follows that

L (3.22)

Ymaz = :
/By,min

Assuming round beams (¢, & €,) one has:

1. SPS at 120 GeV: €00 &~ 4-107% m, Brin &~ 20m, = A, é 21077

2. HERA at 40 GeV: €00 = 2-107% m, Bin &~ 10m, = A, é 21077

3. LHC at 450 GeV: €pop ~ 41077 m, Bpin ~ 10m = A,us é 4.1078
These values have to be compared with 1 since the Taylor expansion was made around
this value.

Due to the approximation (3.2) drift spaces, dipoles and quadrupoles become linear
elements if only the transverse phase space coordinates are considered (coasting beam).
The change of the transverse coordinates can then be described by matrices like (3.10).
Going to higher orders in the approximation (3.2) or in the 6-dimensional case all elements
are nonlinear.

Disregarding cross-terms of K, K, with higher order multipoles

These terms are only present in magnets that combine bending with another function.
Among the three machines considered in this study the HERA proton ring is the only one
to have quadrupole, sextupole and decapole correction coils in the main dipoles.

For a comparison the coefficients for z° are given (see Tab. 3.1 and Eq. (3.1)).

(a) Sextupole for chromaticity compensation at injection energy: |g| ~ 10 m™3
(corresponding to bz & 5 - 107* in the correction coils) = |%| 2?10 m™? 27

(b) Horizontal bending: |K,| = 0.0017m™", tuning quadrupole strength: |g| 5 0.005 m~2
= 1K, gl 2* £2.1-107° m™ 27,

The sextupoles strength introduced by the bending in the tuning quadrupoles is about

1077 of the correction sextupole strength which is much smaller than the measurement

precision of the correction sextupole strength.

Fringe fields

At the end of magnets Maxwells equations impose nonzero components A,, A, . These
fringe fields can be important in small rings or at locations with very large beta functions
[44,45] and there are codes that can handle these fields [46,47]. For large machines like
the SPS, HERA or the LHC the effect of fringe fields is assumed to be small and they are

neglected in tracking simulations.

Thin-lens approximation

The thin lens approximation has the advantage to be symplectic in any expansion order
of (3.2). But to model a long element to a high precision many thin lenses may be
necessary [48]. Often one kick is sufficient and one can gain in computing speed compared
to a thick lens model (see for example Ref. [14] where a thick- and a thin-lens model of

the LHC is compared).
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Rounding errors

In references [49-51] the dependence of the rounding error A,,,, of the particle position
in phase space as a function of the turn number N was studied. Three methods were
employed: Observing the nonconservation of constants of motion in the linear case, the
comparison between results computed with different accuracies and tracking a particle for
some turn number in the forward direction, inverting its direction and tracking it back for
the same turn number to its starting position. The results can be summarized as follows:

e For a linear machine: A, ., ~ V.

e For a nonlinear machine, regular trajectory: A, ., ~ N2
e For a nonlinear machine, chaotic trajectory: Apum ~ €.
In all cases the error mainly occurs in the phase. For the betatron amplitude a, in Ref. [51]

a dependence of the form
az(N) = az(l —aN) (3.23)

was found for a realistic model of the HERA proton ring where o was of the order of
1073, Formula (3.23) describes a damping of amplitudes which results from violating the
symplectic condition due to rounding errors. With turn numbers up to 107, as considered
in this study, the amplitude error due to (3.23) is small enough to be disregarded.

In tracking programs approximations are unavoidable. Their effect on the long-term
stability of particle motion is not easy to estimate and one motivation for the SPS dynamic
aperture experiment was to test the ability of existing tracking programs to reproduce the
dynamic aperture and other complicated features of the particle motion in phase space.

3.3 Tracking Recipe

From the experience gained in systematic tracking studies some recommendations can be

derived [52,53]:

e The linear machine functions should be well understood since the nonlinear behavior
depends on them (see for example Eq. (2.35)). Other basic parameters like closed
orbit, linear coupling, chromaticity and physical apertures should be known accu-
rately as well and whenever possible measured quantities should be compared with
the model or included in the model.

e One of the most important properties of a nonlinear oscillator system is the amplitude
dependent tune. The model should reproduce this feature with a good precision.

e Due to the possible complicated structure of the phase space different regions should
be tested by varying the start amplitudes. However, it is not necessary to vary the
start phase since usually some 1000 turns are sufficient to sample the whole phase
range and the tracking data contain this information.
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e Control parameters of an accelerator should be either varied systematically (tunes,
corrector strength, momentum variation) or statistically (closed orbit seeds, magnetic
error seeds) to scan a realistic range.

e Long-term tracking runs should be preceded by a short-term analysis. In particu-
lar, before producing survival plots, the chaotic regions in phase space should be
determined (Sec. 3.4).

e The phase space coordinates should be stored turn-by-turn. There are various meth-
ods to analyze these data (Sec. 3.4).

3.4 Postprocessing of Tracking Data

Turn-by-turn tracking data hold a large amount of information about the dynamical
system under study. This information can be extracted by postprocessing methods which
can be often also applied to turn-by-turn experimental data. In this section the methods
are described which will be used later.

Poincaré surface of section

Plotting the phase space coordinates after each turn one obtains the Poincaré surfaces of
section (Fig. 3.1). The motion in phase space can be directly viewed (Fig. 3.1 (a),(b))
and nonlinear motion, resonance islands and chaos can be found. From phase space
plots important contributions to the distortion function § (Eq. 2.45) can be identified
(by counting the numbers of maxima of a distorted orbit) and resonance parameters like
the island width can be extracted. However, it may be difficult to interpret the phase
space projections of a 4-dimensional coupled motion onto a (y,y’)-plane. In this case it
is helpful to fix the phase angle of the other plane to obtain a pseudo one-dimensional
system (see for example Ref. [52]).

Tunes

Particle motion can also be described in the frequency domain [54], the tunes (@, Q., Q5)
being the most prominent frequencies. Linear coupling, resonances [55], modulation side-
bands and chaos [56] are observable in the spectra. The frequencies can be obtained
by computing FFT’s (Fast Fourier Transforms [57]), the averaged phase advance per
turn [3] or other algorithms like NAFF (Numerical Algorithm for the Fundamental Fre-
quency [54]).

Smear
The smear S of a function f can be defined as [58]

s = Ly <f>z%2fn. (3.24)

For the function f a constant of linear motion (e.g. Courant-Snyder invariant) is chosen.
If the linear coupling is taken out, the smear is zero for linear machines. A large smear
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Figure 3.1: Phase space plots. Part (a) shows the projection of the 4-dimensional phase space coordinates
onto the (z, z’) plane after each turn for a particle under the influence of nonlinear fields. In part (b) the
projection onto the (z, z') plane is depicted for a 5% order resonance island under the influence of slow
tune modulation.

indicates strong nonlinearities or resonances. If the smear is small one can plot survival
times versus start amplitudes, otherwise the averaged amplitude should be used.

Lyapunov analysis

In a regime where resonances are stabilized (resonance islands) chaoticity is a prerequisite
for particles to be lost. Therefore, the determination of the chaotic border gives a lower
limit for the dynamic aperture (but see Sec. 2.11). Chaoticity manifests itself in the
exponential growth of the distance in phase space of initially close-by particles; for the
case of regular motion this distance grows only linearly [51]. Observing this distance is a
very sensitive method due to its differential nature (Fig 3.2) and for the chaoticity test
turn numbers about a factor 10 smaller than for survival plots are often sufficient.

Survival plots

With long-term tracking studies survival plots have been introduced [51,59] in which the
survival time of particles versus amplitude is shown (Fig. 3.3). They are the most direct
and most reliable way to determine the dynamic aperture in a simulation. The loss time
increases normally exponentially with decreasing amplitudes and tends to infinity when
the regular area in phase space is reached.
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Averaging

When tune modulation is switched on, the phase advance can be averaged over one tune
modulation period to derive meaningful numbers for the tunes. The particle amplitudes
can be averaged as well over that period to study their mean and rms value as a function
of time.

3.5 Computing Times

Tracking for large hadron machines can be very time consuming for a number of reasons.
Accelerators and storage rings are operated in a regime far away from low order resonances
and instabilities of motion may develop over many turns due to small field errors. The
chaotic border gives a lower estimate for the dynamic aperture but it is often much too
pessimistic and only brute force tracking can give reliable results. To describe a realistic
beam various parameters must be scanned (tunes, corrector strength, closed orbit seeds,
start amplitudes etc.) and as a result a large number of particles has to be tracked.

To simulate some minutes of real machine time it is necessary to track particles for
days or even weeks with todays computer technology (IBM-SP2 RISC station clusters
at CERN [61] and DESY). There is still a factor of about 40 to 200 between real and
simulation time (Tab.3.2). However, a larger number of particles can be distributed on a
farm of CPUs when only single particle effects are considered.
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shown.

Table 3.2: Comparison of real and simulation time. The computation time is given for one particle pair
using the vectorized version of SIXTRACK [3] on IBM-SP2.

machine | real time per turn | computation time per turn
[ms] [ms]

SPS 0.023 A

HERA-p 0.021 ~ 14

LHC 0.089 ~ 20
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Chapter 4

The Dynamic Aperture Experiment
at the SPS

With the planning of a new generation of large hadron colliders like the Superconducting
Super Collider, the Large Hadron Collider and the Relativistic Heavy lon Collider a grow-
ing interest developed in transverse nonlinear phenomena that lead to dynamic aperture
limitations. Experimental programs were started in the US and in Europe. In the E778
experiment at the Fermilab Tevatron [62-68] detuning and smear measurements were
made, island captures with and without tune modulation observed and time dependent
beam profiles measured. All experiments were done close to a % resonance and the Hamil-
tonian formalism was used for the description. The beam losses were fitted to a global
diffusion model. At the Indiana University Cyclotron Facility low order resonances have
been investigated with and without tune modulation and compared with Hamiltonian
models [70-73].

Since 1986 dynamic aperture experiments have been performed at the CERN SPS.
Four periods can be distinguished and in the next section a short description of the first
three of them will be given. More details can be found in Ref. [11]. The following sections
of this chapter cover the fourth period in detail. The instrumentation and experimental
conditions are described and results of the scraper and the wire scanner experiments are
presented. A phenomenological description of the loss mechanism is given.

4.1 Chronological Overview

In 1986 the basic machine set-up for the SPS experiments was fixed (see Sec. 4.2.2).
The otherwise very linear machine was made nonlinear by powering 8 strong sextupoles.
Two sextupole configurations were investigated: one excited 3" order resonances and the
other one suppressed these resonances and drove only higher order ones. The second
configuration has been used in all following experiments since it resembles more a storage
ring operated far away from low order resonances. With wire scanner beam profiles the
phase space distortions due to the 3" order resonances could be observed and the short-

30



term dynamic aperture (in the order of seconds) could be measured. Tracking simulations
with 102 — 10® turns were able to reproduce the short-term dynamic aperture quite well.
It became apparent that a large vertical closed orbit can excite skew resonances and
preliminary studies with a tune modulation of some 10~ were done. The first long-term
studies (in the order of minutes) were carried out and it was found that RF noise leads
to an unacceptable high loss rate. Therefore the RF was switched off in the following
long-term studies.

In 1988 the amplitude dependent tunes were measured. They agreed well with those of
the tracking model. In long-term studies a slow particle loss was found using the following
method: a horizontal scraper was moved in until the lifetime dropped. Retracting the
scraper by some millimeters an amplitude region free of particles was created that was
filled again by a diffusion-like process. In tracking regular motion was found at the
same amplitudes where “diffusion” had been measured. Therefore it was concluded that
an important effect was missing in the simulations. One good candidate was tune ripple,
arising from power supply ripple, and tracking showed a sizeable reduction of the dynamic
aperture for a tune modulation depth of some 1072, In the same study it was also found
that low frequencies (in the range from 10 Hz to 600 Hz) are potentially more harmful for
the stability of particle motion than higher ones. Furthermore, it was demonstrated that
the effect of tune modulation introduced by a large number of elements can be replaced
by a single element in the simulation.

From 1989 to 1991 it was attempted to obtain quantitative and reproducible results
from diffusion rate measurements as a function of betatron amplitude, ripple frequency
and ripple depth. However, it turned out that a much better control of the machine
parameters was necessary to obtain clear results. Therefore, the closed orbit, the linear
coupling and the chromaticity were corrected very well. It became clear that the beam
had to be considered as a particle distribution in amplitude and momentum and it was
found that the amplitude range with measurable diffusion rates (large enough to be mea-
surable but not too fast) was in the order of the beam size. Besides all improvements it
was still difficult to obtain quantitative results. Nevertheless some valuable results could
be obtained. The natural tune ripple was measured and the detuning introduced by the
sextupoles could be partly corrected with octupoles leading to an aperture increase of
about 30%. Tracking simulations were done up to 2.6 - 107 turns (10 min storage time in
the SPS) and it was found that an aperture reduction of about 10% still occured beyond
1 million turn. One qualitative finding in the experiment was that the loss rates depend
strongly on the ripple depth but only weakly on the ripple frequency. Two modulation
frequencies applied at the same time were found to be more harmful than a single fre-
quency of the same total modulation depth. Another feature sometimes found in the
experiments was a “shoulder” in the time-dependent intensity signal: after retracting the
horizontal scraper (in the procedure described above) the intensity stayed constant for
a certain time and decreased then linearly with time without a pronounced transition
period. Such a behavior seems to be in contradiction with a simple diffusion model [74].

In the last period, from 1992 to 1994, a systematic study of the loss rates as a function
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of modulation frequency and depth was done with the refined machine set-up (Sec. 4.3)
and the beam was studied with continuous wire scan profiles (Sec. 4.4).

4.2 Preparation of the SPS and the Tracking Model

In this section the instrumentation for the SPS dynamic aperture experiment will be
described, in particular the data acquisition system BOSC and the wire scanner system.
The experimental conditions are presented as well as the tracking model for the SPS. It
is shown that the model reproduces the basic nonlinear properties of the SPS. This is a
prerequisite for long-term studies.

4.2.1 Instrumentation for the SPS Experiment

The CERN SPS is a synchrotron with 1100 m mean radius. It can accelerate protons
from 14 GeV up to 450 GeV for fixed target experiments. In the following the general
instrumentation needed for the aperture experiment (see Fig. 4.1) is described.

Sizeable nonlinearities are introduced by 8 sextupoles (part of the slow extraction
system) which are about 10 times stronger than the chromaticity sextupoles located at
the focusing quadrupoles. They are grouped in two families and are excited with different
polarity (Fig. 4.1) to avoid a change of the chromaticity and the excitation of third order
resonances. Analytical calculations using equations (2.54, 2.55) predict that these strong
sextupoles lead to a detuning with action 10 times larger than in the normal machine.

A single quadrupole (BA1 in Fig. 4.1) is used for tune modulation. Up to a modulation
frequency of about 200 Hz and a modulation depth of AQ, = £+1.5- 1072, which is more
than ten times the natural one, the shape of a sinusoidal input signal is not disturbed and
the tune modulation depth is proportional to the input voltage.

A kicker (BA6 in Fig. 4.1) is used to increase the betatron amplitudes of particles in
the beam. It was calibrated several times and shows a very linear behavior in the used
voltage range (Fig. 4.2).

Pairs of horizontal and vertical scrapers (BA1 in Fig. 4.1) serve as aperture limiters
and the losses at these scrapers are detected by a close-by scintillator (45 m downstream).
Scraper positions and the loss detector signal are recorded by the BOSC system (see
Sec. 4.2.1).

Momentum and tune distributions are measured with a Schottky system [75]. Using
the same hardware, a continuous tune measurement system has been set-up to measure
the natural tune ripple spectrum spectrum (Fig. 4.9).

The turn-by-turn beam data acquisition system and the flying wire system which are
most relevant for the experiment will now be described in some detail.

Data acquisition system BOSC

The turn-by-turn data acquisition system BOSC [76,77] (the acronym stands for Beam
OSCillations) was originally intended to be used in the SPS to measure the intensity and
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Figure 4.1: Instrumentation at the SPS. The 8 strong sextupoles, the quadrupole for tune modulation
and the kicker magnet are shown at their locations in the SPS. The positions of the linear and rotational
wire scanners, the scrapers and the loss monitor are given as well. (BA stands for access hall.)
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Figure 4.2: Calibration of the kicker in 1993 and 1995.

the position of the individual proton and anti-proton bunches over a full machine cycle.
Now a wide range of different signals can be recorded. The system consists of a VME
crate with a 68030 CPU card, a timing module, a bunch selector card and 12 ADC cards
each with two channels to acquire and store data of up to one million turns. Three such
crates on the SPS site and one crate on the LEP site can be addressed by Apollo or HP-
UX workstations via Ethernet and Token Ring. Very flexible measurement requests can
be sent to the crates in data-structures which are then filled with the requested data and
sent back to the workstation for processing. In the crate a complex control software runs
under 0S9. Several application software programs now exist running either on Apollo or
on HP-UX workstations under Xwindows/MOTIF. Apart from its use in the SPS dynamic
aperture experiment, with its constantly changing requirements, BOSC also provides the
operational tune measurement in the SPS.

Hardware description

The BOSC acquisition system in its final form is housed in a VME crate. It can handle
up to 24 analog signals which are taken from homodyne receivers. They are organized
in 12 dual channel electronic cards (dual sampler) which contain 1 MByte memory for
each channel to allow the measurement turn-by-turn over a period of more than 20 s
in the SPS. The acquisition bandwidth of 5 MHz is well matched to the bandwidth of
the receivers. A logic cell array common to both channels on the ADC card acts as a
slave to the crate central processor unit (68030). The system is mainly intended for the
measurement of single bunches. The bunch selector picks a given bunch which circulates
in the machine. The time resolution of this selection is determined by the bandwidth of

34



BOSC-Crate | Data-Link

Request MOPS
BOSC| |Handling

|
|
|
|
|
Pick-_,|Receiver [Hard|esHardware
|
|
|
|
|
!

Server ) Ethernet/Token Ringy [Server

| MOPS data
[ structures

up are| | Control
Preproces

sing Reguest! Data Plot
_M_gES_., MOPS MOPS
CATA- DATA-

LOGUE| |VIEWER

|
|
I
| ¥ ¥
I
|

Figure 4.3: Setup of BOSC.

the system and is at present in the order of 200 ns. Special care was taken to isolate the
low power analog circuits from the high power digital circuitry. The connection between
the two is made in the VME bridge module. The information concerning the machine
cycle time is fed into the system by a timing module.

At present three units are installed in the SPS and one in LEP:

e The first unit is dedicated to turn by turn position measurements. It is used to deter-
mine the machine tunes. A number of channels are connected to 200 MHz receivers.
They are well adapted to measure single lepton bunches. However, they are also
used to measure the SPS proton beams bunched at 200 MHz. Special low frequency
FET amplifiers with a bandwidth reduced to 5 MHz to match the acquisition system
are connected to a second set of channels. They allow the measurement of bunched
and unbunched beams. The excitor for this measurement can either be a special
fast kicker magnet or the deflector plates of the transverse feedback system. The
excitation of the latter is controlled by BOSC using the sequencer unit.

o A second BOSC unit is devoted to single bunch intensity measurements. The signals
are generated by 20 MHz homodyne receivers.

e A third unit acquires much slower signals generated by DC current transformers,
collimator movements and scintillators.

e The LEP unit records the intensity and beam position signals of one BPM for one

bunch of electrons and positrons respectively.

Control software description
The control software [78], running under OS9 on the 68030 processor, has the following
tasks: setting up the communication between the crate and the workstation, setting and
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Figure 4.4: Time structure of a BOSC measurement [78]. Shown is the SPS super cycle of 14.4 s. The
first ramp is the proton cycle, the four following ramps are for the acceleration of leptons.

changing some hardware parameters, accepting measurement requests from a workstation,
starting the data acquisition on the crate and sending the data to the workstation after
an acquisition has been made. It is capable of handling several requests simultaneously
on the same crate.

The communication is done over Ethernet and Token Ring where sockets under TCP /TP
are used. For data transfer in any direction the MOPS data structure [79] is used. A
schematic overview of the system consisting of the crate, the workstation and the com-
munication part is given in Fig. 4.3.

It is possible to change some of the parameters controlling the hardware such as base
addresses, gains and bunch selector settings. The use of base addresses allows the trans-
lation from physical to logical channel addresses, so as to freely choose channels without
the need of swapping cables. The receiver gain can be changed from 14 dB to 70 dB in
14 dB steps, each ADC channel gain can be changed from 0 dB to 24 dB in 6 dB steps.

The MOPS data structure which is sent to start the measurement on the crate in one
of its objects holds a coded request (1 string and 9 integer numbers) which specifies the
measurement parameters: on which BOSC crate to run the measurement, the number of
super cycles to be measured, the start time of the measurement in the SPS super cycle, the
time between blocks of acquisitions, the number of acquisition blocks, the time between
sub-blocks of acquisitions, the number of sub-blocks in one block, the number of turns
per sub-block and the channels to be used for the measurement. An example of the usage
of some of these parameters can be found in Fig. 4.4. A server program is running on
both ends to receive MOPS data structures with measurement requests or acquired data
respectively. The data read from the ADC memory and hardware settings like timing
information are added to the request MOPS data structure that has been sent from the
driving workstation.
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Application software description

The application software is an interface for starting a measurement, displaying the data
acquired, storing data and performing a detailed post-processing analysis. For displaying
data the dataviewer program [80,81] is used, the archiving is managed by a catalogue
package [82]. BOSC is now used as an operational tool for tune measurements [83] as well
as a tool for the dynamic aperture experiments performed at the SPS [84]. Two main
types of measurements can be carried out with the latter software:

o Lifetime measurements
e Phase space measurements

In the dynamic aperture experiments effects that influence the particle stability over
long periods should be investigated. It was therefore very convenient to utilize BOSC
for simultaneous and continuous readings of beam intensity, scraper positions and loss
monitor. Different phenomena leading to particle loss can thereby be easily distinguished
(see Fig. 4.5).

For a phase space measurement the position signals of one or more pick-ups and the
intensity can be recorded. After having applied a kick to the beam the Fast Fourier
Transforms from the position signals give the tunes and the line spectra due to resonances.
Fig. 4.6 shows how readings of two pick-ups, separated by 90° phase advance (modulo
360°), allows to depict phase space projections. Currently two samples of up to 65000 turns
are taken and analyzed online, the repetition rate being 30 s. This allows a precise
determination of the tune, but also linear coupling correction, chromaticity compensation
and identification of high order resonances.

For phase space measurements there is a tool box which contains four programs. The
fft-mod program allows to compute the spectra for a selected range of turns. With this
facility one can detect changes in the tunes, for instance due to power supply ripple.
The stroboscope program plots only every n'® point in phase space thereby visualizing
resonances in the horizontal, vertical and physical phase space projection. The fake
program has the same functionality as stroboscope but uses the information of only one
pick-up. In this case the position signal y(i) after ¢ turns is plotted versus the position
signal y(1+4n) after 14 n turns, n being an input parameter. The smear program computes
the horizontal and vertical decoherence, the decoherence corrected amplitude and the

smear [21,58,85].

Wire scanners

Since 1984 fast wire scanners have been used in the SPS to measure the transverse emit-
tances [86-88]. A carbon wire of 36 pm thickness, fixed in a turnable fork (“rotational”
scanner), passes the beam with a speed of about 6 m/s. These scanners are still available

for operation (BA2 Fig. 4.1).
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Figure 4.7: Example of a wire scan of the kicked beam.

Later on two “linear” wire scanner units have been installed (in BA2 and BA4, Fig. 4.1)
to improve the quality of the measurements. In these scanners the wire is fixed in a
shiftable fork moving with a speed of 0.4 m/s. Secondary particle emission caused by
the beam hitting the wire can be either observed by scintillators or by measuring the
depletion current that replaces lost charges in the wire.

An application software package [89], running on workstations in the control system,
allows to trigger the scanner, to set gains (voltage for the photo multiplier or amplification
for the depletion current), to choose the timing in the SPS super cycle, to display the
scans and fit it with a Gaussian curve and to archive the data. To store the large amount
of data collected in the dynamic aperture experiments an extended catalogue was created.

After kicking the beam a typical double peak structure appears in the wire scanner
profiles (Fig. 4.7). To test the impact of the wire on the beam many scans have been
performed. For the original wire thickness of 36 ym a drop of 2.9 - 1072 in the intensity
could be observed per scan (Fig. 4.8 (a)). The subtle effects intended to study in this
experiment are in the order of this loss. Therefore, it has been decided to replace the
36 pm carbon wires in BA4 with 8 pm wires for both the horizontal and vertical scanners.
With such a thin wire the intensity loss per scan is reduced to some 0.7 - 10™* per scan
(Fig. 4.8 (b)) and no beam blow up can be observed. With the position resolution of the
ruler and the sensitivity of the scintillator 5- 107 protons (107 of a typical intensity) can
be clearly detected at the edge of the beam profile.
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4.2.2 Experimental Conditions

The energy of 120 GeV was chosen to have small remanent fields in the SPS magnets,
negligible saturation and space charge effects and at the same time a large impact of
the nonlinear fields on the particle motion. The 1 ¢ normalized emittance as given by
the preaccelerator chain amounts to some 5 mm - mrad in the horizontal and vertical
plane. The intensity was kept below 10'* protons to minimize the resistive wall effect.
The momentum spread was measured from the longitudinal Schottky signal to be some
1072, In each experimental session the closed orbit distortions, the linear coupling and
the chromaticity were corrected to very small values. The detuning curve was measured
and the short-term dynamic aperture evaluated.

This preparation was done in pulsed mode. Every 14.4 s the proton beam was injected
into the SPS, accelerated to 120 GeV and kept at this energy for 8 s while the studies
could be carried out. The machine was set-up with the RF switched on. Once the strong
sextupoles were turned on all systems normally used to counteract collective instabilities
could be switched off and the kicker was used to explore different betatron amplitudes.

The long-term studies were performed in a mode with the RF switched off (coasting
beam) since RF noise could not be reduced to an acceptable level. With the continuous
tune measurement system [75] the natural ripple spectrum was determined and showed
7 major lines that add up to a total modulation depth of 0.5 - 10™*, which is half the
measured total tune ripple depth. All these conditions are summarized in Tab. 4.1.
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In Tab. 4.2 the parameter range covered in the experiment is shown. The two working
points WP1 and WP2 are depicted in Fig. 4.10 with the detuning due to the nonlinearities
(see Sec. 4.2.4). WP1 is close to a horizontal 8" order resonance, WP2 close to a horizontal
5" order resonance. Both resonances are strong but do not define the dynamic aperture.
However, a number of 7" order resonances lead to particle loss at both working points.

The additional modulation frequencies (9, 40 and 180 Hz) were chosen for the following
reasons: 9 Hz to test the low frequency range, 40 Hz as a frequency close to but different
from the main power supply ripple frequency of 50 Hz and 180 Hz as a typical synchrotron
frequency. Experiments were also made with combinations of two frequencies. The hor-
izontal tune modulation depth was 0.5-1072,1.1-107% and 1.87 - 1072, the larger values
being applied at WP1 to obtain loss rates similar to those at WP2. The ratio of horizontal
and vertical tune modulation depth was AQ,/AQ, = 1.75 given by the beta functions at
the modulating quadrupole.

The kick strength was varied to probe different betatron amplitudes up to the dynamic
aperture. Furthermore the scrapers were used to precisely define the edge of the beam.

4.2.3 Tracking Model

The computer code SIXTRACK [3] is used for the tracking studies. Drift spaces, dipoles
and quadrupoles are modeled as thick lenses, all other elements, skew quadrupoles and
sextupoles, are approximated by thin lenses. In addition to the 8 strong sextupoles, the
108 chromaticity correction sextupoles are included in the model. The effect of the closed
orbit is introduced by shifting the sextupoles by the measured values, the linear coupling
is adjusted to the measured one using one family of 6 skew quadrupoles, the chromaticity
is corrected to zero. Particles are distributed in betatron amplitude and momentum to
probe a sufficient fraction of the phase space. The scraper is used as observation point
because the losses are detected at that place in the experiment.

Table 4.1: Fixed beam parameters for the SPS experiment.

RF short-term on, long-term off

Energy F 120 GeV

lo normalized emittance ~ bmm - mrad hor. and ver.

Momentum spread Ap/p ~ 1073

Intensity I (beam current) < 102 p (7T mA)

Closed orbit rms < 0.3 mm hor. and ver.

Linear coupling | Q: — Q: | < 0.003

Chromaticity Q' = AQ/(Ap/p) | ~ 1 hor. and ver.

Natural tune ripple lines 50, 100, 150, 300, 350, 500, 600 Hz
sum of modulation depth 0.5 - 10~

Total natural tune ripple depth | 1.1-10~*
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Figure 4.10: The working points WP1 and WP2 in the tune diagram.

4.2.4 Preparatory Measurements

Calibration measurements

All wire scanners (both linear and rotational) were calibrated against each other and
their measured beam size was found to agree within 5-10%. Assuming that half of the
difference is due to an imprecise knowledge of the beta functions their error is estimated
to be less than 10%.

Another important parameter is the kicker strength as this defines the mean amplitude
of the particle distribution. The kicker strength was measured as a function of the input
voltage (see Sec. 4.2.1) and the absolute calibration was done by using the distance of the

Table 4.2: Studied parameter range for the SPS experiment.
Working points (Qz, @) WP1 (26.637, 26.533)
WP2 (26.605, 26.538)

others

Tune modulation frequencies

9, 40, 180, 9+40, 94180 Hz

Horizontal tune modulation depth

0.5-1073, 1.1-1073, 1.87-1073

Kick strength (at 8, = 100 m)

1.9 -19.5 mm

Horizontal scraper position

10.8 mm — beam pipe
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Figure 4.11: Detuning at WP1 (a) and WP2 (b).

two peaks in the profile of a kicked beam (see Appendix A).

Amplitude dependence of betatron tunes

Since the amplitude dependent tune is an important property of any nonlinear oscillator
system a disagreement of this quantity between tracking and experiment would cast doubt
on the validity of the tracking model.

For the SPS experiment, where sextupoles are the dominant nonlinear elements, equa-
tions (2.52) and (2.54, 2.55) hold. In Fig. 4.11 the detuning as a function of action is
depicted for the model (from postprocessing tracking data and from a map analysis using
normal forms) and the experimental data respectively. As expected from equations (2.54,
2.55) the increase of the detuning with action is linear. The experimental data agree
very well with the expectation from the model both in the horizontal and in the vertical
plane. Tab. 4.3 summarizes all detuning coefficients, where a and b are taken from the
experiment while the term ¢ has only been computed.
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Table 4.3: Detuning coefficients at WP1 and WP2.

a b c
[1073 (mm mrad)~!] | [1072 (mm mrad)~!] | [10~3 (mm mrad)~!]
WP1 —5.2 1.1 —-0.3
WP2 —5.6 1.2 -0.3

4.3 The Scraper Experiment

The detection of slow particle losses in the 1989 experiments was the starting point for
an extensive study of particle loss as a function of betatron amplitude, tune modulation
depth and tune modulation frequency. Emphasis was put on quantitative results. A very
narrow particle distribution in amplitude and momentum would be ideal for such a study.
However, one had to face the problem that the particle distribution extended over a wide
range of amplitudes.

To partly overcome this problem the experiment was done in the following way: firstly,
a single kick of well known strength was applied instead of blowing up the beam with
many small kicks. Although the latter choice had considerable operational advantages,
the first alternative was chosen because the maximum of the particle distribution was
thereby placed at a desired amplitude and the resulting distribution could be estimated
analytically (see Appendix A). Secondly, a scraper was used to define a maximum betatron
amplitude and, after a subsequent retraction, it acted as the physical aperture. Thirdly,
for reasons of reproducibility a complex experimental procedure had to be strictly fol-
lowed (compare Fig. 4.12): at first the horizontally kicked beam was scraped vertically
to remove the vertical beam tail (time T_s, intensity /_3). Then the vertical scraper was
retracted, the horizontal scraper was moved in (T_5, I_) and thereafter the additional
tune modulation was switched on (7T_1, I_1). Waiting until a stationary particle distribu-
tion with an approximately constant loss rate was produced, the horizontal scraper was
retracted (7o, Io), typically by 1 mm, to create an amplitude region free of particles that
was expected to be filled by some transport process. The losses were supposed to stabilize
after a time which is denoted by T}, leading to a new stationary particle distribution. Ti,
was determined from the point of intersection of the linear slope of the intensity with the
line Iy = const. After some 15 min the tune modulation was switched off and the beam
was scraped once more vertically (T3, I3) and horizontally (73, I3) to determine the plane
in which the particle losses took place predominantly.

In the initial set-up, where the beams were heated with many small kicks, the time
evolution of the intensity suggested that the loss process could be described by a diffu-
sion model. Considering an action dependent diffusion coefficient D(I,) the appropriate
diffusion equation reads

of(L,t) @ <D([I)6f(lr,t)>_ (4.1)

ot I, al,

Such a diffusion model was also used in a similar scraper experiment under collision
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Figure 4.12: Loss rate and beam intensity as a function of time in the scraper experiment. At 7T_3 the
beam is scraped vertically to remove the beam tail. At T_5 the horizontal scraper is moved in and at
T_1 the additional tune modulation is switched on. The horizontal scraper is retracted at Ty. 175 is the
time after which the loss rates are stabilized and T}, represents the time obtained from the intersection
of the linear intensity slope with the line Iy = const. At T3 the beam is scraped once more vertically and
at T3 horizontally to test in which of the plane the losses occured predominantly.

conditions at the HERA proton ring [90].

In the experimental period of 1993 the following parameters were varied: at WP1
and WP2 three frequencies (9 Hz, 40 Hz and 180 Hz) and the tune modulation depths
1.1-107% and 1.87 - 1072 were tested. In addition, at WP1 the tune modulation depth
AQ, = 0.55-1072 was studied. Besides this systematic parameter scan the influence of two
simultaneously applied modulation frequencies (9440 Hz and 94180 Hz) was examined
at WP1 and compared to an experimental run at a different working point. A total of 61
experimental runs were recorded (a complete list can be found in Appendix B).
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Table 4.4: Experimental stability of particle motion at WP2. L denotes the integrated particle loss
after 15 s following the switch-on time of the tune modulation Ty. 77, is determined from the point of
intersection of the linear slope of the intensity with the line Iy = const, n is the number of experimental
runs with the same modulation frequency and depth. The quoted error is the standard deviation of the
mean value. All experimental cases were done with the same kick strength and scraper positions.

AQ, =0.55-1073 AQ, =1.1-1073
L Tla — TO n L n
[%] [s] [%]
9 Hz 524+1.1 13456 |3 || 5.8+£3.3 7
40 Hz 6.4 13.5 1 8.9+4.5 3
180 Hz || 6.7£24 | 17.0+£7.3 | 6 || 123+£6.9 4

4.3.1 Experimental Results

Intensity measurements

Only results from WP2 will be discussed as in this case all tune modulation depths and
frequencies were tested. Tab 4.4 shows the integrated loss L taken 15 s after switching on
the tune modulation and the time interval T, — Ty corresponding to the average transport
time between the beam edge and the retracted scraper position. This time interval was
the quantity originally measured in the experiment of 1989.

A larger modulation depth leads to a larger loss L but the errors are so large that
one can not quantify reliably the difference between the different modulation depths and
frequencies. The time T}, — Ty obtained for the smaller modulation depth has similar
errors and for the larger depth it was even impossible to determine this value.

These difficulties to obtain quantitative results persisted in spite of a determined effort:
the beam observation tools were specially prepared and all instruments were calibrated,
the linear machine properties of the SPS were measured and corrected, the nonlinear
content of the machine was determined with very good precision and an elaborate mea-
surement procedure was applied. The limiting parameter turned out to be the large
transverse beam size which could not be reduced below a certain limit due to operational
considerations. The conclusion was that further progress would require a much narrower
distribution in betatron amplitude.

Discussion of diffusion models

With the initial set-up of the scraper experiment indications were found that the particle
loss may be described by a diffusion process. Assuming a diffsion model a diffusion
coefficient in (4.1) must be found that would allow to describe the experimental intensity
curves. According to the experimental findings of earlier years any model description
of these curves has to include a strong amplitude dependence of the diffusion coefficient
(like for instance 17*) and an amplitude (/,0) below which only a background mechanism
leads to particle loss. For example, rest gas scattering leads to a diffusion coefficient
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D(1;) = Dol [90]. One therefore arrives at a four-parameter model similar to that used

in Ref. [67]:

Dol if 1, < Iy,

D) = { Doly 4 Di(L — Lo)™ if Lo < I,. (4.2)

Firstly a simple approach was tested, namely fitting a diffusion coefficient which increases
linearly with action to the experimental data. Unfortunately, this fitting procedure did
not converge in all analyzed cases. Due to the discouraging results obtained one had to
refrain from a more detailed analysis using the four parameters in Eq. (4.2).

In contradiction to measurements at the HERA proton ring [90], where a diffusion
model was successfully employed for the description of particle losses during luminosity
runs, the irreproducibility of the experimental results in the SPS experiment prevents a
quantitative determination of a diffusion coefficient and a decision if a diffusion model is
appropriate to describe the loss mechanism. However, the main source for nonlinearities in
the case of HERA was the beam-beam interaction whereas sextupoles are the dominating
nonlinear elements in the SPS.

In addition, some interesting qualitative results concerning the so-called “shoulder”
could be obtained. This phenomenon, first found in 1989, can be described as follows.
After the retraction of the scraper there are only small losses during a certain time interval.
Thereafter a very linear decrease of the intensity curve occurs over a long period without
any pronounced transition region (within the measurement precision, see Fig. 4.13). In
1993 this effect has been shown to be reproducible given the same experimental condi-
tions as in 1989. In addition, several examples of this behavior were found in 1994 at
WP2 (different from the earlier “shoulder” cases). A general precondition seems to be a
scraping down to small amplitudes. The observation of a “shoulder” was shown to be in
contradiction with a diffusion model [74].

Moreover, detailed tracking studies (Sec. 4.5) seem to indicate that a diffusion model
like Eq. (4.2), which is valid over the whole phase phase, does not fit to the phenomenology
of the loss processes.

Effect of two modulation frequencies

In 1991 it was observed that the lifetime dropped to about one third when two frequen-
cies (9 Hz and 180 Hz) were applied instead of only one (9 Hz) when the same total tune
modulation depth was kept. The same procedure was tested in 1993 at another working
point (see Fig. 4.14 (a), WP1) and for comparison the experiment at the original work-
ing point was repeated (Fig. 4.14 (b)), confirming the previous result. The interesting
observation is that the effect of two frequencies in case (a) is less pronounced than in
case (b).

The effect of two modulation frequencies can be understood qualitatively as follows [9].
With only one modulation frequency the resonance condition reads

fmod —p
frev ’

kQ, +1Q. +m (4.3)
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Figure 4.13: The “shoulder”. After retracting the scraper the intensity stays constant at first and then
decreases linearly in time without a pronounced transition region.

fmod being the modulation frequency and f,., the revolution frequency, i.e. resonance
sidebands are created around the main resonance k@), + (), = p. For high modulation
frequencies the sidebands have a large spacing; for low frequencies the spacing is small
and the sidebands may overlap so that particles can be transported over wide amplitude
regions. With two modulation frequencies the resonance condition is

kQu +1Q. + mmt 4 o (4.4)
fr@'U fTe'U
Having a high and a low modulation frequency (in this case f,q1 = 180 Hz and f.02 =
9 Hz) the high frequency f,..a1 leads to widely spaced sidebands kQ, + Q. + mf}”:—j;“ =p
around the main resonance. Around those principal sidebands additional sidebands due
to the low frequency f,,.q42 are created which can overlap.

Now the different behavior of the two working points can be explained. In Fig. 4.15 the
working points for both cases are shown together with the detuning lines (dotted) up to
the dynamic aperture. In case (a) the dynamic aperture is close to a 7" order resonance,
in case (b) it is close to a 5" order resonance. Only the first order resonance sidebands due
to the higher frequency (180 Hz) are depicted which are by far the strongest sidebands for
the chosen modulation depth and frequency (compare Eq. (2.75)). One of the sidebands
at each working point can reach the particle distribution.

From tracking data the resonance driving term of the 5 order resonance in case (b)
was found to be about a factor 500 larger than the driving term of the 7" order res-
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Figure 4.14: Beam intensity versus time for one and two modulation frequencies at two different working
points. Different from case (a), case (b) shows a significant difference between one and two modulation
frequencies.
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Figure 4.15: Tune diagram for the cases where two modulation frequencies were applied simultaneously.
The chosen working points are denoted by (a) and (b), the dotted lines indicate the detuning curve up
to the dynamic aperture. Shown are the relevant sum resonances and their first order sidebands due to
the larger modulation frequency (180Hz).

onance in case (a). One can therefore expect that the island sizes (which are given by
equations (2.69, 2.70)) of the resonance sidebands around the first order 180 Hz sidebands
in case (b) are much larger than those in case (a). As a consequence more of these side-
bands can overlap and the amplitude region of overlapped sidebands is larger leading to
a stronger particle loss in case (b).

4.3.2 Intensity Curves Obtained from Numerical Simulations

Computer simulations were carried out [91] that aimed at reproducing the experimentally
obtained intensity curves for the different modulation frequencies and depths. These
simulations were restricted to WP2 as sizable particle losses were found at this working
point prior to 10° turns in the amplitude region of interest.

Method of simulation

The experimental particle distribution extended over a wide amplitude region. Therefore,
reasonable agreement with simulations could only be expected when this distribution was
considered in some ways. Due to the limited computing power and the long time interval
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to be studied, the beam could only be represented by a small number of particles which was
chosen to be 180. They are called “superparticles” because each of them should represent a
certain range in horizontal betatron amplitude r and momentum deviation n = Ap/p. The
vertical distribution is treated only approximately. To each “superparticle” an intensity
weight is assigned according to its initial position in the measured particle distribution
f(r,n). The simulated time-dependent intensity is derived by subtracting from the initial
intensity the weight of a “superparticle” when it is lost.

In the tracking the particles were started at a location where the dispersion is small.
Therefore one may factorize the distribution f(r,n) as f.(r)f,(n). For the horizontal
betatron distribution f,.(r) a Gaussian distribution with standard deviation o was assumed
which was justified by wire scan profiles. After a kick k& this leads to a distribution (see

Appendix A)
r k? + r? kr
folr) = Sz P {—ﬁ} Io <§> ’ (4.5)

where nonlinear phase space distortion have been neglected. Iy is the modified Bessel
function of first kind and order zero. The distribution f,(n) of the momentum deviation
n = Ap/p is conveniently represented by

.Mngwﬁczn>. (4.6)
™ Nmax

To verify the validity of Eq. (4.5), the tune curve @.(r) (compare Fig. 4.11 (b)) was
multiplied with the distribution f,(r) after a kick (¢ being obtained from a fit to a wire
scan profile before the kick and & derived from the calibrated kick strength) and the result
was compared with the horizontal tune distribution obtained from the transverse Schottky
signal (see Fig. 4.16 (a)). The overall agreement is satisfactory with the exception of a
peak, which is due to the collective movement of particles in the 5 order resonance is-
lands. Furthermore, at smaller tunes (left-hand side of Fig. 4.16 (a)), corresponding to
large horizontal betatron amplitudes, the experimental Schottky signal is reduced com-
pared to the model since in the accelerator particles were already lost at those amplitudes.
The momentum distribution f,(n) as depicted in Fig. 4.16 (b) agrees with the longitudinal
Schottky signal.

The “superparticles” were started with initial conditions (r,,,n,) with m =0,1,...,35
and n = —2, —1, ..., 2 and the assigned weights were computed as

wnn = [ fo(r) dr / fo(n) . (4.7)

The numbers (r1,72,11,72) are defined below. To obtain a better resolution close to the
beam edge the step size in amplitude was reduced in this region and the integration
borders for r in (4.7) are computed as

{0 if m =0, {am+mﬂ)ﬂm<m
ry = Ty =

%(Tm—1 +ry,) ifm >0,
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Figure 4.16: Comparison between measured and theoretical distribution functions. In part (a) the
measured tune distribution (solid line) is shown together with the theoretical one (dashed line). The
amplitude is plotted in logarithmic scale. In part (b) the measured and assumed momentum distribution
is depicted. Both measurements were performed with the Schottky system.

where 7, 1s given by the scraper position. For the momentum distribution a constant
step size Anp = 2.5-107* was chosen and the integration borders for n were

—Nmax if n =-2, (n + %) An ifn < 2,
M2 =

4.9
(n—%)An ifn> -2, Nmaz ifn=2. (4.9)

m =

In the tracking the three relevant time intervals [T_o,T_4], [T_,To] and [Ty, T;] were
treated separately. The complete intensity curve was then computed by properly matching
the three time intervals.
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Figure 4.17: Distribution of survival times of a sample of 640 particles initially placed in a small region
of phase space [11]. Working point WP1 was used with a horizontal start amplitude of 16.0 mm (at
Bz = 100 m) and a tune modulation of 40 Hz and AQ, = 1.1-1073.

Error estimates

There are various types of errors. The first comes from the lack of statistics since only
180 weighted particles are tracked. The individual survival time of those “superparticles”
may be very different from the average survival time in the chaotic regime. To study this
in more detail 640 particles were started in a very small phase space region. Their loss
time distribution is shown in Fig. 4.17. The maximum loss is reached after a short time
followed by a very long tail with an almost exponential decrease.

Furthermore a number of experimental values are used as input for the simulation. To
estimate the effect of the measurement errors of these values on the simulated intensity
curves the input parameters are varied by their uncertainty (typically 5%). The results
are listed in Tab. 4.5. The total error is given as the square root of the sum of squares of
the individual errors (last row in Tab. 4.5).
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Table 4.5: Error estimation for the intensity drop in the interval [T_;,Ty] by varying parameters.

| AQ. [ 055-107% [ 1.1-107% |
emittance ¢ +3%/—6% | +3%/—6%
momentum width 5,4 | +1%/—3% +2%/—-5%
kick strength a +6%/—6% | +10%/—10%
scraper position +3%/—-12% | +3%/—11%

[ total | +8%/—14% | +12%/-17% |

Results

Six cases have been studied: two modulation depths (AQ, = 5.5-107*,1.1 - 107%) and
three modulation frequencies (9 Hz, 40 Hz, 180 Hz). Two examples are shown in Fig. 4.18.
The simulated normalized intensity curve is depicted together with an experimental run.
Besides the above stated statistical error there is clearly a systematic underestimation
of the losses and loss rates for all six tracking cases. As an example the experimental
intensities in the two cases shown in Fig. 4.18 at T} are lower compared to the simulations
by 15% and 22% in part (a) and (b) respectively. One has to conclude that even though all
qualitative features of the experimental intensity curves appear in the simulated curves,
this method is unable to predict loss rates or beam lifetimes with reasonable accuracy.

4.4 The Wire Scanner Experiment

Besides employing the scrapers, which are by nature destructive, as a beam observation
tool, there is also the possibility in the SPS to use the almost nondestructive scanner
system with the 8 ym flying wires (see Sec. 4.2.1) for the dynamic aperture studies. In
these investigations the beam profile is the object of study. The wire scanner profiles
are the projections of the particle distribution in phase space onto the r— and z—axis
respectively and their time evolution allows a deeper insight into particle loss mechanisms.
In particular the time dependent half base width of those profiles can be directly compared
with survival plots obtained from simulations. It has to be mentioned that the scrapers
were still needed as an experimental tool: firstly they allow a definition of the beam
edge and secondly, once taken out to a larger amplitude, they serve as a known physical
aperture limiter.

Taking advantage of the experience from the scraper experiment, which showed that
the variation of the modulation frequency had hardly any effect on the loss rates, this new
set of studies was restricted to a single modulation frequency of 9 Hz. The influence of
the modulation depth on the particle stability was much more pronounced and for both
working points a modulation depth was used which caused well detectable particle losses

(i.e. AQ, =1.87-107% at WP1 and AQ, = 0.55 - 1072 at WP2 respectively).
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Figure 4.18: Measured and computed intensity curves at working point WP2 with a tune modulation of
9 Hz and AQ, = 0.55 - 1073 (a) and a tune modulation of 40 Hz and AQ, = 1.1-1072 (b). Note thate

the origin of the intensity scale is suppressed.

4.4.1 Beam Profile Measurements

For this set of experiments the following procedure was used: firstly the horizontally
kicked beam was freed from vertical beam tails using a vertical scraper. Then the beam
was scraped horizontally by moving the scraper to an inner position. Thereafter this
scraper was retracted to an outer position to study the processes leading to particle
losses in between those two scraper positions. After this scraping procedure the tune
modulation was switched on and horizontal beam profiles were recorded about every
minute for typically 15 minutes. Fig. 4.19 shows the first and last scan of such a run.

Two different set-ups were used: firstly, the inner scraper position was held constant
and the outer position was varied for different experimental runs (this situation will be
referred to as the fist set-up in the following section) and secondly, the inner position was
varied and the outer position was kept constant (this will be referred to as the second
set-up).
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Figure 4.19: Time evolution of a beam profile after a horizontal kick. Shown are two profiles obtained
with the horizontal wire scanner (8 gm wire) 15 min apart for a beam under the influence of additional
tune modulation of 9 Hz and AQ, = 1.87- 1072 at WP1 (#78). In this case the beam was not scraped
horizontally.

First working point - WP1

Part (@) and (b) of Fig. 4.20 show the half beam width and the normalized intensity of
the first set-up with the constant inner scraper position (18 mm) while (¢) and (d) were
obtained with a constant outer position (26 mm). Moreover, there is one horizontally
unscraped run denoted by #78. In each set-up there is one case, #62 and #76 respectively,
with almost identical conditions. This may serve as a reference to compare the two
situations. In the first set-up particle transport phenomena above 18 mm are studied
while in the second set-up amplitudes below 18 mm are investigated. In all legends the
values given in millimeters are the differences between the inner and the outer scraper
position normalized to 3, = 100 m. An estimate of the measurement precision is attached
to the cases #64 and #77. The band borders that are visible in part (¢) will be discussed
in Sec. 4.5.

In the first set-up (Fig. 4.20 (a)) the beam width remains constant for all cases after
a slight drop over the first 100 s. The normalized intensity (part (b)) evolves also rather
similarly in all cases leading to a difference of not more than 2% after a period of 650 s.
One can conclude that in this set-up the growth of the betatron amplitudes is too fast to
lead to any sizeable differences between the tested scraper positions.

In the second set-up (Fig. 4.20 (¢)), considering the first 150 s, the beam width is
strongly reduced for the unscraped run (#78), it stays almost constant for the intermediate
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Figure 4.20: Wire scanner measurements at WP1. In (a) and () the half beam width and normalized intensity are shown for a fixed inner
scraper position of 18 mm and different retraction values. In (¢) and (d) the inner scraper position was varied and the outer position was
kept fixed at 26 mm. The quoted numbers in the labels are the distance between the initial inner and the final outer scraper position.
The band borders in part (¢) are explained in Sec. 4.5.



cases (#76, #77, #80) and it increases appreciably for the low amplitude run (#82).
Disregarding the first 150 s the half beam widths change slowly over a long period of
600 s. In the cases at larger amplitudes this width is slightly decreasing and at lower
amplitudes it is slightly increasing. After 800 s four cases almost merge at the same
amplitude while the width in the lowest amplitude case is still somewhat smaller but
seems to slowly approach this value as well. The normalized intensity varies strongly for
the first 150 s but thereafter the lifetime is approximately the same in all cases.

Second working point - WP2

At the second working point the two set-ups are similar to those of working point WP1.
However, the inner scraper position in the first set-up (larger amplitude regime) is slightly
larger (19 mm). Part (a) and (b) represent again the regime of large amplitudes while (¢)
and (d) show the second set-up (lower amplitude regime). The runs #66 and #83 are the
reference cases for WP2 and therefore made under similar conditions.

In the first set-up all cases have a very similar behavior concerning half beam width
and normalized intensity. Compared to the first working point the motion seems, however,
considerably more unstable resulting in a decreasing width of the beam over at least the
first 600 s. Note also that at this working point a four times smaller tune modulation
depth was applied.

In the second set-up the half beam widths also seem to tend to the same value after
800 s, however, the merging process is less pronounced than that of WP1. The normalized
intensities (part (d)) have not reached a regime of stabilized lifetimes as it was the case

at WP1.

4.4.2 Dynamic Aperture

In Sec. 2.11 the problems defining the dynamic aperture were mentioned. The SPS ex-
periment was rather restricted by the large natural beam size. This precludes any fine
exploration of the phase space as it is done in tracking by varying the amplitude in small
steps. In particular small chaotic regions within an otherwise stable region can not be
detected. However, the maximum amplitude above which no particles survive after a
certain time is a measurable quantity and serves as the dynamic aperture definition in
this experiment.

Another limitation in the aperture studies was the fact that the full time interval of
interest (15 min storage time or 40 million turns in the SPS, comparable to the LHC
injection time) could not be fully explored with tracking simulations, only one third
(345 s) could be reached with reasonable computing effort.

Measurements

Experimentally, the dynamic aperture is determined by using the maximum base width
of the wire scan profiles (Fig. 4.19). In Fig. 4.22 (a) four wire scan measurements at
WP1 with additional tune modulation are displayed. These curves were smoothed and
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Figure 4.21: Wire scanner measurements at WP2. In (a) and (b) the half beam width and normalized intensity are shown for a fixed inner
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Figure 4.22: SPS dynamic aperture studies at WP1. Measurement and computational results for the
dynamic aperture with and without additional tune ripple is shown in part (a) and (b) respectively.
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(a) tune modulation of 9 Hz and AQ, = 0.55- 1073
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Figure 4.23: SPS dynamic aperture studies at WP2. Measurement and computational results for the
dynamic aperture with and without additional tune ripple is shown in part (a) and (b) respectively.
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Table 4.6: Comparison of measured and computed dynamic aperture in the SPS experiment. All values
are given for f; = 100 m. For the onset of chaos there are two values: the larger one is the border above
which no regular particles could be found, the lower (in brackets) is the lowest amplitude at which large
scale chaotic motion sets in. The measured dynamic aperture and the loss border are both determined
after 345 s.

case measured | onset of chaos loss border relative difference
dynamic in tracking in tracking between
aperture | (2-10° turns) | (1.5-107 turns) measurement

and loss border
Az meas Qg chaotic Qg loss (aa:’lﬁ - 1)
[mm] [mm] [mm] [%]

WP1, 9 Hz, AQ, = 1.87-1073 17.4 (7.7) 14.3 19.2 10

WP2, 9 Hz, AQ, = 0.55- 1073 19.5 (7.4) 8.3 22.3 14

WP1, natural ripple only 20.0 (15.7) 23.1 24.4 22

WP2, natural ripple only 20.9 (9.8) 23.6 25.7 23

the estimated error bars are shown in case #91. The reproducibility of the experimental
results was found to be within 2% for two measurements under the same conditions but
5 months apart (#62 and #76). Due to the rather large beam size the results depend on
the measurement procedure: cases #62 and #76 were scraped horizontally after kicking,
whereas cases #78 and #91 were left unscraped and in addition the latter case was
kept for some extra 15 min without additional tune modulation. Initially one observes a
significant difference which, however, reduces to only 5% after 345 s.

Fig. 4.23 (a) shows the situation for WP2 where the applied ripple depth was about
4 times smaller. For two cases (#72 and #74) the beam was not scraped, case #83, for
which the beam was scraped horizontally, shows the interesting feature that the beam
size grows first and then shrinks again. Also at WP2 the differences of the various cases
after 345 s are reduced to less than 3%.

Finally figures 4.22 (b) and 4.23 (b) show the experimental results with natural tune
ripple only. The results of all measured cases are summarized in Tab. 4.6.

Computations

As described in Sec. 3.4 survival plots are used to determine the dynamic aperture.
According to the experimental conditions the particles are tracked with large horizon-
tal displacements while a vertical displacement of roughly one o of the vertical beam size
is considered.

In this experiment, where relatively large tune modulation is present, the onset of
chaos is a much too pessimistic indicator for the long-term stability. In all tracked cases
a wide amplitude range could be found (column three in Tab. 4.6) where chaotic (after
200 000 turns) and regular regions alternate. For each chaotic region in that amplitude
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range a particular sum resonance is found which apparently causes the unstable behavior.
At WP1 the lost particles correspond to a coupled 7% order resonance (Fig. 4.22 (a)) or
to a horizontal 13" order resonance (Fig.. 4.22 (b)). At WP2 (Figs. 4.23 (a) and (b)) the
losses at large amplitudes correspond to a horizontal 7** order resonance and the losses
at about 20 mm are due to another coupled 7% order resonance. These resonances can

be found in Fig. 4.10.

Comparison

The computed dynamic aperture is shown in column four in Tab. 4.6. The last column
in this table shows the relative difference in percent between computed and measured
dynamic aperture, both determined after 345 s. In the cases with additional tune modu-
lation the relative difference is about 10% but without ripple this number rises to more
than 20%. Moreover in the tracking one finds a broad region of apparently regular motion
outside the experimental stability border which not present in the cases with additional
tune modulation. From this one has to conclude that an essential destabilizing effect
is missing in the tracking model. A rough estimate for the magnitude of this effect is
given by the strength of additional tune modulation because the experimental dynamic
aperture without extra tune modulation agrees well with that of the tracking when this
ripple is introduced (compare the last two entries in column two with the first two entries
in column four of Tab. 4.6). The missing effect also corresponds to the final lifetime in
Fig. 4.20 (d) that is reached at all amplitudes; in tracking no losses can be found at the
lower amplitudes.

This effect is still not yet fully understood. However, there are some unlikely can-
didates. The effect of ground motion can be obtained by extrapolating LEP measure-
ments [92,93]. The estimated emittance growth rate due to this effect has a time constant
of some hundred years. An estimate for the space charge induced tune shift [94] gives
values much below 107 and collective instabilities could not be observed in the Schottky
spectra. Neglected systematic nonlinearities would lead to measurable detuning with am-
plitude and the SPS tune ripple was measured with good precision with a phase-locked
loop. In addition, it can be understood from the measured voltage ripple of the SPS
power supplies [95].

A test was made to estimate the effect of random magnetic field errors. Quadrupole
and octupole errors in the SPS quadrupoles were considered (by 0 = 7.96 - 107%, by o, =
4.31 - 107" in the focusing and by 0, = 9.95 - 107%, by0n = 4.98 - 107* in the defocusing
quadrupoles measured at ro = 40 mm [92,96]). For the test WP2 with natural ripple only
was chosen since in this case regular particle motion outside the measured dynamic aper-
ture was found in the simulations (see Tab 4.6). Five random error seeds were examined
and the onset of chaos was found to be (9.8) 21.5 mm (compare with the third column in
Tab 4.6). The two most unstable seeds were taken for long-term tracking and the small-
est aperture obtained was 23.7 mm compared to 25.7 mm without random field errors.
This indicates that random field errors can explain a part of the difference between the
measured and computed dynamic aperture.
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4.5 Phenomenology of Chaotic Particle Motion

One of the main purposes of the aperture studies was to improve the phenomenological
understanding of the intricate nature of the particle motion in phase space thus continuing
earlier studies [60]. In particular the chaotic regime generated by the interplay of nonlin-
earities and harmonic tune modulation was of interest.

Simulation studies at WP1, based on the methods described in Sec 3.4, are presented
in the following section. The subsequent section describes experimental results which
demonstrate the existence of an interesting phenomenon first found in the tracking.

4.5.1 Simulation Results

For working point WP1 and a tune modulation of 9 Hz and AQ, = 1.87 - 1072 three
betatron amplitudes (16.8, 18.8 and 19.5 mm at 8, = 100 m) close to the long-term
dynamic aperture were studied. All sum, skew and difference resonances in that amplitude
range up to order 13 are shown in Fig. 4.24.

In the tracking studies the stability of particle motion was tested with three methods.
Firstly, the angular distance of a pair of initially close-by particles after 20 000 turns was
computed. The most chaotic behavior was found at the smallest amplitude (Tab. 4.7).
Secondly, the tunes averaged over one modulation period (5000 turns) were determined
for one particle. Twenty averaged tune values at each of the three amplitudes are depicted
in Fig. 4.24 together with the tune modulation depth. At the smallest amplitude (most to
the right in Fig. 4.24) the 8 order resonance is crossed due the tune modulation leading
to large fluctuations of the averaged tunes. The presence of this resonance also explains
the strong chaotic behavior found with the first method. The largest amplitude (most to
the left in Fig. 4.24) just reaches the 7" order resonance beyond which strong particle loss
takes place. Note that the tunes follow closely the detuning curve shown in Fig. 4.11 (a).
Thirdly, 640 particles were started with initial conditions distributed over a very small
phase space region at each of the three amplitudes and they were tracked for 3 million
turns. It is necessary to consider such distributions rather than single particles due to the
chaotic nature of the motion in the studied amplitude range in phase space.

The amplitude evolutions for the three starting amplitudes are shown in Fig. 4.25 using
32 of the 640 particles. The amplitudes are averaged over one tune modulation period.
At the lowest amplitude (Fig. 4.25 (¢)) the particles fill quickly (less than 10° turns) an
amplitude band around the 8 order resonance and stay within the band. The width
of the region of overlapping sidebands computed with formulae (2.69), (2.75) and (2.78)
agrees with the width of this band within 10%. The detuning term for this computation
was taken from Tab. 4.3 and the driving term was obtained from the resonance island
size found in the tracking (see Sec. 3.4 and Eq. (2.69)). None of 640 particles was lost
(Tab. 4.7). For the second amplitude (18.8 mm, Fig. 4.25 (b)) the amplitudes spread slowly
(10° — 10° turns). Eventually they either reach the 7" order resonance, after which they
are extracted in some 10* turns, or they are attracted down to the 8** order resonance:
in Fig. 4.25 (b) several particles show a decrease in their amplitude after 1.9 million turns
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modulation period for the horizontal betatron amplitudes 16.8, 18.8 and 19.5 mm (right to left). The
averaged tunes are on the detuning curve.

and occupy thereafter an amplitude range which corresponds to that of part (¢). The
particles starting at 19.5 mm (Fig. 4.25 (a)) fill the same band as the particles starting
at 18.8 mm. But since they start very close to the upper band border most particles are
lost and only few are attracted to the 8 order resonance.

Fig. 4.26 shows the evolution of the rms amplitude for the three cases. The very chaotic
particles starting at 16.8 mm show an strong initial increase of the rms value which is not
present in the other cases. For the larger amplitudes the rms values are only given up to
1.7 million and 2.7 million turns respectively, since thereafter a sizable loss or attraction
to the 8 order resonance sets in which perturbs the evolution of the rms value.

The observations of the chaotic particle motion in phase space can be summarized
as follows: at small amplitudes there is a band of strongly chaotic particles, which nev-
ertheless survive for very long periods. This band is separated from a band of larger
amplitudes where individual particles slowly either grow or decrease their betatron am-

67



21.5 -

20.5 ~

185+
175

16.5

15.5

Averaged horizontal amplitude [mm]

14.5 I I I I I
0.00E+00 5.00E+05 1.00E+06 1.50E+06 2.00E+06 2.50E+06 3.00E+06

Turn number

215

20.5 ~

19.5

18.5

17.5 4

16.5 -

15.5

Averaged horizontal amplitude [mm]

14.5 f f f

0.00E+00 5.00E+05 1.00E+06 1.50E+06 2.00E+06 2.50E+06 3.00E+06

Turn number

. (0

17.5

17 ||
16.5

,‘ ;(”NM i

i

16 ‘W M Ll W'* LA M‘\
15.5 - H“!'Wl‘ Q ‘4"‘1 At \, ‘

15 | ‘ - A% \*"V‘ wvf!
145 ! ! ! ! ! )

Averaged horizontal amplitude [mm]

0.00E+00 5.00E+05 1.00E+06 1.50E+06 2.00E+06 2.50E+06 3.00E+06

Turn number
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Table 4.7: Stability of particle motion at three different starting amplitudes

| Horizontal amplitude [mm] at 8, = 100 m 168 ] 188 | 195 |
Separation angle [r] of 2 particles after 20 000 turns | 0.9 | 0.45-107* | 0.8 - 107
Lost particle out of 640 0 102 502
Amplitude rms value [mm] after 1.5 million turns 0.82 0.29 0.28

plitude until they reach the bounds of the band. Finally, beyond a certain amplitude,
a rapid particle loss takes place. It has to be mentioned that a band structure was also
found at WP2. This scenario is in clear contradiction to a global diffusion model. How-
ever, the amplitude evolution in time may be appropriately described by using firstly a
separate (amplitude dependent) diffusion coefficient for each band and secondly transition
probabilities between these bands.

4.5.2 Experimental Observations

The first prediction from the tracking is the very existence of those bands. They are
shown as thick grey lines in figures 4.20 (¢) and 4.21 (¢) for WP1 and WP2 respectively.
The experimental data seem to be consistent with the phenomenological picture: the half
beam width decreases in the outer band and increases in the lower band for WP1. At
WP2 only one clear band could be identified in the tracking. Above this band the half
beam width is decreasing in the experiment while inside and below this band the width
stays constant or increases slightly.

The second prediction is the attraction of particles towards lower amplitudes at WP1
which is clearly visible in Fig. 4.25 (b). Due to a large amplitude distribution this effect
may however be screened by a considerable intensity loss as seen for instance in Fig. 4.19.
It is therefore mandatory to scrape the beam tails so that the particles in the region of
fast losses are removed but a sufficient number of particles remain in the amplitude band
seen in part (a) and (b) of Fig. 4.25. This type of experiment could be set up in the SPS
and the result is depicted in Fig. 4.27.

The double peak structure of a wire scan profile is shown right after the kick and 15 min
later. The interesting feature is the shifting of the peaks down to smaller amplitudes
without a reduction in peak height. At the same time about 5% of the beam intensity
was lost. A system in which the betatron amplitudes increase on average would show a
behavior similar to the one depicted in Fig. A.5. There the peaks move slightly inwards
but loose considerably in height. Therefore, the experimental observation can only be
interpreted as the predicted amplitude decrease of a sizeable fraction of the beam. This
observation is not a singular event but was found in four separate experimental runs.
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Figure 4.27: Reduction of betatron amplitudes of a sizeable fraction of the beam at working point
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number of particles are shifted to smaller amplitudes.
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Chapter 5

The Dynamic Aperture Experiment

at the HERA Proton Ring

The dynamic aperture of the HERA proton ring at injection energy is limited by strong
nonlinear field errors of the superconducting magnets. Persistent currents lead to large
systematic multipole errors while mechanical imperfections mainly cause randomly dis-
tributed nonlinearities. Moreover, the slow decay of the persistent currents is a source
of additional random field errors since the decay rate varies considerably from magnet to
magnet.

The magnetic field errors of the superconducting HERA magnets are known in great
detail. Each individual magnet was cold tested and the multipole errors were recorded at
several excitation levels. In addition, at injection level the decay of the persistent currents
was measured. Results of those measurements are available from publications [1,2,97,98]
and from a data basis.

No dedicated dynamic aperture experiments have been performed in the first years of
the HERA operation. However, from parasitic measurements the dynamic aperture was
estimated to be about 7 mm in both planes (at 3, = 76 m, the maximum beta function
in the regular sections) which is only half the value expected from earlier simulations [99].
While the dynamic aperture was sufficient for the operation, the need for higher bunch
currents is expected to require a larger dynamic aperture and thus, a clear understanding
of the aperture limitations is desirable [100]. Furthermore, the HERA proton ring at
injection energy is similar to the LHC in such a regime and an aperture experiment is a
good test bench for the numerical tools used in the design process of the LHC.

5.1 Preparation of the HERA Proton Ring

The standard injection optics was used for all studies. Beams of 60 or 10 bunches with
standard emittances and momentum spread were prepared (Tab. 5.1).

Great care was taken to adjust the closed orbit in order to assure that the dynamic
aperture is inside the physical aperture which is tight at several locations near the inter-
action points. The physical aperture in the regular sections is 27.5 mm for a perfectly
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Table 5.1: Beam parameters for the HERA experiment.

RF on

Energy F 40 GeV

lo normalized emittance &~ bmm - mrad hor. and ver.

Momentum spread Ap/p ~5-107%

Intensity 7 (beam current) ~2-10' p (13 mA) in 60 bunches
~4-10" p (3 mA) in 10 bunches

Closed orbit rms < 2 mm hor. and ver.

Linear coupling | Qs — Q- | < 0.002

Chromaticity Q' = AQ/(Ap/p) | ~ 1 hor. and ver.

Frequency [Hz] | 50 | 100 | 150 | 200 | 300 | 600
AQy. [107°] [ 15 [ 8 7 4 8 20
Working points (Qg, @) (31.284,32.303)

(31.287,32.287)

Natural tune ripple lines

centered closed orbit. The closed orbit distortions were corrected to rms values below
2 mm in both planes and no orbit deviation was larger than 5 mm. Due to unknown
beam position monitor offsets in the order of 1-2 mm and alignment errors, the physical
aperture may be reduced. Regions with a reduced aperture were identified by a large loss
after a kick, using loss monitors distributed around the whole ring. Short closed orbit
bumps were introduced to correct the orbit in these regions. The beam was displaced in
both directions until a 80% loss occurred and the orbit was then placed in the middle
between the two extreme positions. With this procedure a horizontal physical aperture
corresponding to 16.7 mm at 8, = 76 m (acceptance A, = 3.7 mm-mrad) and a vertical
physical aperture corresponding to 13.8 mm at 3, = 76 m (acceptance A, = 2.5 mm-mrad)
was obtained. The linear coupling was corrected with two orthogonal skew quadrupoles
and the chromaticity was kept between 0 and 1 in both planes (Tab. 5.1).

For the comparison with simulations a good knowledge of the tune ripple is necessary.
Several sources for tune ripple are known for the HERA proton ring [100]: power supply
ripple lead to modulation frequencies of multiples of 50 Hz with ripple depths in the order
of AQ, ~ 107, ground motion in the HERA tunnel causes modulation frequencies be-
tween 1 Hz and 20 Hz with modulation amplitudes in the order of AQ, ~ 107", vibrations
of the vacuum pumps with frequencies at 12 Hz and 24 Hz have modulation amplitudes
of AQ, =~ 107° [101] and a non-vanishing chromaticity leads to a tune modulation with
the synchrotron frequency, typically of the order of AQ, ~ 107°. In the following only
the tune ripple due to the power supply ripple is considered. The relevant tune mod-
ulation frequencies and depth were estimated in two different ways: firstly, the voltage
ripple at the main power supply was measured and, using a transmission line model of
the superconducting magnet string and a model of the optical properties of the HERA
proton ring, the tune modulation depths were computed, and secondly, a phase locked
loop was used for a measurement of the tune modulation in the stored beam. Six major
lines could be identified with both methods (Tab. 5.1). The second method gave larger
modulation depth for all lines (particularly pronounced for 600 Hz) which indicates either
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that the ripple spectrum changes considerably in time or that there are other sources of
tune modulation than the main power supply.

The experimental tunes were chosen close to the operational ones. One setup with
separated tunes and one with tunes close to the main coupling resonance was tested

(Tab. 5.1).

5.2 Preparation of the Model

The tracking code SIXTRACK [3] allows the implementation of a detailed and realistic
model of the HERA proton ring including individual magnetic field maps of all magnets.
In the following the treatment of the magnetic multipole errors and the model adjustments
are described.

5.2.1 The Multipole Error Treatment

For the multipole coefficients the notation according to (2.18) and (2.19, 2.20) respectively
is used. The multipole errors in the tracking model are based on measurements on all
superconducting magnets [102,103]. Great care was taken to generate realistic magnetic
field errors from the data. Measurements of multipole components may suffer from feed-
down effects which are caused by a slightly displaced measurement coil when a strong
dominant single multipole component is present. Furthermore, the measurements with
the beam extended over many hours, thus the persistent currents have a long time to
decay. This motivated the following procedure to generate the multipole errors used in the
tracking. The geometric component of the multipole errors are taken from measurements
at high excitation of the magnets (3000 A). The persistent current part which is obtained
from measurements at 250 A excitation is overlayed. In addition, these values were
corrected for persistent current decay using decay data for each individual magnet. For
a few quadrupole magnets, the decay data are not complete. Here average values were
used.

The North and South quadrants of HERA are equipped with dipoles made by an Italien
manufacturer, in the Fast and West quadrants dipoles made by a German manufacturer
are installed. Stronger persistent current decay occurs in the North and South quadrants.
Therefore, the corrector currents of these machine parts are varied until a chromaticity of
Q' = AQ/(Ap/p) ~ 0 was obtained in both planes. Tab. 5.2 shows the geometric part of
the multipole errors and Tab. 5.3 lists the persistent current part of the multipole errors.
There is another effect which modifies the multipole field inside the magnets. If the main
field changes, magnetization currents are generated in the corrector coils wound on the
beam pipe inside the magnets. The corresponding field distortions which affect the b3 and
bs values were taken into account according to Ref. [104].
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Table 5.2: Geometric part of the multipole errors, measured at 3000 A, in units of 10™*. The reference
radius 1s rg = 25 mm.

Table 5.3: Persistent current part of the multipole errors, measured at 250 A, in units of 10~

dipoles (422)

Ttalian (205)

German (217)

Ttalian (205)

German (217)

mean | rms | mean | rms mean | rms | mean | rms
as | -0.421 | 2.011 | -0.009 | 1.582 by 0.013 | 0.712 | -0.034 | 0.459
az | -0.298 | 0.486 | -0.256 | 0.303 || b3 | -0.762 | 2.431 | 2.703 | 1.603
ay | 0376 | 0.979 | 0.194 | 0.874 || by | 0.044 | 0.269 | 0.187 | 0.178
as | 0.062 | 0.215 | 0.035 | 0.153 || b5 | 1.789 | 0.711 | 0.929 | 0.583
ag | -0.168 | 0.244 | -0.027 | 0.173 || bs | -0.016 | 0.115 | -0.046 | 0.096
ay 0.001 | 0.117 | 0.022 | 0.085 by 0.010 | 0.223 | 0.340 | 0.206
ag | 0.016 | 0.141 | 0.009 | 0.098 || bg | 0.020 | 0.077 | 0.013 | 0.063
as | 0.010 | 0.095 | 0.024 | 0.096 || by | -0.309 | 0.119 | -0.386 | 0.102
aig | 0.016 | 0.094 | 0.037 | 0.088 || b1o | -0.035 | 0.098 | -0.019 | 0.085

quadrupoles (224)

French (120) | German (104) French (120) | German (104)

mean | rms | mean | rms mean | rms | mean | rms
as 0.398 | 1.535 | 0.293 | 1.247 b3 0.132 | 1.533 | 0.220 | 1.152
ay | -0.084 | 0.990 | 0.021 | 0.862 || by | 0.183 | 0.599 | 0.017 | 0.781
as | 0.060 | 0.492 | -0.018 | 0.450 || b5 | 0.741 | 0.544 | 0.667 | 0.626
ag | 0.977 | 0.423 | 0.873 | 0.577 || bs | -2.662 | 1.226 | -2.525 | 1.098
ay 0.014 | 0.232 | 0.037 | 0.246 by | -0.010 | 0.216 | 0.014 | 0.190
ag | -0.115 | 0.313 | 0.002 | 0.273 || bg | 0.162 | 0.273 | 0.149 | 0.267
as | -0.018 | 0.352 | -0.064 | 0.349 || by | 0.100 | 0.507 | 0.098 | 0.607
aig | 0.051 | 0.382 | 0.012 | 0.424 || b1o | -1.606 | 0.395 | -1.487 | 0.376

reference radius i1s rg = 25 mm.

dipoles (422)

Ttalian (205) German (217) Ttalian (205) | German (217)

mean | rms mean | rms mean | rms | mean | rms
bs | -34.013 | 1.422 | -33.049 | 1.304 || Abs(1800s) | 3.218 | 0.599 | 1.798 | 0.454
bs | 10.777 | 0.734 | 11.195 | 0.862
by | -2.360 | 0.422 | -2.289 | 0.469
by | 0.786 | 0.457 | 0.801 | 0.470

quadrupoles (224)
French (120) German (104) French (120) | German (104)
mean | rms mean | rms mean | rms | mean | rms
| b | -21.362 | 1.054 | -21.959 [ 1.051 || Abs(1800s) | 0.967 [ 0.225 | 1.003 | 0.185 |

The



QX D D QY D D

I ——

12-pole gX,SX 1M qy,sy 12;p£|e qy,sy 10-pole  qgx,sx

cX__ cY I
-0

Nl
|

n-pole; multi multi 6 multi multi 10 multi 6 multi multi 6 multi multi 10 multi 6
2..20 2..20 2..202..20 2..20 2..20 2..20 2..202..20 2..20

Figure 5.1: FODO cell of the HERA-p tracking model showing the positions of the nonlinear elements
(n-poles). CX and CY stand for horizontal and vertical dipole corrector respectively, qx and qz are tuning
quadrupoles, sx and sy represent sextupole correctors. Note that according to the HERA conventions
the vertical plane is denoted by y instead of z in this picture.

5.2.2 The Tracking Model

The model of the accelerator used in the tracking calculation essentially agrees with
the previously used model in Ref. [99]. However, compared to previous calculations, time
dependent persistent current effects are taken into account in the description of the magnet
field errors. Here is a brief description of the way the machine is represented in the input
of the tracking code. Nonlinear forces are represented by thin lenses. In each half FODO
cell (with a betatron phase advance of 45°), there are five thin lens kicks (Fig. 5.1). The
dipole magnets are split in three parts with two multipole lenses inserted in between. The
quadrupoles are split in only two parts. The thin lenses carry the multipolar field errors
as obtained from magnet measurements up to order 10 (see Sec. 5.2.1) and they include
the effect of correction windings of sextupole, decapole and dodecapole correctors.

The following parameters in the model are adjusted to resemble closely the actual
machine parameters in HERA-p: closed orbit, tune, linear coupling, chromaticity and
tune ripple. The nonzero closed orbit is generated by random dipole kicks in the multipole
lenses. Simulations were performed with corrected and uncorrected orbits!'. In both cases
the kick strength of the random dipole kicks were scaled to obtain the desired values for
the rms closed orbit distortion.

Linear coupling is generated by skew quadrupole components of the main field as ob-
tained by the magnet measurements. The width of the coupling resonance is compensated
to | Q»—@Q. |~ 0.0015 by using two single skew quadrupoles. The chromaticity is adjusted
to a value of Q' = AQ/(Ap/p) = 0 with two sextupole families which act in the North
and South quadrants only. Finally, harmonic tune modulation is introduced at 8 different
azimuthal locations. The number of positions is a compromise between computing effort
and the fact that a tune ripple is actually introduced by every element. This approach
was justified in [25].

1 The Fourier transform of an uncorrected closed orbit has a large component at the betatron frequency. The spectrum
of a corrected orbit is flat.
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Figure 5.2: The horizontal (@) and vertical signal (b) in one of the position monitors after a horizontal
kick corresponding to an action of 0.2 mm-mrad.

5.3 Comparison of Amplitude Dependent Tune Measurements
with Calculations

As for the SPS the comparison of the measured and calculated amplitude dependence of
the tunes serves as a first test for the tracking model. In HERA the sextupole components
are a major contributor to the nonlinearities and one can assume that the Hamiltonian is
well approximated by Eq. (2.52). In this case the detuning is given by (2.54) and (2.55).

5.3.1 Measurement of the Detuning

In order to determine the detuning, the beam was kicked in one plane. The betatron
oscillations for 1024 turns were recorded using the beam position monitor system. The
tunes were determined by two methods: by a Fourier analysis and by calculating the phase
advance from turn to turn using two beam position monitors spaced by 90° in betatron
phase. This procedure was repeated with different kick strengths. Each measurement was
performed with a fresh beam from the injector.

In order to avoid a strong decay of the coherent signal by filamentation, the chroma-
ticity was carefully compensated (see Tab. 5.1). Furthermore, before kicking the beam
was scraped to about 20% of its original intensity to remove the tails. The injected
beam current amounted to 0.2 mA per bunch, which causes a space charge tune shift in
the center of the bunch of AQrusietr = 0.0016 [100]. For small amplitudes, the coherent
betatron signal decayed by 50% after 1024 turns (see also Fig. 5.2 for an intermediate
kick strength).

The use of several beam position monitors allowed the determination of the tune with
a precision of about 5-107*. In order to excite the betatron oscillations in the horizontal
plane, the injection kicker was used. The kick strength was varied corresponding to an
increase of the horizontal betatron amplitude between 2.5 mm and 9.1 mm (at 8, = 76 m).
Taking into account the final beam size, the outermost particles of the kicked beam had
an betatron amplitude of about 12.5 mm (at 8, = 76 m).
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The tunes of the horizontally excited beams are plotted versus the action associated
with the betatron oscillation in Fig. 5.3. It is apparent that the detuning is dominated
by the lowest order terms of a nonlinear Hamiltonian system as described by Eq. (2.52).
According to equations (2.54, 2.55) the detuning coefficients @ and b may be determined
from the slopes of the detuning curves by

_AQ,

a =

AQ.
b:Q

. A
21, 21, (5:-1)

The error bars in Fig. 5.3 are determined by taking different time intervals and beam posi-
tion monitors for the tune computation. Fitting a straight line to the experimental curve,
one obtains @ = —(3200 + 700)(mm - mrad)~" and b = (3600 & 1600)(mm - mrad)~".

In order to excite vertical betatron oscillations, the beam was injected with a vertical
angle. However, this was more difficult to control due to tight aperture constraints and
coupling effects in the injection line. Unfortunately, the beam was also oscillating in
the horizontal plane and only a few measurements were done. Using the coefficient a
from measurements with only horizontally kicked beams, the coefficients b and ¢ can be
calculated as follows:

AQ, — 2al, AQ, — 2bl,

c

b= ,
21, 21,

(5.2)

The three measurements made to determine the detuning as a function of the vertical
action cover only one fifth of the action range of the horizontal detuning measurement
(I, < 0.2 mm-mrad). For the detuning coefficients in Eq. (5.2) one obtains b ~ 6600 (mm-
mrad)™! and ¢ &~ 11400(mm - mrad)~" with a relative error of nearly 100%.

Decapole and dodecapole correctors are installed in the HERA proton ring (see Fig. 5.1)
to compensate for the large systematic b5 components in the dipoles and the large sys-
tematic bg components in the quadrupoles at injection energy (see Tab. 5.3). To test the
sensitivity of the detuning with respect to changes in the decapole and dodecapole fields,
the exitation currents of these correctors were changed. The excitation current of the
decapole correctors was reduced by 50%. This corresponds to a change in bs of 3 - 1074
at r = 25 mm in each dipole magnet. The strength of the dodecapole correctors was re-
duced by 33% (Abs = 8-10* at r = 25 mm in the quadrupoles). These variations did not
change the detuning within the measurement accuracy. Since the detuning with ampli-
tude depends only weakly on the decapole and the dodecapole correctors strenght it can
be concluded that the dominant contribution to the detuning comes from the sextupoles
only.

5.3.2 Detuning in the Model

In order to check the sensitivity of the detuning with respect to variations in the input
parameters of the model, the following quantities were varied and the corresponding
detuning was calculated:
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Figure 5.3: Measured horizontal (a) and vertical tune change (b) as function of the horizontal action.

— the set of random dipole kicks that create the closed orbit distortions

— the rms of the closed orbit distortions (1.5 mm to 2.5 mm)
(The rms of the closed orbit distortions in the real machine is uncertain due to
unknown offsets in the BPM readings with a rms of about 1 mm.)

— the closed orbit correction (uncorrected or corrected)

— the decapole and dodecapole corrector strengths

— the strength of the sextupoles in the East and West quadrants.

Fig. 5.4 shows detuning results for changes of the horizontal action. In part (a) the
reference model is compared with the experimental fit, in part (b), (¢) and (d) the influ-
ence of different closed orbit distortions, changes in the decapole and dodecapole corrector
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strengths and changes in the sextupole configuration (followed by a chromaticity correc-
tion) is shown.

As mentioned above, the distribution of the sextupole strength around the supercon-
ducting accelerator was not determined with complete certainty. The reason is the decay
of the persistent currents which varies from magnet to magnet. One has to rely on the
measurements of only two reference magnets which should represent the average of the
magnets in the two half rings respectively. Since the chromaticity is only corrected glob-
ally in operation it is conceivable that some excess sextupole in one part of the machine
is compensated by sextupoles in another part. The impact of such a variation on the
detuning was checked by calculations. A variation of the sextupole corrector values in the
East & West quadrants by £5% (a typical value by which the presettings for the sextupole
corrector strength vary in operation), changes the detuning coefficient a by +35% pro-
vided the chromaticity was corrected with the sextupole correctors in the East and West
quadrants. To clearly point out the effect of changes in the sextupole configuration, the
corrector strength in the North and South quadrants was changed by 10% in Fig. 5.4 (d).

From Fig. 5.4 it turns out that only the variation of the sextupole distribution has a
noticeable influence on the detuning. From the fact that the measured detuning curves
agree well with the calculation based on the sextupole contribution taking into account the
persistent current decay, one may conclude that the model reproduces well the distribution
of the sextupole strength around the machine.

The input parameters for the reference model used for the computation of the dynamic
aperture are chosen such as to yield the proper detuning coefficient a. One then obtains
for the coefficient b = 3600 (mm-mrad)~! which is in perfect agreement with the measure-
ment. The purely vertical detuning term ¢ has a too large experimental uncertainty to
permit a meaningful comparison. Fig. 5.5 shows one of the working points (31.285, 32.303)
used in the HERA-p dynamic aperture experiment at 40 GeV with resonances up to order
13 and the detuning according to an increase of the horizontal and vertical action.

5.4 Dynamic Aperture

As mentioned in Sec 2.11, a practical definition of the dynamic aperture requires to define
a time interval of interest. For the HERA experiment times up to 500 s were considered,
close to the foreseen injection time of the LHC, while in tracking only 105 s could be
reached with reasonable computing effort. As in the SPS experiment the term “dynamic
aperture” will be used for the maximum betatron amplitude above particles do not survive
the time interval of interest.

5.4.1 Experimental Determination of the Dynamic Aperture

The dynamic aperture of HERA-p was determined at the injection energy of 40 GeV
using two methods. In the first method the edge of the stable region was reconstructed
from beam loss measurements of a kicked beam of small transverse dimensions (“pencil”
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Figure 5.4: Detuning in the simulation as a function of horizontal action and for different parameter
values. Part (a) shows the comparison of the reference model with the fit to the experimental data, part
(b) the influence of different closed orbit distortions, part (¢) the influence of changes in the decapole and
dodecapole corrector strength and part (d) the influence of changes in the sextupole strength in the East
and West quadrants followed by a global chromaticity correction using the sextupole correctors in the
North and South quadrants.

beam) assuming an scraped Gaussian particle distribution before the kick. In the second
method the available aperture was filled with a kicked beam and the base width of beam
profiles, taken from a rest gas ionization monitor, were measured. The first method
gives somewhat smaller results for the aperture and is described in detail in Ref. [100].
An interesting outcome is that one has to assume beam tails, which built up right after
scraping, to obtain consistent results for different kick strengths. Here, only on the second
method will be reported. In the following all betatron amplitudes are normalized to 76 m,
the maximum value in the arcs.

Beams with 60 bunches and an intensity of about 3-10'° protons per bunch were used
(Tab 5.1). The measurements were performed in the following way. The beam was kicked
horizontally with the injection kicker. The kick strength was chosen such that part of
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beam size in the experiment.

Figure 5.6: Beam profiles at two different times after a horizontal kick with a beam of 60 bunches [100].
Part (a) and (b) show the horizontal and vertical beam profile respectively right after the kick, the
horizontal profile (¢) and the vertical profile (d) were taken 10 minutes later. The notches are markers

to determine the width of the profile.
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Figure 5.7: Horizontal dynamic aperture at 40 GeV derived from beam profile measurements.

the beam was lost at the physical or short term dynamic aperture. This way, the beam
filled the whole available aperture. A shrinking of the base width of the horizontal beam
profile went along with particle losses for about 10 min. Fig. 5.6 shows the horizontal and
vertical beam profiles at two different times after the horizontal kick.

The rest gas ionization monitor, with which the beam profiles were recorded, has a time
constant of about 0.5 s. For the beam parameters under consideration, the systematic
error of this monitor (& 1% error of the measured width) and its resolution (0.1 mm) are
sufficiently small to be neglected in the aperture measurement [105]. In Fig. 5.7 the results
of six series of beam profile measurements are depicted. The maximum survival time of
the outermost particles is shown as a function of the horizontal betatron amplitude.

The two rightmost curves in Fig. 5.7 are derived from measurements with a tune of
(31.285, 32.303) (see Fig. 5.5 for the working diagram), with 60 bunches, 0.2 mA per
bunch and a residual beam current of 6-7 mA after the kick. The edge of the beam
distribution immediately after the horizontal kick is at 13.6 mm which corresponds to
an emittance of about 2.4 mm - mrad. For one of these cases the profile was observed
over a period of 500 s in which the maximum horizontal amplitude decreases to 12.4 mm,
corresponding to an emittance of 2.0 mm-mrad. The error bars in Fig. 5.7 are determined
from the uncertainty of reading the base width of the rest gas monitor profile. Due to
coupling effects, the motion excited by the injection kicker is not purely horizontal. The

82



vertical beam profile which was observed simultaneously indicates that the initial vertical
amplitudes after the kick amounts up to 8.3 mm.

The four cases on the left-hand side in Fig. 5.7 were measured one day later and
with only 10 bunches per beam. The beam was kicked with the injection kicker which
reduced the intensity from 3 mA to 1 mA. The tunes were close to or within the width of
the coupling resonance at (31.287, 32.287). In two cases an additional tune modulation
of 50 Hz and a depth of (AQ, = 0.002,AQ, = 0.001) was applied. In another case
the natural tune ripple at 100 Hz, 300 Hz and 600 Hz was compensated. All four runs
exhibit the same behavior within the measurement precision. In all cases investigated
the measured horizontal edge of the beam distribution was significantly smaller than for
the two cases shown in the right-hand side of Fig. 5.7. Since the beam was right on the
coupling resonance, the initial horizontal and vertical betatron oscillation amplitudes are
expected to be equal. This is approximately confirmed by the beam profiles after the kick.
The edge of the beam immediately after the kick was found at 10.5 mm horizontally and
9.2 mm vertically. The emittance values which correspond to the beam edges are ¢, =
1.45 mm-mrad and ¢, = 1.2 mm-mrad. Ten minutes later the values are reduced to 8.7 mm
horizontally and vertically corresponding to emittance values of ¢,/, = 1.0 mm - mrad.

5.4.2 Dynamic Aperture in the Model

The dynamic aperture is computed by two methods: firstly, the chaotic border is deter-
mined from the evolution of the distance of pairs of initially close-by particles (Lyapunov
analysis), and secondly, by long-term tracking over 5 million turns. To get an upper bound
for the dynamic aperture particles were launched in the horizontal plane only; vertical mo-
tion was introduced through coupling. The momentum amplitudes were Ap/p ~ 1-107*
(0.66 o of the longitudinal distribution). It was checked by tracking that particles with
small momentum amplitude survive longer than particles with larger amplitudes. For the
estimation of a lower bound (number in brackets in column six in Tab. 5.4), the vertical
start amplitude was about 0.5 ¢ of the measured vertical amplitude distribution. In some
cases (#2, #10 and #12) a Lyapunov analysis was done with 2-10° instead of 2-10* turns
and it was found that 2-10* turns may not always be sufficient for detection of chaos.

Tab. 5.4 summarizes all tracking cases. The reference case (#1) has a modest rms of
closed orbit distortions, a detuning that agrees with the experiment and no tune ripple.
The other cases have the following properties: an uncorrected closed orbit (#2, #3,
#6, #8, #10, #11, #12), a larger rms of closed orbit distortions (#3, #11), a stronger
detuning (#5, #6, #12), a weaker detuning (#7, #8), tune ripple (#9 to #12) and finally
different tunes (#4) with a coupled beam.

The table allows a qualitative differentiation between the various effects. There is
no significant systematic difference between a corrected and an uncorrected closed orbit
(compare #1 with #2, #5 with #6 and #7 with #8). The increase of the rms of closed
orbit distortions as well as the addition of tune ripple leads to a reduction of the dynamic
aperture but both effects do not add up when combined. Increasing the detuning (by
changing the sextupole configuration) leads to an even larger reduction in the dynamic
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Table 5.4: Stability of particle motion in the tracking simulation. All amplitude values are given for
Bz = 76 m, “SP E&W?” stands for a change in the sextupole corrector strength in the East and West
quadrants followed by a subsequent global chromaticity correction using the sextupole correctors in the
North and South quadrants. The stepsize for the detection of chaos is 0.53 mm, for long-term tracking
it is 0.13 mm. The number in brackets in column six gives a lower estimate for the horizontal chaotic
border (obtained with an increased vertical start value), the other number in column six gives an upper
bound for the horizontal chaotic border (vertical start value zero).

# tune closed orbit | remark onset of turns loss turns
distortions chaos border
hor. ver.
rms rms
[mm] | [mm] [mm)] [mm)]
1 (31.2850, 32.3030) 1.5 1.5 | orbit corrected (12.2) 14.7 | 2-10° - -
2 (31.2850, 32.3030) 1.5 1.5 | orbit uncorrected 15.6 2.10% 15.2 5-10°
15.1 2.10°
3 (31.2850, 32.3030) 2.5 2.5 | orbit uncorrected 14.4 2.10% - -
4 (31.2877, 32.2862) 1.5 1.5 coupled, 15.4 2-10° - -
orbit corrected
5 (31.2850, 32.3030) 1.5 1.5 | SP E&W +5% (12.4) 13.9 | 2-10° - -
orbit corrected
6 (31.2850, 32.3030) 1.5 1.5 | SP E&W +5% 13.9 2.10% - -
orbit uncorrected
7 (31.2850, 32.3030) 1.5 1.5 | SP E&W -5% (12.3) 15.6 | 2-10° 16.4 5-10°
orbit corrected
8 (31.2850, 32.3030) 1.5 1.5 | SP E&W -5% 16.7 2.10% - -
orbit uncorrected
9 || (31.2850,32.3030) | 1.5 1.5 | tune ripple (6.97) 14.1 | 2-10° - -
orbit corrected
10 || (31.2850, 32.3030) 1.5 1.5 | tune ripple 14.5 2.10% 14.3 5-10°
orbit uncorrected 13.9 2.10°
11 || (31.2850, 32.3030) 2.5 2.5 | tune ripple 13.8 2.10% 13.8 5-10°
orbit uncorrected
12 || (31.2850, 32.3030) 1.5 1.5 | SP E&W +5%, 13.4 2. 10* 13.2 5-10°
tune ripple 12.8 2.-10°
orbit uncorrected
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Figure 5.8: Survival plots for the cases #7 and #12 (Tab. 5.4) together with their chaotic border and
the horizontal dynamic aperture measured under different conditions.

aperture, while decreasing the detuning increases the dynamic aperture by roughly the
same amount. Finally, adding the tune ripple leads to a further reduction of the stability
border. Coupling does not seem to decrease the stable area (#4). It is interesting to
notice that in two cases with tune ripple (#10, #12) a region with chaotic behavior was
discovered in an amplitude range well inside the dynamic aperture.

Out of the four cases for which long-term tracking was performed the two with the
smallest and the largest loss border respectively are depicted in the survival plot in Fig. 5.8.
Shown are the losses between 0.1 and 100 s and the chaotic borders together with the
measured horizontal dynamic apertures. Particles surviving longer than 5 million turns
build the upper straight line at 105 s.

5.4.3 Comparison of Measured and Computed Dynamic Aperture

The loss border (determined after 5 million turns or 105 seconds) of the cases, for which
long-term tracking was performed, was found to be less than 5% larger than the chaotic
border. Therefore, it may be justified to compare the measured dynamic aperture (deter-
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mined after 500 s) with the chaotic border in the tracking simulations.

In the experiments there is no adequate control of the vertical oscillation amplitudes
due to uncorrected local coupling. The coupling is only corrected globally using two
orthogonal skew quadrupoles. In the detuning measurements an amplitude ratio between
vertical and horizontal betatron amplitudes of up to 39% could be observed (see Fig. 5.2).
Therefore, the coupling should always be considered in the interpretation of the measured
aperture data by using the sum acceptance A = A, 4+ A, or the total transverse aperture
Qtrans = B(AI —I' Az) [35]

Since the vertical amplitude of particles at the horizontal beam edge can not be de-
termined in the experiments an interval for A and ay.,,s Will be given, that is possible
according to the coupling. For the measurements with separated tunes one obtains in this
way a range for the total dynamic aperture after 500 s of (12.6 — 13.5) mm (the upper
bound is determined as 12.6 - mm /1 + 0.39?2 = 13.5 mm) which corresponds to a sum
acceptance range of (2.08 —2.39) mm - mrad.

For the measurements on the coupling resonance an almost round beam was observed.
Hence the maximum total dynamic aperture should be v/2 times the measured horizontal
or vertical beam edge which gives an interval of (8.8 — 12.4) mm or a sum acceptance of
(1.01 — 2.02) mm - mrad.

In Tab. 5.5 the results are summarized. The larger number given in column five (relative
difference between measurement and tracking) is a pessimistic estimate.

For the separated tunes the measured and computed dynamic aperture agree to within
20%. However, the residual coupling in the tracking was smaller than in the experiment
and the amplitude ratio observed in the experiment was not reached for particles which
were started with a vanishing vertical amplitude. Space charge effects were disregarded
in the simulation. They would lead to a 10-20% change of the detuning coefficients [100].
Since the aperture is strongly dependent on the detuning (see cases #5 to #8 and #12 in
Tab. 5.4) this effect may explain a part of the discrepancy. If one compares the dynamic
aperture values for the tracking cases with increased detuning (#5, #6 and #12) with
the best experimental value one obtains an agreement better than 10%.

On the coupling resonance the agreement between measured and computed dynamic
aperture is worse than with separated tunes (Tab. 5.5). However, the experimental result
that neither additional tune modulation (AQ, = 0.002, AQ. = 0.001) nor the compen-
sation of the largest tune ripple frequencies changed the measured dynamic aperture at
this working point is not understood. Theoretical estimates [8] and the SPS experiments
showed a clear dependence of the dynamic aperture on such a large tune ripple. Further-
more, the tune ripple compensation has been successfully applied under collision condition
with beam-beam interaction to reduce the particle loss [106].

In 1995, half beam profile widths of 11.8-12.5 mm (at 3, = 76 m) were obtained
with parasitic profile measurements at injection energy during normal operation. These
numbers are a lower estimate for the dynamic aperture since the beam was not kicked and
the physical aperture was not as large as one year before. In some of these measurements
the tunes were very close to the ones on the coupling resonance in 1994. Since all these
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Table 5.5: Comparison of measured and computed dynamic aperture of the HERA proton ring at 40 GeV.
All amplitude values are given for § = 76 m. The range of acceptance or aperture for the measured values
is determined by assuming a minimal or maximal vertical amplitude possible for the obtained horizontal
beam edge using the measured coupling. The range in the computed aperture is obtained by varying
input parameters (see Tab. 5.4). Case #8 out of this table was disregarded since the chaotic border was
determined with 2 - 10* turns only and may be therefore too large.

case amplitude | transverse transverse relative difference
ratio acceptance | dynamic aperture between
measurement
Gtrans = and tracking
(Q:c’Qz) VAz/\/A:c Ax+Az ﬂ(Ax +Az) (Z;:Z:ziztn:::]:_l)
[mm - mrad] [mm)] [%]
o o measured é 0.39 2.08-2.39 12.6-13.3 o o
(31.285,32.303) tracking ~ 0 2.29-3.54 12.8-15.6 323
o oe e measured ~ 1 1.01-2.02 8.8-12.4 Ha o=
(31.287,32.287) |\ = ine ~ 08 311 5.4 2375

numbers are larger than the dynamic aperture measured on the coupling resonance in
1994 it is likely that a unknown effect reduced the dynamic aperture at that time which
is normally not present.

Like in the SPS experiment there are indications that the particle losses in the HERA
proton ring at injection energy can not be described by a simple diffusion mechanism as
it is possible under collision conditions. The gap which is created by a retracted scraper
is filled much too fast and not with steadily increasing speed [107].

Taking into account all experimental observations it is likely that there exists a yet
unknown mechanism that leads to particle loss. The necessary assumption of beam tails
right after scraping to obtain consistent aperture values from beam loss experiments (as
mentioned in Sec 5.4.1) indicats such a mechanism which may explain the remaining
difference of measured and computed dynamic aperture even present for the separated
tunes in 1994.
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Chapter 6

Dynamic Aperture Simulation for

the LHC

In the last two chapters it has been shown that tracking simulations can reproduce the dy-
namic aperture of hadron rings in the presence of nonlinear magnetic fields and harmonic
tune modulation with reasonable accuracy. Such conditions are typical for the LHC at
injection energy where the particles have to survive for about 15 minutes before the ac-
celeration can start. In this chapter a study will be presented that examines the influence
of tune modulation on the dynamic aperture of the LHC at injection energy [108].

From the experience of existing superconducting magnets an estimate of the magnetic
field errors can be derived. However, little is known about the level of tune modulation
to be expected from the power supplies of the LHC. As a first guess the measured tune
ripple of the SPS was used.

6.1 Preparations

The LHC lattice version 2 at injection energy and the set of multi-polar errors assumed
at that time was used (see Tab. 6.1 and Ref. [109]). Two seeds of random magnetic
errors in the LHC dipoles and up to four ripple depths were tested. For both seeds
of random magnetic errors it was checked that only few values are outside and close
to 3 o of the distribution (at that time no cut was applied in SIXTRACK). For both
cases a nonlinear detuning correction using normal forms (see Sec. 2.10 and Ref. [33])
was performed using sextupoles and decapoles. Round beams with equal horizontal and
vertical emittances were tracked and the full 6 dimensional phase space was considered
with a relative momentum deviation of Ap/p =1.25-1072,

For the modulation spectrum seven ripple lines in the range from 50 Hz to 1000 Hz
were taken (see Tab. 4.1 and Ref. [95]). Their ripple depths AQ,/. were ranging from
about 5-107° to 5- 107 with a total cumulated depth of roughly 107*.

For every case, 64 particles were tracked up to 3 million turns (about 5 minutes of
storage time) which takes 15 to 20 days of CPU-time each (see Tab. 3.2). For this
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Table 6.1: Multipole errors of the LHC dipoles at injection energy in units of 10=%. The referenc radius is
rg = 10 mm. The systematic imperfections refer to the magnets of ring 1 where particles rotate clockwise.
The + sign is used in the odd arcs, the — sign in the even arcs [109].

‘ | mean [ rms | | mean | rms |
as | £0.086 | 0.186 || b3 | —3.800 | 0.882
as | 0.023 | 0.186 || by | F0.110 | 0.550
as | £0.020 | 0.041 || b5 | 0.340 | 0.083
ag | 0.000 | 0.022 || bg | F0.001 | 0.014
a7 | £0.010 | 0.011 || b7 | 0.035 | 0.012
as | 0.000 | 0.005 | bs | £0.002 | 0.005
ag | 0.000 | 0.004 | bg | 0.007 | 0.003

purpose SIXTRACK had to be adapted to the used hardware (IBM-SP1 RISC station
cluster at that time) and system software to render optimal tracking speed and data loss
protection in case of a system crash [110]. Half a month of CPU-time has to be considered
the ultimate limit and only a few carefully chosen cases could be treated in this way.

6.2 Results

Part (a) and (b) of Fig. 6.1 show the survival plots of a “good” seed (denoted as “Seed
No 17). In part (@) the simulations are shown for the case without and with tune ripple
(total ripple depth 107*). Above 9 mm (corresponding to about 10 s survival time) no
difference is observed. Below that value the loss time of particles is in most cases smaller
when a tune ripple is applied. This is even more pronounced when the ripple depth is
increased by a factor of 5 (Fig. 6.1 (b)).

The border of stability for the tracked 3 million turns shrinks from 8.2 mm to 7.2 mm
(at 3, = 172 m) when the strong ripple (5 - 107*) is applied. That is a reduction of the
dynamic aperture by 12%. Shown in the same graph are the borders of onset of chaotic
motion which in the case of increased ripple depth is reduced by about 10% (6.3 mm
compared to 5.8 mm). It is interesting to note that the border of chaotic motion is not
altered when the ripple is increased by another factor of 2 but the particle loss after 10 s
increases.

In Fig. 6.2 (a) and (b) a “bad” seed (denoted as “Seed No 27) is shown. In this case
the dynamic aperture is reduced by a factor of 1.5 compared to the “good” seed. Part
(a) shows that there is a large spread and no difference in loss times with or without
ripple above 6.5 mm (corresponding again to about 10 s) and here even below 6.5 mm
the difference in the loss times is not very pronounced. Increasing the ripple depth by a
factor 5 (Fig. 6.2 (b)), as in the other case, leads to faster particle loss beyond 10 s and
the stability border for 3 million turns (267 s) is decreased from 5.9 mm to 4.9 mm, i.e.
by 17%. The reduction of the border of chaotic motion is even more pronounced in this
case: some 30% from 3.2 mm to 2.3 mm.

89



(a)

20000 turns chaotic border

No Ripple & Ripple Seed No 1
1000
. :
turns
100 o
o
o o
o
o
10 B
= o0
o Onm o
E ° 5"
1 m
m No Ripple m B3O
0.1 o Ripple
0.01 f f f f f f
4 5 6 7 8 9 10
Horizontal Start Amplitude (mm) at Bx =172 m
( b) 20000 turns chaotic border
5*Ripple  No Ripple Seed No 1
1000
267 s ° o
3*10° turns 0©
100 0 =
B [e]
o
o
10 B
v ° o o
o m°nm
£ 8o
1 o 0o B
. [u] oo
oz No Ripple o
0.1 o 5*Ripple
0.01 f f f f
4 5 6 7 8 9 10

Horizontal Start Amplitude (mm) at Bx =172 m

Figure 6.1: Survival plots for LHC version 2 which show the influence of tune ripple on the dynamic
aperture at injection energy for a “good” seed of random multipole errors. In part (a) the LHC without
tune ripple is compared with the LHC with a tune ripple of 107*, in part (b) a five times stronger tune
ripple is applied. Only particles that are lost prior to 3 - 10 turns, corresponding to 267 s storage time,

are shown.
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Figure 6.2: Survival plots for LHC version 2 which show the influence of tune ripple on the dynamic
aperture at injection energy for a “bad” seed of random multipole errors. In part (@) the LHC without
tune ripple is compared with the LHC with a tune ripple of 107*, in part (b) a five times stronger tune
ripple is applied. Only particles that are lost prior to 3 - 10° turns, corresponding to 267 s storage time,
are shown.
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In summary, a reduction of the dynamic aperture of more than 10% has been observed
when a tune ripple is considered which is 5 times the measured values of the SPS, i.e.
5-107*. The border of chaotic motion is reduced by at least 10% for both seeds.

Currently it is foreseen to put scrapers at 6 ¢ with an assumed sigma of 1.2 mm at
B, =176 m [111]. Taking into account that both cases are tracked with equal horizontal
and vertical emittance and assuming that the sum acceptance is approximately the same
for all ratios of horizontal and vertical amplitudes, the calculated dynamic apertures have
to be multiplied with v/2 to obtain the horizontal or vertical dynamic aperture. In this
way one finds that the dynamic aperture of the “bad” seed is sleightly smaller than the
foreseen limit when the strong tune ripple is applied.

For a more realistic evaluation of the effect of tune modulation a better estimate of
the LHC tune ripple spectrum is needed. To this end studies are pursued to derive such a
spectrum from LHC magnet measurements and calculations. Moreover the considerably
smaller dynamic aperture for the “bad” seed is not yet understood.

92



Chapter 7

Conclusions

In this thesis the long-term stability of particle motion in hadron storage rings has been
examined. Chaotic motion generated by transverse nonlinear fields and harmonic tune
modulation was considered. A large amount of experimental data was collected and
analyzed. The experimental results were compared with computer simulations.

The initial objective of a series of SPS experiments had been to obtain quantitative
results for the transport coefficient as a function of betatron amplitude, tune modulation
frequency and tune modulation depth. Despite sustained effort this objective was not
attained with the techniques available. Instead, detailed studies revealed that the physical
system under study was much more complex than anticipated. However, qualitative
results of earlier experiments could be confirmed: the loss rates increase with increasing
tune modulation depth but there is practically no dependence on the tune modulation
frequency in the range from 9 to 180 Hz. The effect of two modulation frequencies was
tested and found to be in qualitative agreement with theoretical expectations.

Dynamic aperture measurements were performed at the SPS, with controlled nonlin-
earities created by 8 strong sextupoles, and the HERA proton ring under normal operating
conditions. These measurements were compared with long-term computer tracking. For
the SPS the measured and computed dynamic aperture agree within 10% when a tune
ripple about 10 times stronger than the natural one was applied. This agreement deteri-
orates for a smaller tune modulation depth and the relative difference reaches about 20%
when only the natural tune ripple is considered. A 20% agreement between measurement
and simulation could also be achieved for the HERA proton ring given clear experimental
conditions. In both cases an additional destabilizing effect seems to be missing that is
not yet identified.

Experimental results from the SPS and the HERA proton ring at injection, as well
as the detailed tracking investigations for the SPS, seem to indicate that a continuous
diffusion model is not appropriate for the description of the overall loss mechanism. The
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diffusion description may be valid only for locally restricted regions in phase space.

Tracking simulations for the SPS and the LHC confirmed that the chaotic border is
often a too pessimistic estimate for the dynamic aperture, particularly when tune modula-
tion is involved. Furthermore, simulations for the SPS showed that even strong chaoticity
does not necessarily lead to particle loss. Therefore, long-term tracking, in which the
loss-time of particles is computed, is still the only reliable tool for the determination of
the dynamic aperture.

The interesting effect that particles can decrease their betatron amplitude in the chaotic
regime, by being captured in a region of overlapping sidebands, was predicted by tracking
and could be confirmed in the SPS experiment. This further strengthens the confidence
in the results of tracking programs.
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Appendix A

Kicked Particle Distributions in
Hadron Storage Rings

With kicked beams different regions of the phase space can be sampled. In the following
some formulae are given that describe the particle distribution of a hadron beam in phase
space after a kick has been applied. The case of two phase space dimensions is treated
and the unkicked distribution is assumed to be Gaussian. All formulae presented here
have been implemented in a notebook [112] and are available in the CERN Mathematica
software pool. They have been used for the calibration of the SPS instrumentation.

Using the coordinates (7, 7') = (y, o,y + B,y’) a Gaussian particle distribution in phase
space can be expressed as

Jo(7) = = exp {—L@Z ¥ y)} . (A1)

2mo? 202

After a kick the distribution is shifted in the g’~direction by an amount k resulting in

1 1
TN . SN rTAEAY
ki) = resn { oo + - 1) (A2)
and using polar coordinates r = \/§? + §'?,¢ = arctan(g’/y) one arrives at
, 1 I 5 5 .
folkyr @) = 557 OXP {_ﬁ (r + k* — 2kr sin gb)} . (A.3)

If the particle tune is amplitude dependent the distribution evolves due to filamentation
and one obtains the radial symmetric distribution

1 I , 1 k2 42 kr
f3(k7r) - %/0 d@ fQ(kara @) - Vo2 exp {_W} Io <§> g (A4)

where [, are modified Bessel functions of order m. In Fig. A.1 there is an example for an
originally Gaussian particle distribution that is kicked and filamented.
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Figure A.1: Kicked and filamented particle distribution for ¢ = 1 and k& = 6.

A.1 Particle Number at Amplitude r

For amplitude dependent effects the number of particles at a certain amplitude is of
interest. It can be computed as

r k? +r? kr
falk,r) =2m 1 f3(k,r) = —2 &XP {— 21_2 }IO (—2> . (A.5)

g

Fig. A.2 shows this function for different kick strength. Local extrema are at

d
o Jalk,r) =0, (A.6)

kr r? kr kr

One can define a function

which is equivalent to

Flw) = — (1 + wIl(w)) : (A8)

so that the maximum of f; is
o__,[c?
f4,maz(k) = EF ! <_2> s (AA9>

a

F~! being the inverse function to F. In Fig. A.3 the function fy ,4.(k) is shown.
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Figure A.2: Particle number f; as a function of the radius r for £ =0,2,...,12and o = 1.

A.2 Wire Scan Signals

A wire scan profile is the projection of the distribution f3 onto the g-axis. Without
dispersion one has

+oo
L&<k,ﬂ):=‘/: 4 ok T 1 77)

o0

2 ~2 [ele] ~12 k ~2 12
:ifw{ﬁ*ﬂ}/‘m{_i}hﬁli;i>wvmun
0 O-

To? 202 202

and if there is a scraper present at position ¢

+c
fG(kvgvc) = fS(kv V gQ + g/?)dg/

1 k2 ~2 c ~12 /02 12
= —exp{— Y }/ exp{—y—}lg (yijy) dy'.(A.11)
o o

mTo? 202 202

Fig. A.4 and Fig. A.5 show the functions f5 and fg respectively.

It is difficult to find explicit expressions for f5 q(k) and femas(k,c), but one can
define these functions via a numerical maximum search routine using appropriate starting
conditions.
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Figure A.3: Maximum of f4 as a function of the kick strength k& for ¢ = 1. The straight line is the
function f = k.

With a nonzero dispersion D at the position of the wire scanner and a momentum
distribution g(n), n = Ap/p being the momentum deviation, one has

Nmaz
ol = [ fulhi — Drglonds (A12)
Nmin
and with a scraper at position ¢
Nmaz
fG,D(kvgvc) = / fG(kvg - Dnvc)g(n)dn' (A13>
Nmin

Taking a parabolic momentum distribution

9(n) = can® + o (A.14)
where
3 3
cy = _47721” and ¢g = PP (A.15)

one arrives at

N 3 Nmazx ~ ,'72
f57D(k7y): 9 / f5(k7y_D77) (1_ D) )dn (AA16>
Nmaaz Jo Nmaz
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Figure A.4: f5 for kick strengths £ =0,2,...,12and 0 = 1

10 .
Y

Figure A.5: fs for kick strengths k =7,¢=3,4,..9and o0 = 1.
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and in the case with a scraper one obtains

Foun (k) = — / " ok, 5 — Do) (1— ! )dn. (A17)

27771%11’ mar

One can define the functions f5 pmas(k) and fo pmas(k,¢) in the same way as f5,00(k)
and fe maz(k,c), i.e. via numerical means.

A.3 Loss due to Scraping

Without dispersion the loss due to scraping is

frlkye) = / Joll, )2 dr
1

k? ~ r? kr
= —exp {—@} /C exp {_ﬁ} Io <§) rdr. (A.18)
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Appendix B

Survey of the SPS Dynamic

Aperture Experiment from
November 1992 until December 1994

This survey contains all experimental cases of the SPS Dynamic Aperture Experiment
from November 1992 until December 1994. To observe the effect of tune modulation
on the particle stability in a nonlinear machine the following procedures have been used

(Fig. B.1):

1** Method (November 1992 - November 1993):

A horizontally kicked beam is scraped vertically first to remove the beam tail. Then
the vertical scraper is retracted completely. The horizontal scraper is put in, the ripple
switched on and the horizontal scraper is again retracted, typically by 1 mm. Intensity
and loss are recorded. After a certain time the ripple is switched off and the beam is
scraped once more in the vertical and horizontal plane.

2" Method (July 1994 - December 1994):

A horizontally kicked beam is scraped vertically first and the vertical scraper is then
retracted. The beam is scraped horizontally and the horizontal scraper is retracted as
well. The ripple is switched on, the intensity and losses are recorded and the horizontal
beam profile is observed by a flying wire (8 pm thickness) about every minute. After a
certain time the ripple is switched off again.

If not stated otherwise the IN scraper is used for horizontal scraping and the UP scraper
for vertical scraping.
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Used abbreviations:

#
File
Files
WP

Kuck
Freg.
Am.

I_3
SP v

T
I_4
SP h

T4
Iy
To

SP h
Tla

Slope

Remark
empty field
NB

D

WS

oz

0s

[boscmd]

[wscanmd)]

case number

file number in the BOSCMD catalogue

file numbers in the WSCANMD BA4 catalogue
working point

WPI1: (26.637, 26.533)

WP2: (26.605, 26.538)

kick strength

modulation frequency

modulation amplitude

time of first vertical scraping

intensity before first vertical scraping

position of the vertical scraper

loss due to vertical scraping

time of first horizontal scraping

intensity before first horizontal scraping
position of horizontal scraper

loss due to horizontal scraping

time of switching on the ripple

intensity before switching on the ripple

time of retraction of the horizontal scraper
intensity before the retraction of the horizontal scraper
position of horizontal scraper

time determined from the point of intersection of the Slope and
the line Iy = const

time from retraction of the horizontal scraper until constant loss,
determined from loss

slope of intensity after reaching state of constant slope following the
retraction of horizontal scraper

time of second vertical scraping (1. method)

or time when ripple is switched off (2. method)
intensity at time 7T_5

position of vertical scraper

loss due to vertical scraping

time of second horizontal scraping

intensity before second horizontal scraping
position of horizontal scraper

loss due horizontal scraping

remark

not done

value is unknown or could not be determined
new beam

intensity drop after kick clearly visible

wire scans

standard deviation of the horizontal particle distribution at g, = 100m

standard deviation of the vertical particle distribution at 3, = 100m
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Figure B.1: Procedure for the SPS dynamic aperture experiment




Variation of tune modulation frequency and depth at WP1. 26/27 November 1992

0z = 2.14mm, 6, = 1.75mm (3 = 100m)

# | File WP | Kick | Freq. | Am. T 3 SPv | T, SPh | T4 To SPh | The Ty | Slope T SPv | T3 SP h | Remark
[boscm] V] | M | (V]| B | o] [ | fmm] | B | | ] | B | B | 00728 | B | (o] [ [ | [mm]
Files I_3 Luwv I_2 Lh 1_1 Io IQ Luwv Ig, Lh
[wscanmd] [10M1] | [%] [10M1] | [%] [10%1] | [10!Y] [10M1] | [%] [1011] | [%]
1 88.16.41 1 7.86 - - -304 3.9 -74 13.5 - 0 14.4 0.002 586 3.9 645 13.5 NB
6.94 0.14 6.91 1.73 - 6.78 6.77 0.15 6.76 0.29
2 88.16.41 1 7.86 180 50 -242 3.9 -191 13.5 0 14.4 0.001 479 3.9 412 13.5
6.72 0 6.72 0.45 6.65 6.59 0.15 6.65 0.75
3 88.16.41 1 7.86 180 200 -115 3.9 -182 13.5 -75 0 14.4 35.3 0.310 312 3.9 500 13.5
6.59 0.15 6.65 0.75 6.56 5.90 5.09 3.14 4.90 1.02
4 88.16.41 1 7.86 180 200 -234 3.9 -133 13.5 -58 0 14.4 43.4 0.270 242 3.9 274 13.5 NB
7.53 0 7.53 1.46 7.42 6.93 6.64 2.25 6.46 2.01
5 88.16.41 1 7.86 180 100 -249 3.9 -218 13.5 -119 0 14.4 237 0.013 623 3.9 659 13.5
6.64 2.25 6.46 2.01 6.31 6.23 6.21 0.48 6.18 1.94
6 88.16.41 1 7.86 9 200 -182 3.9 -148 13.5 -87 0 14.4 60.8 0.033 - - - -
6.23 0.48 6.18 1.94 6.05 5.93 - - - -
7 88.16.41 1 7.86 40 200 -306 3.9 -222 13.5 -114 0 14.4 189 0.043 693 3.9 736 13.5 NB
7.90 0 7.89 1.14 7.79 7.54 7.39 0.41 7.36 3.40
8 88.16.41 1 7.86 40 100 -231 3.9 -187 13.5 -97 0 14.4 213 0.011 660 3.9 752 13.5
7.39 0.41 7.36 3.40 7.07 6.98 6.93 0.43 688 2.91
Influence of two frequencies at WP1. 28 November 1992 0z = 2.14mm, o, = 1.75mm (3 = 100m)
# File WP | Kick | Freq. Am. T 3 SPv | Ty SPh | T, To SPh | Tvq | The | Slope T, SPv | T3 SP h | Remark
[boscmd] V] | M | V] [ | fmm] | ] | o] [ | [ fom] ||| 00~ | | fmm] | [ | [mm)
Files I_3 Lw I_2 Lh I_l IO 12 Lw Ig, Lh
[wscanmd] (1011 | [%] [1011] | [%] [10%1] | [101] (101 | [%] (101 | [%]
9 88.16.57 1 7.86 180 100 -412 3.3 -226 13.5 -125 0 14.4 134 0.059 - - - - NB
6.36 0.31 6.30 2.38 6.09 5.58 - - - -
10 | 88.16.58 1 7.86 94180 100 -438 3.3 -313 13.5 -250 0 14.4 164 0.019 540 3.3 609 13.5 NB
7.86 0.13 7.84 1.27 7.73 7.51 7.45 1.34 7.32 3.82 180Hz
-158
7.69 9+180Hz
11 88.16.58 1 7.86 9440 100 -471 3.3 -408 13.5 -283 0 14.4 186 0.025 585 3.3 527 13.5
7.45 1.34 7.32 3.82 7.01 6.73 6.44 2.79 6.70 2.98




Measurements at WP1 using a different kick strength. 28 November 1992

0z = 2.14mm, 6, = 1.75mm (3 = 100m)

# File WP | Kick | Freq. Am. T_3 SPv | T, SPh | T_1 To SPh | Tigy | Tip | Slope T SPwv | T3 SP h Remark
[boscmd] (kV] | [Hz] | [mV] | [5] [mm] | [s] [mm] | [s] [s] [mm] | [s] | [s] | [1072/s] | [8] [mm] | [s] [mm]
Files I_g L I_Q Lh I_l Io IQ Lwv I3 L h
[wscanmd] [10""] | [%] [10""] | [%] [10""] | [10"] [10""] | [%] [10""] | [%]
12 | 88.16.59 1 8.83 | 180 | 100 | -177 | 3.3 2299 | 14.9 | -99 0 158 | 87 | 23 | 0.073 196 3.3 243 149 | NB, D
6.28 0.48 6.40 1.56 6.24 6.11 6.04 1.32 5.94 0
13 | 88.16.59 1 8.83 9 100 -446 3.3 -399 14.9 -234 0 15.8 0 0.086 216 3.3 277 14.9
6.04 1.32 5.94 0 5.92 5.80 5.70 1.23 5.57 0
Study of the 8th order resonance at WP1 and test of a new WP. 28 November 1992 0z = 2.14mm, 0> = 1.75mm ( = 100m)
# | File WP Kick | Freq. | Am. | T_3 SPuv | T SPh | T To SPh | Tha | Thp | Slope T SPuv | T3 SP h | Remark
[boscmd] 6V | e [ V] [ | ) | | e | [ B | ) [ 6| 0078 | | fom] | 5] | [mm]
Files 1_3 Luv 1_2 Lh I_l IO IQ Luwv 13 Lh
[wscanmd] (1011 | [%] (1011 | [%] [10%1] | [10Y] (1011 | [%] [1011] | [%]
14 | 88.16.60 1 6.83 9 200 -320 2.8 -163 11.9 -84 0 12.8 0 0.045 233 3.3 341 11.9 NB
6.79 0.88 6.69 2.99 6.44 5.80 5.73 1.74 5.36 0
15 | 88.16.60 1 6.83 9 200 -582 2.8 -503 11.9 -271 0 12.8 0 0.382 - - - -
5.72 5.07 5.36 0 5.31 4.75 - - - -
-71
5.20
16 | 88.16.61 1 7.86 180 100 -446 3.3 -343 13.5 -113 0 14.4 407 3.4 446 13.5 NB
6.76 0.30 6.73 1.78 6.59 6.53 6.52 0.77 6.45 2.17
17 | 88.16.64 (.640, | 7.86 180 100 -276 3.3 -171 13.5 -70 0 14.4 - - - - NB
.533) 6.98 0.57 6.92 2.60 6.70 6.45 - - - -
18 | 88.16.65 (.643, | 7.86 180 100 -228 3.3 -168 13.5 -103 0 14.4 - - - - NB
.533) 7.46 0.40 7.40 2.03 7.24 7.19 - - - -




Variation of tune modulation frequency and depth at WP2. 28 November 1992

0z = 2.14mm, 6, = 1.75mm (3 = 100m)

# File WP | Kick | Freq. | Am. T 3 SPv | T_5 SPh | T4 To SPh | The Ty | Slope T, SPv | T3 SP h | Remark
[boscmd] V] | Mo | (V]| B | o) | |Gl | B | |l | B | B | 00728 | B | fom] [ | [mm]
Files I_3 Lw I_2 Lh I_l IO 12 Lw Ig, Lh
[wscanmd] (101 | [%] (101 | [%] [1011] | [10'Y] (1011 | [%] (101 | [%]
19 88.16.66 2 8.83 180 100 -261 3.4 -44 13.5 -182 0 14.4 18.1 37 0.779 159 3.4 232 13.5 NB, D
6.42 3.58 4.66 4.29 6.11 4.13 3.73 1.61 3.63 0.83
20 88.16.66 2 8.83 9 100 -218 3.4 -146 13.5 -83 0 14.4 8.2 26 0.553 339 3.4 294 13.5
3.73 1.61 3.63 0.83 3.59 3.24 2.59 2.32 2.65 1.13
-36 2nd event
3.42 not logged
21 88.16.66 2 8.83 40 100 -143 3.4 -190 13.5 -70 0 14.4 8.4 18 0.483 - - - -
2.59 2.32 2.65 1.13 2.47 2.35 - - - -
22 88.16.68 2 8.83 9 50 -203 3.4 -107 13.5 -69 0 14.4 16.2 34 0.653 106 3.4 133 13.5 NB
6.22 1.29 6.01 8.15 5.47 4.74 4.47 3.58 4.20 1.90
23 88.16.68 2 8.83 9 50 -164 3.4 -134 13.5 -85 0 14.4 8.8 27 0.623 - - - -
4.47 3.58 4.20 1.90 4.10 3.74 - - - -
24 88.16.70 2 8.83 180 50 -141 3.4 -99 13.5 -56 0 14.4 9.5 19 0.911 91 3.4 124 13.5 NB, D
7.74 1.03 7.54 8.35 5.81 4.94 4.57 1.53 4.33 1.38
25 88.16.71 2 8.83 40 50 -135 3.4 -80 13.5 -43 0 14.4 13.5 28 0.833 89 3.4 134 13.5 NB
6.79 1.03 6.59 7.59 6.02 5.36 5.02 2.99 4.67 1.71
26 88.16.72 2 8.83 9 50 -157 3.4 -115 13.5 -43 0 14.4 17.1 39 0.719 104 3.4 137 13.5 NB, D
7.08 0.99 6.91 8.39 6.20 5.57 5.23 3.25 4.93 3.85
Study at WP2 with RF. 28 April 1993 0z = 1.85mm, 6, = 2.03mm (3 = 100m)
# File WP | Kick | Freq. Am. T_ 3 SPv | T_5 SPh | T_1 To SPh | Tia Ty | Slope T SPuv | T3 SP h Remark
[boscmd] [kV] | [Hz] | [mV] | [s] [mm] | [s] [mm] | [s] [s] [mm] | [s] (s] | [10=*/s] | [s] [mm] | [s] [mm]
Files I_3 L v I_2 L h I_l IO IQ L v Ig, L h
[wscanmd] [101] | [%] [101] | [%] [101] | [10'1] (10" | [%] [10'] | [%]
27 | 93.2.50 2 5.85 40 50 - - -52 13.1 0 15.0 32.4 0.322 - - - - NB
- - 9.55 4.29 8.70 - - - - RF on
28 93.2.50 2 5.85 40 50 -194 4.4 -75 13.1 0 15.0 - - 220 13.1 NB
20.00 1.20 17.87 4.14 14.30 - - 13.00 4.38 RF on
29 93.2.50 2 5.85 40 50 - - -49 13.1 0 15.0 307 4 378 13.1
- - 13.00 4.38 11.23 9.74 1.74 9.10 RF on
30 93.2.50 2 5.85 40 100 -148 4.4 13.1 0 15.0 - - 13.1
9.74 1.74 9.10 1.10 7.24 - - 6.32 RF on




Study at WP2 using a small kick amplitude. 28 April 1993

0z = 1.85mm, 0, = 2.03mm (3 = 100m)

# File wpP Kick | Freq. | Am. T_3 SPv | T_, SP h T_1 To SPh | Ty Ty | Slope T SPw Ts SP h | Remark
[boscmd] 6V | A | V] | [ fom) [ el |8 || mml | [ | 0= |5 | fmm] || [mm]
Files I_g Lwv I_Q L h I_l Io IQ L Ig L h
[wscanmd] (10" | [%] (10" | %] [t0"'] | [10'"] [10"] | [%] [10"] | [%]
31 | 93.2.51 2 5.85 40 100 - - -111 11.6 -272 0 13.6 20.9 0.150 - - 341 11.6 NB
- - 18.59 6.99 19.59 15.93 - - 15.17 2.37
32 | 93.2.60 (.635, | 5.85 9 25 -416 5.3 -74 10.6 0 11.6 0 - - - - NB, D
.533) 12.20 | 0.33 12.14 | 13.18 10.47 - - - -
Variation of tune modulation frequency at WP2. 12 July 1993 0z = 2.10mm, 0> = 1.85mm ( = 100m)
# File WP | Kick | Freq. | Am. T_ 3 SPv | T_5 SPh | T_1 To SPh | Ty Ty | Slope T SPwv | T3 SP h Remark
[boscmd] V] | M) | V] | 8 | o] | B ] |8 | | ] | ) | B | 007/ | 8 | [om] | 8| [mm]
Files 1_3 L 15 LA 14 Iy 1 L 13 LA
[wscanmd] [10'] | [%] (o] | [%] [10'] | [10%1] (1o | [%] (1o | [%]
33 93.6.8 2 8.83 9 100 -244 2.9 -52 13.7 -39 0 14.6 0 55 0.246 726 2.9 761 13.7 NB, D
3.33 62.5 1.13 15.2 0.95 0.89 0.79 20.2 0.60 0
34 93.6.9 2 8.83 9 100 -215 2.9 -85 13.7 -30 0 14.6 41.2 57 0.199 674 2.9 698 13.7 NB, D
8.22 60.8 2.78 12.6 2.41 2.33 2.13 19.7 16.8 0
35 93.6.10 2 8.83 40 100 -128 2.9 -40 13.7 -25 0 14.6 55.0 100 | 0.192 685 2.9 734 13.7 NB, D
5.14 60.5 1.85 13.5 1.59 1.53 1.40 19.3 1.08 0
36 93.6.11 2 8.83 180 100 -210 2.9 -161 13.7 -134 0 14.6 716 2.9 755 13.7 NB, D
8.46 58.1 3.09 15.2 2.55 1.89 1.77 16.9 1.42 0 RF probl.
37 | 93.6.16 2 8.83 180 100 -171 2.9 -80 13.7 -8 0 14.6 51.4 | 49 0.250 635 2.9 667 13.7 NB, D
10.53 59.9 3.68 14.4 3.07 2.97 2.61 24.1 1.89 0
38 93.6.17 2 8.83 9 100 -195 2.9 -39 13.7 -18 0 14.6 229 | 83 0.043 569 2.9 607 13.7 NB, D
10.76 60.6 3.43 14.3 2.91 2.55 24.7 1.79 0
39 93.6.18 2 8.83 180 50 -155 2.9 -27 13.7 -17 0 14.6 29.8 | &89 0.209 - - - - NB, D
10.57 59.8 3.66 10.9 3.24 3.08 - - - -




Study of the 8th order resonance at WP1. 13 July 1993

0z = 2.10mm, 6, = 1.85mm (3 = 100m)

# File WP | Kick | Freq. | Am. T 3 SPv | T_o SPh | T4 To SPh | The Ty | Slope 1> SPv | Ts SP h | Remark
[boscmd] 6V | A | V]| B o) [ | el | B | | el | W 6|00 | B | o] || ]
Files I_g L I_Q Lh I_l Io IQ L 13 Lh
[wscanmd] (10" | [%] [10"] | [%] [10'1] | [10'1] (10" | [%] [10"] | [%]
40 | 93.6.29 1 6.83 180 200 -151 2.5 -50 12.1 -34 0 13.1 5.3 512 2.5 545 12.2 NB
9.92 63.2 3.27 10.4 2.89 2.53 2.14 45.3 1.10 0
41 | 93.6.30 1 7.86 180 200 -133 2.9 -44 13.7 -36 0 14.5 41.8 | 73 0.270 511 2.9 546 13.8 NB
9.40 34.4 5.88 3.74 5.65 4.58 4.19 29.4 2.82 4.96
Reproduction of results from 1991: “shoulder” (#42 and #43) and the influence of two frequencies (#44). 13 July 1993 0z = 2.10mm, 0> = 1.85mm (# = 100m)
# | File wpP Kick | Freq. Am. T 3 SPuv | T_o SPh | T To SP h | The Ty | Slope Ty SPwv | T3 SP h | Remark
[boscmd] V] | Ha) | V] |8 [ fom] | B |l |8 | B | o] | ) || 008 | [ | (om] | 8| [mm]
Files I_3 Lwv 1_2 Lh 1_1 I() 12 Lwv Ig, Lh
[wscanmd] [1011] | [%] [101] | [%] [10%1] | [10!!] (1011 | [%] [1011] | [%]
42 93.6.33 (.6447 8.83 9 100 -236 2.9 -128 11.8 -52 0 13.6 96.8 | 223 | 0.213 875 2.9 949 11.8 NB, D
.537) 10.56 52.0 4.64 39.4 2.81 2.80 2.35 44.2 0.91 4.39 OUT used
43 | 93.6.33 (.6447 8.83 9 100 -151 2.9 -75 11.8 -12 0 13.6 164 0.380 - - - - “shoulder”
.537) 2.35 44.2 0.91 4.39 0.87 0.87 - - - - OUT used
44 | 93.6.36 (.6567 8.83 94180 150 -176 4.3 -41 12.3 -17 0 13.1 0.037 - - - - NB, D
.538) 5.85 18.6 4.57 20.4 3.73 3.71 - - - - 9Hz
555 0.231 OUT used
3.65 9+180Hz
Test of a new working point. 13 July 1993 0z = 2.10mm, o, = 1.85mm (3 = 100m)
# File wpP Kick | Freq. Am. T 3 SP v T 5 SPh | T_1 To SPh | Tiq | Thy | Slope Ty SPwv | T3 SP h | Remark
[boscmd] [kV] | [He] | [mV] | [s] [mm] | [s] [mm] | [s] [s] [mm] | [s] | [s] | [107°/s] | [s] [mm] | [s] [mm]
Files I_g Lw 1_2 LA 1_1 IO IQ Lw Ig, Lh
[wscanmd] [1011] | [%] (1011 | [%] [10!1] | [1011] (1011 | [%] [10'1] | [%]
45 93.6.38 (.6327 7.86 180 200 -119 2.9 -36 13.8 -25 0 14.6 0 1.231 - - - - NB
.538) 9.08 56.7 3.56 3.9 3.42 3.00 - - - -




Measurement at WP2. 18 August 1993

0z = 2.60mm, 6, = 2.80mm (3 = 100m)

# File WP | Kick | Freq. | Am. T 3 SPv | Ty SPh | T4 To SPh | Tvqg | Tip | Slope T, SPv | Ts SP h | Remark
[boscmd] [kV] | [Hz] | [mV] | [s] [mm] | [s] [mm] | [s] [s] [mm] | [s] | [s] | [107%/s] | [5] [mm] | [s] [mm]
Files I_3 Lwv I_2 Lh I_l IO 12 Luwv Ig, Lh
[wscanmd] [10%1] | [%] [1011] | [%] [1011] | [10!!] (1011 | [%] (1011 | [%]

46 | 93.7.18 2 8.83 9 50 -163 2.9 -43 13.7 -31 0 14.6 - 51 - 427 2.9 - - NB

Test of wire scan procedure at WP2 (36pm wire). 8 September 1993 0z = 2.10mm, 0, = 1.98mm ( = 100m)

# File WP | Kick | Freq. | Am. T_ 3 SP v T o SPh | T_1 To SPh | Tia Ty | Slope Ty SP v Ts SP h | Remark
[boscmd] [kV] | [Hz] | [mV] | [s] [mm] | [s] [mm] | [s] [s] [mm] | [s] [s] | [107%/s] | [s] [mm] | [s] [mm]
Files I_3 L I_2 Lh I_l IO 12 Lw Ig, Lh
[wscanmd] [101] | [%] [1011] | [%] [1011] | [10'] [101] | [%] [1011] | [%]

47 | 93.8.20 2 883 | 9 100 | -153 | 2.9 40 137 | -3 0 146 | 31.8 0.315 565 2.9 618 137 | NB, D

11.48 51.0 5.09 12.8 4.38 4.32 3.61 16.1 2.80 2.14

48 | 93.8.21 2 8.83 9 100 -164 2.9 -44 13.7 -10 0 14.6 30.7 0.537 - - - - NB, D

1.291-350 17.02 39.0 9.81 9.68 8.59 8.46 - - - - WS
Measurement at WP2. 7 October 1993 0z = 1.88mm, 6, = 2.04mm (3 = 100m)

# File WP | Kick | Freq. | Am. T_ 3 SPv | T_5 SPh | T_1 To SP h | Thae | Ths | Slope Ty SPwv | T3 SP h | Remark
[boscmd] [kV] | [Hz] | [mV] | [s] [mm] | [s] [mm] | [s] [s] [mm] | [s] | [s] | [107%/s] | [s] [mm] | [s] [mm]
Files I_3 Lw I_2 Lh I_l IO IQ Luv 13 LA
[wscanmd] [1011] | [%] [101] | [%] [10'1] | [10'Y] [1011] | [%] [10M1] | [%]

49 | 93.9.24 2 8.83 180 50 -210 4.3 -88 13.7 -27 0 14.6 12 450 4.3 - - NB, D

6.06 25.6 3.47 19.5 2.34 2.10 1.37 11.7 - -




Study at WP2, test

of 8um wire.

12 October 1993

0z = 2.07mm, 6, = 2.04mm (3 = 100m)

# File WP | Kick | Freq. | Am. T_ 3 SPv | T_5 SPh | T_1 To SPh | Tha | Ths | Slope T SPwv | T3 SP h | Remark
[boscmd] V] | Mo | V] | ] | o] | B [l | | B | ] ||| 00=*/s] | 8 | (o] | ]| [;m]
Files I_3 L v I_2 L h I_l I() Iz L v Ig, L h
[wscanmd] [10"] | [%] [10"] | [%] [10"] | [10'] [1o''] | [%] [1o'1] | [%]
50 | 93.11.18 2 8.83 180 50 -323 4.3 136 13.7 -97 0 14.7 16 0.498 1458 4.8 1513 14.2 NB, D
1.365-379 9.42 13.5 7.74 5.52 6.89 5.48 3.01 5.31 2.78 0 WS
PM changed
51 93.11.19 2 8.83 180 50 -213 4.3 -130 13.6 -90 0 14.6 21 50 0.474 323 4.3 360 13.7 NB, D
9.81 11.0 8.35 14.0 6.99 5.32 4.76 6.51 3.99 0
52 93.11.20 2 8.83 180 50 -270 4.3 -98 13.7 -70 0 14.6 14 45 0.532 - - - - NB, D
10.96 13.2 8.47 11.9 7.33 5.51 - - - -
53 | 93.11.21 2 8.83 180 100 -197 4.3 -101 13.6 -41 0 14.6 6 20 0.681 - - - - NB, D
12.22 13.0 9.89 14.3 8.18 6.18 - - - -
54 | 93.11.22 2 8.83 180 100 -289 4.3 -187 13.7 -128 0 14.6 7 33 0.571 563 4.3 592 13.7 NB, D
12.79 11.2 10.81 11.6 9.30 6.68 5.32 5.45 4.98 0.80
55 93.11.23 2 8.83 40 100 -196 4.2 -118 13.7 -44 0 14.6 6 11 0.741 350 4.3 383 13.7 NB, D
11.04 14.3 9.19 11.9 7.81 6.37 5.40 6.93 4.99 1.42
56 | 93.11.24 2 8.83 9 100 -247 4.3 -118 13.7 -68 0 14.6 0 30 0.704 570 4.3 638 13.7 NB, D
9.60 12.1 7.79 13.1 6.61 5.35 4.11 7.78 3.73 1.61
57 | 93.11.25 2 7.86 180 50 -239 4.3 -107 12.2 -61 0 13.2 12 24 0.363 365 4.3 411 12.2 NB, D
12.32 9.51 10.64 27.0 7.56 6.96 6.33 6.00 5.87 2.26
58 | 93.11.26 2 8.83 9 100 -218 4.3 -105 13.7 -53 0 14.6 6 17 0.748 465 4.3 516 13.7 NB, D
11.56 13.7 9.08 12.9 7.68 6.27 4.72 6.99 4.33 1.40
59 | 93.11.27 2 8.83 40 100 -144 4.3 -60 13.7 -21 0 14.6 6 11 1.060 522 4.3 559 13.7 NB, D
13.90 10.9 11.77 12.3 10.05 8.73 6.13 6.36 5.66 0.89
Study at WP2 using different kick strengths. 3 November 1993 0z = 1.71mm, 6, = 1.75mm (8 = 100m)
# File WP | Kick | Freq. | Am. T 3 SPv | T_5 SPh | T_1 To SPh | Tha | Ths | Slope T SPw Ts SP h | Remark
[boscmd] V] | ) | V] | 8 | o] | B[] | | B | ] |8 | B | 007%/s] | 8] | (o] | ]| [mm]
Files I_3 Lw I_2 Lh I_l IO IQ Luv 13 LA
[wscanmd] (101 | [%] (101 | [%] [10%1] | [10'Y] (1011 | [%] (101 | [%]
60 93.12.36 2 8.83 9 50 -275 6.3 -133 13.8 -28 0 14.7 7 0.664 749 6.3 900 13.8 NB, D
3.78 2.64 3.52 6.53 3.13 2.97 2.03 0.98 1.94 1.03 v problems
61 93.12.37 2 7.86 9 50 -433 6.5 12.2 -47 0 13.3 25 30 0.441 545 5.5 432 12.2 NB, D
93.12.38 6.72 0.89 3.49 3.29 2.711 1.47 2.90 3.45 v problems




Variation of horizontal scraper position (retracted) at WP1, wire scans (8um wire). 6 July 1994

0z = 1.52mm, 6, = 1.31mm (3 = 100m)

# File WP | Kick | Freq. | Am. T 3 SPv | T_5 SPh | T4 To SPh | Tig | Ty | Slope T, SPv | T3 SP h | Remark
[boscmd] 6V | ] | V] | | o] | B |Gl || |l || B | 00~/ | | fmm] || o]
Files I_3 Lw I_2 Lh I_l IO 12 Luwv Ig, Lh
[wscanmd] [10M1] | [%] [10M1] | [%] [1011] | [10!1] [10M1] | [%] [10M1] | [%]

62 93.15.47 1 8.83 9 200 -723 -557 14.7 0 -518 20.7 808 - - - NB
5.131-150 6.05 0.16 6.02 1.54 5.91 5.91 5.46 - - - WS

63 | 93.15.48 1 8.83 9 200 -376 -229 14.7 0 -191 18.7 811 - - - NB, D
5.156-169 7.25 1.11 7.10 6.89 6.59 6.59 6.13 - - - WS

64 | 93.15.49 1 8.83 9 200 -343 -225 14.7 0 -187 16.7 685 - - - NB, D
5.177-196 5.21 1.00 5.12 5.78 4.80 4.80 4.50 - - - WS

65 93.15.50 1 8.83 9 200 -328 -209 14.7 0 -146 15.7 746 - - - NB, D
5.208-218 5.41 0.96 5.23 5.43 5.01 5.01 4.73 - - - WS

Variation of horizontal scraper position (retracted) close to WP2, wire scans (8um wire). 23 October 1994 0z = 1.6lmm, 6, = 1.18mm (3 = 100m)

# File wp Kick | Freq. | Am. T 3 SPv | T4 SPh | T4 To SPh | Tha | Thp | Slope T> SPuv | Ts SP h | Remark
[boscmd] (kV] | [Hz] | [mV] | [3] [mm] | [s] [mm] | [s] [s] [mm] | [s] | [s] | [107%/s] | [s] [mm] | [s] [mm]
Files I_3 L 15 Lh 11 Iy 1) L I3 Lh
[wscanmd] (1011 | [%] (1011 | [%] [(10%1] | [0t} (101 | [%] (1011 | [%]

66 | 93.18.68 (.6017 8.83 9 50 -387 -282 14.7 0 -215 20.9 2012 - - - NB, D
6.90-105 .538) 7.51 9.05 6.56 5.49 6.05 6.14 3.39 - - - WS

67 | 93.18.69 (.6017 8.83 9 50 -281 -159 14.7 0 -110 18.7 845 - - - NB, D
6.123-138 .538) 8.14 5.90 7.32 4.37 6.86 6.93 5.00 - - - WS

68 | 93.18.70 (.6017 8.83 9 50 -203 -110 14.7 0 -73 16.7 836 - - - NB, D
6.144-159 .538) 7.98 8.14 7.02 4.41 6.63 6.66 4.83 - - - WS

69 | 93.18.71 (.6017 8.83 9 50 -255 -139 14.7 0 -101 15.7 840 - - - NB, D
6.165-180 .538) 7.42 9.16 6.47 3.24 6.19 6.23 4.55 - - - WS




Variation of kick strength at WP2, no horizontal scraping, wire scans (8um wire), 23 October 1994

0z = 1.61lmm, 6, = 1.18mm (3 = 100m)

# File WP | Kick | Freq. | Am. T 3 SPv | Ty SPh | T4 To SPh | Tiqg | Thy | Slope Ts SPv | T3 SP h | Remark
[boscmd] 6V | ] | V] | | o] | B |l || B |l || B | D0~ | | ] [ ]| o]
Files I_3 Luwv I_2 Lh 1_1 IO IQ Lwv Ig, Lh
[wscanmd] [10M1] | [%] [10M1] | [%] [10!1] | [10!1] [1011] | [%] [1011] | [%]

70 | 93.18.72 2 8.83 9 50 -377 - - 0 - - - - - - NB, D
6.186-200 7.79 6.93 - - 6.82 - - - - - WS

71 93.18.73 2 7.86 9 50 -367 - - 0 - - 0 0.299 774 - - - NB
6.220-235 6.75 3.25 - - 6.35 - 5.07 - - - WS

“shoulder”

72 93.18.74 2 8.83 9 50 -159 - - 0 - - 840 - - - NB, D
6.239-253 8.43 5.45 - - 7.39 - 4.49 - - - WS

73 | 93.18.75 2 9.96 - - 0 - - - - - 1158 - - - NB, D
6.257-271 7.46 7.50 - - 6.38 - 4.65 - - - WS

74 | 93.18.76 2 9.96 9 50 -107 - - 0 - - 845 - - - NB, D
6.275-290 7.66 8.49 - - 6.25 - 2.68 - - - WS

One case at WP2 and variation of horizontal scraping position at WP1, wire scans (8um wire). 13/14 December 1994 0z = 1.54mm, o, = 1.23mm (# = 100m)

# File WP | Kick | Freq. | Am. T_3 SPv | T_o SPh | T—1 To SPh | The | T1p | Slope Ts SPv | Ts SP h | Remark
[bosemd] 6V | ] | V] [ | e | [l | [ | ] | BB | D07 | B | ] || ]
Files I_3 L 15 Lh I Iy 1) L I3 Lh
[wscanmd] (101 | [%] (1011 | [%] [1011] | [10'Y] (1011 | [%] (101 | [%]

75 93.19.70 2 8.83 9 50 -247 -130 13.1 0 -72 20.7 0 0.200 258 - - - NB, D
7.10-24 7.94 0.63 7.77 17.4 6.30 6.31 6.00 - - - WS

“shoulder”

76 93.19.85 1 8.83 9 200 -232 -133 14.7 0 -79 20.7 802 - - - NB, D
7.40-55 5.24 0.76 5.15 5.82 4.83 4.83 4.31 - - - WS

77 | 93.19.86 1 8.83 9 200 -259 -161 14.3 0 -93 20.7 800 - - - NB, D
7.59-74 7.90 2.02 7.63 10.48 | 6.78 6.80 6.06 - - - WS

78 93.19.87 1 8.83 9 200 -118 - - 0 - 20.7 798 - - - NB, D
7.78-93 11.30 3.62 - - 10.65 - 8.36 - - - WS

79 93.19.88 1 8.83 9 200 -223 -118 13.7 0 -78 20.7 829 - - - NB, D
7.97-110 12.63 3.56 11.93 19.70 | 9.48 9.50 8.56 - - - WS

80 93.19.89 1 7.86 9 200 -225 -138 12.8 0 -88 20.7 771 - - - NB, D
7.113-128 11.23 3.11 10.75 19.25 | 8.58 8.58 8.01 - - - WS

81 93.19.90 1 7.86 9 200 -263 -122 11.8 0 -78 20.7 786 - - - NB, D
7.131-145 12.53 2.87 11.98 36.31 7.55 7.56 7.21 - - - WS

82 93.19.91 1 7.86 9 200 -233 -134 10.8 0 -80 20.7 739 - - - NB, D
7.148-163 10.72 3.17 10.23 52.39 | 4.81 4.81 4.63 - - - WS




Variation of horizontal scraping position at WP2, wire scans (8um wire). 13/14 December 1994

0z = 1.54mm, 6, = 1.23mm (3 = 100m)

# File WP | Kick | Freq. | Am. T_ 3 SPv | T_5 SP h T_1 To SPh | The | Thy | Slope Ty SPuv | T3 SP h | Remark
[boscmd] V] | Mo | [V] | B | o) | | ] [ | B | fom) | B | B | 0072 | B | fom] | [ | [mm)
Files I_3 L v I_2 L h I_l I() Iz L v Ig, L h
[wscanmd] [10"] | [%] [10"] | [%] [10"] | [10'1] [1o''] | [%] [1o'] | [%]
83 | 93.19.95 2 8.83 9 50 -197 -105 14.8 0 -71 20.7 720 - - - NB, D
7.166-181 9.99 4.80 9.11 11.74 7.94 7.97 6.82 - - - WS
84 | 93.19.96 2 8.83 9 50 -223 -125 14.3 0 -81 20.7 0 0.184 746 - - - NB, D
7.184-199 9.19 9.79 7.90 17.47 | 6.46 6.47 5.71 - - - WS
“shoulder”
85 93.19.97 2 8.83 9 50 -253 -139 13.8 0 -95 20.7 0 281 0.127 751 - - - NB, D
7.202-217 8.53 9.02 7.32 23.50 5.54 5.55 5.04 - - - WS
“shoulder”
86 | 93.19.98 2 7.86 9 50 -199 -103 12.7 0 -53 20.7 0 0.051 720 - - - NB, D
7.220-235 8.41 8.20 7.50 18.53 | 6.06 6.06 5.85 - - - WS
“shoulder”
87 | 93.19.99 2 7.86 9 50 -233 -123 11.8 0 -64 20.7 810 - - - NB, D
7.238-253 7.28 8.10 6.52 42.02 3.77 3.77 3.70 - - - WS
“shoulder”
88 | 93.19.100 2 8.83 9 50 -110 - - 0 - 20.7 736 - - - NB, D
7.256-271 9.86 8.42 - - 8.58 - 6.64 - - - WS
Measurements at WP1, wire scans (8um wire). 13/14 December 1994 0z = 1.54mm, o, = 1.23mm (3 = 100m)
# | File WP | Kick | Freq. | Am. T 3 SPuv | T_o SPh | T4 To SPh | Tha | Ths | Slope T SPwv | T3 SP h | Remark
[boscmd] 6V | o] | [V] | | o) | | o] | [ | fmm] | B | B | 00708 | B | fom) | ]| [mm)
Files I_3 Lw I_2 Lh I_l IO IQ Luwv Ig, Lh
[wscanmd] [1011] | [%] [1011] | [%] [10'1] | [10'Y] (101 | [%] (1011 | [%]
89 | 93.19.103 1 7.86 9 100 -232 -112 11.7 0 -82 20.7 804 - - - NB, D
7.275-290 9.43 4.24 8.92 34.08 | 5.83 5.83 5.76 - - - WS
90 | 93.19.104 1 9.96 - - 0 - - - - 20.7 - - - - NB, D
7.294-307 8.92 3.81 - - - - - - - - WS
91 93.19.104 1 9.96 9 200 -1036 - - 0 - 20.7 858 - - -
7.309-318 8.92 4.37 - - 7.46 - 5.51 - - - WS
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