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Abstract

The Sun is fueled by fusion processes occurring in its core that convert hydrogen into helium.
Photons produced in these reactions take an order of billion years to reach the surface. However,
there is another byproduct of nuclear fusion: neutrinos. They are light and electrically neutral,
and, unlike photons, escape the Sun in a matter of seconds. These so-called solar neutrinos
are the only carriers of real-time information about the core of our Star. We know that at least
99% of solar energy is generated through the proton-proton (pp) fusion chain. One more
process through which hydrogen-to-helium fusion may occur is the catalytic carbon-nitrogen-
oxygen (CNO) cycle. As it is hypothesized to be the main source of energy in heavier stars,
its discovery would carry implications in astrophysics, and provide insights about the chemical
composition of the core of the Sun, which is not yet fully understood. Moreover, we can exploit
this intense natural beam of neutrinos radiated by the Sun to study the phenomenon of neutrino
oscillation, the discovery of which was achieved thanks to solar neutrino data.

The Borexino detector was designed with the primary goal of detecting the so-called "Be
neutrinos, originating from the pp chain. It is particularly suitable for solar neutrino measure-
ment due to its unprecedented radiopurity and resolution at low energies. After ten years of
data taking, the Borexino experiment has comprehensively studied all pp-chain neutrinos, not
only fulfilling but even surpassing its purpose. This thesis presents the results and implications
of this measurement, as well as the analysis behind it. The next milestone of Borexino was to
probe the existence of the CNO cycle in the Sun through the detection of neutrinos produced
in it. I will describe my work on the methods of monitoring the evolution of the detector and
improving the quality of its data, which was deemed crucial for the CNO neutrino analysis.
Concluding my thesis, I will present the analysis methods and preliminary results, which show
evidence of the existence of CNO neutrinos.

The work described in this thesis and my accomplishments are achieved thanks to the collec-
tive effort of the Borexino collaboration.






Zusammenfassung

Die Sonne wird von in ihrem Kern stattfindenden Fusionsprozessen angetrieben, die Wasser-
stoff in Helium umwandeln. Die in diesen Reaktionen erzeugten Photonen benétigen etwa eine
Milliarde Jahre, um die Oberfliche zu erreichen. Es gibt aber ein weiteres Nebenprodukt der
Kernfusion: Neutrinos. Sie sind leicht, elektrisch neutral, und im Gegensatz zu Photonen en-
tkommen sie der Sonne in Sekundenschnelle. Diese sogenannten solaren Neutrinos sind die
einzigen Trager von Echtzeitinformationen iiber den Kern unseres Sterns. Wir wissen, dass min-
destens 99% der Sonnenenergie durch die Proton-Proton-Fusionskette (pp-Kette) erzeugt
wird. Ein weiterer Prozess, durch den eine Wasserstoff-Helium-Fusion stattfinden kann, ist
der katalytische Kohlenstoff-Stickstoff-Sauerstoff-Zyklus (CNO-Zyklus). Da angenommen
wird, dass dieser Zyklus die Hauptenergiequelle in schweren Sternen ist, wiirde seine Entdeckung
Auswirkungen auf unser Verstdndnis der Astrophysik haben. Des Weiteren wiirde er Erkennt-
nisse iiber die, noch nicht vollstdndig verstandene, chemische Zusammensetzung des Sonnenkerns
liefern. Auflerdem kénnen wir diesen intensiven natiirlichen von der Sonne ausgestrahlten Neu-
trinostrahl zur Untersuchung der Neutrinooszillation niitzen, dessen Entdeckung dank der Daten
der solaren Neutrinos erreicht wurde.

Der Borexino-Detektor wurde mit dem priméren Ziel entwickelt, die sogenannten ’Be-
Neutrinos, die aus der pp-Kette stammen, zu detektieren. Aufgrund seiner beispiellosen radioak-
tiven Reinheit und Auflésung bei niedrigen Energien ist er besonders geeignet fiir die Messung
der solaren Neutrinos. Nach zehn Jahren der Datenerfassung hat das Borexino-Experiment alle
Neutrinokomponenten der pp-Kette umfassend untersucht und damit seinen Zweck nicht nur
erfiillt sondern sogar {ibertroffen. Diese Dissertation befasst sich mit den Ergebnissen und Im-
plikationen dieser Messung, sowie der zugrundeliegenden Analyse. Der nichste Meilenstein von
Borexino war die Erforschung der Existenz des CNO-Zyklus in der Sonne durch die Detektion
der in ihm erzeugten Neutrinos. Ich werde meine Arbeit iiber die Methoden zur Uberwachung
der Entwicklung des Detektors und zur Verbesserung der Qualitét seiner Daten beschreiben,
die als entscheidend fiir die CNO-Neutrino-Analyse erachtet wurde. Abschliefend présentiere
ich die Analysemethoden und die vorlaufigen Ergebnisse, die die Existenz von CNO-Neutrinos
deuten.

Die in dieser Dissertation beschriebene Arbeit und meine Leistungen wurden dank der kollek-
tiven Anstrengung der Borexino Kollaboration erreicht.
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Introduction

In this thesis, I am going to present my work on the measurement of solar neutrinos with the
Borexino experiment.

The first four chapters will give you the information needed to understand the
background of my research and the motivation behind it. In Chapter 1 Neutrino physics,
I will introduce you to the elementary particles called neutrinos. I will start by talking about
the hundred years of history of neutrino physics, from the time these particles were postulated,
to the discovery of their properties, the study of which is still ongoing. In this chapter, you
will also find out about different natural and artificial sources of neutrinos, and their role in the
Standard Model of particle physics. I will then proceed to describe the mathematical framework
behind the phenomenon of neutrino oscillation, which plays a key role in theories focused on
these particles, as well as experiments aimed at their measurement. In the context of the latter,
I will explain the principles behind neutrino detection.

Among various neutrino sources in the universe is the Sun. The study of neutrinos originating
in it, called solar neutrinos, is the main topic of my research, and the subject of Chapter 2 The
Sun and solar neutrinos. To begin, I will describe the two nuclear fusion processes that can
convert hydrogen to helium, the proton-proton chain, and the carbon-nitrogen-oxygen
cycle. Both processes are incorporated into the Standard Solar Models, which describe the
state and evolution of the Sun, among other assumptions and experimental inputs; and in both,
solar neutrinos are emitted as byproducts. By detecting these neutrinos and measuring their
fluxes, we can acquire unique information about the energy production in the solar core, which
allows us to make conclusions about the thermodynamic equilibrium of the Sun, as well as its
chemical composition. Conversely, we can use the intense solar neutrino beam to probe the
mechanism behind flavor transformation in the dense medium of the Sun, and its implications
for neutrino physics. The information contained in this chapter will be useful to understand the
motivation behind the core of my research, and in particular, the analysis shown in Chapter 7
and Chapter 8.

One of the experiments designed with the goal of detecting and studying solar neutrinos, is
the Borexino experiment, which will be described in Chapter 3 The Borexino experiment.
This part of my thesis will get you acquainted with the scientific agenda of this project, and the
structure of the Borexino detector. It will provide you with technical information about Borexino
hardware and electronics, the data taking procedure, and the methods of data processing, which
is needed for the context of the work presented in Chapter 5. Last but not least, I will introduce
the Monte Carlo simulation of the detector.

In Chapter 4 Backgrounds in Borexino, you will find useful information about various isotopes
that constitute background relevant for solar neutrino analysis, and methods of their evaluation
and rejection. In addition, some sources of background events can be exploited for our benefit
in different studies and analyses. In Chapter 5, I will demonstrate how we use backgrounds to
monitor the stability of the detector, while the work done in Chapter 6 utilizes the *C isotope.
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In the last four chapters, I will dive into the details of my contribution to the
Borexino experiment, and the solar neutrino measurement.

In Chapter 5 Detector stability and data quality, I will present my work on what stands
behind the curtains of the solar neutrino analysis stage: ensuring stable performance of the
detector, and good reliable data. To achieve this, the Borexino collaboration has implemented
procedures aimed at monitoring data acquisition, and validating the quality of the data. I will
begin this chapter by presenting my work focused on the improvement of the data validation
procedure. In Borexino, neutrino signals are detected by specially designed photosensors, called
photomultiplier tubes (PMTs), the time response of which is calibrated on a weekly basis. In the
second part of this chapter, I will present the framework I have developed for the purposes of
verifying the success of such calibration procedures; while the third and final part will describe
my studies on the quality of the PMTs.

One of the parameters used to evaluate their quality will be discussed extensively in Chap-
ter 6 Effective quantum efficiency of the Borexino photomultiplier tubes. After I explain the
meaning of effective quantum efficiency (EQE), its role in the detector Monte Carlo simu-
lation, and the motivation behind my studies, I will describe different stages of obtaining EQE.
My work included improving some of these stages, such as the selection of the data sample that
is used for EQE estimation, and the calculation procedure itself; as well as devising methods of
ensuring sufficient statistics, necessary to guarantee ~1% precision for the simulation. At the
end of this chapter, you will find the final results based on my work, various ways in which these
results have been validated, and their pivotal impact on the accuracy of the detector simulation.

The next two chapters will focus on the approach behind the solar neutrino measurement
with Borexino.

The proton-proton chain (or pp chain), mentioned earlier, is known to be responsible for at
least 99% of the energy production in the Sun. The analysis that is focused on the measurement
of solar neutrinos originating in this fusion process will be presented in Chapter 7 Comprehensive
measurement of the proton-proton chain neutrinos. It consists of two separate analyses, that
of the low energy region, and the high energy region of the pp-chain neutrinos. They will be
explained in detail in this chapter, together with the demonstration of my contribution to both.
I will conclude this chapter with a discussion on the final results of this measurement, and their
implications regarding Standard Solar Models and neutrino physics.

Unlike the pp chain, the second fusion process, namely, the carbon-nitrogen-oxygen (CNO)
cycle, has been residing in the realm of hypotheses until now. Chapter 8 First evidence of solar
neutrinos from the CNO cycle will present the efforts of the Borexino collaboration that resulted
in evidence of the existence of the CNO cycle in the Sun. This chapter will guide you through
all the aspects of the CNO neutrino analysis: the challenges of CNO neutrino detection, the
strategy developed to combat them, and the studies of the sensitivity of the Borexino detector
to CNO neutrinos. The research I conducted in Chapter 6 related to the detector simulation was
deemed crucial for the analysis of the recent Borexino data, and found its natural continuation
in the work presented in this chapter. My contribution to the CNO neutrino analysis consists
in the application of the approach based on the Monte Carlo simulation to obtain preliminary
results, as well as the evaluation of their significance and related systematic uncertainties.

At the end of my thesis, you will find Conclusions and Outlook. Enjoy!
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Chapter 1

Neutrino physics

In this chapter, I will introduce you to the particles called neutrinos, the detection of which is

the main focus of the Borexino experiment and the analysis conducted using its data, presented

in Chapter 7 and Chapter 8. I will start with a historical introduction in Sec. 1.1, summarizing

the landmark experiments and theories leading to the discovery of neutrinos and their properties;

and the summary of various natural and artificial neutrino sources in Sec. 1.2. Next, I will discuss

the role of these particles in the Standard Model (Sec. 1.3), and the most important phenomenon

related to neutrinos, namely, neutrino oscillation (Sec. 1.4). Sec. 1.5 will conclude this chapter

with the description of neutrino detection principles in the context of the Borexino experiment.

1.1 The history of neutrino

Table 1.1 presents a brief summary of the important events in the history of neutrino, on

which I will elaborate in the sections below.

1914

1930
1933
1946
1956
1957
1962

1962

1968

1975
1985
1998

2000
2002

J. Chadwick shows that electrons emitted in beta decay have a continuous

energy spectrum.

W. Pauli proposes a new particle to explain the phenomenon.

E. Fermi postulates the first theory of nuclear beta decay.

B. Pontecorvo proposes radiochemical method of neutrino detection.
C. Cowan and F. Reines detect reactor antineutrinos.

B. Pontecorvo discusses the possibility of oscillation v < .

Discovery of muon neutrino by L. Lederman, M. Schwartz, and J. Stein-
berger.

7. Maki, M. Nakagawa, and S. Sakata introduce neutrino oscillation hypoth-
esis and formalism.

R. Davis and M. Koshiba pioneer the solar neutrino problem with the Home-
stake experiment.

Discovery of tau lepton and hypothesis of existence of tau neutrino.
B. Pontecorvo formulates three-flavor neutrino oscillation.

The Super-Kamiokande experiment provides strong evidence for flavor oscil-
lation of atmospheric neutrinos.

Discovery of the tau neutrino by the DONUT collaboration.

The SNO experiment presents direct evidence of neutrino flavor transforma-
tion based on solar ®B neutrino data.

TABLE 1.1: Brief history of neutrino.
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1.1.1 Discovery of neutrino

In the early 1900s, electrons emitted in beta decays used to be considered to be monoener-
getic, same as v and « particles coming from other known radioactive processes, carrying the
full energy resulting from the difference of the final and initial state. The discovery of James
Chadwick in 1914 that this is not true and the  spectrum is continuous [1] incited speculations
about energy conservation laws on subatomic level. This even prompted Niels Bohr to suggest
that conservation laws might hold only on statistical level, and be violated in single decays.
Only fifteen years later, Wolfgang Pauli proposed a more reasonable solution in his "Letter to
the Radioactive Group" [2]. He postulated a light neutral particle that would be emitted simulta-
neously together with the electron, carrying the remaining energy and explaining the continuous
spectrum.

His idea was further developed by Enrico Fermi, who called the particle neutrino and incor-
porated it into his landmark theory of nuclear beta decay [3]. The prospect of actually detecting
this elusive particle seemed dim, due to it interacting with matter only through weak force.
However, two decades later, Clyde Cowan and Fred Reines succeeded to detect antineutrinos
coming from a nuclear reactor in the historical Cowan—Reines neutrino experiment [5], exploiting
the reaction we now know as inverse beta decay (IBD):

v+p—nitet. (1.1)

At that time, it was not yet known that neutrinos come in three flavors, v., v,, and v;. In
1995, F. Reines shared the Nobel Prize award “for the detection of the neutrino” [6].

1.1.2 The solar neutrino problem

In 1946, Bruno Pontecorvo proposes the radiochemical method of neutrino detection [4] based
on the reaction:
Ve +37Cl — e~ 4 37Ar. (1.2)

This reaction has a threshold of 0.814 MeV, and was used in the Homestake experiment, con-
ducted in 1968. Apart from pioneering the detection of neutrinos coming from the Sun (called
solar neutrinos), which was awarded with a Nobel Prize in 2002 [14], the important implication
of this experiment was the so-called solar neutrino prolblem, as it reported a 70% deficit of solar
neutrinos compared to solar model predictions [13].

Much earlier, in 1957, Bruno Pontecorvo formulated a hypothesis of the possibility of neutri-
nos oscillating to antineutrinos [7, 8], based on the similar phenomenon of neutral kaon oscillation
K° < K° [22]. The phenomenon of oscillation implied neutrino mizing, i.e. the necessity that
neutrino be a superposition of several eigenstates, similar to K® being a “mixed” state of Kg
and K7y, short- and long-lived weak eigenstates. However, in his scientific works, Pontecorvo
considered only one type of neutrino, v, and discussed oscillation v <+ v, as different flavors of
neutrino has not been observed yet and resided in the realm of hypotheses.

His idea became the precursor of the theory of neutrino flavor oscillation, which was first
formulated after the discovery of the muon neutrino (v,) in 1962 [9, 10}, when Ziro Maki, Masami
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Nakagawa, and Shoichi Sakata have developed a formalism to describe oscillation v, + v, [11, 12]
in its initial simple form:

Ve = /1 COSO — Vo Sin 4,

e 1 2 (13)

v, = v18ind + vy cos 0,
based on the concept of mixing, defining v and 1o as mass eigenstates, and introducing a single
“mixing angle” §. Since then, the theory has been developed and updated to accommodate tau
neutrinos, and all the mixing angles measured, more on which will be presented in Sec. 1.4.1.

The significant deficit of solar neutrinos observed by the Homestake experiment mentioned
above was actually the first hint supporting this prediction. However, at the time, this result
was either put under doubt, as the deficit was so huge, or perceived as an indication that the
existing solar models are flawed. It is only much later, in 1985, that Bruno Pontecorvo proposed
neutrino oscillation again, incorporating also the third neutrino flavor, v, hypothesized after
the discovery of the tau lepton [15, 16]. The rest of the physics community believed neutrinos
to be massless and their flavors to be unchanging. Nevertheless, many experiments followed in
the next decades with the aim of testing the Homestake results and resolving the solar neutrino
problem. A group of projects called gallium experiments were designed with the specific based
on the capture of electron neutrinos on gallium:

Ve+ " Ga — "Ge+e” (1.4)

This reaction has a threshold of 0.233 MeV, lower than that in Eq. 1.2. The first one of them,
Soviet-American Gallium Experiment (SAGE), began in 1989, and reported its first results after
five years of data taking, observing a 40-44% deficit of solar neutrinos [23]. The aptly named
Gallium Ezperiment (GALLEX) operated between 1991 and 1997, and was succeeded by the
Gallium Neutrino Observatory (GNO) experiment running in 1998-2003, both reporting deficit
as well.

At that point, the community started to consider the hypothesis of neutrino oscillation se-
riously. Another experiment called Super-Kamiokande, started its operation in 1996, with the
primary goal of detecting proton decay, following its predecessor, KamiokaNDE. The experiment
joined the solar neutrino problem efforts, and already in 1998 provided strong evidence proving
the existence of neutrino flavor oscillation [17, 18]. Since Super-Kamiokande is a Cherenkov de-
tector, it has the possibility to measure the direction of the observed neutrinos. This allowed the
experiment to show the disappearance of atmospheric muon neutrinos traveling longer distance
traversing the Farth, compared to the ones coming from the atmosphere directly above. The
final results from the radiochemical experiments and Super-Kamiokande are shown in Table 1.2.

The final resolution of the solar neutrino problem came from the Sudbury Neutrino Ob-
servatory (SNO), a project designed to detect the so-called solar ®B neutrinos through their
interactions with heavy water (deuterium oxide, 2Ho0). The solar neutrino flux was estimated
using three different interactions of neutrinos in heavy water: charged-current (CC) and neutral-
current (NC) interactions, as well as elastic scattering (ES) on electrons. The CC interaction
provides the measurement of the v, flux, since only v, take part in this reaction; while NC pro-
vides the total flux of all neutrino flavors. ES interactions involve all flavors as well, however, the
scattering cross section on e is six times larger for v, making them the dominant contribution
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Experiment Detection method Measured flux D,/ Pssm
Homestake Ve +37Cl — e +37Ar 2.56 £ 0.16 £ 0.15 0.30 & 0.03
Super-Kamiokande Veyur € — Veyur+e” 2.32 + 0.04 & 0.05 0.41 &+ 0.01
Gallium experiments v, + 'Ga — "'Ge 4 e~ 69.3 £41+£3.6 0.52£0.03

(NC) Veyr +d = veyr +n+p 55470331088 1.00 £ 0.08
SNO (CC) ve+d— e~ +p+p 1.67905+0:0T .29 + 0.02

(ES) Veypr +€ = Vepr+e~ 1775214009 0.31 + 0.05

TABLE 1.2: Results on the solar neutrino flux from various historical experiments. The
third column reports measured fluxes in the units of SNU for radiochemical experiments, and
10% em =257 ! for the rest [24-28].

to the interaction rate. The resulting prediction combining all the three measurements is shown
in Fig. 1.1, while the corresponding reactions and most recently updated flux values are reported
in Table 1.2.

SNO
Pcc

Ppre (106 cm2s)

N W A~ O N N

IIIIIIIIIIIIIIIIIIII}'

I]IIII]~II

0 1 2 3 4 5 6
(ON (106 cm? s

FIGURE 1.1: SNO measurement of the solar 8B neutrino flux as calculated based on CC, NC
and ES detection channels [20, 29].

The neutrino flux measured by SNO through the NC interaction was in accordance with the
solar model prediction; while the one measured through the CC channel showed a significant
deficit. This effect happens due to the aforementioned fact that all neutrino flavors interact
through the NC channel, while only v, interacts via CC, the deficit representing v, disappearance
due to oscillation to v, and v;. This measurement and the conservation of the total flux of all
flavors provided unambiguous proof that part of the solar v, transform into other flavors during
propagation to the Earth. Further measurements and analysis resulted in the confirmation that
flavor transformation occurs via the mechanism of neutrino oscillation, which will be described
in detail in Sec. 1.4.
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1.2 Neutrino sources

Neutrinos and antineutrinos are created in processes that involve weak interaction. Figure 1.2
depicts theoretical and experimentally measured fluxes of the neutrinos originating from known
natural and artificial sources. Below, I will discuss the major neutrino sources, and the properties
of neutrinos they produce.

=10*
S L
S0
= I Cosmological v
H10° [
:,,, 1072 I Solarv

IE L Supernova burst (1987A)

L1108
/ Reactor anti-v

x L
T [
Background from old supernovae

1
10°
108 | Terrestrial anti-v

10-12 : Atmosphericv

107 v from AGN

10 20:

102 [ Cosmogenic

‘IO 25:

10° 1072 1 10° 10°¢ 10° 10" 10" 108
ueV.  meV eV keV MeV GeV TeV PeV EeV
Neutrino energy

FIGURE 1.2: Measured and expected fluxes of neutrinos and antineutrinos originating from
natural and artificial sources [30].

Cosmological neutrinos, also called relic neutrinos, are the primordial neutrino back-
ground, remnant from the earliest stages of the Universe, analogous to the cosmic microwave
background (CMB). Cosmological neutrinos have not been detected yet, as their energies, span-
ning from peV to meV, make their interaction cross sections incredibly small, even though their
fluxes are expected to be orders of magnitude above all other known neutrinos, as demonstrated
in Fig. 1.2 by the blue curve [31].

Not to be confused with cosmological neutrinos, cosmogenic neutrinos are produced in
interactions of ultra-high-energy cosmic rays (dominated by protons) with the CMB. They are,
in fact, a complete opposite of cosmological neutrinos, reaching extremely high energies of order
of PeV and higher. The highest energy neutrinos ever observed were registered by the IceCube
detector [32], depositing energy of 2.6 PeV. Nevertheless, even nine years of IceCube data taking
are not yet enough to claim discovery of this type of neutrinos, and can only provide the most
stringent limits so far.

Atmospheric neutrinos cover the widest energy spectrum, shown in green in Fig. 1.2.
They are created in interactions of cosmic rays with the atmosphere, which produce cascades of
particles. Among them, charged pions 7% decay into muons, producing muon neutrinos:

I VA o VP
N (1.5)

™ —>,u++yu,
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with a branching ratio of 99.99%. Muons themselves decay as well, producing neutrinos:

n = e + v+ vy,
. (1.6)
put et + e+ vy

Atmospheric neutrinos played an important role in the observation of neutrino oscillation, as
will be mentioned in Sec. 1.4.1.

Another type of neutrinos often used to study neutrino physics are reactor neutrinos,
produced in 8 decays of radioactive materials in nuclear reactors, which can be described in
general by the formula:

24X = 40X +e + 7, (1.7)

where A and Z are the mass number and the atomic number of an isotope X, respectively.
Reactor neutrinos have been used in a multitude of studies aimed at the measurement of the
parameters that govern neutrino oscillation (more in Sec. 1.4.1).

Aside from human-made nuclear reactors, § decays occur very commonly in nature. Geoneu-
trinos are electron antineutrinos produced in decays of long-lived isotopes present in the crust
and mantle of the Earth, for instance, ?*3U and 2*2Th:

238 — 206Pb + 8av + 8e™ + 67,

1.8
22Th — 208Ph 4 6o + de” + 47, (18)
The measurement of their fluxes provides information about the distribution of these isotopes,
and estimate their contribution to the total heat output of the Earth. Geoneutrinos have been
detected by the KamLAND experiment [33], and comprehensively studied by Borexino [34-37]

Supernova neutrinos are products of supernovae, powerful explosions that accompany the
collapse of stars, for which the nuclear fusion cannot balance out the gravitational force anymore.
Such events are very rare and short, but release tremendous amounts of energy, the vast majority
of which is emitted in a burst of neutrinos. The only times supernova neutrinos were detected
was during the so-called supernova 1987A depicted in Fig. 1.2. Neutrinos emerge from the core
of the exploding star sooner than photons, and provide crucial information about the event.
In order to detect such possible neutrino bursts, and provide an early warning of a galactic
supernova, in 2004 an international network of experiments founded a Supernova Farly Warning
System (SNEWS) [38]. It involves seven neutrino experiments, including Borexino.

Last but not least, solar neutrinos, are produced in the fusion reactions occurring in the
core of the Sun. These neutrinos and their importance in neutrino physics have already been
mentioned in Sec. 1.1.2. The fusion processes, the Sun, solar neutrinos and their properties will
be discussed extensively in Chapter 2.



Chapter 1 Neutrino physics 7

1.3 Neutrinos in the Standard Model of particle physics

The Standard Model (SM) of particle physics describes three fundamental forces, namely,
electromagnetic, weak, and strong (excluding only gravitational force). These forces are medi-
ated by force carriers, spin-0 particles called bosons: photon, W* and Z bosons, and gluon,
respectively; with the recent addition of the Higgs boson, responsible for the mechanism behind
mass generation. The SM also classifies twelve spin-% elementary particles called fermions, six
quarks and six leptons, which are in turn divided into generations based on their interactions
and behavior. This classification is depicted schematically in Fig. 1.3.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
| Il 1]
mass  =2.2 MeV/c2 =1.28 GeV/c? =173.1 GeV/c? 0 =124.97 GeV/c?
charge | % % % 0 0
@@ - @ |- & . @ |- H
up charm top gluon higgs
[
=4.7 MeVic? =96 MeV/c? =4.18 GeV/c? 0
- % ¥ 0
» @ » @ » : @
down strange bottom photon

=0.511 MeV/c? =105.66 MeV/c? =1.7768 GeV/c? =91.19 GeV/c?
-1 =18 =1 0

@ W @ || @

electron muon tau Z boson
<2.2 eVic? <0.17 MeV/c? <18.2 MeV/c2 =80.39 GeV/c?
0 0 0 *1
% Ve % Vl.l Y% VT 1 W
electron muon tau
neutrino neutrino neutrino W boson

FIGURE 1.3: Elementary particles classified by the Standard Model (credit: Fermilab, Wikime-
dia Commons).

Neutrinos belong to the lepton sector of the SM, and appear in three flavors: electron
neutrino v, muon neutrino v,, and tau neutrino v, corresponding to the three charged
leptons, electron e~, muon p~, and tau 7, respectively. Unlike the latter, neutrinos are electri-
cally neutral and interact only via the weak force and gravity. One can define a quantum number
for each generation of leptons: electronic (L. = +1 for v, and e™), muonic (L, = +1 for v, and
), and tauonic (L; = +1 for v; and 77) lepton number. The corresponding antileptons, v,
and o™ for a = e, p, and 7, are assigned L = —1. In each interaction involving leptons, the
leptonic number is conserved. Equations 1.9, 1.10, and 1.11 show examples of conservation of
L., L,, and L, respectively:

Vetp—on+et, —14+0=0+-1 (1.9)
= ut o, 0=-1+1 (1.10)
T~ = e + U+ 1" =1+ (-1)°+1" (1.11)
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Throughout the years, the SM has proven to be a reliable model of particles. Not once have
new elementary particles been discovered after being postulated based solely on its coherent
symmetrical structure. For example, the tau neutrino was proposed almost immediately after the
discovery of the tau lepton [15], its existence logically following from the e—v, and pi—v,, doublets.
Its discovery 25 years later [19] added to the confirmation of the robustness of predictions based
on the SM.

Nevertheless, there are still phenomena not described by the SM, many of them related to
neutrinos. Even though Egs. 1.9 - 1.11 above demonstrate the conservation of lepton numbers,
this law is put into question by neutrino flavor transformation. This phenomenon consists in that
neutrinos may change their flavor during propagation, which does not conserve lepton number,
making lepton flavor only approximately conserved. Moreover, the discovery of the mechanism
behind flavor transformation, called neutrino oscillation, implied the existence of three nonzero
neutrino mass eigenstates. However, in the SM neutrinos are massless particles.

This shows that the SM does not yet fully incorporate neutrinos, having no framework to
accommodate neutrino masses and oscillating flavors, about which I will talk in detail in Sec. 1.4.

1.4 Neutrino oscillation

As mentioned in Sec. 1.1.2, the phenomenon of neutrino oscillation was conceived and
discovered as a solution to the solar neutrino problem, explaining the deficit in solar electron
neutrinos. In Sec. 1.4.1, I will describe the mathematical framework behind oscillation that
occurs when neutrinos propagate in vacuum. When they travel through matter, the oscillation is
subject to the so-called Mikheev-Smirnov-Wolfenstein effect, which results in matter-enhanced
oscillation, which will be discussed in Sec. 1.4.2.

Neutrino oscillation can occur only with the existence of neutrino mixing, that is, the
neutrino flavor states, |ve), |vu), and |v;), being a superposition of mass states, |v1), |v2),
and |v3) (and vice versa). In addition, it implies that the latter have nonzero masses. In this
section, I will use the notation |v,) for flavor states a = e, u, 7; and |v;) for mass states i = 1,2, 3.
Moreover, when talking about experimental measurements, disappearance of a flavor o denotes
a measurement indicating a reduced v, flux compared to the initial one due to transformation
into other flavors; while appearance of a flavor 3 stands for presence of v in an originally pure
Vo flux, due to flavor transformation v, — vg.

1.4.1 Neutrino oscillation in vacuum

After a neutrino of a flavor « is created, it propagates as a mixture of mass eigenstates:
va) = D Udilvi), (1.12)
i=1,2,3

i) = Y Uailva), (1.13)

a=e,u,T

where U is the neutrino mizing matriz also known as the Pontecorvo-Maki-Nakagawa-Sakata
(PMNS) matrix, named after Z.Maki, M. Nakagawa, and S. Sakata, who first introduced the
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mathematical mixing-oscillation formalism, mentioned in Sec. 1.1.2 [11, 12]; and B. Pontecorvo,
who further developed it, incorporating also the third neutrino flavor [16]. For antineutrinos
this relation differs only by the complex conjugate being present in the second equation rather
than the first. The massive states |v;) are eigenstates of the vacuum Hamiltonian Hy:

Note that I am going to use natural units (¢ = h = 1) in this and the following chapters. The
Schrédinger equation for a the neutrino mass state:

P2l = Holwi(1), (1.15)

implies that the evolution of |v;) in time can be approximated as a plane wave:
i(t)) = e ), (1.16)

where |v;) denotes the initial state |v;(t = 0)). Considering ¢ ~ L, and substituting Eq. 1.16 into

|va (L Z e il u). (1.17)

Eq. 1.12, one obtains:

Finally, using Eq. 1.13 and Eq. 1.17:

Vo (L ZZ e FilUg|vg). (1.18)

Eq. 1.18 mathematically demonstrates the phenomenon that the neutrino created with flavor
«a becomes a superposition of flavor states after it travels a certain distance L. The probability
of the flavor a being detected as flavor 3 after propagation is:

P.s(L) = |(vslva(t) Z UBanjUgje—meL, (1.19)

where AE;; = E; — E;. Using the relation E; = /|p;|2 + m?, and considering neutrinos to
be ultrarelativistic, i.e. |p;| > my;, the expression for E; can be approximated through Taylor

expansion as:
2

m;
E; ~ |pi| + |pl\ (1.20)
(2

Using the result in Eq. 1.20, and combining it with the approximation |p;| ~ E, where F is

the total energy of the neutrino, AFE;; can be expressed as:

Am?j

where Am;; = m? — m?
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Finally, the phase —AFE;;t in Eq. 1.19 can be written as —iA;ng L. For convenience, one can

express Eq. 1.19 as:

AmijL
2F

Pos(L) = Sap — 43" R(A) sin’ % +23°S(4) sin (1.22)

1>7 i>]

where A = UZ;UpiUq;Uj;. The factor inside the sine functions in Eq. 1.22 already tells us several
things:

« the observation of oscillation implies that neutrinos are massive, otherwise Am;; = 0 for
all 4, j, which would imply P(vq — vg) = g, giving P(v, — vg) = 0 for a # 3;

o for the same reason, mass states |v;) have different masses m; # m; for j # j;

o L/FE is the deciding factor for the design of the experiments aimed at observing oscillation.

The very first estimations of Am;; and Uy, used a simplified two-flavor model. With this
assumption, the PMNS matrix U is parametrized using a single mixing angle 6, as shown

cosf sinf
U= . (1.23)
—sinf cosf

Using Eq. 1.22, the resulting probability of flavor transformation oo — S is:

previously in Eq. 1.3:

o Am?2L
4E

P.s(L) = sin? 20 sin (1.24)

and the corresponding survival probability can be obtained simply as Pyo = 1 — Pyg.

This approximation was used by the KamLAND experiment, assuming a two-neutrino model
with only v, and v,, and observing reactor antineutrino disappearance [39, 40]. The measure-
ment was also performed on solar neutrino data by SNO and Super-Kamiokande, mentioned in
Sec. 1.1.2, based on on the same two-flavor simplification [41]. The first precision measurement
of this mixing angle 6, and the mass splitting Am resulted from the combination of Kam-
LAND and solar neutrino experimental results [42, 43]. Note that for solar neutrinos, one has to
account for the contribution from matter-enhanced oscillation in the Sun (more in Sec. 1.4.2).

The full parametrization of U, including all neutrino flavors, involves three mixing angles and
two mass splittings, and is expressed as follows:

U Ue2 Ues
U=1Un Uy U
U Uz Usrs
1 0 0 c13 0 slge_iécP ci2 s12 0 (1.25)
=10 c23 823 0 1 0 —s12 c12 O},
0 —s93 co93 slgeMCP 0 c13 0 0 1

atmospheric reactor solar
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where ¢;; and s;; stand for cos 0;; and sin 6;;, respectively, and the parameter dcp is the so-called
CP-violating phase. The mixing angles 6;; govern the amplitude of the oscillation, while mass
splittings Am;; govern the oscillation frequency. As one can see, the last submatrix in Eq. 1.25,
marked “solar”, is indeed the one shown in Eq. 1.23, since it describes the case 613 = 623 = 0,
where v, does not participate in any flavor transformation. For this reason, #12 and Amqs are
often called the solar mizing angle 0, and solar mass splitting Amg,;, respectively, as their first
estimations were obtained based on the famous solar neutrino deficit.

In the same fashion, the first measurements of #2353 and Amsos were performed approximating
the PMNS matrix U as the leftmost submatrix in Eq. 1.25 using a simplified two-flavor model
for v, and v;. They were done based on the observation of atmospheric v, and v, disappearance
by Super-Kamiokande [17], as well as v, disappearance in accelerator-produced beams in the
K2K [44, 45] and MINOS [46] experiments. Consequently, these oscillation parameters are often
called atmospheric, and are denoted as 44, and Amgem,.

These legendary works resulted in yet another neutrino Nobel Prize in 2015 awarded to
Takaaki Kajita and Arthur B. McDonald, leading the Super-Kamiokande and the SNO experi-
ments, “for the discovery of neutrino oscillation, which shows that neutrinos have mass” [21].

The last mixing angle to have been measured was 613 by Daya Bay [47, 48], Double Chooz
[49, 50], and RENO [51, 52], which observed disappearance of electron antineutrinos from nuclear
reactors. Experiments with a baseline of ~1km can neglect the disappearance of v, governed
by 612 and Amqo, using the approximation for 613 similar Eq. 1.24. Nowadays, the mixing
parameters are determined simultaneously through a global fit of accelerator, solar, reactor, and
atmospheric neutrino data [53, 54].

1.4.2 Neutrino oscillation in matter

When neutrinos travel through matter, rather than vacuum, they are subject to the so-called
Mikheyev-Smirnov-Wolfenstein effect, which enhances and modifies flavor transformation.
The theory was first introduced by Lincoln Wolfenstein in 1977 [55], who suggested that the effect
of coherent forward scattering must be taken into account, when considering flavor transforma-
tion of neutrinos traveling through matter. Due to this, mass eigenstates |v;) that propagate
in a certain medium acquire different effective masses than in vacuum. The theory was later
developed by Stanislav Mikheev and Alexei Smirnov [56]. Mathematically speaking, in addition
to the vacuum Hamiltonian Hy, introduced in Eq. 1.14, while propagating through the medium,
the neutrino of flavor 3 is going to feel an effective potential V3, which would modify Eq. 1.18:

va(L)) = 3" (Usie B Ug; + Vs ) [vs)- (1.26)
B i

The effect of the potential V,, can be “absorbed” in the following way:

o (L)) =D Umre Pt UR|vg). (1.27)
8 i
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The appearance of the matter potential effectively modifies the initial matrix U. In this
representation, the matrix U™ has the same form as in the vacuum case, but contains modified

m
17
simplified case of two-flavor neutrino mixing, the relationship between 6™ and 6 is derived using

Eq. 1.26 and Eq. 1.27 as follows [57]:

mixing angles 0", which depend on the vacuum angles 0;;, and parameters defining V3. In the

tan 20
tan 20" = - 7 (1.28)
Am? cos 20
In this equation, V; is the potential of the medium felt by v.:
Ve = V2Gpne, (1.29)

where G is the Fermi coupling constant, and n. is the electron density of the medium.

This finding was crucial in the context of the solar neutrino problem, discussed in Sec. 1.1.2
[56, 58]. A global analysis of all the available solar neutrino data in terms of matter-enhanced
oscillation in a simplified two-flavor model strongly favored the so called the Large Mixing Angle
(LMA) solution of the MSW effect. In this context, LMA stands for the value of the vacuum
mixing angle ,,;, which has been found to be relatively large, as the global fit excluded the region
of tanfs, > 1 [59]. In the solar neutrino analysis based on the Borexino experiment, which I will
present in Chapter 7 and Chapter 8, one considers the MSW effect on solar neutrinos propagating
through the dense medium of the Sun. More details on the specifics of the MSW effect in the
Sun will be shown in Sec. 2.4.5.

1.5 Neutrino detection

There are different methods of neutrino detection, chosen by one or another experiment de-
pending on their goal and the type of neutrino. Several methods of neutrino and antineutrino
detection, like inverse beta decay (Eq. 1.1) or radiochemical detection (Eq. 1.2), have already
been mentioned in Sec. 1.1.1 and Sec. 1.1.2, and summarized in 1.2. Liquid scintillator experi-
ments, such as Borexino, detect neutrinos via their elastic scattering on electrons, present in the
scintillator:

Veypr +€ — Veyr+e . (1.30)

The initial neutrino energy E), is estimated through the measured kinetic energy of the recoiled
electrons T,:
E,=T,+ E, (1.31)

where E/ is the energy that the neutrino carries away after scattering. The relationship between
E/, and E, is expressed as follows:

Ey

mEZ@ (1 —cosf)’

E,(0) (1.32)

where m, is the electron mass, and 6 is the scattering angle.
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While all neutrino flavors can participate in this reaction via neutral current (NC) interaction,
which happens through the exchange of the neutral boson Z9, electron flavor neutrinos also take
part in the charged current (CC) interaction, mediated by W¥*. Both types of scattering are
illustrated by Feynman diagrams in Fig. 1.4.

I/e,M,T VG’M’T

FIGURE 1.4: Feynman diagrams of NC and CC neutrino-electron scattering.

Due to this, the cross section of v, scattering on e~ (o.) is around six times larger than that
of v, (04) and v, (0;). Apart from the type of scattering, o, depends on the initial neutrino
energy F,, and the scattering angle . Using Eq. 1.31 and Eq. 1.32, 0, can be expressed as a
function of F,, and T,. The minimum and maximum scattering angles 6,,,;, = 0 and 0,0, = 7
correspond to the minimum and maximum kinetic energy 7" = 0 and 7**, which can be
obtained from Eq. 1.32:

max __ El’

e - mECQ .
].+ 2EV

(1.33)

When scattering on electrons is used as the detection method, the expected neutrino inter-
action rate can be obtained in the following way, accounting for the differences in the NC and
CC scattering:

Tmaz

B ‘ d® (do.(E,,T.) do,+(Ey,T.) )
R=N, 0/ / dEy( T P(B,) + A1 - P(B,) ) dBT, (134)

where N, is the number of target electrons, d®/dFE is the differential neutrino flux, and P, is
the electron neutrino survival probability, as defined in Eq. 1.19 (accounting for the MSW effect,
if applies). Using an experimental measurement on R, this formula can be applied for various
analyses, depending on the knowledge of ® and P..:

e by assuming a theoretical prediction on the flux ®, one can obtain P,.., and use the re-
sult to prove the flavor transformation model (vacuum oscillation, MSW, nonstandard
interactions, etc.);

o by assuming MSW-LMA values for 6;; and Am;;, on can probe the theoretical prediction
on the flux ®.

Indeed, both analyses are performed based on solar neutrino data. More details on this will
be described in Sec. 2.4, and the practical application based on Borexino data will be shown in
Sec. 7.3.






Chapter 2
The Sun and solar neutrinos

In this Chapter, I will talk about the Sun, the fusion processes occurring in its core, and
neutrinos that come from these processes, known as solar neutrinos.

In Sec. 2.1, I will describe the so-called proton-proton (pp) chain, a set of nuclear reactions
that convert hydrogen to helium, known to be the mechanism fueling stars with masses similar
to that of the Sun. Another possible way to convert hydrogen to helium is through the catalytic
carbon-nitrogen-oxygen (CNO) cycle, which I will describe in Sec. 2.2. Even though this process
has never been observed yet, theoretical models predict that it might be dominant in stars 1.3
times heavier than the Sun. During different stages of the pp chain and the CNO cycle, neutrinos

are emitted.

In Sec. 2.3, T will talk about the Standard Solar Models, which rely on our knowledge of
the aforementioned nuclear fusion processes, and other information about the Sun coming from
various measurements, to construct a picture of the solar interior. Based on nuclear physics, one
can obtain the theoretical spectral shapes of the solar neutrinos emitted in each reaction; while
the SSMs predict the total solar neutrino flux, i.e. the normalization of the shape. In Sec. 2.4, |
will discuss the spectral shapes and fluxes of solar neutrinos, as well as how these particles can
be used to probe Standard Solar Models, and study neutrino physics.

2.1 The proton-proton chain

The proton-proton chain, or pp chain, is a chain of nuclear reactions that results in the
fusion of four protons into helium:

4p — He + 2T + 2v,. (2.1)

This conversion can happen through different alternative chains, 99.7% of which begin with
the proton-proton fusion reaction:

p+p— H+et +u, (2.2)
or less frequently, through the three-body reaction:
p+e +p—HA4v, (2.3)

both producing ?He, that will be converted to *He, and finally, “He in the next steps of the
chain. The full chain with its three alternative endings, pp-I, pp-II, and pp-III, is represented

15
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schematically in Fig. 2.1A, showing also the branching ratios, and highlighting the neutrino-
producing reactions. More about these neutrinos and their spectra and fluxes will be discussed
in Sec. 2.4. Figure 2.1B depicts a graphic representation of the pp-I ending.

pp chain H%? H H%?H
pp-v pep-v
Oﬁﬁv O}fv

p+p—>°H+e'+v, pte+p—>?H+v.
Y Y

99.6% 1 0.4% 2 1 1 2
H+p—°>He+y HQ /0 H HO\ ? H
8v54 2><10v % hep-v
*He+3He—*He+2p | 1 | *He+p—>*Het+e +v. ﬁ ﬁ
pp-l 15% v v

SHe+*He—>"Be+y ’He He
'Be-y 99-87% i 0.13%
¥ Y
’Be+e —>7Li+V, ’Be+p—>eB+y
Y Y
Li+p—2°He | sg.y| SB—*Be’+e*+v. 'H@ @H
pp-ll —
8Be _>24He Y Gamma ray O Froen
pp‘"l 'V Neutrino 4He@ O reten
O Positron
(A) (B)

FIGURE 2.1: (A) A schematic representation of the pp chain. (B) A graphic representation of
the pp-I branch (credit: Wikimedia Commons).

The pp chain is the dominant process occurring in stars with mass similar or smaller than that
of the Sun. The hypothesis that the pp chain is the underlying process behind the burning of
the Sun and other stars was first formulated by Arthur Stanley Eddington in the 1920s [60]. At
that time, this was under doubt, as a simple fusion of two protons would result in an extremely
unstable isotope 2He. This problem was resolved in 1938 by Hans Bethe [61], who proposed
that during proton-proton fusion, one proton could decay into a neutron via inverse beta decay
(Eq. 1.1), resulting in a more stable compound, deuterium (*H), as shown in Eq. 2.2.

2.2 The carbon-nitrogen-oxygen cycle

Another possible mechanism behind the conversion of hydrogen into helium, alternative to
the pp-chain, is the closed-loop CNO cycle, catalyzed by carbon (C), nitrogen (N), and oxygen
(O). It consists of two alternative loops, shown schematically in Fig. 2.2A: CNO-I, having a
branching ratio of 99.96%; and CNO-II, with the remaining 0.04%. Since the CNO-I cycle,
depicted graphically in Fig. 2.2B, is overwhelmingly dominant, it is usually referred to simply as
the CNO cycle. Neutrinos produced in this cycle originate from 3 decays of 10 and '®N, and
have continuous energy spectra with endpoints at at around 1.5 MeV and 1.7 MeV, respectively
(more in Sec. 2.4).
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FIGURE 2.2: (A) A schematic representation of the reactions belonging to the CNO cycle, with
alternative CNO-I (99.96%) and CNO-II (0.04%) loops. (B) A graphic representation of the
CNO-I cycle (credit: Wikimedia Commons).

The overall reaction is:
4p +2e~ — ‘He 4 2v, + 7. (2.4)

The CNO cycle is hypothesized to be the dominant energy production mechanism in stars
more than 1.3 times heavier than the Sun. It was proposed independently by Carl von Weizsacker
in 1938 [62], and Hans Bethe in 1939 [63]. However, it has never been experimentally observed.
If it happens in the Sun, it would account for less than 1% of the solar energy. Proof of the
existence of the CNO cycle would carry implications for astrophysics in general, as well as
Standard Solar Models, about which I will talk in Sec. 2.3 below.

2.3 Standard Solar Models
The structure of the Sun consists of the following concentric layers.

1. Core, the innermost region where nuclear fusion occurs.

2. Radiative zone, in which energy transfer occurs through radiation of photons.
3. Convective zone, in which energy transfer occurs through convection.

4. Photosphere, the visible surface of the Sun, from which photons escape.

5. Atmosphere, a gaseous halo surrounding the Sun.
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The Standard Solar Model (SSM) is a mathematical description of the Sun, in which its
state and evolution are described by a set of equations based on the following assumptions:

e the solar energy is generated through nuclear fusion of hydrogen into helium in the core
of the Sun, occuring through the pp chain (Sec. 2.1), contributing to > 99% of the energy
output; and the CNO cycle (Sec. 2.2), the contribution of which is yet unknown;

e the energy transport from the core to the surface of the Sun occurs by radiation and

convection;

e the solar composition is defined by the initial abundance of elements in the Sun, the
only changes to it coming from the nuclear fusion reactions;

e the Sun is in a state of thermal equilibrium, with the energy produced in the nuclear
reactions being carried away by photons and neutrinos;

e the Sun is in a state of hydrostatic equilibrium, in which gravitational force is balanced

out by the pressure gradient resulting from thermonuclear reactions.

In addition to these assumptions, the models also rely on physical parameters of the Sun that
constitute boundary conditions, namely :

« luminosity, measured directly through solar irradiance to be 3.828 - 1026 W;

e age, estimated to be 4.57 4+ 0.01 Gyr, based on radioactive dating of meteorites, and rocks
on the Earth and the Moon;

« mass, computed to be 1.988 - 1033 kg, based on the orbit equation of the Earth;
« radius, calculated to be 6.955-10% m, based on solar luminosity and surface temperature;

« initial element abundances, some of which can be inferred through spectroscopy and
helioseismology.

Even though the development of 3D hydrodynamic models of the solar atmosphere has led to
a complete revision of solar element abundances [64-66], this parameter remains the least known
out of the ones listed above. A crucial parameter related to solar abundance, is the so-called
solar metallicity, the fraction of elements heavier than helium, called metals in the context
of solar physics. The newest generation of SSMs, called B16 [67], employs two central sets of
solar abundances, based on photospheric and meteoritic abundances from different inputs, and
results in different predictions of solar metallicity:

o GS98 [68], resulting in a metal-to-hydrogen ratio (Z/X)s = 0.0229;

o AGSS09met [65], resulting in (Z/X)e = 0.0178.



Chapter 2 The Sun and solar neutrinos 19

Individual abundances of the metals most relevant for the model are shown in Table 2.1.
Based on the different different inputs, the B16 SSMs are divided into two sets, B16-GS98 and
B16-AGSS09met.

Element GS98 AGSS09met

C 852+ 0.06 843 £0.05
N 792 £ 0.06 7.83£0.05
O 8.83 £ 0.06 8.69 £ 0.05

Ne 8.08£0.06 7.93 £0.10
Mg 758 £0.01 7.53 £0.01

Si 7.56 + 0.01  7.51 + 0.01
S 7.20 £ 0.06  7.15 & 0.02
Ar 6.40 + 0.06  6.40 + 0.13
Fe 7.50 £ 0.01  7.45 + 0.01
(Z/X)s  0.02292 0.01780

TABLE 2.1: Abundances of the solar elements that make the biggest contribution to the un-
certainties in SSMs, given as In(NV;/Ng) + 12. The parameter Z/X denotes the total metal-to-
hydrogen ratio [65, 67, 68].

One of the methods of assessing the performance of the SSMs with different abundance inputs,
is provided by helioseismology, study of the propagation of acoustic waves in the solar surface
[69, 70]. Figure 2.3 shows the fractional sound speed difference in the Sun, predicted by different
SSMs, depending on the radius.

T T T T T T T T T

. B16-GS98 1
0.010- __ B16-AGSS09met 7

0.005 -

dc/c

0.000

1 L L L 1 L L L 1

0.0 0.2 0.4 0.6 0.8
r/RSUn

FIGURE 2.3: Fractional sound speed difference dc/c = (co — Cmod)/Cmod, Where cg is the

measured value, and c¢y,,q is the value predicted by the given SSM. The results from B16-

AGSS09met (red), B16-GS98 (solid blue), and SFII-GS98 (dashed blue) SSMs are shown. The
shadowed red region corresponds to the 1o theoretical uncertainty [67].
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The prediction based on B16-GS98 (solid blue) shows the largest discrepancy with the solar
sound speed profile in the region 0.65 < r/Rs < 0.7, removing which brings the agreement to
1.40. For B16-AGSS09met (red), however, the disagreement is global, and even removing the
region mentioned above leads to a 2.70 discrepancy. This mismatch is caused mainly by the
abundance inputs, while the updated SSMs do not cause much difference. For comparison, an
older SSM, SFII-GS98 [71], is shown in dashed blue.

In addition, two other helioseismic quantities can be used to judge the quality of SSMs: surface
helium abundance (Y5), and the location of the bottom of the convective zone (R¢z) relative to
the radius of the Sun (Rg). Both are shown in Table 2.2, together with the average sound speed
difference, shown in Fig. 2.3. The AGSS09met inputs are based on the most recent updated
revision of solar abundances, and, as one would expect, the B16-AGSS09met predictions for Y;
and Rcyz/Rg show very good agreement with solar values (0.50), compared to B16-G98 (2.10).
Nevertheless, the discrepancy with the solar sound speed profile indicates that the revised inputs
might not be correct.

Quantity B16-GS98 B16-AGSS09met Solar
Y, 0.2426 4+ 0.0059  0.2317 + 0.0059  0.2485 + 0.0035
Rcz/Re  0.7116 + 0.0048  0.7223 & 0.0053  0.713 + 0.001
(6¢/c) 0.000570-0505 0.0021 + 0.001 0

TABLE 2.2: Surface helium abundance (Y5), location of the bottom of the convective zone (R¢z)
relative to the radius of the Sun, and average fractional sound speed difference, predicted by
different SSMs incomparison to the helioseismic measurements [67].

A parameter that can provide us with important information that could solve the solar
abundance problem, is the aforementioned solar metallicity. As shown in Table 2.1, different
abundance predictions result in different values of metal-to-hydrogen ratio (Z/X)s. Solar metal-
licity can be probed by looking at the fluxes of neutrinos emitted in the pp chain and the CNO
cycle, highlighted in Fig. 2.1A and Fig. 2.2A, respectively. The flux of CNO neutrinos depends
directly on the abundance of carbon, nitrogen, and oxygen; while the flux of neutrinos coming
from the pp chain is determined by its fusion rates, which depend indirectly on solar metallicity,
as it influences solar opacity, and, in turn, the core temperature. Based on (Z/X)q, from now
on B16-GS98 will be referred to as high metallicity (HM) SSM, and B16-AGSS09met as low
metallicity (LM) SSM. More on solar neutrinos and how to use their fluxes to probe HM- and
LM-SSMs will be described in Sec. 2.4 below.

2.4 Solar neutrinos

Solar neutrinos are electron flavor neutrinos produced in nuclear fusion processes in the
core of the Sun, namely, the pp chain (Sec. 2.1), and the CNO cycle (Sec. 2.2). The pp-chain
neutrinos were detected for the first time in the 1960s [13], and since then thoroughly studied,
and comprehensively measured during the recent years [72]. The first evidence of the existence of
solar CNO neutrinos was obtained only in the present day, resulting from the analysis conducted
by the Borexino collaboration, which will be presented in this thesis in Chapter 8.
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Each neutrino produced in the pp chain is called by the name of the reaction it was produced
in: pp (p+p), pep (p+e~ +p), 'Be ("Be+e7), °B (8B decay), and hep (*He + p) neutrinos.
In a similar fashion, neutrinos originating from the CNO cycle are labeled *N, %0, and '"F,
corresponding to the isotope in the beta decay of which it was produced. Figure 2.4 shows the
theoretical spectral of solar neutrinos, based on nuclear physics [73], with fluxes predicted by
B16 SSM [67]. The first calculations of the spectral shapes and predictions on solar neutrino
fluxes were made by John Bahcall in the 1960s [74]. Schematic representations of the pp chain
and the CNO cycle, introduced earlier in Fig. 2.1A and Fig. 2.2A, respectively, are repeated for
reference.
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FIGURE 2.4: Theoretical pectral shapes of solar neutrinos produced in the pp chain and the
CNO cycle [73]. The shapes are normalized to fluxes predicted by B16 SSM [67] are shown in
units of cm™2s~!MeV ! for continuous spectra, and cm~2s™1 for monoenergetic lines.
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In the 1950s, William Fowler and others, who comprehensively studied the pp chain [75, 76],
pointed out that solar neutrinos can be used to test solar models. These particles are the only
direct probe of the core of the Sun, since they can escape to the surface in a matter of seconds, as
opposed to photons, for which the time scale is of order of 10° years. In the following subsections,
I am going to talk about the ways in which the measurement of solar neutrino fluxes can be
used for studying the Sun and probing SSMs, as well as the MSW effect, presented in Sec. 1.4.2.

2.4.1 Thermodynamic equillibrium of the Sun

As mentioned in Sec. 2.3, one of the fundamental assumptions of SSMs is that the Sun is
in a state of thermal equilibrium, meaning that the solar energy measured through photons is
equal to the energy produced in the fusion reactions in its core [77, 78]. This assumption can
be tested by comparing the total photon output and the measured total solar neutrino flux ®,:

L

' = ndE, (2

where L, = 3.828 - 1026 W is the previously mentioned solar luminosity, d = 1.5 - 10! m is the
average distance from the Earth to the Sun, and E, is the average energy of a solar neutrino.
Every 4p — %He fusion produces two solar neutrinos, as seen in Eq. 2.1 and Eq. 2.4, with
released energy @ = 26.7 MeV, meaning that each neutrino carries away at most E, = Q/2 =
13.35MeV. Based on this, the total solar neutrino flux can be roughly estimated to be of the

order of 1019 ¢m—2

s~!. This prediction is in agreement with the solar neutrino measurements,
in particular, ones resulting from the Borexino solar neutrino analysis, more on which will be

discussed in Sec. 7.3.1.

Conversely, by taking the thermal equilibrium assumption as valid, one can place a constraint
on solar neutrino fluxes. For example, in the so-called Phase-I1I analysis of the Borexino exper-
iment (which will be introduced in Chapter 3), aimed at CNO neutrino detection, this so-called
solar luminosity constraint is applied to estimate the flux of pep neutrinos [79], which will be
discussed in Sec. 8.3.2.

2.4.2 Ratio of pp and pep neutrino interaction rates

Another estimation that can be used to benefit the CNO neutrino analysis is that of the ratio
between the interaction rates of pp and pep neutrinos. Since the pp fusion (Eq. 2.2) and the
three-body pep reaction (Eq. 2.2) depend on the same nuclear matriz element, the ratio between
the fluxes and, therefore, measured interaction rates is independent from nuclear physics. The
ratio is predicted to be 47.8 £+ 0.8 and 47.5 £+ 0.8 by HM-SSM and LM-SSM, respectively [80, 81].
These values are used in the analysis based on Phase-II data of the Borexino experiment (refer
to Sec. 3.1), in order to determine an upper limit on the CNO neutrino rate, which will be
discussed in Sec. 8.2.
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2.4.3 Probing solar metallicity

The difference in the metallicity assumed by HM- and LM-SSMs results in different solar
neutrino flux predictions, as shown in Table 2.3. As can be seen, among the pp-chain neutrinos,
the "Be and ®B neutrino fluxes are the most sensitive to metallicity. The measurement of their
fluxes can be used to probe this parameter.

Solar » B16-GS98 (HM) B16-AGSS09met (LM) Difference (%)

pp 5.98 (1 4 0.006) -101°  6.03 (1 + 0.005) -10%° —0.84
pep 1.44 (1 4+ 0.01) -108 1.46 (1 £ 0.009) -108 —-1.39
hep 7.98 (1 £ 0.30) -103 8.25 (1 £ 0.30) -103 -3.38
"Be 4.93 (1 4+ 0.06) -10° 4.50 (1 £ 0.06) -10° +8.72
8B 5.46 (1 4 0.12) -10° 4.50 (1 4+ 0.12) -106 +17.58
CNO  4.88 (1 £ 0.11) -10® 3.51 (1 £ 0.10) -10® +28.07

TABLE 2.3: Solar neutrino fluxes, predicted by HM- and LM-SSMs, in units of cm=2s~! [67].

The SSM predictions of "Be and 8B neutrino flux values with allowed 1o regions are shown
in Fig. 2.5. The fluxes are normalized to the values based on a global analysis of the data from
solar neutrino experiments as of 2016.

As can be seen, experimental measurement of the "Be and B neutrino fluxes provides hints
towards metallicity. Such analysis is performed in Sec. 7.3.2, including the more recent low-
energy solar neutrino results from Borexino. So far, the "Be and ®B neutrino data provides only
a weak hint towards HM-SSM. A stronger result that could settle the controversy would come
from including the measurement of solar CNO neutrinos, since they are the most sensitive to
metallicity, as shown in Table 2.3.

1.3 g E
120 GSo8 E
BRI E
o e ®
& 105 —1 3
&
‘,e"’ 09; =
0.8 E
AGSS09met
07 E [ B L L L R |
0.85 0.90 0.95 1.00 1.05 1.10 1.15
®('Be)/('Be)y,,

FIGURE 2.5: Fluxes of "Be and ®B neutrinos, predicted by LM- (red) and HM-SSMs (blue),

normalized to the measured values based on solar neutrino experiments as of 2016 [79], corre-

sponding to the black circle with error bars. The squres (circles) denote results obtained using

the new (old) generation of SSMs, called B16 (SF-II). The ellipses denote theoretical 1o C.L.
regions [67].
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2.4.4 Studying the pp chain terminations

The relative intensity of the pp-I and pp-II terminations of the pp chain (refer to Fig. 2.1A),
denoted as Ryy/1, can be calculated on a theoretical basis, and tested by experimental measure-
ments. In addition to nuclear physics predictions, this ratio is influenced by the solar metallicity
assumed in the SSMs, as it determines the predicted opacity of the solar plasma, and, in turn,
impacts the central temperature of the Sun, regulating the branching ratios of pp-I and pp-II.
The values predicted by HM- and LM-SSMs are Ryj; = 0.180+0.011 and Ryy/; = 0.161 £0.010,
respectively. Experimentally, this value can be obtained based on the measured fluxes of pp and

"Be neutrinos:
2¢("Be)

Rug =
™ 6(pp) — ¢(TBe)’

neglecting the contributions from pep, hep and ®B neutrinos [82]. Measurement of the fluxes of

(2.6)

pp and "Be neutrinos from the Borexino experiment can be used to probe these predictions, as
will be shown in Sec. 7.3.3.

2.4.5 Probing flavor transformation in matter

As described in Sec. 1.4.2, the MSW effect, occurring due to the influence of the medium on
neutrino propagation, effectively modifies the values of the mixing angles 67 that determine the
elements of the mixing matrix U™. Based on the MSW-LMA solution, the survival probability
can be approximated as [82]:

Pee

Q

1 1
5 + 5 cos 2075 cos 26,2. (2.7)

The mixing angle in matter 675 is derived as follows:

cos 2610 — 3

2074 = . 2.8
o512 (cos 2012 — B)% + sin? 2615 (28)

The parameter 5 stands for:
. 2\/§GFTL€E,, 9.9

where G is the Fermi coupling constant, n. is the electron density at the location where the
solar neutrino was produced, and F, is its energy. For small values of 3, corresponding to low
E,, namely, 5 < cos2615 ~ 0.4, P.. is dominated by vacuum oscillation; while for values g > 1,
MSW oscillation prevail:

(2.10)

P — 1-— %sin2 2012, [ < 0.4 (vacuum),
sin? 012, 5>1 (MSW)

The resulting dependence on the solar neutrino energy is shown in Fig. 2.6. The E, region
corresponding to 8 ~ 1 results in the so-called resonance condition [58].
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FIGURE 2.6: Schematic trend of the v, survival probability P, based on Eq. 2.10, as a function
of neutrino energy E for the MSW-LMA solution [82].

The experimental measurements of solar neutrino fluxes can be used to probe the MSW-LMA
solution. One can calculate P,.. based on the measurement of the solar neutrino fluxes, and the
initial fluxes predicted by SSMs, using Eq. 1.34. As solar pp, "Be, pep, and 8B neutrinos cover
the energy range from ~0.1 to 10 MeV, this provides values of P.. both below and above the
resonance point, shown in Fig. 2.6, which allows us to probe MSW predictions compared to the
ones based on vacuum-only oscillation. In particular, the value of P.. based on the ®B neutrino
measurement falls in the neutrino energy range where the predictions based on vacuum or MSW
oscillation differ the most. The results of this approach based on the Borexino solar neutrino
results will be shown Sec. 7.3.4.

In addition, such measurements can be used to probe for deviations from the MSW-LMA the-
ory due to nonstandard neutrino interactions, which influence neutrino production, propagation
and detection [83].






Chapter 3
The Borexino experiment

In this Chapter, I will introduce the Borexino experiment and its scientific program, the
Borexino detector, and the methods of processing the data it measures.

I will start with a general introduction to the experiment in Sec. 3.1, and in Sec. 3.2 con-
tinue with the description of the structure of the detector and its various parts, and important
detector operations. In particular, in Sec. 3.2.3, I will mention the Borexino photomultiplier
tubes (PMTs), the information about which will be relevant in Sec. 5.3, where I discuss PMT
quality; and in Chapter 6, where I describe my work aimed at obtaining the effective quantum
efficiency of the Borexino PMTs. In Sec. 3.2.6, I will describe the Borexino 2010-2011 purification
campaign, which characterizes the Borexino Phase-II analysis that I will present in Chapter 7;
and the 2015 thermal insulation campaign (Sec. 3.2.7), crucial for the Phase-IIT CNO neutrino
analysis which I will focus on in Chapter 8.

After this, I will continue with an overview of the essential electronics systems that take part
in the detection and data acquisition (Sec. 3.3). The knowledge about the main Borexino data
acquisition system (Sec. 3.3.1) will be important in Sec. 5.1, where I will talk about my work
related to the Borexino data quality. In addition, I will introduce the so-called FADC data
acquisition system (Sec. 3.3.4), complementary to the main one, the information from which I
have used in my contribution to the hep neutrino analysis in Sec. 7.2.3.

I will then proceed to talk about the Borexino data and the way it is treated (Sec. 3.4), as it
is important to understand how the raw information is processed to obtain physical parameters
describing the events, such as energy, position etc. In particular, I will mention the so-called
laser timing calibration in Sec. 3.4.1, as my work in Sec. 5.2 consists in improving and monitoring
the stability of this procedure.

Finally, in Sec. 3.5 I will describe the Borexino Monte Carlo (MC) simulation, an important
parameter of which, the effective quantum efficiency of the PMTs mentioned above, has been
comprehensively studied by me, and improved through my work that I will present later in
Chapter 6.

3.1 Introduction

Borexino is a liquid scintillator detector located in Italy in the Hall C of Laboratori Nazionali
del Gran Sasso, the largest underground laboratory in the world, under about 1400 m of rock with
shielding capacity of 3800 m water equivalent. At this laboratory, the muon flux is suppressed
by a factor of 10% with respect to the surface, which greatly reduces muon and muon induced
backgrounds (more in Sec. 4.5).

27
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The liquid scintillator technique that Borexino employs is the best for measuring solar neu-
trinos, since it allows for a low energy threshold due to high light yield, unlike, for example,
Cherenkov experiments; and real-time measurement, as opposed to radiochemical experiments.
Because of this, Borexino is the only detector able to perform spectroscopic detection of solar
neutrinos of energies as low as 150keV, with good energy resolution. Furthermore, the organic
nature of liquid scintillators implies low solubility of ions and metal impurities, which allows for
thorough purification of the material.

The Borexino experiment started data taking in May 2007, and has been running continuously
since then. The original goal of the experiment was to measure the “Be solar neutrinos (more on
solar neutrinos in Sec. 2.1), the first results on which appeared already after two months of data
taking between May and July 2007 [84]. Since then, however, Borexino exceeded expectations
and expanded its scientific scope.

The first three years of data taking between May 2007 and May 2010 constitute the Borexino
Phase-I. It resulted in the first precision measurement of the "Be neutrino flux [85] and its
day-night asymmetry [86], the first evidence of pep neutrinos [87], and the measurement of *B
neutrinos with the lowest threshold of 3 MeV [88].

End of Phase-I was followed by an extensive purification campaign, which I will talk about in
Sec. 3.2.6. This resulted in an unprecedented level of radiopurity which characterizes Phase-11
of data taking. This phase lasted from December 2011 to May 2016, and resulted in the first
direct observation of pp neutrinos [89], and a comprehensive measurement of all pp-chain solar
neutrinos that also included the first discovery of pep neutrinos [72].

July 2017 marks the beginning of Phase-III, characterized by thermal stability after the
thermal insulation campaign (more in Sec. 3.2.7) and the goal of detecting CNO neutrinos.

The Phases and important detector operations are depicted visually in Fig. 3.1.

Phase-1I Phase-11 Phase-111
)
¥ N S
.... - ".“ thermal new trigger
purification insulation system

FIGURE 3.1: A diagram representing the Phases of Borexino as well as other important opera-
tions.

Aside from solar neutrinos, the scientific program of the Borexino experiment includes geoneu-
trinos (antineutrinos coming from the Earth) [34-37, 90], neutrino magnetic moment [91], sea-
sonal variations of the muon flux [92], and nonstandard interactions [93].
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3.2 The Borexino detector

3.2.1 Detector structure

The structure of the Borexino detector is based on the principle of graded shielding. The core
of the detector is surrounded by concentric layers of material of increasing radiopurity [94]. This
design is aimed at shielding the liquid scintillator from the external background coming from the
surrounding rock. A schematic representation and a three-dimensional rendering of the detector
are presented in Fig. 3.2.

Borexino Experiment

External water tank 18m ¢
Stainless steel sphere 13.7m ¢
(1320 m3 PC)

Rope tendons

2200 Thorn EMI 8" PMTs
(1800 with light collectors
400 without light cgllectors)

Nylon outer vessel 11.0 m ¢

Nylon inner vessel 8.5m ¢

Fiducial volume 6.0m ¢

Steel plates in

concrete for extra

shielding-

10m x 10m x 10cm
4m x 4m x 4cm

(A)

FIGURE 3.2: A schematic 2D representation (A) and a 3D rendering (B) of the Borexino
detector, depicting various layers of its internal structure [72, 95].

Borexino can be divided into the Inner and the Outer Detector.

The Inner Detector (ID) is equipped with 2212 8-inch inward-facing photomultiplier tubes
(PMTs), mounted on the Stainless Steel Sphere (SSS) of radius 6.85m, which collect scin-
tillation light and convert it to current signals. The Borexino PMTs will be discussed more in
detail in Sec. 3.2.3. Inside the SSS are two transparent nylon vessels (NV): Outer Vessel (OV)
and Inner Vessel (IV) of thickness 125 pm and radii 5.5 m and 4.25 m, respectively. The function
of the OV is to stop the 2??Rn contamination from the SSS and the PMTs to enter the center
of the ID.

The 1V is filled with 278 tons of liquid scintillator (LS) solution: pseudocumene, C¢Hs(CHs)s,
as a solvent, and fluor PPO, C15H11NO, as a solute. The resulting effective light yield is around
500 p.e. detected per MeV of deposited energy, with energy resolution of 50keV at 1 MeV (5%).
Another function of the NVs is to form a nonscintillating buffer. The first shell (between the
SSS and the OV), and the second shell (between the OV and the IV) are filled with LS diluted
by dimethylphthalate (DMP), C¢Ha(COOCH3)2, with density similar to that of the LS in the
IV. This is done to suppress scintillation due to external backgrounds and muons, and avoid
oversaturation of the PMTs and the acquisition system.
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The Outer Detector (OD) is equipped with 208 outward-facing PMTs, mounted on the SSS
and the floor; and a water tank containing 2.4kt of ultrapure water. The water tank shields
the detector from external ’s and neutrons, and serves as an active muon veto, allowing for
detection of muon-induced Cherenkov light by the OD PMTs. More on muon detection will be
described in Sec. 4.5. On the outside, the water tank is wrapped in a layer of thermal insulation
(since 2015), which will be discussed in Sec. 3.2.7.

3.2.2 Particle detection principles

Particles are detected in Borexino by exploiting the phenomenon of scilntillation. After a
particle interacts in the detector, the LS molecules are excited directly by that particle, or
indirectly through a secondary particle, after which they emit light during deexcitation. This
light is then detected by the PMTs, which convert the detected photons to photoelectrons, i.e.
electric current. The emission of light is isotropic, and information about the initial direction of
particles is lost. This makes neutrinos indistinguishable from other particles on event-by-event
basis. Depending on the analysis, they have to be evaluated through different methods (more
in Sec. 4.4), removed during data selection (Sec. 7.1.1), or included in data fitting procedure
(Sec. 7.1.2). In particular, to suppress 8 and v backgrounds, high radiopurity and good data
selection are needed. Different types of particles interact in the LS through different processes,
which I will shortly describe below, and some of which can be exploited to identify them.

Neutrinos

In the Borexino detector, neutrinos are detected through elastic scattering off electrons in
the LS:
Veyur € — Veyrt+e . (3.1)

This detection method has been described in detail in Sec. 1.5. The scattered electron carries a
fraction of the neutrino energy, and then transfers it to the scintillator molecules. Due to this, the
spectrum of the recoiled electrons is always continuous, even if the neutrino was monoenergetic.
Note that in all the Borexino analysis, data is analyzed in terms of the energy of these recoiled
electrons, not the neutrino energy.

Electrons

Some internal backgrounds, such as '4C, 21°Bi and 8°Kr, are 8 emitters. The e~ produced in
their decay excite the LS molecules in exactly the same fashion as described above for electrons
recoiled after neutrino scattering. This makes e~ indistinguishable from neutrino signals, making
B emitters the main background in the solar neutrino analysis of Chapter 7.

Gammas

The interaction of MeV ~’s, before they lose energy and get absorbed by the LS molecules, is
dominated by Compton scattering with electrons, which in turn interact with the LS as described
above.

Positrons

Positrons interact with LS molecules until they lose kinetic energy and, shortly after being
emitted, annihilate with electrons present in the LS, since annihilation cross section decreases
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with energy. The annihilation produces two 511keV ~’s which in turn interact in the LS as
described above. Another possibility is the formation of orthopositronium, an unstable compound
of an electron and a positron [96]. The annihilation signal in such case has a characteristic delay
in comparison with electrons, and this is exploited for e~ /et discrimination which I will describe
later in Sec. 3.4.5. The only source of positrons in Borexino is the cosmogenic ''C, which is
important for the measurement of solar neutrinos, and will be examined in Sec. 4.5.3.

Muons

Muons spallate on LS molecules directly, exciting multiple molecules as they pass through
the detector and producing large amounts of light, as well as Cherenkov radiation. Apart from
being registered by the ID through scintillation light, muons are also detected in the OD through
Cherenkov light produced as they travel through the water tank. The combination of both ID
and OD results allows us to determine whether the particle is a muon, and whether it passed
through only OD or both OD and ID. Due to this, muons are determined with high accuracy and
do not constitute a big problem; however, muon spallation produces multiple secondary particles
which constitute the so-called cosmogenic background which will be discussed in Sec. 4.5, as well
as more details on muon detection in Borexino.

Neutrons

Neutrons are detected via capture on protons, which happens within 250 us [97]:
n+p— D+, (3.2)

through the resulting v of 2.2 MeV. With a much smaller probability, capture can happen on
12C nuclei.

Alpha particles

Alpha particles are strongly affected by quenching, an effect that happens due to energy de-
position density. Since a’s are heavy, the LS molecules that they excite are distributed more
densely, which results in energy loss before scintillation light is emitted. In Borexino, the dom-
inant source of a’s is 2'°Po, which will be discussed in Sec. 4.4.4. In principle, o’s emitted by
210Pg are not in the energy region of solar neutrinos; however, due to factor ~10 quenching, their
reconstructed energy falls in the sub-MeV part of the spectrum. The effect of quenching brings
the energy of the emitted a’s down to the energy region of solar neutrinos, which otherwise
would not be expected to appear.

3.2.3 The Borexino photomultiplier tubes

The Borexino PMTs are 8-inch ETL-9351 PMTs, the role of which is to collect scintillation
light and convert photons to photoelectrons (p.e.) through photoelectric effect, producing electric
current signal. The number of p.e. collected by the PMTs is approximately 500 per MeV. In
the energy region of solar neutrinos, Borexino PMTs work mostly in single p.e. regime. The
PMTs have been designed to accommodate to the conditions of the Borexino detector, namely,
to withstand the corrosion induced by the LS they are submerged in, and to meet the radiopurity
requirements of the experiment (low radioactivity PMT glass).
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All but 371 PMTs are equipped with cone-shaped aluminum concentrators (seen in Fig. 3.3A)
to avoid registering photons coming from the outside of the active scintillator volume and increase
light collection efficiency. This is an important factor that will be considered in Sec. 6.3.2, where
the effect of the concentrators must be disentangled from that of the quantum efficiency of
the PMTs, since the concentrators are accounted for in the Borexino Monte Carlo simulation
(Sec. 3.5). Figure 3.3B demonstrates PMTs mounted on the SSS, illustrating both kinds of
PMTs, with and without concentrators.

(A)

FIGURE 3.3: (A) A sealed Borexino PMT fully assembled with a light concentrator and mu-
metal magnetic shield [98]. (B) PMTs during installation on the Borexino SSS [98].

The signals sent by PMTs are analyzed by different electronic circuits, which will be described
in Sec. 3.3.1, to extract information about charge and photon arrival time. In order to correctly
analyze the hit times on PMTs, the so-called laser timing calibration is performed, aimed at
aligning the response of different PMTs. I will describe the system designed to perform this
calibration in Sec. 3.2.4 below, and elaborate on the alignment procedure in Sec. 3.4.1.

Another crucial aspect of the PMTs is their quality, which can be measured by different
parameters, such as quantum efficiency or dark noise rate. PMT quality directly influences their
light collection properties, and ultimately, the energy estimators used to analyze the data (more
in Sec. 3.4.3). I will discuss PMT quality in more detail in Sec. 5.3, where I will present my
studies related to this topic.

3.2.4 The laser calibration system

As mentioned in Sec. 3.2.3 above, in order to calibrate the PMTs, a laser calibration system
exists in Borexino. A schematic representation of the system is shown in Fig. 3.4A. A diode laser
emits a light pulse, which is first distributed among 35 fibers that reach optical feedthroughs on
the SSS (marked blue), and then further split into 90 fibers that couple to each PMT (marked
orange). Figure 3.4B shows a PMT installed in the detector, depicting an optical fiber attached
to the concentrator.

The laser calibration system is used for several purposes. It is used at the beginning of each
data acquisition run for coarse time alignment on 50-ns scale, as well as throughout the run,
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which I will mention in Sec. 3.3.1. In addition, it is used for weekly timing calibration on a scale
of several ns, aimed at the fine time alignment of PMTs, which will be described in Sec. 3.4.1.

laser x35

x90

SSS

(A)

FIGURE 3.4: (A) A schematic representation of the laser calibration system. (B) Optical fiber
connected to an installed PMT [94].

3.2.5 Source calibrations

In order to achieve high precision in the determination of neutrino rates, the detector design
includes an internal and an external source calibration system [99, 100]. Several calibration
campaigns took place between 2008 and 2011: the campaigns with internal radioactive sources
inserted in the scintillator in October 2008, and January, June and July 2009; while that with
an external v source located in a special niche in the outer buffer region was performed in July
2010 and December 2011. The positions of various sources are shown in Fig. 3.5A.

The calibrations provided a detailed understanding of the detector response and led to a
significant reduction of the systematic uncertainties in the Borexino measurements. In particular,
222Rn + C sources were used for position reconstruction.

The calibration runs are used to tune the MC simulation, which will be described in Sec. 3.5.
In particular, the custom made 2?8Th source was used to study the energy and radial distribution
of the +’s coming from the decays of 28Tl its daughter.

3.2.6 Purification campaign

The Borexino LS already had extremely low radioactivity levels in 2002 [103]. In addition
to that, a purification campaign was performed, leading to a further reduction of the remaining
radioactive contaminants in Phase-II. It consisted of several cycles of water extraction during
one year between the summer of 2010 and 2011. As a result, Borexino is the most radiopure LS
detector in the world.

One of the main improvements of the purification was to greatly reduce 2'°Bi and 8°Kr con-
tamination. The rate of 2!°Bi has been reduced by a factor of 3.5 to the level of <20cpd/100t;
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FIGURE 3.5: (A) Position of the various radioactive sources deployed in the scintillator and

used to calibrate the Borexino detector [95]. (B) The detector after the thermal insulation (see

text) [101]. (C) A Laben electronics rack, containing (bottom to top): the high voltage board,

digital electronics crate, front-end electronics, analog adder, and low voltage power supplies (see
text) [95, 102).

while 3Kr decreased from 20-30 cpd/100t in Phase-I to impressive <4.7 cpd/100t at 95% C.L.
The levels of natural long-lived radioactive contaminants were reduced to negligible levels, includ-
ing < 9.5-1072°g/g (95% C.L.) for 238U, and < 7.2-1079¢g/g (95% C.L.) for 232Th, compared
to the levels being of order 10 Bq/kg in nature (in water). More on Borexino radiopurity will be
discussed in Sec. 4.2.

3.2.7 Thermal insulation

Assuring stable temperature inside the detector is important for reducing the contamination
of the inner scintillator volume by radioactive materials present on the surface of the IV, for
example, 21%Po. In order to reduce convection movements that can wash off the contaminants,
temperature gradient is maintained between the top and the bottom of the detector. The bottom
is in contact with a heat sink provided by the rock (7-8 °C), and the top is in contact with the air
of Hall C (around 15 °C). However, with this setup, the top temperature is still highly influenced
by air currents in Hall C. To avoid this effect, a thermal insulation campaign was conducted in
the summer of 2015. During the campaign, the detector was covered with two layers of 10-cm-
thick mineral wool, which can be seen in Fig. 3.5B. The water tank and the insulation layers
were equipped with temperature sensors to monitor the changes that propagate into the system
from the outside. Thermal insulation was crucial for studies of 2'9Po, which is important for
CNO neutrino detection, which will be described in Sec. 8.3.1.
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3.3 Data acquisition

3.3.1 The electronics layout

The Borexino PMTs are connected to several electronic circuits that read and process their
signals [104]. The complete system is composed of the following stages:

e the front-end stage, which performs an analog processing of the PMT signals, including
noise filtering, preamplification, shaping, and integration;

o the readout stage, used to digitize and store the signal processed by the front end and to
measure the arrival time and the charge of each light pulse coming from the detector;

« the trigger stage, used to identify which events are worth considering.

These stages are shown schematically in Fig. 3.6. The ID and OD PMTs have independent
electronics systems both of which are connected to the trigger system [105]. The readout elec-
tronics of the ID PMTs is called Laben and will be described below, as well as the additional

FADC system which also processes ID information.

—/

[ Laben ]

FADC l Trigger I

Muon ]

ID PMTs { Front end

IR

OD PMTs _[ Front end
l HV I

FIGURE 3.6: A simplified schematic representation of the Borexino electronics layout.

Laben

The digital electronics of the ID called Laben is contained in 14 racks, each managing 160
front-end channels. One electronic rack contains 20 boards plugged into a VME crate, each
board housing electronics for 8 front-end channels (see Fig. 3.5C). Each channel has two inputs
coming from the front end stage: a fast signal containing time information, and an integrated
signal containing energy information. Each VME crate has an interface to the trigger system,
which I will elaborate on in Sec. 3.3.2. The channels are also connected to a pulser system,
which is used to monitor them during data acquisition (DAQ), the procedure of which will be
described later in Sec. 3.3.3. Some channels are assigned special status for monitoring purposes
of the service triggers, which will be described in Sec. 3.3.2. The so-called laser reference and
trigger reference channels are used for reference time for signals sent by the laser calibration
system, described in Sec. 3.2.4, and the pulser system mentioned above. The charge information
from these channels is used in a part of the DAQ validation procedure, as shown in p. 156, which
will be discussed in detail in Sec. 5.1.
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FADC

The main acquisition system of Borexino has been designed and optimized for the detection of
low energy solar neutrinos in the sub-MeV range. In addition, a separate fast waveform digitizer
system called FADC (flash-ADC) is explicitly dedicated to the higher energy range [94].

This system is based on the idea that at high energies it is possible to retain precision while
not having to record each of the 2212 channels individually. The PMT signals are therefore
grouped by solid angle sectors, thus reducing the number of acquisition channels. This way, the
dynamic range of the system is extended to up to 30 MeV, as each front-end board provides an
analog sum of 12 linear output signals.

3.3.2 The trigger system

As scintillation is recorded by PMTs, the information is stored temporarily and kept if the
event meets certain trigger conditions, otherwise it is lost, and the memory is overwritten. A
PMT is considered “hit” if it detected at least one photon. When the total number of PMTs hit
within 90 ns exceeds the programmed threshold, the trigger sequence begins: the trigger signals
are issued, the absolute time is read from the GPS clock, and a trigger record is written in the
VME readable memory.

All the data in the 16-us window before the trigger time, called the DAQ gate, is recorded,
followed by a 4 us dead time, after which DAQ is ready to release a new trigger, which is depicted
schematically in Fig. 3.7. This way, each event is labeled with its unique 16-bit event number.The
trigger threshold for the data taken until 2013 is equal to 25 PMTs. After that, it was lowered
to 20 PMTs due to PMT loss.

Hits that triggered Other hits g
------------------------------- o0
X X X X X X X X g
Recorded deadtime DAQ read;
—16us DAQ gate Ops

FIGURE 3.7: A schematic representation of the DAQ gate and the trigger procedure.

Depending on the combination of ID and OD information, as well as other factors that will
be described below, a trigger type is assigned to each event. In addition, a bit in the “trigger
word” of the Borexino Trigger Board (BTB) can be raised to indicate that the OD PMTs
triggered during the event. Table 3.1 lists different trigger types in Borexino, combined with
BTB information.

The trigger types assigned to physical events are neutrino (TT1 BTBO0), internal muon
(TT1 BTB4), and external muon (TT2). These triggers are assigned based on whether the
ID and the OD PMTs have triggered, as visually explained in Table 3.2. The OD is considered
to be triggered if 6 OD PMTs are hit within 150 ns. After each event marked as internal muon,
a neutron trigger (TT128) is issued automatically in order to record neutrons produced by
muon spallation, opening a longer 1.6-ms acquisition gate (five times neutron capture time).
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Priority TT BTB input Name

1 1 0 Neutrino

1 4 Internal muon
2 2 4 External muon
3 128 8 Neutron
6 32 64 Pulser
7 8 64 Laser
8 64 64 Random

TABLE 3.1: Trigger types used in Borexino [102].

\ ID/  IDX
OD v | TT1 BTB4 TT?
OD X | TT1 BTBO -

TABLE 3.2: Trigger types of internal and external events (v'= triggered, X= did not trigger).

In addition to these physical triggers, there are three so-called service triggers implemented
in the trigger system. The laser trigger (TT8) marks the events coming from the signal in
the PMTs sent by the laser calibration system, described in Sec. 3.2.4. The pulser trigger
(TT32) is issued to record digital pulses sent to the Laben channels for the purpose of channel
monitoring, which I will elaborate on in Sec. 3.3.3. The random trigger (TT64) is issued with
a frequency of 0.5 Hz, opening a DAQ gate unprompted, and recording all hits that would fall
into the gate. The main purpose of this trigger type is to study the dark noise rate, as will be
mentioned in Sec. 3.4.4.

Note that the “event” corresponding to one trigger may contain more than one physical event.
In order to determine how many different physical events contribute to one “trigger event”, a
clustering algorithm is used to separate the hits in its DAQ gate into groups (clusters) that
represent scintillation events. Types of events depending on their trigger type and clustering, as
well as their physical meaning, will be discussed in Sec. 3.4.4.

3.3.3 Main DAQ procedure

The Borexino data taking is split into 6-hour-long runs which are later grouped on a weekly
basis. Before each run, two short procedures are performed to check the status of the PMTs
and logical channels. The first check is the so-called precalibration aimed at probing the
digital Laben channels. During the precalibration, the pulser system is used to send controlled
electronic signals to each logical channel (TT32, as mentioned in Sec. 3.3.2). Depending on the
response of a channel to the pulser, it may be marked as nonresponsive and will be disabled
in this run during data processing which I will elaborate on in Sec. 3.4.2. Next, the so-called
calibration part of the run is performed, consisting in a short period of laser pulses (T'T8) sent
by the laser calibration system, described in Sec. 3.2.4, with the purpose of time alignment of
the Laben channels.
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Laser and pulser events continue to be sent throughout the run with lower frequencies, 0.5
and 0.1 Hz, respectively; as well as the random trigger described in the previous section. The
TT1 trigger is dominated by 4C events (99%) resulting in the total trigger rate of 20-30 Hz.

As mentioned in Sec. 3.3.1, among the Laben channels, there are special types of channels
called trigger and laser reference channels corresponding, receiving information from the
pulser and laser system, respectively. The charge and timing information received by these
channels is used as a reference for TT32 and TTS8 events.

Each run is validated using the so-called RunValidation procedure which will be described
in detail in Sec. 5.1, using the results of precalibration and calibration, and multiple other
parameters.

3.3.4 Complementary FADC DAQ procedure

The FADC DAQ procedure follows similar steps as the one of Laben, and has a separate
validation procedure based on various parameters, for example, the counting rate shown in
Fig. 3.8.

FADC counting rate, Hz
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FI1GURE 3.8: Overall FADC counting rate in units of Hz as a function of time in one DAQ run.

The FADC system, DAQ and runs are completely independent from those of Laben. However,
the data from FADC and Laben events is saved in such a way that it is possible to access events
corresponding to each other, and cross-check the information from the two DAQ systems. The
main differences in the FADC DAQ compared to the main one lies in that it uses the FADC
pulse shape to tag muons, as opposed to ID pulse shape in Laben; the energy is measured in
MeV as opposed to p.e.; and the gate length is only 1 us, compared to 16 us in Laben.

As mentioned before, the FADC system is dedicated to the analysis in higher energy range,
and used for different purposes like muon tagging and supernova studies. In particular, I have
used the FADC information in my contribution to the hep neutrino counting analysis that T will
describe in Sec. 7.2.3.
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3.4 Data processing and data structure

3.4.1 Laser timing calibration

Laser timing calibration (LC) is a procedure aimed at time alignment of the Laben channels
using the laser calibration system described in Sec. 3.2.4. It is performed by a shifter on a weekly
basis, consisting of a special three-hour run with a more than usual frequency of laser pulses
sent to the PMTs. Figure 3.9A shows the resulting distribution of hits in Laben channels.

As one can see, the hits from the same laser pulse that is sent to all channels at the same time
are not measured simultaneously by all channels due to them having different response time. The
channels are aligned in order to account for this effect, which is important for the determination
of the time of the event, and ultimately for position reconstruction and particle identification
based on pulse shape. The alignment is shown in Fig. 3.9B and is done by subtracting the offset
of each channel relative to the average of all channels.
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FI1GURE 3.9: Distribution of hit times in response to a laser signal in each logical channel before
(A) and after (B) alignment, with respect to laser reference time.

In Sec. 5.2.1 I will give more details about this procedure, as well as my work on an updated
method for obtaining channel time offset. The channel offset correction resulting from one LC
run is applied during the processing of all the DAQ runs during the week following that LC run.
Figure 3.10A shows the distribution of hits coming from the laser in a single channel. Apart from
the position of this peak which determines the offset of the channel, we are also interested in its
width, which represents the sharpness of the channel response, influenced by the PMT transit
time jitter. Figure 3.10B demonstrates the total contribution from all channels after alignment
(blue), compared to the distribution before alignment (black).

My studies related to monitoring the channel response sharpness, as well as other work related
to the quality of the laser timing calibration, will be shown in Sec. 5.2.
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FIGURE 3.10: (A) Distribution of hit times in lg 350 in one LC run. (B) Projections of the
histograms from Fig. 3.9.

3.4.2 Physical interpretation of raw data

In order to obtain physically meaningful parameters that quantify the recorded events, ROOT
based software called Echidna has been developed by the Borexino collaboration. This software
is used to process every DAQ run, analyzing the digital Laben information. Echidna also
accounts for the digital Laben channels that should be ignored based on precalibration or the
behavior of PMTs during the run.

During this procedure, a clustering algorithm is applied to each event. Its purpose is to
disentangle hits coming from scintillation light and dark noise on an event-by-event basis, as well
as distinguish separate physical events belonging to the same DAQ gate. A cluster represents
a scintillation event that happens during a DAQ gate, be it the one that triggered it, or a
coincidence, as shown in Fig. 3.7. A cluster of hits is defined as an aggregation of hits correlated
closely in time. One event may have zero, one or several clusters. The algorithm goes through
the raw hits recorded by Laben and removes bad unphysical hits using a decoding algorithm;
these decoded hits are then grouped into clusters. Typical cluster duration in Borexino is 1.5 us.

Clusters are the primary objects of the Borexino analysis, as they represent physical scintilla-
tion events. Sometimes two clusters happen so close in time that the clustering algorithm cannot
disentangle them. This creates a type of background called pileup which will be addressed in
Sec. 4.6. Event types depending on trigger type and clustering will be summarized in Sec. 3.4.4.

As soon as a cluster is found:

e energy reconstruction is applied by Echidna to processes Laben signals and obtain energy
estimators of the given event (more in Sec. 3.4.3);

e its position is be determined using the position reconstruction algorithm;

e particle identification methods are used to determine the type of event (Sec. 3.4.5).
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The position of an event is calculated by maximizing the likelihood of the measured distri-
bution of hit times on PMTs, accounting for PMT positions [106]. The algorithm has been
validated with Monte Carlo studies based on ???Rn + *C source calibrations mentioned in
Sec. 3.2.5, by comparing the reconstructed positions with the true ones known with precision
of 2cm. The current reconstruction precision is 10 cm, which gives satisfactory accuracy for the
solar neutrino analysis; worsening to up to 20 cm for lower energies.

Apart from data, the Echidna software is applied to events simulated with Monte Carlo (see
Sec. 3.5). This way, both data and simulation are processed the same way and have the same
data structure.

The software is updated regularly to improve its existing functions and add new ones. For
example, as a result of my study on the quality of PMTs, which I will describe in Sec. 5.3, a
new energy estimator has been implemented in Echidna, which will be mentioned in Sec. 77
as part of my study on the quantum efficiency of the Borexino PMTs.

3.4.3 Energy estimators

In order to estimate the energy of the event, Echidna exploits the information from Laben
channels, namely, the time and Laben digital signal of each hit PMT. Depending on the analysis,
we use different energy estimators for each cluster, summarized in Table 3.3 below.

Variable name Definition

N, Number of hit PMTs.

Np, Number of hits, including multiple hits on the same PMT.

Npe Charge collected in all PMTs.

Ngtl Number of PMTs hit within the first 230 ns after the start of the cluster.
Ngtz’ Number of PMTs hit within the first 400 ns after the start of the cluster.

TABLE 3.3: Energy estimators used in Borexino. The number of hits or PMTs is considered in
terms of hits within a cluster.

For low-energy events single photoelectron regime is observed, which means IV, ® Nj, & Npe.

I will use the variable notation in Table 3.3 in further chapters.

Not all the PMTs are active at all times during the data taking. In some cases, the information
from some PMTs is temporarily ignored in cases of malfunction. In other cases, a PMT might
die permanently due to aging or issues with current and voltage. Due to the changing number
of active PMTs, energy estimators need to be normalized to account for different number of
PMTs contributing to the event:

2000
N (e) = ———— N, (e) (3.3)
* Nlive<e) N ’
where x = p, h, and Nj;ue(e) is the number of live PMTs during the event e. The normalization
for Npe is similar, but Ny, is calculated differently, using not only timing, like for NVj, and
d
N,, but also charge information of each Laben channel. Normalization for Npt1(2), as well as
normalized energy variables for separate clusters are defined in a similar fashion.
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However, if an event happens off-center, PMTs closer to it will register more hits simply due
to their proximity, and some less due to them being farther away, which does not represent
the energy of the event correctly. In order to compensate for this and bring events happening
off-center to equal footing with those happening in the center of the detector seen equally by all
PMTs, one needs to account for the solid angle of each PMT contributing to the event, which
is the purpose of the geonormalized variables, defined for each cluster. This is done by
normalizing N, by a geometrically weighted number of live PMTs N/:°(c) for the given cluster
¢, rather than the total number of live PMTs, as in Eq. 3.3:

N22(6) = e Nale), (3.4)

live

where z = p or = h. The geometrically corrected number of live PMTs N/-°(c) is calculated
for a given cluster ¢ by giving each live PMT p a weight oy,, which corresponds to the solid angle

relative to the cluster ¢ of interest:
live

N (e) = ap/0.00298623, (3.5)
p

where the sum is going over each live PMT p. The angle o, can be obtained the following way:

WRI% Tp(Tp — ) + Yp(yYp — ¥) + 2p(2p — 2)
d]% dyD, ’

ap = (3.6)
where R, = 0.203 m is the PMT radius; x,, y, and z, are the coordinates of the PMT p; and z,
y and z are the the reconstructed coordinates of the cluster; d), is the distance of the PMT p to
the cluster position:

dp= /(2 — )2+ (gp — )2 + (2 — 2)%, (3.7)

and D, is the distance of the PMT p to the center of the detector:

D, = /a2 +y2 + 22. (3.8)

Different energy estimators are used in different studies. For example, since the Borexino Monte
Carlo (MC) simulation (Sec. 3.5) is better at simulating the hits on PMTs, N, is often used
in MC-based studies; while N, is used to analyze data. The solar neutrino analysis that will
be described in Chapter 7 is done using normalized estimator Ngtl; while the work on PMT
quantum efficiency presented in Chapter 6 has been done with geonormalized Np,.

3.4.4 Event types

Based on the trigger types and BTB input summarized in Table 3.1, and the number of
clusters in the event, I summarize several event types from physics point of view in Table 3.4.

These event types are crucial for data selection and analysis. For example, only TT1 BTBO
C1 events, and first clusters of TT1 BTB0 C2 events are considered in the data selection for the
solar neutrino analysis (Sec. 7.1.1), and events of type TT1 BTB4 must be considered to apply
dead time after each muon event. TT1 BTBO0 C2 events are used to study the rate of '*C events
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(Sec. 4.4.1), since effect of the trigger threshold is not present in the second cluster falling into a
DAQ gate opened by another event. TT64 CO events are used to study dark noise rate, as will
be shown in Sec. 6.3.1.In the sections to come, I will use the TTX BTBX CX notation to refer
to different event types.

Event type Meaning

TT1 Events that pass through the ID. Includes internal events and muons
passing through the ID.

TT1 BTBO Events that happen in the ID but not the OD. Only internal events.
TT1 BTBO C1 TT1 BTBO events with one cluster i.e. single physical events that trigger
the ID (internal and external background, neutrino).

TT1 BTBO CN TT1 BTBO events with IV clusters e.g. coincidences of N physical events
in one DAQ window. Dominated by coincidences of two *C events (i.e.
TT1 BTBO C2).

TT1 BTB4 Events that pass through the ID and the OD (muons).

TT2 Events that happen only in the OD and do not pass through the ID
(muons, light leak).

TT64 Whatever events happen to fall into the DAQ gate (untriggered).

TT64 CO TT64 events that have zero clusters i.e. dark noise events.

TT128 neutrons, coincidences with other events (dominated by 4C).

TABLE 3.4: Event types depending on trigger type, BTB input and clutsering.

3.4.5 Particle identification

As mentioned in Sec. 3.2.2, some particles produce different hit time patterns in the ID due
to the nature of their interaction with the LS, which allows us to distinguish some particle types
like e, et and «. In this section I will describe the techniques used for differentiation of e~ /e™
and a//f events in Borexino, relevant for the low-energy solar analysis of Sec. 7.1.

e~ /eT discrimination

As mentioned in Sec. 3.2.2, it is possible to distinguish e~ and e™ events exploiting the
phenomenon of orthopositronium formation. This is done on statistical basis by using a discrim-
ination parameter based on pulse shape by studying the characteristic delay of the e™ that form

orthopositronium and calculating the fraction of such events. This technique was succesfully
used in Borexino and other liquid scintillator experiments [87, 107].

Currently, we use an improved particle identification parameter based on the likelihood of
position reconstruction (PS-Lpr), shown in Fig. 3.11. Figure 3.11A shows the distribution of
PS-Lpr of simulated e~ events (black) and that of high purity strict sample of cosmogenic
11C background (red). This sample was selected with optimized threefold coincidence (TFC)
algorithm, which searches for coincidences of the parent muon and capture of a neutron produced
together with 1'C [87, 95]. More on cosmogenic 'C and the TFC algorithm will be described
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in Sec. 4.5.3. Figure 3.11B shows the distribution of PS-Lpgr and Ngtl energy estimator in the
dataset surviving solar neutrino analysis cuts which will be listed in Sec. 7.1.1.
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FIGURE 3.11: (A) Comparison of the distributions of the PS-Lpr variable for MC-generated
e~ events (black) and e™ events selected from data (green). (B) Distribution of PS-Lpg as a
function of N

An important use of the PS-Lpg variable is to disentangle the residual "'C in the multivariate
fit of the solar neutrino analysis that will be described in detail in Sec. 7.1.2.

a/f discrimination

As mentioned in Sec. 3.2.2, o’s are strongly affected by ionization quenching, which influences
the time distribution of the scintillation photons. In particular, the energy loss in space, dE/dx,
is very different between o and B particles. By selecting 214Bi-2'4Po coincidences originating
from 222Rn decay (see Sec. 4.2.1), one can observe the difference in hit times, as shown in
Fig. 3.12A. This difference can be exploited to construct o/ discrimination variables.

A commonly used parameter is the Gatti optimal filter, which is a linear discrimination
technique that allows to separate events in two classes based on their pulse shapes [108]. First,
the probabilities P,(t) and Ps(t) that a photoelectron is detected between ¢ and t + dt are
calculated for a and [ events, respectively. Then, the Gatti parameter is calculated as follows:

G = Z f(tn)w(tn)v (39)

where f(t,) is the measured binned hit time distribution of an event, n being the number of

bins; and w(t,) is stands for:

. Pa(tn) - Pﬁ(tn)
W) = B (6)  Palin) (3.10)

The distribution of G for the selection of 2'4Bi and 2'*Po events is shown in Fig. 3.12B.
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FIGURE 3.12: (A) Hit time distribution and (B) the Gatti parameter for 214Po «a (red) and
214Bi 3 (black) events [109].

Alternatively, a class of neural networks called multilayer perceptron (MLP) has been
implemented in Borexino to build a binary classifier, shown in Fig. 3.13. This technique uses
not only the hit time information, but many other inputs, and was trained on the same 2!*Bi-
24Py data sample as the Gatti parameter, selected from the water extraction (WE) period
(Sec. 3.2.6) where the 2?2Rn contamination was high; as well as the MC simulation of such
events. The MLP classifier is used to select 2'°Po events from the data as part of the CNO
neutrino detection strategy that will be outlined in Sec. 8.3.
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FIGURE 3.13: MLP classifier distribution of 2“Po « (red) and 2'*Bi 3 (black) events from the
WE period data sample [110].
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3.5 The Borexino detector simulation
The simulation of Borexino data consists of three stages:

o creation of physical events and light tracking using Monte Carlo Geant4 software (g4bx2);
« simulation of the Borexino electronics (bx_elec);

e processing of the resulting events with the Echidna reconstruction software, as mentioned
in Sec. 3.4.2.

The latter means that the simulated and the real data undergo the same processing and have
the same data structure, which allows us to use the exact same analysis software to analyze
both. The simulation is used for validating different approaches, as mentioned before in this
chapter, and for constructing reference shapes for the multivariate fit of the solar neutrino data
(see Sec. 7.1.3).

3.5.1 Geant4 based Monte Carlo simulation

The Borexino Geant4-based Monte Carlo simulation, which we denote as g4bx2, is designed
to model the physical processes associated with the energy deposition of a particle in the liquid
scintillator (LS) [111].

The g4bx2 procedure consists of the following steps.

1. Generation of the interaction of a particle (solar neutrino, radioactive decay, calibration
source event etc.).

2. Simulation of the particle energy loss in the medium (LS, buffer, water).
3. Generation of scintillation and Cherenkov photons considering steps (1) and (2).

4. Tracking of each optical photon and its interactions with the medium until it is absorbed
by a PMT.

In order to reproduce these processes, a comprehensive simulation of the detector geometry
is performed. Examples of the 3D detector models are shown in Fig. 3.14. The data from the
calibration campaign mentioned in Sec. 3.2.5 was used to tune g4bx2. This is one of the main
advantages of using g4bx2 in the analysis, since it has been validated on data independent from
the one analyzed.
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FIGURE 3.14: Simulation of the Borexino ID in g4bx2 [111].

3.5.2 Electronics simulation

The next stage after gdbx2 generation of physical events and processes, is the electronics
simulation bx_elec, which models the response of PMTs and the electronic chain.

It consists of the following steps.

1. Generation of the PMT response to the photon(s) considering its quantum efficiency.

2. Generation of the PMT pulse based on the design of the electronics chain of Borexino
described in Sec. 3.3.1.

3. Generation of the trigger and saving of the information for events that triggered.

4. Production of the raw data output in the same format as that of the Borexino DAQ system.

The last step after gdbx2 and bx_elec is the application of the Echidna reconstruction
software, possible due to step (4) above, as mentioned before. Before, step (1) used to be done
at the stage of gdbx2, however, in the recent update connected to the improved method of
monitoring the quantum efficiency of the PMTs that I will described in Chapter 6, this stage
has become part of the bx_elec procedure.






Chapter 4

Backgrounds in Borexino

In this Chapter, I am going to describe various sources of events in the Borexino detector
that constitute background for the low energy region (LER) solar neutrino analysis, presented
in Sec. 7.1 and Chapter 8. I am going to talk about the properties of the isotopes in discussion,
as well as the methods of estimating the contamination, and tagging and removing these back-
grounds from the dataset, if possible. As most of the backgrounds are discussed in the context
of fiducial volume (FV), in which the LER analysis is performed, I will discuss the spatial
distribution of background and the selection of FV in Sec. 4.1. In Sec. 4.2, I am going to talk
about the unprecedented radiopurity levels of Borexino, and relevant isotopes belonging to the

radioactive decay chain of 23U. The LER backgrounds are classified as follows:

» external, originating outside the liquid scintillator (LS);

« surface, contaminants on the nylon Inner Vessel (IV);
« internal, isotopes contaminating the LS itself;

e cosmogenic, cosmic muons and muon-induced isotopes.

These types of backgrounds will be discussed in Sec. 4.3 - 4.5. A summary of the isotopes

relevant for the LER solar neutrino analysis is shown in Table 4.1.

Isotope Type Origin

Particle Energy (keV)

2087 E PMTs, SSS, cones

40K E PMTs, SSS, cones
214B;4 E PMTs, SSS, cones
S 222Rn on IV
214po S 2M4BionlV
210B; S 222Rn and 2'°Pb on IV
I 210Ph in the LS
210pg S 210Bj on IV, separate IV contamination
I 210Bj in LS, convection from IV
e I intrinsic part of LS
85Kr I air
He C 1 spallation

¥ 2614

~y 1460

vy < 1764
e 3272

« 7686

e~ 1160

Q 5300

e 156

e 687

et 960 + 2x511

TABLE 4.1: External (E), surface (S), internal (I) and cosmogenic (C) isotopes that constitute
main backgrounds for the Borexino LER solar neutrino analysis. For S-emitters, column Energy

reports (Q-values.
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In addition, there is a contribution from the so-called pileup of two or more events, which
happens when the events occur too close in time for the Echidna software to distinguish them
as separate clusters. This special type of background is important for the measurement of the
pp neutrinos, and will be discussed in Sec. 4.6.

4.1 Fiducial volume

Figure 4.1 shows the spatial distribution of reconstructed events in main energy regions of
interest: Fig. 4.1A 2'°Po peak, Fig. 4.1B "Be neutrinos, Fig. 4.1C 'C, and Fig. 4.1D 208T1. The
lowest energy region, represented in Fig. 4.1B, most clearly shows events inside the IV and near
the top end cap, occurring due to a small leak of LS from the IV to the buffer region.
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FIGURE 4.1: Distribution of all reconstructed events except muons in the z-z plane with |y| <
0.5m in different energy regions. The color axis represents number of events per 0.0144 m? [95].
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The rate of background events is discussed in the units of counts per day per 100t of LS
(cpd/100t), or counts per second per 100t (Bq/100t) for “C which has a much higher rate
than other isotopes.

The LER analysis is performed inside the fiducial volume (FV). It is defined as r < 2.8m
and —1.8m < z < 2.2m, where 7 is the radius and z is the vertical coordinate inside the IV based
on reconstructed event position, (0,0,0) being the center of the detector. A two dimensional
xz-plane slice (at y = 0) of the FV is demonstrated in Fig. 4.2A. The FV is chosen this way in
order to maximize the active volume while minimizing radioactive background coming from the
nylon spheres, PMTs, the SSS, and the endcaps. It is asymmetrical in z coordinate to account
for the higher levels of radioactive contamination in the lower hemisphere.

In the context of the LER solar neutrino analysis, which is the focal point of Sec. 7.1 and
Chapter 8, some backgrounds, like muons and muon daughters or 24Bi-2'4Po coincidences,
can be removed via data selection cuts, which will be described in Sec. 4.5.1 and Sec. 4.2.2,
respectively. Note that the FV cut is one of the most important selection cuts, as it greatly
reduces backgrounds, which is demonstrated in Fig. 4.2B.
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FIGURE 4.2: (A) Fiducial volume shape (orange) compared to the Borexino vessel (blue). (B)

Phase-II energy spectrum of all Borexino internal events (black) and the spectra after applying

the muon and muon daughter cut (blue) and FV cut (red), in this order. Major backgrounds
visible after the FV cut are marked in the plot.

The backgrounds that cannot be removed are indistinguishable from neutrino events, and their
contribution is disentangled performing a multivariate fit that will be discussed in Sec. 7.1.2,
using, among other inputs, the spectral shapes of the backgrounds and signals. In Fig. 4.3,
I demonstrate the spectral shapes of the background isotopes listed in Table 4.1, constructed
using the so-called analytical approach for all isotopes except the external backgrounds (for which
the Monte Carlo approach is used), after performing a fit on Phase-II data after aforementioned
selection cuts, the main effect of which comes from the F'V cut. Both approaches will be explained
in detail in Sec. 7.1.3. In this Chapter, without focusing on the details of the spectral shape
construction and the fitting procedure, I will use Fig. 4.1 for the purpose of demonstrating the
energy spectra of the background isotopes in the FV.
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FIGURE 4.3: Borexino Phase-II data in FV after LER solar neutrino analysis cuts (black) with
spectral shapes of solar neutrinos and background isotopes, constructed using the MC approach,
after performing a multivariate fit.

4.2 Isotopes from the ?3*U chain

The radioactive uranium and thorium isotopes, 233U and 222Th, are commonly present
in the surrounding dust and rocks, and can thus easily contaminate the detector during con-
struction. Contamination by these isotopes would be very problematic, as they are extremely
long-lived, with half life of 4.468-10? years and 1.406-10'° years for 233U and 23?Th, respectively.
Figure 4.4A depicts a schematic representation of part of the 2*3U decay chain, starting from
one of its daughters, 222Rn. The decay sequences 2!4Bi-2!“Po and 2'°Bi-2!Po (highlighted in
red) are the main isotopes belonging to this chain that constitute background for the LER solar

neutrino analysis.

Thanks to the purification campaign, described in Sec. 3.2.6, the levels of uranium and
thorium were reduced to negligible levels, measured to be (5.3 + 0.5) - 10~ g/g for 23*U and
(3.840.8) - 10718 ¢g/g for 22Th in FV [95]. The contamination has been estimated using >'*Bi-
214Pg and 22Bi-212Po event coincidences, respectively, which appear in the decay chains of these
isotopes. For comparison, the natural levels of 233U are reported to be 3-1077 —11.7-107 % g/g
in soil and 3.3 - 1077 g/g in seawater. This makes the Borexino scintillator to be 9-10 orders of
magnitude less radioactive than materials in nature. Furthermore, the contamination levels are
substantially lower than the initial design goals, which were < 10716 g /g for 238U and < 10~ g/g
for 232Th [103]. This unprecedented radiopurity of Borexino is a milestone achievement that
made the solar neutrino analysis possible.

Some elements belonging to the 233U chain, namely, 2??Rn and possibly 2!°Pb (highlighted
in blue in Fig. 4.4A), are or may be present in the detector through independent contamination
not in equilibrium with 23%U, and comprise a separate source of bismuth and polonium isotopes
mentioned above. I will discuss the properties and roles of the isotopes belonging to the 238U
chain in Sec. 4.2.1 below.
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FIGURE 4.4: (A) A schematic representation of the 222Rn chain. Main isotopes constituting

background for the LER analysis are highlighted in red. Main sources of said isotopes in Borexino

are highlighted in blue. (B) Amount of ??2Rn events in the IV (blue) and FV (red) in each run
belonging to the purification period (see text).

4.2.1 Radon isotope ?>’Rn

During the purification campaign, discussed in Sec. 3.2.6, the IV was contaminated with
222Rn.As it has a half life of 3.8 days, much shorter than 238U, most of it decayed since the
campaign in 2011, and does not pose a large source of background. Figure 4.4B shows the
amount of 22Rn events in each run belonging to the period of purification, determined using
214Bj214Pg tagging, which will be described in Sec. 4.2.2. Six main spikes in the 2?2Rn activity
correspond to the six water extraction periods during the campaign. Current data shows little
to no 222Rn (see p. 154 of App. A), and virtually none in the FV used in the LER analysis.

4.2.2 Pairs of 2"“Bi-2“Po

The fast decay sequence 2'“Bi-2“Po highlighted in Fig. 4.4A starts with the 3 decay of 2'*Bi,
followed by the prompt « decay of 2'*Po:

21Bj - 2Mpo + e + 7, 7 =28.7m, (4.1)
Hipy 210 ph 4@, T = 237 s. (4.2)

Tagging of 2'Bi-?14Po sequences via searching for candidate coincidences in the Borexino
data is based on the following selection:

« the time difference of the two events is At < 1.5ms, based on 7 from Eq. 4.2;

e the distance between the two events is d < 1m, to account for diffusion and position
reconstruction accuracy;

» the energy ranges of the two reactions are well known: 90 < Np. < 1800 for 214Bi  and
200 < Npe < 500 for 214Pg decay.
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These conditions provide very specific signature for such coincidences, which allows us to
select high purity 2'“Bi->'*Po samples that can be used to monitor ?2?Rn concentration, set
limits on the 233U contamination, and apply an efficient cut to remove the few background
events originating from 2'4Bi and 2'Po in the solar neutrino analysis data selection. Moreover,
since this tagging approach does not rely on any particle identification, it can be used to produce
a data sample of e -« events that can be used to benefit the analysis. Indeed, we exploit the high
amount of 222Rn events, observed during the WE period mentioned above, to create a 214Bi-214Po
sample which we use to develop «/f discrimination methods, as described in Sec. 3.4.5.

4.2.3 Bismuth isotope *'°Bi
Further down the ?22Rn decay chain, shown in Fig. 4.4A, one finds the 3 emitter 2!°Bi:

20Bj - 210pg + e + 7, T =7.23d. (4.3)

Since 24Bi-2'4Po tagging confirms little to no radon contamination on the IV, one would
expect few 219Bi events originating from the IV. However, there is 2'°Bi contamination present
on the IV long after the radon introduced in 2010-2011 has decayed. Moreover, 2!°Bi events are
present in the FV, where there are little to no 2*Bi-24Po coincidences. This implies a separate
source of 21°Bi, not in equilibrium with 2??Rn; for instance, an independent 21°Bi contamination
of the IV.

The most likely source is the lead isotope 2'9Pb, highlighted in blue in Fig. 4.4A, which may
be contaminating the IV and the scintillator, as it is a very commonly seen element. Its Q value
is below C, making 2°Pb itself not visible in the event spectrum. The treatment of 2'°Bi as
surface and internal background will be discussed in Sec. 4.3 and Sec. 4.4.3, respectively.

4.2.4 Polonium isotope ?!°Po
The decay of 2!°Bi, shown in Eq. 4.3, is followed by the a decay of its daughter, 2!°Po:

210pg 206 Py 4 q, T =199.7d. (4.4)

The main difference in the 219Bi-21Po sequence compared to 2'Bi-2'4Po is the very long
time separation between the e~ and the « events, governed by the mean lifetime of 2'Po shown
in Eq. 4.4, namely, 199.7d. Due to this, it is not possible to remove ?'°Bi and ?'°Po events from
the Borexino data using a selection cut in the same way as 2'Bi-2'4Po. For this reason, 2'°Bi
and 2'%Po events that are present in the inner volume of the scintillator have to be treated as
internal backgrounds, and will be discussed in Sec. 4.4.3 and Sec. 4.4.4, respectively.

Moreover, apart from the daughter 2'°Po events, which are in equilibrium with 2'9Bi, there
is a separate additional contamination of 2'Po on the IV, which will be discussed in Sec. 4.3.
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4.3 Surface and external backgrounds

The contaminants on the nylon IV constitute the so-called surface backgrounds. They
include isotopes shown in the decay chain of 22?Rn in Fig. 4.4A, discussed in Sec. 4.2, namely,
222Rn, which produces ?'4Bi-2'4Po events; 2'°Bi, and/or possibly 21°Pb (which could be the

source of 21Bi events); and a 2!°Po contamination out of equilibrium with 219Bi.

Some surface contaminants can be exploited to benefit the analysis. In particular, 21°Bi
residing on the IV surface is used for dynamic vessel shape reconstruction [95]. Indeed, higher
activity at the radius R ~ 4.25m seen in Fig. 4.1 comes from the radioactive isotopes residing
on the IV.

Other surface contaminants may be washed off into the inner volume by LS currents, becoming
a source of internal background. For example, 222Rn can enter the scintillator, but since its
diffusion rate is only 1cm/day, while its half life is 3.8 days, ?!4Bi-2'*Po events coming from
222Rn are concentrated only on the IV or close to it.

Unlike 2?2Rn, 2'°Po is easily washed off the IV surface by currents, and enters the FV.
Figure 4.5A illustrates 2'Po contamination (purple) on the IV penetrating the inner volume
(black dashed region) due to convection. As a result, a high amount of internal 2'°Po events is
observed, as can be seen on the left side of Fig. 4.5B, where the 219Po rate is shown, measured
in cubic volumes uniformly dividing the inner vessel. After the detector thermal insulation
campaign conducted in 2015 (Sec. 3.2.7), the influence of the changing temperature of the Hall
C, where Borexino is located, was minimized. The resulting thermal stabilization created a more
uniform temperature profile, reducing turbulent currents, and preventing more 2'9Po events from
entering the inner volume. This effect can be seen on the right part of Fig. 4.5B, where 21°Po
rate is much lower and stable. More on the treatment of the internal 2'°Po background will be
discussed in Sec. 4.4.4.

o + I B ..éyi\\..\
2012/02/28 2014/11/23 2015/08/18 2016/05/12 2017/02/04 2017

(A) (B)

FIGURE 4.5: (A) Graphic illustration of 2'°Po contamination (purple) on the IV penetrating
the inner volume (black dashed region) due to convection [112]. (B) The dependence of ?19Po
rate in cubic volumes on time [112, 113].

The main source of external background in Borexino is the radioactivity of the materials
surrounding the LS, such as vessel support structure (Sec. 3.2.1), PMTs and their light concen-
trators (Sec. 3.2.3). The main external backgrounds are 2°TI, 2!4Bi, and “°K, relevant for the
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detection of pep and CNO neutrinos. A small contamination of these isotopes is present also
on the nylon vessels. Consequently, v’s are the only particles resulting from these radioactive
decays that can reach the inner volume of the scintillator. The principle of v particle detection
in Borexino has been described in Sec. 3.2.2. The spatial distribution of external background
can be seen in Fig. 4.1D, which depicts the energy region dominated by 2°3T1. As can be seen,
the activity decreases with radius, and is much smaller in the center of the IV.

The spectral shapes of the external isotopes are constructed using the Borexino Monte Carlo
(MC) simulation (Sec. 3.5), based on the measured contamination of the PMTs [103], as well as
SSS and concentrators [114]. The resulting reference shapes are shown in Fig. 4.6, highlighted
in blue. Apart from the energy spectra, MC reference shapes for radial distribution are used
to exploit the different distribution of external events as compared to the uniform internal
background components. The simulation has been validated using 2°®Tl data from the ??*Th
calibration source (Sec. 3.2.5).
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FIGURE 4.6: Spectral shapes of the external background isotopes compared to those of the solar
neutrinos, refer to Fig. 4.3.

4.4 Internal background

The main internal background components are shown in Fig. 4.7: 1C (blue), $Kr (or-
ange), 219Bi (green), and 21°Po (red). As can be seen, internal backgrounds cover the energy
range relevant for the measurement of all solar neutrinos.

In particular, the knowledge of the very low-energy *C background is crucial of pp neutrinos,
as well as 2'°Po, contributing with the number of events several orders of magnitude above solar
neutrinos. As can be seen in Fig. 4.7, the major part of the MC spectrum is not included in
the LER analysis, and the full spectrum will be shown later in Fig. 4.8A. The *Kr background
events are the most relevant for “Be neutrino measurement; while 21°Bi is the most challenging
for the CNO neutrino detection, especially as their spectral shapes are extremely similar. More
details about each isotope will be discussed in the subsections below.
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FIGURE 4.7: Spectral shapes of the internal background isotopes compared to those of the solar
neutrinos, refer to Fig. 4.3.

4.4.1 Carbon isotope “C

The most dominant background in the Borexino detector is the 3 emitter *C (mean lifetime
7 = 8270 years), the decay of which is shown in Eq. 4.5:
B =N te + 7. (4.5)

As can be seen from Fig. 4.8A, the rate of 14C is several orders of magnitute higher than any
other background or signal.

This isotope is present in the detector because it is chemically indistinguishable from 2C,
which is a natural component of organic liquid scintillators. The rate of '4C decays in the scin-
tillator is around 40 Bq/100t, and can be estimated by studying the second clusters in the DAQ
gate of two-cluster TT1 BTBO C2 events (Sec. 3.4.4), the spectrum of which is not influenced
by the trigger PMT threshold. The absolute majority of such coincidences is dominated by 4C
events. The resulting spectra are shown in Fig. 4.8B.

Due to the trigger threshold, and limitations of energy reconstruction, the minimum energy
of the the LER analysis spectral fit is chosen to be N,, = 85. The end point of the 14C spectrum
(156 keV), which corresponds to roughly N, = 120, is well above this minimum, which allows
us to include *C in the fit, as seen in Fig. 4.7. Nevertheless, placing a constraint on C rate,
based on the studies described above, is important for the pp neutrino measurement. Apart
from being a source of background events, '*C can be used for various studies, since it has a
stable energy range and a lot of statistics. For example, it is used to study the effective quantum
efficiency of the PMTs, as will be shown in Chapter 6.
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FIGURE 4.8: (A) The spectrum of all internal Borexino events (TT1) from Phase-II demon-
strating the prominent 4C peak. (B) Spectral shapes of untriggered second cluster events for
different years.

4.4.2 Krypton isotope 5Kr

The krypton isotope ®Kr is a # emitter with a mean lifetime 7 = 15.4 years. The spectral
shape of the electrons coming from ®°Kr, shown in Fig. 4.7, is very similar to the one of the
electrons recoiled from "Be neutrinos, making ®°Kr one of the most important backgrounds
for the “Be neutrino measurement. It is present in the air with a concentration of ~1Bq/m?,
therefore even small air exposures during the filling of the LS result in its contamination. With
a branching ratio of 43%, 8°Kr decays into a metastable 8°Rb* state, emitting a 3 particle with
energy E < 173keV, which in turn decays into the ground state 3> Rb (mean lifetime 7 = 2.06 us),
emitting a ~ particle of 514 keV:

85KI‘ 3,173 keV 85Rb* 7,514 keV 85Rb. (46)

The resulting 3 — vy coincidences are exploited to estimate the rate of 8°Kr, which is measured
to be < 7.5¢pd/100t in Phase-II, and < 9.8 cpd/100t in Phase-IIT at 95% C.L. [95, 115]. This
independent estimation can be used to place a constraint on the 8°Kr rate in the multivariate
fit of the LER analysis, which will be described in Sec. 7.1.2.

4.4.3 Bismuth isotope %!’Bi

The bismuth isotope 2!9Bi is a 3 emitter with mean lifetime 7 = 7.23 days (see Eq. 4.3),
its spectrum covering the energy regions of "Be, pep, and CNO neutrinos, as can be seen in
Fig. 4.7. As explained in Sec. 4.2.3, the most likely source of 2'9Bi in the inner volume is the
210Ph contamination of the LS. Bismuth does not have a specific signature by which it can be
determined, except its spectrum, making it a background for LER solar neutrino analysis that is
not possible to disentangle. For the measurement of pp-chain neutrinos, it is enough to include
the spectral shape of 2!°Bi into the multivariate fit procedure (Sec. 7.1.2).
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However, it poses a bigger issue for the CNO neutrinos, the spectral shape of which is very
similar to that of 219Bi. More details on the CNO neutrino detection strategy regarding this
challenge will be presented in Sec. 8.3.1.

4.4.4 Polonium isotope ?'°Po

The polonium isotope 2!°Po is the most abundant internal background after '4C, as can be
seen in Fig. 4.7. It is an « emitter with mean lifetime 7 ~ 200 days (see Eq. 4.4). As described
in Sec. 3.2.2, a’s are subject to strong quenching effect, which moves the 21Po energy down by
factor 10, bringing it into the lower energy range, affecting pp, "Be, pep, and CNO neutrinos.

Since 214Po events can be removed exploiting fast coincidence signature 2'Bi-2'4Po, described
in Sec. 4.2.2, it leaves 2!°Po to be the only o background relevant for the LER analysis. Using
a/f discrimination techniques, mentioned in Sec. 3.4.5, a 2'°Po sample can be selected from
data. Such samples are used for different studies, like that of effective light yield, which will be
mentioned in Sec. 6.7.2.

Another use of such a sample is for measurement of 2'°Po rate, which we can use to determine
the rate of 21°Bi, important for the CNO neutrino detection. As mentioned before, 2'°Po events
that constitute internal background come from two sources: decay of 2'9Bi isotopes present in
the inner volume, and a separate IV contamination that enters the inner volume due to currents
and convection, discussed in Sec. 4.3. Methods for disentangling this additional contribution
from the one in equilibrium with 21°Bi will be discussed in Sec. 8.3.1.

4.5 Cosmogenic background

The muon flux passing through the Borexino detector is strongly reduced compared to the
flux at sea level, which amounts to around 6.5 - 10° m~2hr~! [116]. This is achieved because of
the shielding provided by the rock above the underground laboratory where Borexino is located.
The average muon rate in Borexino is around 1.2 m~2hr~! [97], which amounts to ~6000 events
per day, half of them crossing only the outer detector (OD), which we call external muons; and
half crossing both outer and inner (ID) detector, called internal muons. Muons are detected in
Borexino using the OD, which serves as an active muon veto; and additional information from
the ID. More on muon detection will be described in Sec. 4.5.1.

Not only do muons themselves constitute background for various analyses, they also cre-
ate so-called “muon daughters”, products of muon spallation on the LS molecules. Most of
the muon daughters are removed after the 300ms veto applied after each detected internal
muon. The residual rates of various daughters span from < 5-107°cpd/100t (e.g. 2N, 13B)
to ~0.54cpd/100t (°C). One of the muon daughters are cosmogenic neutrons, on which I will
focus in Sec. 4.5.2.

An important isotope that does not get removed by the muon veto is ''C. It presents back-
ground for the LER analysis, and requires special treatment due to its long mean lifetime. I will
discuss " C in more detail in Sec. 4.5.3.
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4.5.1 Muon detection

In Borexino, three methods are employed for muon identification [97]: Muon Trigger Flag
(MTF), Muon Cluster Flag (MCF), and Inner Detector Flag (IDF). Details about each method
are summarized in Table 4.2.

Method Efficiency Information Condition

MTF 0.9925 oD Trigger in the OD.

MCF 0.9928 OD There is at least one cluster in the event registered
by the OD, as identified by Echidna (Sec. 3.4.2).

IDF 0.9890 1D Identified by number of clustered hits and pulse

shape in TT1 events.

TABLE 4.2: Muon identification methods in Borexino.

MTF and MCF can identify both internal and external muons, for which an extra condition
must be included to determine whether the muon passed through the ID (TT1BTB4), or hap-
pened only in the OD (TT2); while IDF identifies internal muons only. More on trigger types
and event types in the detector can be found in Sec. 3.3.2 and Sec. 3.4.4, respectively.

Figure 4.9 shows internal and external muon rate as determined by the three methods.
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FIGURE 4.9: Internal (left) and external (right) muon rate, calculated using MTF (green), MCF
(red) and IDF (black in the left plot). For external muons, MTF method with an extra condition
for number of decoded hits to be > 25 is shown in black.

As can be seen in the second plot, without additional conditions, MTF shows a much higher
rate of external muons. This happens due to the so-called light leak, which constitutes 70%
of the OD triggers. This contribution is removed with an additional condition on the number
of hits, since scattered light signals never produce many (shown in black in the second plot of
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Fig. 4.9). Figure 4.9 is a figure that belongs to the so-called RunValidation procedure, used for
data quality monitoring. More about this will be discussed in Sec. 5.1, and on p. 164 in App. A,
for the discussion of this plot in particular.

Tagging of internal muons and the consequent muon daughter veto are important for the
solar neutrino analysis. The so-called muon and muon daughter cut constitutes one of the steps
of data selection for low- (Sec. 7.1.1) and high-energy (Sec. 7.2.1) neutrino analysis. In addition,
muon samples are used to study seasonal variations in muon flux [92].

4.5.2 Cosmogenic neutrons

Fast neutrons are one of the products of muon spallation on '>C in the LS. In the 99% of the
cases they are captured on hydrogen:

n+p—D+7, (4.7)

producing a gamma ray of 2.2 MeV; or on 2C. Average neutron capture time in the scintillator
has been measured to be ~250 us [116].

As mentioned before, in the LER solar neutrino analysis, which will be described in Sec. 7.1,
a 300ms veto after each detected muon is applied, removing the vast majority of neutrons,
with the resulting residual rate of < 0.005cpd/100t [95]. For the high energy neutrino analysis,
neutron captures on 2C are removed with a smaller 2 ms veto (see Sec. 7.2.1). For the analysis of
neutrons themselves, a DAQ gate is opened after every TT1BTB4 event, and assigned a special
trigger type TT128 (Sec. 3.3.2).Neutron detection is also important for the threefold coincidence
technique, aimed at tagging cosmogenic "'C events, which I will discuss in Sec. 4.5.3.

4.5.3 Carbon isotope 'C
The cosmogenic "' C atoms decay emitting positrons:
Ho 5 UByef 4o, (4.8)
which constitute background for the measurement of pep and CNO neutrinos, as can be seen in

Fig. 4.10.

This isotope is a product of muon spallation on 2C present in the LS:

p+12C = p+1C+n. (4.9)

It is not possible to tag "'C via coincidences with the parent muon due to the long mean
lifetime of ''C, 7 = 29.4min. For that reason, in the LER analysis we do not search for 'C
events and remove them from the dataset, but rather split the exposure into two parts that
have higher and lower expected amounts of ''C, respectively, using the threefold coincidence
algorithm (TFC).

The TFC technique exploits the fact that 'C is often produced with a neutron or a burst
of neutrons (see Eq. 4.9). The algorithm looks for coincidences of a muon and a neutron event
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FIGURE 4.10: Spectral shape of the cosmogenic 1C (blue) compared to those of the solar
neutrinos, refer to Fig. 4.3.

within 1.6 ms after the muon (five times the average time for neutron capture, see Eq. 4.7).
After such a coincidence is found, a cylindrical volume of » = 3m following the muon path
is constructed, as demonstrated in Fig. 4.11A. Most of the positron events resulting from ''C
decays are expected to happen inside that volume. The effect of 'C removal using the TFC
technique is shown in Fig. 4.11B by the red energy spectrum.
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FIGURE 4.11: (A) Schematic representation of a muon track passing through the detector

(blue line) and the region around it where high amounts of 1*C are expected to be found (light

blue cylinder). The figure shows examples of regions where 7’s following neutron captures are

reconstructed (red), and their projections along the muon track (green). (B) Energy spectra after

LER analysis selection cuts in the N, estimator before (black) and after (red) the application
of the TFC selection (both normalized to the same exposure) [95].

In the LER solar neutrino analysis, the standard TFC method is not used to remove ''C
events, but rather provides with the possibility to split the data sample into two classes: TFC-
tagged, where most of the 'C events are expected to end up; and TFC-subtracted, with the
rest of the exposure. Both spectra are then used in the multivariate fit, which will be described
in Sec. 7.1.2. A version of the TFC method tuned to proive a ''C selection with the highest
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purity is used to create so-called “strict samples” of ''C data. Such samples can be used for
other analysis purposes, for example, to tune the MC generated ''C reference shape, as will be
mentioned in Sec. 8.6.2.

In the improved TFC method, 'C tagging is based on a new algorithm that evaluates the
likelihood Lrpc that an event is a ''C candidate, rather than simply selecting all events in the
cylinder as "' C. The algorithm considers multiple relevant parameters such as the distance of the
candidate to the parent muon in space and time, distance from the coincident neutron, neutron
multiplicity, and muon dE/dx. As can be seen from Fig. 4.12, the majority of the logLrpc
distribution for ''C is above the threshold used to tag candidates, marked by the green line.
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FIGURE 4.12: Distribution of events as a function of logLlrrc and Ngtl. The green line repre-
sents the logLrrc threshold.

4.6 Event pileup

A so-called event pileup happens when several scintillation events occur too close in time
(few hundreds of ns) within the same DAQ gate for the clustering algorithm of the Echidna
software to distinguish them as separate clusters. The probability of three or more events
happening so close in time is extremely small, thus it is safe to consider only the contribution
coming from pileup of two events. Such pileup events are dominated by coincidences of two 4C
events, as 4C is the most abundant background isotope (Sec. 4.4.1).

This fact can be used to estimate the rate of pileup events from the *C-'*C contribution.
Considering that the rate of 14C is ~40 Bq/100t [89], and the mass of the LS in the IV is ~280t,
this yields the total C rate as r. = 112Bq. Based on the efficiency of Echidna clustering,
given the time window of overlap to be ¢t = 230 ns (which corresponds also to the Ngtl variable),
the resulting rate of pileup is r, = r?t = 0.00289 Bq ~ 250cpd. Finally, this gives us a rate
of ~90¢cpd/100t in the IV. Considering that the rate of pp neutrinos is around 130cpd/100t
[72], and their spectral shape is very similar to the convolution of **C shape with itself, pileup
presents the most crucial background for the measurement of pp neutrinos. Two other main
contributions to pileup are '*C with external background (EB), or "*C-EB; and ?!°Po-EB.
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We employ three methods of modelling the effect of pileup on the energy spectrum, two of
which are based on data and are applied to the spectral shapes constructed using the analytical
approach; and one method based on the MC simulation, which will be described in sections
Sec. 4.6.1 and Sec. 4.6.2, respectively.

4.6.1 Data driven methods

Convolution with untriggered spectrum

In order to model the effect of pileup, the spectral shapes of each background and signal
component of interest, constructed based on the analytical approach, are convoluted with the
spectrum resulting from untriggered data, collected exploiting the TT64 events (Sec. 3.3.2),
which is demonstrated in Fig. 4.14A. This convolution distorts the original spectra, effectively
accounting for the case when the events from the component of interest get piled up with other
events happening in the detector.

Synthetic pileup

The second approach is the so-called synthetic pileup, in which untriggered random data
is used to construct the spectrum of pileup events, shown in Fig. 4.14B. This approach consists
in analyzing TT1 events, and overlapping the hits from the last 6 us with the beginning of the
DAQ gate, as demonstrated in Fig. 4.13.

FIGURE 4.13: Schematic representation of the synthetic pileup approach. The grey dashed line
represents the probability distribution of hits from a TT1 event in a DAQ gate.

This is done with the consideration that the probability of pileup, i.e. a second cluster falling
into the beginning of the DAQ gate, close to the first cluster, is the same as a second cluster
falling into the last part of the DAQ gate. Therefore, when adding the hits from the end of the
DAQ gate to its beginning, if the resulting total hits overcome a certain threshold FE,,;, that
accounts for dark noise level, the created synthetic event is considered to represent pileup.

Both methods are used in the multivariate fit of the LER solar neutrino analysis, which will
be discussed in Sec. 7.1.2. Example of the fit where pileup is modeled via convolution is shown in
Fig. 4.15A. Note the deformation of the reference shape for pp neutrinos seen in Fig. 4.15A, after
the convolution method, compared to the original shape in Fig. 4.15B, which demonstrates the
synthetic pileup approach (the spectrum included is after the solar neutrino selection cuts). In
the latter, the contribution of pileup is treated as a separate background component (spectrum
in dashed pink), rather than an effect on other spectral shapes.
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FIGURE 4.15: The effect of the convolution with the spectrum shown in Fig. 4.14A can be best
seen through the deformation the *C spectral shape (purple) in (A), compared to the one in
(B), where synthetic pileup is shown by the purple dashed curve.
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4.6.2 Monte Carlo simulation of pileup

In the MC approach, pileup events are constructed by overlapping g4bx2 generated physical
events, to simulate exactly what happens in real data. First, sets of 14C, EB, and ?'°Po events
are generated with g4bx2. Next, for each combination, “C-*C, YC-EB, and ?'°Po-EB, a
g4bx2 event for the first component is taken, and one for the second component is added to
it with a randomly picked At up to 2 us relative to the start of the first cluster. This is shown

schematically in Fig. 4.16A.

Then, the resulting g4dbx2 events are processed through the electronics simulation bx_elec
(Sec. 3.5.2), and Echidna. If Echidna fails to distinguish two clusters in the g4bx2 events,
these events are considered to be pileup. The resulting spectral shapes for 14C-14C, 14C-EB, and
210po-EB are shown in Fig. 4.16B.
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FIGURE 4.16: (A) Schematic representation of the MC approach to pileup. The first gdbx2
event, C1 (black), and the second one, C2 (blue), are overlapped with a At up to 2 us. (B) Fit
of major pileup components to the synthetic pileup spectrum (credit: Alezandre Géttel).

In order to construct the total pileup spectrum, based on these three major contributions,
their shapes are fit to that of synthetic pileup to determine the relative weights of each shape,

as shown in Fig. 4.16B.



Chapter 5
Detector stability and data quality

Before performing analysis on data, one needs to make sure that the data does not contain
any false unphysical information and guarantee it is reliable. To assure data quality, we monitor
the behavior of the detector and its various electronics parts (described in Sec. 3.3), and reject
data taken while the data acquisition (DAQ) system (Sec. 3.3.1) was not working correctly, or
when detector electronics was faulty. To achieve this, DAQ monitoring and data validation
procedures exist in Borexino, which I will talk about in Sec. 5.1 and describe my work related
to data quality.

As described in Sec. 3.4.2, the raw data which we collect during DAQ is analyzed by Echidna
to produce physical parameters like time, position, and energy of the event, etc. One of the
important procedures to guarantee correct physical interpretation of raw data is the laser PMT
timing calibration, mentioned in Sec. 3.4.1. In Sec. 5.2 I will explain the importance of this
procedure, and describe the work I have done to assure the calibration works correctly.

Lastly, working on detector stability has brought me to study the Borexino PMTs. In Sec. 5.3
I will look into behavior of the PMTs in time, and several features related to their quality
that I have discovered in my work.

5.1 DAQ monitoring and data validation

The quality and stability of the Borexino data taking relies on the function of the the trigger
system, the inner and outer detector (ID and OD, respectively), the PMTs and their correspond-
ing digital Laben channels, etc. The so-called RunValidation C++/ROOT framework exists
in order to test the work of all these components by judging the performance of the electronics
and hardware directly through specifically designed procedures, and indirectly through different
physical quantities. As discussed in Sec. 3.3.2 and Sec. 3.4.4, we use the so-called service trig-
gers to check the performance of the PMTs and Laben channels. At the beginning of each DAQ
run, short precalibration is performed (discussed in Sec. ?7), which is used to align channels in
time, and possibly disable the ones for which this alignment did not work. We can also exploit
this data in RunValidation for monitoring purposes. In addition to that, we use well known
internal backgrounds and muons (refer to Chapter 4) to check the behavior of the detector and
its stability, since its response to such events should not change in time. During each week
there is a person (called the shifter) responsible for monitoring DAQ and validating the data
using the RunValidation procedure to accept or reject each run. In these checks, we always
look at different trigger types (T'Ts) , which were summarized in Table 3.1, and discussed in
Sec. 3.3.2.

67
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Below is a short summary of the key parameters that are checked:

e Stability check: compare current run to previous runs

1. The rate of external and internal muons, dark noise
2. Number of live PMTs

3. Event rates in the energy regions corresponding to major internal backgrounds (**C,
210po, 11C) in IV and FV

4. 222Rn events in IV and FV

5. Cluster start time relative to the issued trigger
o Precalibration (time alignment): charge and time response in Laben channels
o Calibration (special channels):

1. Trigger reference channels

2. Laser reference channels
¢ Main validation procedure

1. Inner and Outer Detector
— Event size (decoded hits) of different TTs in each event
— Event size of different T'Ts in each channel
— Trigger rates

Hit time distribution of different TTs

— Muon rate and hit distribution

2. Inner detector
— Cluster start time relative to the issued trigger
— Number of clusters and hits in TT1BTBO events
— TT128 (neutron trigger) behavior

The procedure is organized into canvases, where each canvas displays one or more plots
related to a certain topic. One example of a canvas is shown in Fig. 5.1, where one can see
the the distribution of hit times relative to trigger time of events of various TTs. The job of
the shifter is to analyze the canvas and note if there are deviations from normal behavior, or
unusual structures. There are 4 canvases related to stability in time, 3 related to calibration
and precalibration, and 17 related to the main DAQ check.

My work related to this framework consists of the following.
1. Debugging and improvement of the code (Sec. 5.1.1).
2. Introduction of new quality checks (Sec. 5.1.2).

3. Creating a comprehensive manual for shifters.

All the canvases are shown and explained in detail in App. A, where I attach the aforemen-
tioned manual for shifters. Each page shows an example of one canvas, a detailed description of
what is shown in each plot, why it is important to make a check using the canvas information,
and what the shifter needs look out for, as well as several examples of bad performance cases.
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FIGURE 5.1: RunValidation canvas 05: Hit time distribution of events of different TTs in the
ID. See more on p. 161.

5.1.1 Debugging

One example of an important bug fix is demonstrated in Fig. 5.2, where rate of muon events

in the ID is calculated.
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FIGURE 5.2: Rates of muon events, calculated the with old and new code. Left and right plots
in each subfigure show the rates of internal and external muons, respectively. Note the erroneous
drop in the rates in (A).
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In the old RunValidation code, the calculation of the muon rate in the ID was wrong, and
the plot always showed a large (> 20) drop at the end of each DAQ run, as seen in Fig. 5.2A;
while in the new code this bug is fixed, which allows correct monitoring of the rate shown in
Fig. 5.2B. These plots belong to canvas 08 of the Run Validation procedure, and are explained
in more detail on p. 164 in App. A. The same bug has been fixed in the calculation of the OD
muon rate (canvas 11, p. 167) and TT1 trigger rate (canvas 03, p. 159).

5.1.2 New quality checks

After becoming deeply familiar with the DAQ procedure and the old RunValidation frame-
work, I have proceeded to add several new canvases and plots, introducing new quality checks
that have not been present in the old procedure. For example, canvas 0, demonstrated in Fig. 5.3,
is aimed at checking the performance of the precalibration at the beginning of each DAQ run,
aimed at coarse 50-ns time alignment of Laben channels.
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F1GURE 5.3: Canvas 0: precalibration.

The detailed description of this canvas and the meaning of each plot can be found on p. 155
of App. A in the attached manual for shifters. All the new canvases and plots introduced by me
are marked as “new” in the manual.
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5.2 Laser PMT timing calibration

As described in Sec. 3.4.1, laser PMT timing calibration (LC for short) is performed on
a weekly basis with the purpose of time alignment of Laben channels. It utilizes the laser cali-
bration system, introduced in Sec. 3.2.4. Some of my work related to LC includes improvement
in the calculation of the channel time offset used for the time alignment, which I will elaborate
on in Sec. 5.2.1.

Complementary to the RunValidation framework, discussed in Sec. 5.1, I have designed and
implemented a novel LaserValidation procedure, aimed at monitoring the performance and
stability of the laser system used in LC. It is composed of three canvases designed to check three
important parameters:

o goodness of channel alignment after the LC (Sec. 5.2.2);
o channel peak deformation, which might result from bad clock signal pickup (Sec. 5.2.3);

 laser intensity (Sec. 5.2.4).

I will describe each check in more detail in the corresponding subsections below.

5.2.1 Channel time offset

For more information on the LC procedure, see Sec. 3.4.1. In order to align the channels in
time, we analyze the peaks resulting from the laser pulses in each channel. The peak position
of each Laben channel or logical channel is then corrected by a time offset AT}, relative to the
mean of the distribution all channels. Figure 5.4 demonstrates the distribution of hits in each
channel before and after they are aligned by applying the ATj, correction.
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FIGURE 5.4: Distribution of hit times in response to a laser signal in each logical channel before
(A) and after (B) alignment, with respect to laser reference time.
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The offset AT}, is calculated as follows:
ATlg = Tlg - Tally (5'1)

where T}, is the position of the peak in the logical channel /g, and Tj; is the mean value of all
hit times in all channels.

Using the old method, Ty;; was calculated as the bin center of the bin with the highest content
(“maximum bin”), while T}, was extracted from a Gauss fit of the peak of the given channel.
However, my studies have shown that the peak does not exhibit Gaussian behavior, especially
after the installation of a new trigger system, which reduced previously present Gaussian fluctu-
ations. This makes a Gaus fit not suitable for the determination of peak position. Furthermore,
since the statistics in one channel is not so large, in cases of fluctuations, the fit performs poorly.

I have studied several methods including asymmetrical Gauss fit, different binning and dither-
ing, and arrived at the conclusion that a simple mean is actually superior to more complex
methods. Using the maximum bin, or the simple mean for T,;; gives compatible results due to
high statistics. Figure 5.5 demonstrates the improvement brought by the usage of simple mean
(orange) for T}, compared to the Gauss fit (blue) using one logical channel as an example.
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FIGURE 5.5: Channel offset AT}, as in Eq. 5.1 for one Laben channel, obtained with the old
(blue) and new (orange) method, in the time span from around May 2007 (run 5000) to February
2019 (run 32238). The installation of the new trigger system is marked by the black dashed line.
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5.2.2 Goodness of alignment

The effect of the time alignment of the Laben channels is demonstrated in Fig. 5.6, which
shows the projection of the hits in all channels shown previously in Fig. 5.4. As can be seen, the
resulting total peak after the alignment (blue) is considerably narrower than before (black).
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FIGURE 5.6: Total projection of hits from all channels before alignment (Fig. 5.4A, blue) and
after alignment (Fig. 5.4B, black).

To quantify the width of the total peak, shown in Fig. 5.6 in blue, we obtain ¢ from a Gauss
fit, as well as an asymmetrical Gauss fit (o7, and og), using the following function:

1 —(z—p)*/207 ¢ <
— ¢ L forx<pu
fA*Gauss(SU) = 27r10(wg 9 9 (52)
We*(x*“) 1297 otherwise,
avg

where 049 = (0, + 0R)/2.

Note that since I am using all channels to perform the fit, the values of o, o1, and o represent
the width of the total projection, and are influenced by two factors: successful alignment of
channels, which depends on the procedure described in Sec. 5.2.1; and the o of each individual
channel, influenced by transit time jitter of laser reference channels. Therefore, monitoring this
parameter allows us to see if there are any changes in either factor. Figure 5.7 demonstrates
the time evolution of the three different peak width estimates from a standard Gauss fit, and
the asymmetrical Gauss function, shown in Eq. 5.2. This figure constitutes canvas 1 of the
LaserValidation procedure.

As seen from Fig. 5.7, the implementation of the new trigger system (marked in by the
blue dashed line) greatly reduced the aforementioned transit time jitter, which results in not
only smaller, but also more stable peak spread in each Laben channel. In addition, the peak
width can be influenced by different maintenance procedures. For example, several so-called
crate recabling procedures, during which some PMTs have been reassigned to different Laben
channels, disturbed the stability of the peak spread. With the implementation of this canvas,
the shifter who performs LaserValidation after the weekly LC can notify the collaboration about
the changes they see, and the reason and the impact of this change can be investigated.
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5.2.3 Single channel peak deformation

The second check of the LaserValidation procedure is focused on a specific type of deformation
of the peaks in channels, the so-called “split channels”. This type of deformation was first
discovered in September 2018 after an issue with the GPS signal pickup. Due to the nature of
the clock signal, based on triangular and square waveforms with a 50-ns period, hits arriving in
a certain range could not be registered and were lost. This issue is shown in Fig. 5.8C where
one can see an empty band around 648-650 ns, not seen normally in a good LC run shown in
Fig. 5.8A.

As a result, the calculation of the time offsets of each channel, described in Sec. 5.2.1, did
not work correctly, and the channels were not aligned correctly, as can be seen from Fig. 5.8D,
compared to the good behavior in Fig. 5.8B. In order to find which LC runs have been affected
by the timing issue, I have designed an algorithm that looks for split channels and distinguishes
them from ordinary unaffected channels. The resulting efficiency of the algorithm is satisfactory
(more than 90%), while around five good channels per normal LC run are falsely tagged as split,
which is sufficient for monitoring the channels to prevent issues. Figure 5.9 shows the number
of split channels in each LC run.

The unacceptably high amounts of split channels are marked by red points. There were in
total eight LC runs heavily affected by the timing issue (marked with the black dashed line)
which had to be removed from usage. After the clock issue was fixed, no abnormally high
amount has been observed. Now this is a standard weekly check which belongs to canvas 2 of
LaserValidation.
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5.2.4 Laser intensity

The last check belonging to LaserValidation is that of laser intensity. The intensity of the laser
determines how much statistics will be collected during LS run. We are interested in keeping
it sufficiently high, as well as in monitoring the quality and aging of the laser itself. I calculate
laser intensity in two ways. The first way is to simply take the total hits in all channels after the
LC run Nyyte;, normalizing by the number of live channels Ny, and the total number of TTS8
(i.e. laser) events during the LC run Nprs:

N total

I = ol
Nijve NTTS

(5.3)

The intensity calculated this way is shown in Fig. 5.10 by the blue points. The second way
is to only use the hits in the main peak coming from laser events, shown in Fig. 5.6. For this,
a Gauss fit is performed, and the entries in the peak are calculated as the area of the Gauss

B Ao/ 27
Nijve NTT8’

where A (normalization) and o are results of the fit. Intensity calculated this way is shown in

distribution:

Iy (5.4)

Fig. 5.10 by the orange points, and displays the same trend as the one obtained with the first
method. We use both methods as complementary to judge the status of the laser intensity.

Using these methods, I noticed that the intensity of the laser decreased noticeably compared
to its original level. A decision has been made to manually increase the laser intensity, and
this maintenance operation is shown in Fig. 5.10 by the black dashed line. As can be seen, the
intensity was successfully brought back to its previous level. I implemented this check in the
weekly LaserValidation procedure as canvas 3.
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FIGURE 5.10: Intensity of the laser estimated using the total number of hits in all channels
(blue), as in Eq. 5.3; and the number of hits in the peak (orange), as in Eq. 5.4. The black
dashed line marks the time when the intensity was manually increased.
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5.3 PMT quality

5.3.1 Correlation between PMT quality and livetime

One of the important discoveries resulting from my work is the phenomenon observed among
the Borexino PMTs that consists of the three following properties.

1. PMTs that live longer tend to be of better quality.
2. PMTs that die tend to have been of worse quality from the very beginning.

3. PMTs that die tend to worsen before dying.

The first two properties effectively split the Borexino PMTs into two categories: the better
quality PMTs ones that tend to live, and the worse quality ones that have a higher probability
to die. This effect can be seen in Fig. 5.11, where several parameters related to PMT quality
are shown. In order to demonstrate this finding, I look at the behavior of the set of PMTs that
were live at the moment this study was conducted in July 2019, which consists of 1160 PMTs
and which I will call L2019. At each time point, I separate the Borexino PMTs into two groups:
L2019 (shown in green) and the rest of live PMTs (shown in red). Thus, the number of PMTs
contributing to the green points is always roughly the same, while the ones in the red curve
gradualy decrease to zero, until the black and the green curves meet, since L2019 constitute all
live PMTs in July 2019.

Figure 5.11A shows the average dark noise rate in each set of PMTs, exhibiting a clear
trend mentioned above: L2019 show lower dark noise rate already from the very run 5000,
corresponding to the very first data taken in 2007, while the rest of the PMTs have been worse
from the beginning. The same picture is seen in Fig. 5.11B, where the sharpness of the PMT
response to 1*C events is shown looking at RMS relative to the mean of the charge distribution
resulting from those events. In addition, one can see the effect of L2019 PMTs staying stable in
time and the rest steadily worsening. Furthermore, a noticeable difference between L2019 and
the rest of the PMTs emerged after the installation of the new trigger system, clearly seen in
Fig. 5.11C. The new system resulted in the decrease of the laser timing calibration peak width
(described earlier in Sec. 5.2.2), after which the difference between L2019 and non-L2019 PMTs
emerged, showing visibly worse response of the latter compared to L2019.

Finally, the average effective quantum efficiency, shown in Fig. 5.11D, is higher and more
stable among 1.2019 than that of the worsening non-1.2019 PMTs. This feature plays a key role
in calculating EQE, which I will discuss in Sec. 5.3.2 and more in detail in Chapter 6, where I
focus on my work related to the procedure for obtaining EQE of Borexino PMTs needed for the
Borexino Monte Carlo simulation.
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FIGURE 5.11: Each subfigure shows an average value of a certain parameter taken among all
enabled PMTs at a given time point (black), enabled L2019 PMTs (green), and the remaining
PMTs (red).

5.3.2 Stable PMT subsets

The discovery of the changing PMT quality and its correlation with PMT livetime (LT) has a
crucial consequence for the calculation of effective quantum efficiency (EQE) of PMTs. We use
14 events selected from Borexino data for that calculation, and since the EQE of PMTs directly
influences the energy of the selected '4C events that we use to judge the EQE of the PMTs, we
end up with a bad recursive dependence sensitive to the changing PMT quality. To guarantee a
stable selection of 14C events, and for other studies related to detector stability, I have studied
different subsets of PMTs selected based on LT and parameters that represent quality.

Before my study, a selection of PMTs based on LT, dark noise (DN), and EQE has already
been done on Phase-II.The resulting subset is called A1000, and was originally meant to be
used for light yield studies [113]. This method of studying the detector using only a stable subset
of PMTs has proven to be successful, and it has been proposed for other studies including EQE
[117]. However, since A1000 is only based on Phase-II information, I have constructed subsets of
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PMTs based on their behavior in Phase-I and Phase-II combined (time period May 2007 to July
2018), similarly to the selection of A1000 PMTs. These subsets are summarized in Table 5.1.

PMT set Description LT, .in (%) Dark noise N/S
L2019 Currently live PMTs (1160) 1.6e-3 0.004 - 24.5 1.52
M1000 Top 1000 by LT 94.5 0.05 - 2.23 1.65
B1000  Top 1000 PMTs by DN among 90 0.05 - 0.36 1.49

those with LT > 90%
M900 Top 900 by LT 96.5 0.05 - 2.13 1.72
B900 Top 900 by DN among M1000 94.5 0.05 - 0.39 1.61
B800 Top 800 by DN among M900 96.5 0.05 - 0.33 1.66
MS800 Top 800 by LT 97.7 0.05 - 2.13 1.68

TABLE 5.1: Subsets of PMTs and their parameters. The third column reports minimum relative
LT in Phase-I + Phase-II among the PMTs belonging to the given set. The last column reports
the ratio of the number of PMTs in the north (N) and south (S) hemisphere of the detector.

The selection of a good subset of PMTs revolves around the trade-off between livetime /quality

and resolution. The smaller the subset, the higher the livetime and the quality, since it correlates

with livetime, as shown in Sec. 5.3.1 above. However, fewer PMTs mean larger statistical error.

Additionally, due to the fact that more PMTs die in the south hemisphere of the detector, a

stricter selection of PMTSs results in a larger N/S asymmetry in terms of the number of PMTs,

which can give a bias towards the north PMTs. Thus, as the final choice for the EQE procedure
we have selected the B900 subset, which gives a good balance between these factors. In the next

chapter, Chapter 6, I will elaborate on how exactly B900 comes into play in the EQE calculation.

Energy estimators based on the B900 PMTs have been implemented into the Echidna frame-
work (Sec. 3.4.2), enabling other studies based on this set of good stable PMTs, which T will
discuss in the Outlook.






Chapter 6

Effective quantum efficiency of the
Borexino photomultiplier tubes

In this chapter, I will talk about a parameter called effective quantum efficiency, which
represents the light collection ability of a photomultiplier tube (PMT).

I will start this chapter by explaining the meaning of the terms quantum efficiency (QE),
effective quantum efficiency (EQE), and relative effective quantum efficiency (REQE), and the
role of these parameters in the Monte Carlo simulation of the Borexino detector (Sec. 6.1).
Then, I will describe the improvements my work brought to the procedure of selecting the data
necessary for the EQE calculation (Sec. 6.2), and the calculation procedure itself (Sec. 6.3). In
Sec. 6.4, I will describe the new approach to weekly monitoring of EQE, first implemented after
this work, which is related to statistics and PMT behavior. Finally, in Sec. 6.5, I will show the
new improved method of converting EQE to REQE. After showing the results (Sec. 6.6) and
examples of the validation of the new approach and its impact on the Borexino MC (Sec. 6.7),
I will conclude this chapter with a summary of the differences between the old and the new
approach, and improvements my work brought to the EQE calculation procedure and monitoring
(Sec. 6.8).

6.1 Motivation and the general approach

The Borexino Monte Carlo (MC) simulation (Sec. 3.5) is employed in the solar neutrino
analysis, which will be presented in Chapter 7 and Chapter 8, to construct spectral shapes
of neutrino and background events. The events themselves are simulated using Geant4 based
simulation g4bx2, and are later processed by bx_elec, the the Borexino electronics simulation.
One of the inputs to the latter, is the so-called effective quantum efficiency, which represents
the light conversion ability of the photomultiplier tubes (PMTs). This is an important parameter
of bx_elec, as the energy spectra of the simulated events directly depend on the amount of
light a PMT can register.

The quantum efficiency (QE) of a PMT is a measure of its ability to convert light to
photoelectrons (p.e.). QE is calculated as the fraction of photons converted to p.e. relative
to the number of incident photons on a PMT (more on PMTs in Sec. 3.2.3). This quantity is
measured in the laboratory before the PMT is installed, however, it might decrease due to aging
or worsening. After the PMT is installed in the detector, it is not possible to directly monitor the
changes of its QE. We can, however, monitor the so-called effective quantum efficiency (EQE).
Apart from the QE of the PMT, other effects, such as changes of the light yield (LY) of the
liquid scintillator or tuning of the applied voltage, might influence the number of p.e. (thus the
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FIGURE 6.1: Relative changes of effective LY, calculated using ?'°Po data (green) and MC
simulation with old REQE inputs (red) [101]. The beginning of Phase-III is marked with the
orange dashed line.

term “effective”). Ultimately, this is the quantity we want to monitor to be able to simulate
the detector and account for all the sources of change in the PMT light collection. EQE of a
PMT p, which I will denote as Q(p), is calculated as the fraction of hits the given PMT sees in
response to the so-called candle events:

_ Nip)

Q) = 22, (61)

where Ny (p) is the total number of hits registered by PMT p coming from NN, candle events c.

A candle event must have low energy (to guarantee one p.e. per photon), a stable energy
range (ideally monoenergetic) and equal probability to be seen by any PMT (ideally in the
center of the detector). This way, changes in Q(p) directly represent effective properties of light
collection described above, as the candle events do not change in time.

The final parameter used in the Borexino MC is the so-called relative effective quantum
efficiency (REQE) which takes values from 0% to 100% by design of the simulation, and
represents the EQE of a PMT relative to maximum possible QE, which has been measured to
be 32%. The general requirements for the REQE calculation are:

1. A reliable source of candle events and an algorithm to select them from data (Sec. 6.2)
2. EQE calculation procedure using the selected events (Sec. 6.3)
3. Choice of statistics to guarantee good precision and monitor EQE changes in time (Sec. 6.4)

4. Conversion method of EQE to REQE (Sec. 6.5)

The motivation to look into the REQE calculation method was brought forth by the issue with
the Monte Carlo approach (Sec. 7.1.3) to fitting the energy spectra constructed using Phase-I11
data. Hints that the issue has to do specifically with REQE inputs in the simulation come
from the fact that independent studies on 21°Po events conclude that effective LY is stable or
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decreasing by no more than 1%, while the same analysis performed on MC simulation shows
significant disagreement starting from mid 2015, as shown in Fig. 6.1 [101]. More on the details
of the 2'%Po studies will be presented in Sec. 6.7.2. Further inspection has shown that, indeed,
the method that was used to calculate REQE was not designed to monitor effective LY changes,
which were small in Phase-II, but grew too large in Phase-III for MC to be accurate. My studies
have concluded that the old approach needed changes in steps (1) and (4) above, which are now
developed in the new approach.

In the following sections I will describe the details of the old and new approaches, and highlight
the improvements and new features brought by my work.

6.2 Selection of candle events

6.2.1 Source of candle events

As mentioned in the previous section, an ideal candle event is monoenergetic and located
in the center of the detector. The best candle event candidates in Borexino are cosmogenic
neutrons (Sec. 4.5.2), since they are monoenergetic and uniformly distributed in the scintillator
volume. Each neutron event will be equally seen by any PMT, provided a selection of such events
in a sphere with a small radius in the center of the detector. However, neutrons do not happen
frequently enough to provide sufficient statistics for an accurate calculation. I studied neutrons
as candle events, and my results show that one needs to collect half a year of neutron statistics
in order to achieve reasonable precision.

The second best option is '*C, which has a well known stable energy range, and is uniformly
distributed in the detector. As seen from the spectrum demonstrated in Fig. 6.2, 14C is the most
abundant isotope in the detector (see 4.4.1). It composes 99% of the Borexino data, and provides
enough statistics to be able to monitor EQE changes on a weekly basis, as will be shown later
in Sec. 6.4. The next step is to find a good method of selecting *C events in a stable energy

range.

6.2.2 Untriggered *C events

The best way to avoid the effect of a trigger threshold and the changing number of live PMTs,
is to use the so-called “untriggered” events, i.e. the ones that appear as a second cluster of two-
cluster events (mentioned in Sec. 4.4.1). T have performed studies on *C events falling into the
TT128 DAQ gate, as well as the “neutrino-like events” TT1 BTB0 C2 (more on event types in
Sec. 3.4.4). However, these events do not yield enough statistics for regular monitoring of EQE
that we require for the MC simulation to follow the changes of the PMTs. The resulting EQE is
shown in Fig. 6.3. Same as with neutrons, sufficient statistics is only achieved when analyzing
data samples on a yearly basis. The only choice left is to use events that trigger the detector,
which is the standard approach of selecting *C data.



84 Chapter 6 Effective quantum efficiency of the Borexino photomultiplier tubes

108

™~

107 14C
106
10°

104

103 |

0 200 400 600 800 1000 1200 1400 1600
Normalized Npmts
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FIGURE 6.3: EQE scaled by the average over all years calculated using TT1 BTB0 C2 4C
events (blue) and 4C falling into TT128 DAQ gate (orange).

6.2.3 Standard approach

The standard approach of selecting '4C events is to apply the following conditions:

 event type: internal one-cluster event (TT1 BTBO C1);

e energy range: 50 < N/’ < 100.

The variable N7 is the geonormalized number of hits (see Sec. 3.4.3). Using a geonormalized
variable ensures equal treatment of all PMTs even for events that are happening at a larger
radius, as it accounts for the the solid angle of each PMT. However, this approach does not
result in a selection of events with a constant energy range as demonstrated in Fig. 6.4 by the
blue curve. The visible energy of the selected events is steadily increasing in time. This happens
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FIGURE 6.4: Average '*C energy resulting from selections based on N/’ (blue), N/’ in a
“frozen” detector (orange), and N7“°(B900) in the full detector (green), measured in the corre-
sponding energy estimator.

due to the fact that the sample of live PMTs in different time points has different quality, as the
PMTs that die worsen before dying or are of worse quality to begin with; and PMTs that are
of good quality tend to stay live longer. This phenomenon was described in detail in Sec. 5.3.1
and makes the task of selecting *C nontrivial. Varying PMT quality directly affects the energy
estimators used to select candle events that are supposed to represent the PMT quality itself,
which results in a bad recursive dependence.

In order to test the hypothesis that the issue stems from this phenomenon, studies have been
done on Phase-II data based on a “frozen” detector. The principle of the “frozen” detector
approach is to “pretend” that in Phase-II only the stable subset of A1000 PMTs, mentioned in
Sec. 5.3.2, period exist in the detector. This is done simply by disabling the rest of the PMTs
on the software level in Echidna (Sec. 3.4.2), so that energy and position reconstruction is
done using only the A1000 PMTs. The orange curve in Fig. 6.4 shows the resulting average 14C
energy with a subpercent stability as opposed to the steady 1.5% increase obesrved when using
all PMTs. This study confirmed the hypothesis and inspired the following improved method of
obtaining candle events correctly.

6.2.4 Improved approach

Based on the above, I conclude that to correctly estimate the energy of *C events, I must
use a set of PMTs the number and quality of which does not vary significantly in time. The
so-called B900 PMTs (Table 5.1) have been chosen for the *C selection since among all other
PMT subsets, the B900 set shows the best performance in terms of stability, dark noise, and
detector top-bottom (referred also as north-south) symmetry. I obtain geonormalized hits in
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B900 PMTs similarly to geonormalized hits in all PMTs as defined in Eq. 3.4:

2000

NY°(B900)(c) = ~—op——
" N 1_%;%0(0)

In this equation, Njg),(c) is the geometrically weighted number of live B900 PMTs for each
cluster ¢, obtained similarly to Eq. 3.5:

Nggoo(c) = 3 p/0.00298623, (6.3)
p€BY00

where o, is the solid angle of the given PMT p, calculated as in Eq. 3.6, the sum going over each
PMT p belonging to the B900 set.The results obtained by changing the the energy condition
to 50 < N7“°(B900) < 100, demonstrated in Fig. 6.4 by the green curve, are compatible with
the ideal “frozen detector” study (orange). However, the new results show a slight increase of
0.8% in the estimated *C energy, not present in the is observed towards the later years. My
hypothesis is that this is happening because of the same issue, the changing quality of the B900
set due to dying PMTs. To avoid this, a set of a smaller number of PMTs expected to live longer
could have been chosen, but firstly, that would have worsened the precision, and secondly, such
a selection would have been difficult due to the inability to predict when and which PMT would
die. Note that despite the slightly imperfect stability, the B900 set has been selected for a larger
time period (2007-2017) than A1000 (2012-2016).

6.3 EQE calculation

As mentioned previously, EQE is calculated as the fraction of hits seen by a PMT relative to
the number of candle events that happened during a certain time window (Eq. 6.1). However,
to obtain the hits N{(p) coming from candle events is not entirely trivial, and requires three
steps that involve specific corrections, which will be described in the subsections below.

Firstly, the number of hits registered by the logical Laben channels, to which the PMTs
are connected, includes hits coming from dark noise, in addition to the ones coming from the
candle events themselves. These hits need to be subtracted, resulting in the first stage of EQE
calculation, which I will call Q' (Sec. 6.3.1).

Secondly, some PMTs register more hits due to having conic concentrators (Sec. 3.2.3),
and this effect has to be accounted for to avoid double counting, since the concentrators are
simulated in g4bx2. This results in Q! (Sec. 6.3.2).

Finally, one needs to correct for the so-called chosen PMT bias, newly introduced by the
usage of the energy estimator NJ°°(B900), defined in Eq. 6.2. This yields Q™ (Sec. 6.3.3).

6.3.1 Dark noise correction

In Eq. 6.1, Nf stands for hits resulting from the candle events c. However, when an event is
registered by the detector electronics, part of the hits come from dark noise. Therefore, in order
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to obtain Ny I must subtract estimated dark noise hits:

Nii(p) = Ni*(p) — Ni*™(p), (6.4)

where N;¥ are hits registered in Laben, and N, ,‘f“’”k is our estimation of the number of dark hits
expected to happen in the corresponding time window. It can be estimated as follows:

N]ollark(p) = Rdark(p)tevy (65)

where t., is the sum of the durations of each registered physical candle event (i.e. cluster, see
Sec. 3.4.2), and Rgqk(p) is the approximate average dark noise rate in a given PMT p. It, in
turn, can be calculated as:
NTT64 p)
Raark (p) = b (

= " 6.6
Nrr6atgate (6.6)

N, ;LF T64 is the number of hits on PMT p coming from noise events (TT64

In the formula above,
CO0) collected in the same time window as the candle event statistics, Nprgq is the number of
such events, and tyqe is the DAQ gate duration. The rate of dark noise is estimated to be of the
order of 1 us™! (see Fig. 5.11A); taking into account that the typical cluster duration is ~1.5 s,
the resulting contribution from dark hits is of the order of 1-2 hits per cluster. After the dark

hits are subtracted, I calculate the first-stage EQE as follows:

Q'(p) = : (6.7)

The new approach for EQE calculation accounts for the *C event duration t., in Eq. 6.5
(~1.5 ps), while in the old approach the whole DAQ gate duration tg4q¢e (16 ps) was used instead,
resulting in an overestimation of the dark noise hits. The parameter Q' will be later scaled to
account for other effects described in the subsections below.

The uncertainty on the value of EQE is calculated assuming a Poisson fluctuation for number
of hits o(Ny,) = v/Nj, for N&¥(p), NET64(p), and other N}, parameters that are later involved in
the calculation of Q™ and QU; and performing corresponding propagation of uncertainty.

6.3.2 Correction for conic concentrators

All but 371 PMTs are equipped with cone-shaped concentrators (or “cones”) that assist light
collection (see Sec. 3.2.3). The cones make these PMTs register more hits coming from the
fiducial volume, and this effect should be decoupled and distinguished from the PMTs having
higher EQE, as conic concentrators are simulated in g4dbx2. We introduce the cone correction
factor fc that is used to scale Q'(p), obtained in Eq. 6.7:

Q'(p)fo, pe€ Po
Q'(p) = { ' , (6.8)
@/, pr¢le

where Pc is the subset of PMTs that are equipped with cones. After this correction, the PMTs
with cones are “brought to the same footing” as the ones that do not. In the old approach, fc
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was calculated as the ratio of the average EQE values QI in PMTs without and with cones in
each time window of the data sample:

_Q'(n¢ Po)

fe Q'(p € Po)

(6.9)

However, this ratio is time dependent which is demonstrated in Fig. 6.5A by the blue curve.
To cross-check this dependence, I also calculate fo in a similar way, but using average EQE
among only B900 PMTs with and without cones (orange curve), which show better stability.
Since there is no reason for the geometrical effect of the cone to be dependent on time, and since
B900 PMTs yet again show more stable behavior, I conclude that the time variations must be
introduced by other effects which should not contribute to f¢.

For the new approach, a study using MC simulation of monoenergetic electrons was conducted
to obtain the cone factor independent from other effects, since, as mentioned above, g4bx2
simulation includes the conic concentrators. The electrons have been generated in the energy
range 50 - 200keV (range of '4C), distributed uniformly in a sphere with a radius of 2m in an
“ideal” detector, in which all PMTs are alive and enabled. In the simulation, all PMTs have
been set to have equal QE and no dark noise. The resulting distribution of hits in the PMTs
with and without cones is depicted in Fig. 6.5B. The factor fc is then calculated as the ratio of
the mean of the two distributions and was found to be fo = 1.4891 4+ 0.0008.
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FIGURE 6.5: (A) The factor fc calculated from the MC study (black) compared to the one
calculated in Eq. 6.9 for all PMTs (blue) and B900 PMTs (orange). (B) Distribution of hits
from the simulated monoenergetic e~ in PMTs with (orange) and without cones (blue).

6.3.3 Chosen PMT correction

Using the energy estimator based on the B900 PMTs N;/°°(B900) from Eq. 6.2 introduces
what we call a Poissonian bias in the number of hits collected by the B900 PMTs. Since the
condition 50 < N/“°(B900) < 100 is applied to guarantee a certain number of hits collected
in the B900 PMTs, but not in the rest of the PMTs, they tend to have 20-30% more hits on
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average, as can be seen in Fig. 6.6. In this figure, I define the ratios Ry as follows:

2 (p € BY0O)

< , 6.10
I (p ¢ B900) (6.10)

Rtrue =

where Qg is the EQE calculated with the condition 50 < N,geo < 100, i.e. using all PMTs to
select M C events, rather than only B900; while Rpiqscq is defined similarly as:

Q"(p € BY00)
Q"(p ¢ BY00)’

for which the condition 50 < N7*°(B900) < 100 is used. As mentioned before, we do not
trust the EQE calculated using N7 since it introduces an unphysical increase seen in Fig. 6.4,
and discussed in detail in Sec. 6.2.3. However, since this effect influences B900 and non-B900
PMTs equally, the ratio between their average EQEs is unaffected. As one can see, Rp;useq is
systematically larger than Ry.,., while following the same trend.

Rbiased = (6 1 1)
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FIGURE 6.6: Ratios Ry (orange) and Rpgseq (blue) from Eq. 6.10 and Eq. 6.11, respectively
(see text).

Studies B900 subsets

In order to analyze the chosen PMT bias effect better, and prove that it does not come from
other effects, I performed a study based on subsets of B900 PMTs. For this purpose, I split the
B900 PMT set into two arbitrary halves, B450a and B450b. I performed such a splitting three
times resulting in three different B450 paris. Each time, I took turns to use each of the two
subsets to select 14C events with an energy estimator NY“’(B450a) and N7“’(B450b), definied
similarly to NJ°°(B900). As can be seen from Fig. 6.7A, when B450a is used to select C events,
the distribution of hits in the B450a PMTs represents the tail of the '4C spectrum, as expected
(blue histogram). However, the distribution of B450b PMTs shows an entierly different behavior.
The same picture is observed when the roles of B450a and B450b are reversed. However, when
B900 are used for " C selection, the two subsets do not show any difference, as shown in Fig. 6.7B.

To understand the effect seen in Fig. 6.7A, I have looked at a single bin of the B450a distri-
bution in Fig. 6.7A, and the corresponding hits in B450b. This study is illustrated in Fig. 6.8.
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FIGURE 6.7: Distribution of hits in B450a (blue), B450b (orange) and B900 (green) PMTs using
different PMT sets to select 1C.

When the B450a PMTs collectively register N hits, the B450b set has a certain probability to
register N, more, or less hits, due to statistical fluctuations. Poisson distributions with A = N

are shown in Fig. 6.8A and Fig. 6.8B for N = 12 and N = 15, respectively, taken as an example.

The Poisson distributions are shifted with respect to the histograms of B450b, which suggests

additional effects. However, we conclude that the nature of the chosen PMT bias lies in sta-

tistical fluctuations, and not the properties of the set of chosen PMTs, and this bias has to be

corrected.
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and Poissonian distribution centered around the selected bin value (green).
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Correction factor

To correct for the chosen PMT bias, the EQE Q' calculated in the previous stage in Eq. 6.8
for the non B900 PMTs is scaled up to be on the same level as the EQE of B900 PMTs with a
factor fp:

(6.12)

() — {QE(P)f& p ¢ BI00
Q(p),  peBYO.

Due to unknown effects that make the distributions in Fig. 6.8 not be exactly Poissonian, we
have abandoned the theoretical approach to the correction of the statistical effect described above
(for more, see Outlook). Instead, we base the correction factor on a more practical approach
and define it as follows:

fB = Rbiased/Rtrum (613)
where Rp;gseq and Ry are the ratios defined in Eq. 6.11 and Eq. 6.10, respectively.

We consider Q' of B900 PMTs, calculated using N fl’eo(B900), to be affected by a bias towards
the B900 PMTs that play the role of the “chosen PMTs”, same as the B450a PMTs are affected
compared to B450b when B450 are “chosen” (Fig. 6.7A). I remind that these arbitrarily chosen
subsets have no difference in PMT quality or other parameters. The ratio Rp;qseq quantifies
this bias. On the other hand, when EQE is calculated using all PMTs, the B900 PMTs are
unaffected by this bias, same as B450a PMTs are not affected in the case when B900 is used
for *C selection (Fig. 6.7B). The ratio Ry represents the actual difference in EQE of B900
compared to other PMTSs, free of the Poissonian bias.

6.4 Collecting sufficient statistics

6.4.1 Time window and radius trade-off

Apart from the conditions that define a '4C event, described in Sec. 6.2, two more parameters
come into play when selecting candle events: time window of the data sample for regular
monitoring of EQE, and the radius of the sphere in which I select such events. There is a
trade-off in the choice of these two parameters as both of them influence statistics:

e larger radius yields more statistics for EQE calculation, and, therefore, results in a smaller
uncertainty; but too large of a radius might introduce a bias in the PMTs in the top
hemisphere of the detector (“north PMTs”), which outnumber the ones in the bottom
one (“south PMTs”), due to events happening too close to the edge, even when using a
geonormalized variable;

e a smaller time window allows us to monitor EQE changes more frequently, but reduces
statistics.

One can optimize the selection of the radius and the time window, tuning it based on the
resulting uncertainty, and the north/south bias. I approximate the uncertainty as a function
of time window and radius with two assumptions, that the number of collected '4C events is
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proportional to R3, and to the number of weeks:

Neo(Nyeekss R) = Nuyeeks R New(1 week, 1 m). (6.14)

Taking the simple form of EQE (Q) from Eq. 6.1 gives:

Ni(p)
h
og=—"———. 6.15
©7 Na a2
Using Eq. 6.1, Eq. 6.14, and Eq. 6.15, I derive the uncertainty Ug:
Uo(Nueorss B) = 7€ = — 1 17,(1 week, 1m). (6.16)
Q NweeksR3

The value of Ug(1week, 1m) is calculated as 1/\/Nﬁ(1 week, 1 m), where Nf(1week,1m) is
the average number of hits collected by a PMT from 1week of C statistics selected with
R = 1m. The value Ug in % is shown in Fig. 6.9. The decision has been made that EQE
changes have to be monitored on a weekly basis, to follow the Borexino data which is grouped
by week, and weekly electronics maintenance which can also influence EQE. From this study I
conclude that in order to achieve an uncertainty of 1.5% using a time window of one week, I
have to use R = 2m.

Error (%

0.5

1 2 3 4
Number of weeks

FIGURE 6.9: Estimated EQE uncertainty Ug (Eq. 6.16) as a function of the time window and
radius used to collect '4C events.

As the next step, I have verified that the radius of 2m is not too large to cause any issues
or biases. Figure 6.10A average EQE in B900 PMTs, calculated using with different radii. As
one can see, all radii R >= 1.5m give virtually the same results, and are compatible with those
from R < 1.5m. Moreover, larger radii give a better more stable trend due to more statistics
that grows rapidly with R3.
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Furthermore, I have looked at the ratio of the average EQE in the north (top hemisphere)
and south (bottom hemisphere) B900 PMTs to probe for biases described above. Since there are
more live B900 PMTs in the north than in the south (with the ratio of 1.6, reported in Table 5.1),
it could lead to a “preference” to *C events happening in the top half of the detector, or result
in an incorrectly higher EQE of north PMTs. Exactly this bias can be seen when using the
normalized variable Ny*"™(B900), as demonstrated in Fig. 6.10B by the purple curve and the
ones above it, while no such bias is introduced when using N7“°(B900) (blue, orange, green and
red curves). Note that I use average EQE of B900 PMTs to perform both checks in order to
avoid other effects coming into play, since we know that the EQE of other PMTs of potentially
unstable quality may not represent effective LY changes.
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FIGURE 6.10: (A) Weekly average EQE in B900 PMTs based on selections with different radii.
(B) Ratio of the average EQE in north and south B900 PMTs for different selection radii and
energy estimators N;'°"(B900) and N;7“°(B900).

Another important conclusion is that while the north/south ratio of the R = 2m selection is
similar to those of R < 2m, choosing R = 2.5 m shows a small but more pronounced deviation,
as shown by the red curve in Fig. 6.10B. Therefore, since R = 2m is enough to satisfy our
requirement for a sufficiently small uncertainty, we prefer to sacrifice an even smaller uncertainty
to guarantee no N/S biases, and choose R = 2m as the final selection radius.

6.4.2 Dealing with low statistics

In spite of the tuning of the radius R for the selection of candle events, there are cases of low
statistics, that may occur for different reasons. I have designed measures to be taken to deal
with such cases, in order to guarantee the desired uncertainty of 1.5% or lower.

Low statistics weeks

Some weeks have DAQ issues and the resulting statisticsis not sufficient to attain the required
precision. In such cases, if the livetime of a week is less than a certain threshold, the week is
“stretched”: more data is added to it run by run from the previous and next weeks, until the
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livetime reaches the threshold. The effect of stretching is demonstrated by the orange points in
Fig. 6.11, which shows the average uncertainty among enabled PMTs as a function of the number
of 14C events, each point representing one week of statistics. While the initial calculation includes
“unlucky” weeks with very low amount of *C events (blue), after stretching these weeks are
shifted above the threshold, decreasing the average uncertainty. Figure 6.11 was made using a
study with a threshold of 150000 C events. It was later decided to move the threshold up to
300000 events, corresponding to roughly 75% of a complete week of data taking.

. Initial results
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FIGURE 6.11: Relative uncertainty on EQE depending on the number of 4C events in a week
after the initial EQE calculation (blue), after “stretching” (orange), and after discarding low
statistics PMTs (green). Each dot represents one week of *C statistics.

Low statistics PMTs

A PMT will have a large uncertainty on EQE if it registered relatively few hits from '4C
events. This can happen for two reasons: its EQE is low, so it registers fewer hits than other
PMTs; or it was partially disabled during the week and registered hits from fewer *C events than
other PMTs. In the first case, no matter how large the error is, I keep the EQE information of
the PMT. In the second case, I discard the value computed using the data of that week, because
we do not trust its accuracy.

To differentiate between these two cases, I first check how long a PMT was enabled during
the week. If it registered more than 150 000 *C events, its value is kept even if the error is large,
because it is so not due to lack of statistics, but low EQE. If it registered less than that, and
still has a relatively small error, its EQE value is kept as well; however, if the relative error on

EQE is > 2%, this PMT is “discarded” and treated the same way as PMTs that were disabled
during the whole week.

The effect of discarding is demonstrated in Fig. 6.11 by the green points. Note how the already
small average error after “stretching” gets even more refined as “unlucky” PMTs are discarded.

The final results demonstrate uncertainty predominantly smaller than 1.5%, as estimated in
Sec. 6.4.1.
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Dealing with discarded and disabled PMTs

Disabled and discarded PMTs are assigned the EQE value from the previous week. The EQE
value of disabled PMTs is relevant when simulating an “ideal” detector in which all nominal
PMTs are always enabled. Note the new features compared to the old EQE approach: 1)
the concept of discarded PMTs, and 2) in the old approach, disabled PMTs were assigned a
constant value corresponding to average EQE of the week 2009-Jun-14, determined based on
source calibrations conducted during that week (Sec. 3.2.5).

6.5 Conversion of EQE to REQE

As mentioned in Sec. 6.1, the final parameter used in bx_elec is REQE, which takes values
from 0% to 100% by design of the simulation, and represents the EQE of a PMT relative to the
maximum possible QE that has been measured to be ~32%.

Old approach

The old approach to converting EQE to REQE relied on a wrong assumption that the average
EQE of all PMTs is stable in time. The first step of the old method was to obtain the distribution
of hits in enabled PMTs resulting from the 2009 calibrations using 2°3Hg source (Sec. ??), and
scale the values as Qug(p) = Np(p)/N/"* (Pmaz) such that the PMT with the highest number
of hits has Qmug(Pmaz) = 1. Then, the mean value of this distribution (calculated to be 0.748)
was taken and used to scale EQE (denoted as @) such that the average REQE in a given time
sample is always the same:

Qr(p) = Q(p) - 0.748/Q(all p). (6.17)

There are two big flaws with this approach. The first one is that it is not designed to follow
LY and other effective changes, since it is forcing the average EQE of the live PMTs to be the
same at any time point. This is not a guarantee, and not only that, the purpose of monitoring
EQE is precisely to account for possible changes like that. Moreover, even if each single PMT
has a perfectly stable EQE, the average EQE may change due to dying PMTs.

The second flaw is that due to this scaling factor, many PMTs ended up having Qr(p) >
1.0, possibly due to wrong calculation of the factor 0.748. Since such input is not possible in
bx_elec, the values Qr(p) > 1.0 were set to Qr(p) = 1.0. The effects of this “saturation”
can be seen in Fig. 6.12A, where 114 PMTs in the week of 2009-Jun-14 (orange histogram) have
Qr(p) = 1.0. This bad scale distorted the true distribution of EQE and did not represent the
true picture of the detector.

Improved approach

In the improved approach, I seek an absolute scale of converting EQE to REQE, without
relying on average EQE, which might change in time. In order to avoid retuning of the LY
parameter for the MC simulation (determined from the calibrations), I set the average REQE
in the week of 2009-Jun-14 to be the same as the average of the REQE calculated using the old
approach (found to be 0.7326 after excluding disabled PMTs). Thus, the average EQE of that
week (calculated to be 0.021) is used as a scale for all further weeks, i.e. EQE of 21 hits per
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1000 candle events is set to correspond to REQE of 74.8%:
Qr(p) = Q" (p) - 0.748/Q™(2009-Jun-14), (6.18)

where Q' is obtained as in Eq. 6.12.

The resulting distribution is shown in Fig. 6.12A by the blue histogram. As you can see,
while the average REQE is the same as in the old sample, the issue with saturated PMTs is
avoided (only 2 PMTs have REQE > 1.0). Figure 6.12B shows the evolution of the number of
saturated PMTs in time, and as you can see, in the old approach, this number is not only high,
but also very unstable in time, since it relies on the changing average EQE; while in the new
approach it is well below 10 PMTs and stable.
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FIGURE 6.12: (A) Distribution of the old (orange) and new (blue) REQE in enabled PMTs in
the week of 2009-Jun-14. (B) Evolution of the number of saturated PMTs in time.
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6.6 Results

The resulting REQE in each week is shown in Fig. 6.13. For comparison, Fig. 6.14 shows the
time evolution of the REQE calculated with the old method. Note that the old REQE does not
have information about the uncertainty on the calculated REQE value. Several examples of the
time evolution of REQE of single PMTs is shown in App. B.1.

The green points represent the average REQE in the PMTs that were live at the moment the
study was conducted, in July 2019 (L2019). The black curve shows the average in all enabled
PMTs, and the red shows the average in the remaining enabled PMTs in that data sample (non-
L2019). The number of L2019 PMTs stays more or less constant in time, since none of them die
before July 2019, and the only deviations come from temporarily disabled PMTs. The number
of PMTs belonging to non-L2019 is decreasing until it reaches zero in July 2019, where “all”
= “L2019”. The REQE results are analyzed this way since simply looking at the average in all
enabled PMTs only shows the general picture of the detector, but does not contain information
about the effective LY or the effect of dying PMTs. Also, as mentioned before, survivor PMTs
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and the rest of the PMTs tend to show a systematic difference in quality, as demonstrated in
Sec. 5.3.1.
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FIGURE 6.13: Average REQE among all live PMTs in a given week (black), L2019 PMTs (green)
and the remaining PMTs in each week (red).
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FIGURE 6.14: Average REQE among all live PMTs in a given week (black), 1L.2019 PMTs (green)
and the remaining PMTs in each week (red), calculated with the old method

A bump of higher REQE values is observed around years 2010-2011 in Fig. 6.13. This happens
due to the ?2?Rn contamination during the water extraction period of the purification campaign
(Sec. 3.2.6). These REQE values are not valid, but they are not used in any analysis, since
Phase-I ends before, and Phase-1II starts after that period. Note that while the water extraction
is very clearly visible in the REQE calculated with the new method, the REQE based on the
old method, shown in Fig. 6.14, does not illustrate such an effect. This happens because the
average REQE in each time window was forced to be the same, as explained in Sec. 6.5. For the
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same reason, the average of all PMTs, shown in black, shows a false stability of < 0.5%, as this
same average was simply set to be the same in each dataset.

Starting from the beginning Phase-II (Dec 2011), PMTs start dying with a constant rate.
This fact alone does not explain the resulting decrease in non-L2019 REQE followed by an
increase starting from around 2017. My interpretation is that the PMTs that die tend to also
worsen before dying, while stable high-QE PMTs tend to survive, so after all the worst ones
have died, the average goes up again, as the ones with worst REQE do not contribute anymore.
The effect of single PMTs worsening before dying, or being worse to begin with, can be observed
in the plots in App. B.1. This conclusion is also supported by other studies on PMT quality
and its correlation with their livetime shown in Sec. 5.3.1. Comparison of REQE in each set of
PMTs in the old and new method is shown in Fig. 6.15 - 6.17.
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FIGURE 6.17: Average REQE in non-L.2019 PMTs

6.7 Validation of the new REQE

In order verify that the new REQE inptus to bx_elec obtained with the improved method
improve the MC simulation, and eliminate the mismatch with the data, extensive checks have
been performed using gamma calibrations (Sec. 6.7.1), and effective LY studies based on 2!°Po
data (Sec. 6.7.2) [101]. Furthermore, I performed additional checks with multivariate fits
on Phase-I1 using MC reference spectral shapes constructed with old and new REQE inputs
(Sec. 6.7.3), and the fit results on the position of the 21°Po peak (Sec. 6.7.4) in Phase-II and
Phase-IITI data.

6.7.1 Monte Carlo simulation of source calibrations

The calibration run 10396 with three gamma sources (33Sr, %Zn, 5°Co) has been simulated
using old and new REQE values as input. Then, for data itself, and for the two vesrions of MC
simulation with old and new REQE, the fraction of hits F' in a PMT p was defined the following
way:

Ni(p)
F(p) =
(P) = ey
representing the light collection of the PMT [101]. The distribution of F(p) calculated for each
PMT is shown in Fig. 6.18, for PMTs with and without conic concentrators (“cones”) separately.

- 1000, (6.19)

As one can see, new REQE results in a distribution much more similar to the one of data, as
opposed to the old REQE inputs. The mean values of the distributions are reported in Table 6.1.

Additionally, the data from multiple runs with different sources, covering different positions
and energy ranges, has been simulated using old and new REQE values as input. Different
physical quantities, describing the detector response and values of energy estimators, have been
obtained from simulations based on old and new REQE inputs, and compared with data using the
x? test [101]. Figure 6.19 demonstrates global distributions of x?/Ny, ¢ across all the considered
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FIGURE 6.18: Distributions of F(p), obtained as in Eq. 6.19, for each PMT p with (orange)
and without (blue) conic concentrators based on data and MC simulaiton [101].

Data MC with old REQE MC with new REQE
Cone 0.5706 0.5726 0.5716
No cone 0.4005 0.3906 0.3957

TABLE 6.1: Mean values of the distributions of F, shown in Fig. 6.18, obtained based on
calibration data, and MC simulation with new and old REQE.

variables. More details on this study can be found in [101]. One can see that the distributions
with old and new REQE inputs are compatible, and the mean values of the two are 1.38 and
1.31, respectively. We conclude that for the calibration time period, the new REQE inputs
perform similarly or better compared to the old ones. This is what we aimed to achieve, since
the absolute scale for obtaining REQE from EQE has been tuned to agree with the old one
(Sec. 6.5), and the result confirms that no retuning of MC LY parameter is needed to be able
to use new REQE inputs.

6.7.2 Effective light yield

In order to monitor effective LY changes, strict 21Po data sample selected using the MLP
discriminator (Sec. 3.4.5) in a sphere of 7 = 3m was used to measure the detected hits in all
PMTs and obtain the position of the 219Po peak. The resulting relative trend of the peak position
compared to 2012, has been shown in Fig. 6.1 and is also demonstrated here in Fig. 6.20 by the
green curve. To check whether the MC follows this trend, a sample of 219Po was simulated based
on realistic spatial distribution with the same radius, using MC with old and new REQE inputs.
The same calculation done on data was performed on these MC events [101].

As we expect, the REQE inputs in bx_elec directly influence the number of hits registered
by the PMTs in the simulation, which, in turn, has an impact on the energy estimators, and
the position of the 2!°Po peak. As I showed in Sec. 6.1, the old REQE displayed an increasing
trend, opposite to the effective LY trend from 2'°Po studies, which was our motivation for the
development of the new improved REQE method. As one can see now in Fig. 6.20, the effective
LY calculated from MC with new REQE inputs correctly follows the 2'Po peak trend seen in
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FIGURE 6.20: Relative variations of the 2!°Po peak position from data (green) and 2'°Po MC
with old (red) and new (blue) REQE inputs. The beginning of Phase-III is marked with the
orange dashed line [101].

data, as opposed to the old REQE. Note how the largest discrepancy between data and MC with
the old REQE inputs is observed in Phase-11I, which was the reason behind the large mismatch
causing inability to perform the MCA multivariate fit.

6.7.3 Phase-II multivariate fit with MCA based on new REQE

In order to test the behavior of the new REQE inputs, I have performed multivariate fit with
Monte Carlo Approach (MCA, Sec. 7.1.3) on Phase-1I data with MC reference shapes generated
using old and new REQE inputs, while keeping the rest of the fit configuration the same. The
fit is performed in the so-called “high setting”, used in the Phase-III CNO neutrino analysis
(see Sec. 8.5). The “high setting” considers data in the energy range 140 < N} < 950, excluding
pp neutrinos, *C, and pileup. In this study, the CNO neutrino rate is constrained to the value
predicted by HM-SSM, similar to the configuration of the fit LER (Sec. 7.1.2). The results are
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shown in Fig. 6.21. As one can see, old and new REQE inputs give compatible results. This
check gave us the green light in using the new REQE in the analysis of Phase-III data.
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FIGURE 6.21: Phase-II fit results on the rates of "Be neutrinos (A) and 2'°Bi (B), using MC
reference shapes constructed using new (blue) and old (red) REQE inputs.

6.7.4 2'Po shift with new REQE

The MC reference shapes for 2'9Po constructed with old REQE inputs had an issue that the
position of the peak did not correspond to the correct energy observed in data. At the time,
solution was not found, and instead, a workaround was implemented which consisted in shifting
the reference shape to adjust the peak position. The resulting shift was of around 1.5%. 1
performed a MC fit in the “high setting” described above in Sec. 6.7.3, with the peak position of
210pg being a free parameter in the fit. The resulting 21°Po shift is less than 0.5% in any year,
as demonstrated in Fig. 6.22. Indeed, further studies showed that the impact of the shift of the
210Pg shape is negligible in the multivariate fit.
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FIGURE 6.22: Absolute and relative shift of the 2!°Po reference shape peak position, when left
free in the fit.
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6.8 Summary

Inaccuracy of the Borexino MC in representing the latest data after 2016 motivated us to look
into REQE inputs, which determine light collection in PMTs and directly influence simulation
results. A new method of obtaining REQE has been implemented, which improved two major
sources of discrepancy for REQE: the approach to selecting candle events (Sec. 6.2.4), and the
conversion of EQE to REQE (Sec. 6.5). Other improvements have been introduced, in particular,
better choice of the time window for monitoring REQE time changes (Sec. 6.4.1), and methods
of dealing with low statistics cases which guarantee small uncertainty on the resulting REQE
values (Sec. 6.4.2). The improved REQE shows a more physically meaningful evolution in time
(Sec. 6.6). Extensive validation has been performed to make sure the new inputs perform the
same and better as the old ones (Sec. 6.7).

Table 6.2 presents a summary of the differences between the old and the new method. Apart
from the major improvements, some small changes have been implemented. Previously, the
information about REQE was stored in text files and read by g4bx2. After some consideration,
it was decided to store the REQE values in a PSQL database, same as many other detector
parameters. Also, since REQE is irrelevant at the level of gdbx2, where events are generated,
its processing was moved to bx_elec where the PMT properties come into effect before the
electronics is simulated.

With the new inputs, Phase-III multivariate fit using MC reference shapes is now possible.
Fits on Phase-III data have already been shown in Sec. 6.7.4 with CNO neutrino rate constrained
to the value predicted by HM-SSM, similarly to the fit configuration in Sec. 7.1.2. In addition
to that, preliminary results of Phase-III fit with the goal of detecting CNO neutrinos, possible
due to the improved REQE inputs, will be discussed in detail in Sec. 8.5.2.

Standard approach New approach
Energy condition 50 < Nj*(all) < 100 50 < N{*°(B900) < 100
Radius 1m 2m
Time window sliding 3-week window 1 week
Cone correction data; time dependent MC; fixed
EQE — REQE scale relatie to avg QE independent absolute scale
REQE error unknown < 1.5%
Monitoring of eff. LY changes no yes
Low statistics PMTs no treatment treated as disabled
Value assigned to disabled PMTs constant value from last available week
Storage of information txt files PSQL database
Stage of usage in MC g4bx2 bx_elec

TABLE 6.2: Summary of the similarities and differences between the standard and the new
approaches.






Chapter 7

Comprehensive measurement of the
proton-proton chain neutrinos

The original goal of the Borexino experiment was to measure the "Be solar neutrinos [118].
Since its construction, Borexino exceeded the expectations and measured all the pp-chain neu-
trinos comprehensively [72]. In this chapter, I am going to introduce you to the Borexino solar
neutrino analysis techniques, my contributions to the Phase-II analysis, and finally, the published
results and their implications in neutrino and solar physics.

The Phase-II solar neutrino analysis is divided into two parts with different approaches:
the Low Energy Region (LER, Sec. 7.1) and High Energy Region (HER, Sec. 7.2). The LER
analysis results in the measurement of the interaction rates of pp, "Be, and pep neutrinos, as
well as an upper limit on CNO neutrinos; while 8B neutrinos measurement is conducted in the
HER analysis, with an additional study on the rare hep neutrinos.

My main contribution to the LER analysis lays in performing the multivariate fit, which
I will explain in Sec. 7.1.2), from which we obtain the final results on the rates of neutrinos
and background isotopes. My work focused on the so-called analytical approach, which I will
elaborate on in Sec. 7.1.3. My largest contribution consisted in the evaluation of the systematic
uncertainties, which will be described in Sec. 7.1.4. T also participated in the counting analysis
of the HER, resulting in an upper limit on the hep neutrinos, which will appear in Sec. 7.2.3.
The results and implications of both LER and HER analyses will be reported in Sec. 7.3.

7.1 Low energy region analysis

The energy range of the LER analysis spans from 0.19to 2.93MeV, to include pp, “Be, pep,
and CNO neutrinos (refer to Fig. 2.4). The first step of the analysis is to obtain a spectrum
of neutrino-like events using selection cuts that will be described in Sec. 7.1.1. After this there
is no way for us to distinguish which events in that sample are neutrinos, and which come
from backgrounds that mimic neutrino interactions. In order to extract the neutrino rates, a
multivariate (MV) fit is performed. The details of the MV fit techniques will be described in
Sec. 7.1.2.

To perform such a fit on the data, reference spectral shapes of the background and signal
contributions have to be used. These reference shapes are obtained in two ways, the so-called An-
alytical and Monte Carlo Approaches. In the Analytical Approach (AA), the detector response
is modeled using a mathematical formulation of the parameters for various detector characteris-
tics, regarding the energy scale and resolution; and physical phenomena such as quenching and
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Cherenkov radiation. In the Monte Carlo Approach (MCA), the reference shapes are obtained
using g4bx2, the Geant4 based Borexino Monte Carlo simulation (Sec. 3.5). Each approach has
its own advantages and disadvantages, a slightly different treatment in the MV fit, which I will
talk about in Sec. 7.1.3, as well as different treatment regarding the systematic uncertainties.

The resulting differences coming from using one or the other approach contribute to the
total systematic uncertainties which will be described in Sec. 7.1.4. The final results of the
LER analysis will be presented in Sec. 7.3 together with those of the HER analysis, as well the
neutrino and solar physics implications based on both analyses. The Phase-II upper limit results
on the CNO neutrinos will be presented and discussed separately in Chapter 8, together with
the analysis conducted on Borexino Phase-III data aimed at CNO neutrino detection.

7.1.1 Data selection

The data used in this analysis covers the so-called Phase-II of the Borexino dataset (see
Sec. 3.1) which spans from December 2011 to May 2016 and covers the exposure of 1291.51 days
x 71.3t [115]. In order to obtain a sample of neutrino-like events, software selection is used to
analyze each candidate event from the Phase-II Borexino dataset. The following conditions (the
so-called “cuts”) are applied to remove unwanted events from the data sample:

e muon cut: removes muon events. The efficiency of this cut is ~99.992% (see Sec. 4.5.1);

o muon daughter cut: removes the products of muon spallation in the LS (see Sec. 4.5)
and effects of electronics saturation, via applying a 300 ms veto after each muon event;

e trigger cut: neutrino-like events are events of the type TT1 BTBO i.e. internal events
(see Sec. 3.4.4 on trigger types); all the other trigger types are removed by this cut;

o cluster cut: a neutrino-like event is selected as 1) an event with one cluster, or 2) first
cluster of a two-cluster event (see Sec. 3.4.2 on clusters); all other events are removed by
this cut;

e °Bi-‘Po ut: removes coincidence pairs of 2'“Bi and ?'4Po, daughters of the radioactive
decay of 222Rn (see Sec. 4.2.1). The efficiency of this cut is ~92%;

e start time cut: removes two cases of events with an unnatural cluster start time relative
to the start of the DAQ gate (see Sec. 3.3.2), which might originate from a faulty trigger:
1) cluster start time is out of gate, 2) cluster starts too late after the beginning of the gate
and should have triggered to open its own gate, but did not;

e fiducial volume cut: removes events far from the center of the ID. More details about
the selection of the fiducial volume for the solar analysis will be presented later in this

section;

e reconstructed charge cut: removes events that have a mismatch between the number
of fired PMTs and the reconstructed charge;

o crate fraction cut: removes events attributed to crate noise i.e. if 75% of the fired PMTs
belong to the same Laben crate (see Sec. 3.3.1);
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The fiducial volume (FV) used in this analysis is defined as r < 2.8m and —1.8m < z <
2.2m, where r is the radius and z is the vertical coordinate inside the IV based on reconstructed
event position, (0,0,0) being the center of the detector. A two dimensional xz-plane slice (at
y = 0) of the FV is demonstrated in Fig. 7.1A. The FV is chosen this way in order to maximize
the active volume while minimizing radioactive background coming from the nylon spheres,
PMTs, the SSS, and the endcaps. It is asymmetrical in z coordinate to account for the higher
levels of radioactive contamination in the lower hemisphere. More details on the FV can be
found in Sec. 4.1. Uncertainties in the calculation of the FV mass contribute to the systematic
uncertainties which will be discussed in Sec. 7.1.4.

Several prominent selection cuts are demonstrated in Fig. 7.1B. Note how after the FV cut
(red) three peaks from the main internal background contributions become clearly visible: 4C,
210po, and ' C, from left to right. One can even see the Compton shoulder of “Be neutrinos
following the 219Po peak.

Apart from these cuts, a special threefold coincidence (TFC) method is applied, which
does not remove any events from the sample, but rather divides the sample into two categories,
enriched and depleted in M C. Its effect can be seen in Fig. 7.1B demonstrated by the green
spectrum, with notably reduced ''C peak. The details of this technique were described in
Sec. 4.5.3, and its usage in fitting the data will be described in Sec. 7.1.2.
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FIGURE 7.1: (A) FV shape (orange) compared to the Borexino vessel (blue). (B) Phase-II
energy spectrum of all Borexino internal events (black) and the spectra after applying the muon
and muon daughter cut (blue), FV cut (red) and TFC cut (green) in this order.

7.1.2 Fitting method

Energy fit

To understand the multivariate fit technique, I first have to demonstrate the principle of a
simple fit of a single energy spectrum. The basic idea of the fit is to take the reference shapes
of all the contributing components (example in Fig. 7.2A) and fit them to the energy spectrum
of the Borexino events from the chosen data sample selected as described in Sec. 7.1.1, using an
energy estimator of choice: Np, N;’“@), Ny, or Npe (more in Sec. 3.4.3). The goal of the fit is to
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find the values of the weights assigned to each spectral component that result in the combination
of these shapes that best describes the data. To achieve this, a likelihood function based on the
set of parameters g that define the reference shapes is constructed and a fit procedure is written
to find the parameters that maximize it. Here is an example of a standard Poissonian likelihood
used in the energy fit:

= )\1 0 ki N ()
@) =] EC‘) e i), (7.1)
=1 v

The product goes over each bin ¢ of the N bins in the spectrum, and k; represents the number
of events falling into that bin. The parameter ); is the expected value for the bin i based on the
weighted reference shape constructed using AA or MCA. The set of variables ) depends on the
approach: for MCA it is only the aforementioned weights, while AA includes other parameters
of choice defining the reference shape (more in Sec. 7.1.3). The resulting values of the weights
that produce maximum likelihood are used to calculate the rates of backgrounds and signals
expressed in counts per day per 100t of the scintillator (cpd/100t), accounting for the exposure
of the used data sample. An example of a fit done on the TFC-subtracted energy spectrum
using the MC approach is shown in Fig. 7.2B.
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FIGURE 7.2: (A) Reference shapes of solar neutrino and several main internal background
components constructed for the N energy estimator (number of hits) with the MC approach
(area normalized to 1). (B) Example of an energy fit using the MC shapes.

Multivariate likelihood

The principle of the MV fit is to simultaneously use multiple likelihood functions that depend
on the same parameters but describe different spectra. In the Borexino LER analysis, four spec-
tra contribute to the MV likelihood: the TFC-tagged and TFC-subtracted energy spectra,
rich and depleted in ''C; the radial distribution of the selected neutrino-like events, as well
as the so-called pulse shape variable distribution. The meaning of these components will be
discussed below.

The resulting total likelihood function is simply a product of the functions corresponding to
each spectrum:

— —

Lav(0) = LTrc-tag(0) - LTPcsub(?) - Lps(0) - Lrp(0). (7.2)
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The new TFC technique, described in detail in Sec. 4.5.3, has an efficiency of 92%, which
allows us to divide the whole exposure into two sets, as mentioned above: ~36% of exposure
containing the majority of '!C (TFC-tagged), and ~64% containing the remaining 8% of 'C
events (TFC-subtracted). The likelihood functions for Lrpc_tag and Lrrcsub in Eq. 7.2 are
simple Poissonian likelihoods as in Eq. 7.1, representing the counts in each bin of each energy
spectrum. Examples of these spectra and the fit results are shown in Fig. 7.3A and Fig. 7.3B,
respectively..

An example spectrum and fit of the radial distribution (RD) can be seen in Fig. 7.3D. The
goal of this fit is to separate the homogeneous internal, and external event contributions. There
are two reference shapes in this fit: that of the internal uniform component (internal background
distributed uniformly within the IV), and that of the external component (events originating on
the surface of the IV).

The pulse shape variable, denoted as PS-Lpg, is a parameter tuned to distinguish electron
and positron events, shown in Fig. 3.11A and discussed in detail in Sec. 3.4.5. It is used to disen-
tangle positron events originating from the decays of the remaining ''C in the TFC-subtracted
spectrum. An example fit is shown in Fig. 7.3C. Two reference shapes for electrons and positrons
are used to fit the data.
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(A) The TFC-tagged energy spectrum. (B) The TFC-subtracted energy spectrum.
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(C) PS-Lpg of the TFC-subtracted sample. (D) RD of the TFC-subtracted sample.

FI1GURE 7.3: Distributions and fits of the components of the MV fit using the MCA. In each
subfigure, black points with error bars show the data sample. In (A) and (B), the total fit is
represented by a black curve, while in (C) and (D) by a red one [115].

The likelihood function describing both Lpg and Lrp has the following form:

PS/RD k;
— a\ e
Lps/rp () H —( ) o . (7.3)

Z
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In Eq. 7.3, a is a scaling parameter obtained through normalization to the total number of
entries in the data histogram Nepiries:

Nps/rD

Nenmss:a Z /\1(9) (74)
=1

This normalization is introduced since there is a correlation between the number of entries
in different histograms, since the events contributing to the energy spectrum also contribute to

Lps/RD-
In the newer version of MCA, a 3D likelihood function, constructed for TFC-subtracted and
TFC-tagged data sets, is defined as:

— — —

£3D( ) = ['sub(e) . ['tag( )v (75)

where N

. E.RD,PS ) Kiji 7 .
Lo (0) = H L(')e—xm( ). (7.6)
i Rt
and
AT “<“> )
Liqg(8) = H e i (0) (7.7)
i,j kit

Same as in the approximated version of this likelihood in Eq. 7.2, k;j represents the data
points falling into the three-dimensional bin 5I, where ¢, j, and [ are the bins in the distribution
of energy, position, the pulse shape parameter, respectively. Note that the difference between
Eq. 7.6 and Eq. 7.7 is the the latter one does not consider the pulse shape parameter, since it is
used only in Esub(g) to disentangle the remaining ''C contribution.

Fit configuration

Depending on the analysis or approach, the parameters of the MV likelihood from Eq. 7.2
that govern the rate of background and signal components may be free, constrained or fixed.
If the rate is free, the fit procedure finds the best value in a given allowed range for that rate
that maximizes the likelihood. If the rate is fixed, it is not treated as a variable in the fit but
is simply a constant. If it is constrained, a so-called penalty term is added to the likelihood to
give preference to a certain value. Here is an example of a Gaussian penalty term:

2
L) = Lolf) e 5 (78)
o
where Ly is the original likelihood function e.g. as in Eq. 7.1, p is the value of the parameter
of interest, while y and o represent the constraint value and error, obtained from independent
studies. In some cases Poissonian penalty is used.

In order to extract the pp, pep and "Be neutrino rates, the CNO neutrino rate in the fit is
constrained based on the HM-SSM, and then separately the LM-SSM predictions (see Sec. 2.3 for
solar models and solar metallicty). The two different constraints do not influence the resulting
neutrino rates, except for pep neutrinos, the rates for which will be listed separately in Table 7.2.
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In both cases, the rate of 8B neutrinos is fixed to the value obtained from the HER analysis,
as their contribution to the LER is very small. The rate of C is constrained based on the
rate obtained with the second cluster approach, described in Sec. 4.4.1. The inclusion of the
constraint on the rate of 3Kr, estimated independently from the fit as described in Sec. 4.4.2,
is considered in the calculation of the systematic uncertainties (Sec. 7.1.4).

7.1.3 Analytical and Monte Carlo approaches

Construction of reference shapes

The goal of modeling the detector analytically is to obtain a formula which would convert the
deposited energy of the particle to an energy estimator. The first step of the AA is to obtain the
number of photoelectrons (N,.) produced in the PMTs after an event of a certain energy. The
next step is to convert Np. to the number of fired PMTs (V). The detailed description of the
analytical formulas that do this conversion can be found in App. C. Using Egs. C.6 and C.7, one
can start from the theoretical spectra of recoiled electrons resulting from scattering with solar
neutrinos, as well as background components, to construct the corresponding distributions in a
given energy estimator used to fit the data energy spectra.

The benefit of using the AA is that the resulting spectral shape depends on various parameters
representing the light yield, the Cherenkov radiation contribution, and other detector response
parameters which are described in detail in Table C.1. These parameters describe properties of
the detector that may vary in time, and can be left free to vary in the fit, allowing us to follow
their changes, unlike the MCA, where parameters like LY have to be measured independently and
fixed at the level of gdbx2. However, having more free parameters in the fit has the drawback
of introducing more correlations between various parameters.

To construct reference shapes using the MCA, g4bx2 is used to model all the physical
processes from energy deployment, and bx_elec is used to simulate the behavior of the Borexino
electronics (see Sec. 3.5.2), which includes detector properties like effective quantum efficiency
of the PMTs discussed in Chapter 6. The disadvantages of the MCA include the inability to
simulate a sufficient amount of 14C events due to their abundance in the data; while the biggest
advantage is the fact that the simulation is based on the calibration data, completely independent
from the data used in this analysis.

Fit configuration

The following are the main differences between AA and MCA regarding the fitting procedure:

o likelihood function: in the AA (as well as the earlier version of MCA) the approximated
MYV likelihood function in Eq. 7.2 is used, while MCA implements the 3D likelihood from
Eq. 7.5;

e likelihood parameters: the AA has more parameters ] contributing to the likelihood
mentioned above, including detector response parameters (Table C.1);

e pileup modeling: there are three main methods of including the pileup effect into the
picture. Two methods are used in the AA:

1) convolution of the spectra of all fit components with untriggered data spectrum; and
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2) construction of the so-called synthetic pileup.
One method is used in the MCA: 3) using the Borexino MC to construct the spectrum
of pileup events. More details on these methods in Sec. 4.6. The difference between
methods (1) and (2) contributes to the systematic uncertainties. In methods (2) and (3),
the pileup is effectively modeled as a separate background component, and the rate of the
component has to be constrained in the fit. Fits with pileup modeling approaches (1), (2)
and (3) are demonstrated in Fig. 7.4A, Fig. 7.4B, and Fig. 7.3B, respectively, using the
TFC-subtracted spectra as an example.
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FIGURE 7.4: The effect of the dark noise convolution in (A) can be best seen through the
deformation the *C spectral shape (purple) compared to the one in (B), where synthetic pileup

is shown by the purple dashed curve.

e Energy estimator: The fit using the MCA is done using the N}, energy estimator, while
the MCA uses Ngtl and Ngt2, the differences between which contribute to the systematic

error.

« Fit range: The fit with the MCA starts from N, = 92, while the fit using the AA starts
from Ngtl(2) = 85 (in this energy range, 1 hit ~ 1 fired PMT). The higher energy range of
MCA is due to the inability of MC to simulate '4C very well.
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7.1.4 Systematic uncertainties

An extensive study of the systematic uncertainties has been performed. The relevant sources
of uncertainty and their contributions are summarized in Table 7.1. For this analysis, I have
created a Python based framework to perform numerous fits with different conditions and collect
the resulting values. My main contribution to this study lies in performing and analyzing these
fits to obtain the average result for the rates of different components, and calculate uncertainties
related to the fitting procedure.

Source of uncertainty i Be bev
% 4% | =% 4% | =% +%
Fit method (analytical/ MC) | —1.2 1.2 | —0.2 0.2 | —4.0 4.0
Choice of energy estimator —-25 25 | -0.1 0.1 —24 24
Pileup modelling -25 05 | =00 0.0 | -0.0 0.0
Fit range and binning -3.0 3.0 | —-0.1 0.1 —-1.0 1.0
Fit models (see text) —-45 05 | -1.0 0.2 | —6.8 2.8
Inclusion of 85Kr constraint | —2.2 2.2 | —0.0 0.4 | —3.2 0.0
Live time —0.05 0.05 | —0.05 0.05 | —0.05 0.05
Scintillator density —0.05 0.05 | —0.05 0.05 | —0.05 0.05
Fiducial volume -1.1 06 | —-1.1 06 | —1.1 0.6
Total systematics -71 47 | =15 08 | —=9.0 5.6

TABLE 7.1: Relevant sources of systematic uncertainties and their contributions relative to the
measured neutrino rates [115].

A short summary of the uncertainty sources is presented below, the ones to which I con-
tributed directly marked with stars.

o Fit method*: the differences between the results based on the analytical and Monte
Carlo approaches described in Sec. 7.1.3.

o Choice of energy estimator*: differences introduced by using Ngtl or Nth as the
energy variable in the AA fit. Example distributions demonstrating these differences are
shown in Fig. 7.5A.

o Pileup modeling: differences introduced by methods (1) and (2) of modeling pileup in
the AA that were described above in Sec. 7.1.3.

o Fit range and binning*: differences coming from small deviations in the ranges and
binning of the histograms of the different MV fit components (see Fig. 7.3). Example
distributions can be seen in Fig. 7.5B and Fig. 7.5C.
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« Fit models: uncertainties originating from the imprecision in detector response modeling.
In order to study this effect, the fit has been performed using shapes with small nonlin-
ear deformations within uncertainties based on calibration data, to test its robustness to
possible lack of knowledge about the detector response function.

o Inclusion of ¥Kr constraint*: differences that we observe when the $Kr rate in the
fit is free or constrained based on the upper limit described in Sec. 4.4.2 (Fig. 7.5D).

o Exposure related uncertainties: these include the uncertainty on live time, LS density,
and FV (coming from position reconstruction).
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7.2 High energy region analysis

As mentioned at the beginning of Chapter 7, the Borexino solar neutrino analysis is divided
into two energy regions, and the analysis of the high energy region (HER) results in the mea-
surement of the rate of 8B neutrinos, and an upper limit on the hep neutrino rate [119]. The
HER analysis covers the energy range of 3.2-16 MeV. In this section I will briefly describe the
approach of this method, focusing on the hep neutrino counting analysis in which I took part.
The results of the HER. analysis will be presented in Sec. 7.3 together with those of the LER
analysis.

Unlike LER, HER is not affected by the long-lived radioactive background, which allows us
to use a larger dataset between January 2008 and December 2016, covering both Phase-I and
Phase-II. The HER itself is divided into two subregions, HER-I and HER-II, below and above
5.7MeV. The main backgrounds in HER-I and HER-II are natural radioactivity and external
gamma rays following neutron capture processes on the SSS, respectively. The value of 5.7 MeV
has been chosen this way because the natural radioactive background never exceedes 5 MeV (the
Q value of the 3 decay of 208Tl).

The HER-I analysis requires a z-cut, which will be described in Sec. 7.2.1 below, resulting in
the total mass of 227.8t, while HER-II uses the full IV volume of 266 t. This results in the total
exposure of 2062.4days x 227.8t (266.0t) for HER-I (HER-II).

7.2.1 Data selection

The data selection method in the HER analysis is similar to the one of LER described in
Sec. 7.1.1 and consists of applying selection cuts to remove unwanted events. The main difference
comes from the fact that LER and HER are affected by different types of backgrounds which are
dominant in the corresponding energy ranges. The selection cuts of the HER analysis consist of
the:

e Muon cut: same as in LER (Sec. 7.1.1).

e Neutron cut: remove cosmogenic neutron captures on 12¢ by applying a 2ms veto after
all muons.

e Fast cosmogenics cut: remove cosmogenic isotopes by applying a 6s veto after each
internal muon.

o Run start/break cut: remove fast cosmogenic isotopes from potential muons missed
during run restart.

« 10C cut: remove cosmogenic '°C by vetoing a spherical volume of radius 0.8 m around all

muon-induced neutron captures.
o °Bi-°Po ut: the same as in LER (Sec. 7.1.1).

e z-cut: z < 2.5m to suppress the background events in the top layer of the LS resulting
from a small pinhole in the IV; applied only in HER-I.
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7.2.2 Fit technique of the ®B neutrino analysis

The 8B neutrinos are the only neutrinos (apart from the extremely rare hep process) in the
HER as can be seen from Fig. 2.4, and there are much fewer sources of background contribu-
tions than in LER, especially in HER-II where only neutron captures contribute. Most of the
background being external makes it possible to perform a fit without needing the 8B neutrino
energy spectrum: only the radial distribution of events is used. This makes it possible to conduct
this analysis without any assumption on the energy of 8B neutrinos, and therefore, the neutrino
oscillation mechanism. This allows us to probe for deviations from the MSW-LMA theory and
nonstandard interactions.

The fit procedure is similar to the one of the LER analysis described in Sec. 7.1.2, but it
uses only a simple likelihood based on the radial distribution of events. The HER analysis fit is
shown in Fig. 7.6.
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FIGURE 7.6: The data sample (black stars), fit results (red) and reference shapes (see legends)
of the HER-I and HER-IT analyses [119].

7.2.3 The hep neutrino counting analysis

As mentioned above, due to the scarcity of the hep process depicted in Fig. 2.1A, it is not
possible to perform a complex study of hep neutrinos using a spectral fit similar to the LER and
HER analyses. The only possible approach is that of a simple counting analysis that allows us
to set an upper limit on the hep neutrinos which will be reported in Sec. 7.3 together with the
other results from the LER and HER analyses.

This analysis has been done in the energy range 11-20 MeV using the Borexino FADC DAQ
system (see Sec. 3.3.4) as well as the Laben DAQ system (Sec. 3.3.1) to perform a cross-check.
Due to the overefficiency of muon tagging at high energies in both Laben and FADC, only
few events are expected in the whole statistics. The main backgrounds of this analysis are
cosmogenics and atmospheric neutrinos.
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In order to select potential candidates, the following conditions are applied:

e a 6.5s veto after internal muons,

e a 2ms veto after external muons,

r < Riv(0,¢) —0.25m, where r is the radial position of the candidate event, and Ryy (6, ¢)
is the IV radius in the direction of the event,

e energy threshold > 11 MeV.

My contribution to this analysis consists in performing the aforementioned cross-check of the
FADC results using the Laben system for muon tagging. The additional selection conditions
applied in the Laben analysis are the event type conditions TT1 BTBO0 CL1 to select neutrino-
like events. The energy condition in Laben corresponding to £ > 11MeV is @ > 5000 p.e.

The two systems both use the OD information, but rely on different sources for muon tagging,
namely, FADC pulse shape and ID pulse shape for the FADC and Laben system, respecively.
They also have different gate length, 1 us and 16 us, respectively. Because of this they have
independent inefficiencies and malfunctions, and can complement each other in terms of muon
tagging. The counting analysis I performed based on Laben has confirmed 10 out of the 12 hep
neutrino candidates found by the FADC analysis, rejecting two that were identified as muons;
and finding an additional one, resulting in the total of 11 candidates.

The limit on the hep neutrino flux is set assuming their elastic scattering on electrons and

neutral current mediated inelastic scattering on carbon nuclei:
S

—2-1

P = cm ,
(Neoe + Nooe)Te

(7.9)
where

S = 3.95 is the maximum allowed number of events at 90% C.L. for Nje, = 11 and number
of expected background events Ny, = 13 in 11-20 MeV,

Neoe+ Nooo = 2.441-10713em? is the total target cross section with N (o) and N (o¢)
being the total number (cross section) of the electrons and carbon nuclei in the LS, respec-
tively,

T = 1259 days is the combined livetime of the FADC and Laben systems,

and € = 0.928 is the total detection efficiency in 11-20 MeV obtained from MC.

The resulting hep neutrino limit is reported in Table 7.2 together with other pp-chain neutrino
results.

A more sophisticated analysis was performed following this study [119]. It was done exploiting
the data selection cuts described in Sec. 7.2.1 and using Monte Carlo simulation. The analysis
found total of 10 candidates out of 12.8 + 2.3 expected, demonstrated in Fig. 7.7, compatible
with the simple analysis conducted in my work.
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FiGure 7.7: FADC energy spectrum of selected events above 11 MeV, compared with the
expected background spectrum [119].

7.3 Results and Implications

The results of the HER and LER analyses, the details of which I have discussed in Sec. 7.1
and Sec. 7.2, respectively, are presented in Table 7.2.

Solar v Rate (cpd/100t) Flux (cm~2s71) Flux SSM predictions (cm~2s71)
pp 1344 1075, (6.14+0.5%02)-10'°  5.98(1.0 & 0.006) - 10'° (HM)
6.03(1.0 + 0.005) - 10*° (LM)
"Be 483+ 1.1702 (4.99 +£0.111599) - 10°  4.93(1.0 £ 0.006) - 10° (HM)
4.50(1.0 £+ 0.006) - 10° (LM)
pep (HM) 2.43 +0.367025 (1.2740.197595) - 108 1.44(1.0 £ 0.009) - 10° (HM)
1.46(1.0 £ 0.009) - 10% (LM)
pep (LM) 2.65+0.36753) (1.394£0.197098).10%  1.44(1.0 £ 0.009) - 10° (HM)
1.46(1.0 & 0.009) - 10° (LM)
SBugr1  0.13670 051510003 (5.7710-56+0-15y . 105 5.46(1.0 & 0.12) - 10° (HM)
4.50(1.0 £ 0.12) - 10° (LM)
8Buprar  0.0871)930+0.005 (5567022103310 5.46(1.0 +0.12) - 10° (HM)
4.50(1.0 £ 0.12) - 106 (LM)
SBHER 0.22315-015+0.006 (5.687039T0-0%y. 105 5.46(1.0 4 0.12) - 10° (HM)
4.50(1.0 +0.12) - 10° (LM)
hep < 0.002 (90% C.L.)  <2.2-10° (90% C.L.) 7.98(1.0 % 0.30) - 103 (HM)
8.25(1.0 £ 0.12) - 103 (LM)

TABLE 7.2: Results of the Borexino Phase-II solar neutrino analysis. The rates and fluxes are
integral values without any threshold [72, 115].
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As mentioned before, the assumption on the low or high metallicity model for the constraint of
the CNO neutrino rate influences only the pep neutrino rate results which are reported separately.
Both models yield a result of > 50 significance, as shown later in Fig. 7.8. The third column
of Table 7.2 translates the rates in ¢pd/100t of neutrino events in the scintillator to fluxes in
em 2571 using the flavor composition predicted by the MSW-LMA phenomenon [120] and the
well known electron, muon and tau neutrino cross sections [109]. The Phase-II results on the
CNO neutrino rate upper limit will be discussed in Chapter 8, together with further studies
towards the CNO neutrino detection with Borexino Phase-III data.

In order to perform a test for signal discovery, the so called likelihood profile of a neutrino
rate is constructed. The fit is performed several times with the neutrino rate fixed to different
values. From this ensemble of fits, the Ax? parameter is calculated based on the resulting
maximized likelihood as Ax? = —2In AL, where AL is the difference between the likelihood of
the given fit, and the lowest likelihood in the fit ensemble.

An example of a profile likelihood scan as a function of pep neutrino rate is shown in Fig. 7.8.
As one can see, the null hypothesis is rejected with a significance of ~6.50 and ~7.1c for HM-
and LM-SSM, respectively.

nu(pep) discovery
— HM-SSM CNO constraint
50 LM-SSM CNO constraint

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
Rate (cpd/100 tons)

FIGURE 7.8: Scan of the profile likelihood as a function of the pep neutrino rate, resulting from
the MV fit of the Phase-II data.

Using the well known models of neutrino oscillation, we can test the predictions of the LM- and
HM-SSMs, which are shown in the last column of Table 7.2; and vice versa, by taking assumptions
of SMMs, we can probe the MSW-LMA model (see Sec. 1.4.2). Based on these results, one can
draw several conclusions in terms of solar and neutrino physics which are summarized below.

7.3.1 Thermodynamic equilibrium of the Sun

Using the neutrino rates from Table 7.2 and the nuclear reactions from Fig. 2.1A, one can
calculate the total power to be L = (3.89 #+ 0.42) - 10?3 erg s~ which is compatible with what
we observe from the photon output, L = (3.846 & 0.015) - 1033 erg s~ (more in Sec. 2.4.1).

This finding is an experimental confirmation of the nuclear origin of the solar power. Since
Borexino gives a real-time picture of the core of the Sun, and considering that the time it takes
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for radiation to flow from the energy-producing region to the surface of the Sun is of the order
of of 10° years, the finding also proves the thermodynamic equilibrium of the Sun over this time
scale. Moreover, this latest Borexino result holds the best precision obtained by a single solar

neutrino experiment.

7.3.2 Probing solar metallicity

As discussed in Sec. 2.4.3, the fluxes of "Be and ®B neutrinos are the most influenced by the
solar metallicity assumed by LM- and HM-SSMs. Combining the LER and HER results on "Be
and ®B neutrino fluxes, one cans construct an allowed region in the parameter space of these
two variables based on the best fit value and the uncertainties. As can be seen from Fig. 7.9,
the Borexino measurement gives a weak hint that the temperature profile in the Sun is more
compatible with HM-SSM. In a global fit together with all solar experiments and KamLAND,
the hint further weakens. In this fit, the oscillation parameters 12 and Am?3, are left free to
vary, and the results returned by the fit are consitent with the ones obtained in [120].
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FIGURE 7.9: Allowed lo theoretical regions of the 8B and "Be neutrino fluxes according to LM-
SSM (blue) and HM-SSM (red), compared to the Borexino measurement (green) and a global
fit of all solar neutrino experiments and KamLAND (grey) [72].

7.3.3 Studying the pp chain terminations

Using the LER results on pp and “Be neutrinos, one can calculate the relative intensity of
the pp-1 and pp-11 terminations of the pp chain, depicted in Fig. 2.1A:

R 2¢("Be)
W 8(pp) — ¢(Be)’
where ¢ denotes the neutrino flux of the given type (more in Sec. 2.4.3). The theoretical

predictions are Ryy; = 0.18040.011 and Ryy/; = 0.161+0.010 for HM- and LM-SSM, respectively,
as discussed in Sec. 2.4.4. The experimental result is Ryy;; = 0.178 £ 0.027, which is compatible

(7.10)

with the expected values.
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7.3.4 Probing flavor transformation in matter

Apart from testing the validity of SSMs using our knowledge about neutrino physics, one can
also perform the reverse study of probing neutrino flavor transformation in the matter of the Sun
by assuming a certain solar model. Flavor transformation of solar neutrinos occurs via matter-
enhanced oscillation based on the MSW-LMA theory, introduced in Sec. 1.4.2, and discussed
in Sec. 2.4.5 in the context of solar neutrinos. Figure 7.10 demonstrates the electron neutrino
survival probability P.., calculated based on the Borexino measurements of the interaction rates
of different pp-chain neutrinos, and initial fluxes predicted by the HM-SSM. The Borexino results
are represented by points, while the theoretical predictions according to the vacuum oscillation
model and the MSW-LMA model are represented by the grey and the pink bands, respectively.
Borexino is the only experiment that can probe P, in both vacuum and matter-effect-dominated
regions. The results disfavor vacuum oscillation at 95% CL.
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F1GURE 7.10: Electron survival probability P.. in different energy regions, calculated using the
Borexino measurements and the HM-SSM flux predictions, compared to the vacuum oscillation
model (grey) and the MSW-LMA model (pink) [72].

Some theories of physics beyond the Standard Model (SM) consider the existence of non-
standard interactions (NSIs) of neutrinos with other SM fermions [83]. Based on the Borexino
Phase-II data, no indication of new physics was found at the level of sensitivity of the detector,
and constraints on the NSI parameters were placed [93].






Chapter 8

First evidence of solar neutrinos from

the CNO cycle

The carbon-nitrogen-oxygen (CNO) catalytic cycle, discussed in Sec. 2.2 and shown in Fig. 2.2,
has never been observed until now, and is hypothesized to be the dominant hydrogen-to-helium
fusion process in stars heavier than the Sun. The measurement of CNO neutrinos could bring
insights into cosmology and the physics of heavier stars. It can also potentially solve the solar
metallicity puzzle (see Sec. 2.3 for solar models and solar metallicty), since it is the most influ-
enced by the abundance of carbon, nitrogen and oxygen, governed by this parameter. In this
chapter, I will present my contribution to the CNO neutrino analysis with Borexino.

I will start with discussing the challenges of the CNO neutrino measurement in the Borexino
experiment in Sec. 8.1. Then, in Sec. 8.2, T will present the results on the upper limit of the
CNO neutrino flux, which we obtain from the low energy region (LER) analysis on Phase-1I
data, described in detail in Sec. 7.1.

I will proceed to the Phase-III analysis, aimed at observation of the CNO neutrinos, by dis-
cussing the strategy of performing such analysis in Sec. 8.3. The confirmation that this strategy
works is shown by sensitivity studies in Sec. 8.4. In Sec. 8.5, I will discuss the multivariate
fit of Phase-III data with the “high setting” mentioned in Sec. 6.7.3, using the Monte Carlo
Approach and the Analytical Approach. In Sec. 8.6 I will elaborate on the studies of systematic
effects on the CNO neutrino discovery power, including those originating from the fit parame-
ters (Sec. 8.6.1), which is my main contribution to this analysis. I will report the results of this
analysis and their implications in Sec. 8.7.

8.1 Challenges of the CINO neutrino detection

At the moment, all the neutrinos originating from the pp chain have been not only observed
but also measured comprehensively [72]. However, evidence of the hypothesized CNO mechanism
is still missing. Currently one of the main goals in the field of solar neutrinos is to probe its
existence, as it carries implications in astrophysics and for Standard Solar Models. The Borexino
experiment has the biggest potential to observe CNO neutrinos due to its sensitivity at low

energies.

The main challenge of the CNO neutrino measurement in Borexino is the extreme similarity
of the CNO neutrino spectral shape to that of 2'9Bi, and pep neutrinos, shown in Fig. 8.1. Due
to this similarity, the three contributions cannot be disentangled in the multivariate (MV) fit of
the low-energy solar analysis, described in Sec. 7.1.2.

123
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FIGURE 8.1: The Borexino neutrino data (black) and the reference spectral shapes of CNO
(blue) and pep (orange) neutrinos, and 2!°Bi (green).

For this reason, only an upper limit has been established so far, and CNO neutrino mea-
surement has never been possible yet. The Phase-II results on the CNO analysis, including the
upper limit, will be discussed in Sec. 8.2 below.

8.2 Phase-II CNO analysis

As described in Sec. 7.1.2, in order to extract the pp, pep,and "Be rates in the Phase-II LER
analysis (Sec. 7.1), the CNO rate in the MV fit is constrained based on the HM-SSM, and then
separately the LM-SSM predictions. Complementary to this analysis of the pp-chain neutrinos,
we perform MV fits with CNO neutrino rate left free in the fit, with an indirect constraint
placed on the ratio of pp and pep neutrino rates, predicted by HM-SSMs and LM-SSMs to be
47.8+0.8 and 47.5+0.8, respectively (see Sec. 2.4.2). The rest of the fit settings is the same as in
Sec. 7.1.2. It is, unfortunately, only possible to obtain an upper limit, and not a measurement,
for the CNO neutrino rate based on Phase-II analysis. This fact is demonstrated in Fig. 8.2,
where the scan of the profile likelihood depending on the CNO rate is shown.

nu(CNO) discovery
301— HM-SSM pp/pep constraint
LM-SSM pp/pep constraint

oo

0 2 4 6 8 10 12 14
Rate (cpd/100 tons)

FIGURE 8.2: Scan of the profile likelihood as a function of the CNO neutrino rate, based on the
MYV fit on the Phase-II data with a constraint placed on the ratio of pp and pep neutrino fluxes
based on the predictions of HM- (blue) and LM-SSM (orange).
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As one can see, the Ax? corresponding to the null hypothesis is less than 1o away from the
result which gives us maximum likelihood. The resulting limit on the CNO neutrino rate and
flux with 95% C.L. is reported in Table 8.1.

Solar v Rate (cpd/100t) Flux (cm2s7!) Flux SSM predictions
CNO <81 <7.9-10° 4.83(LO£0.11)-10° (HM)
3.51(1.0 £ 0.10) - 10®  (LM)

TABLE 8.1: Upper limit on CNO neutrino rate and flux resulting from Phase-III LER analysis
(95% C.L.), compared to the theoretical predictions. [67, 72]

A separate approach is being developed in order to measure the CNO rate using Phase-I11
data, and it will be described in Sec. 8.3 below.

8.3 CNO neutrino measurement strategy

The measurement of the CNO neutrino interaction rate in Borexino is based on two ap-
proaches:

e rate+shape analysis, employing the same multivariate fit technique that was used in the
low-energy Phase-1II analysis, described in detail in Sec. 7.1;

e rate only analysis, or counting analysis, that does not rely on the spectral information.

In both approaches, the knowledge of the rates of 219Bi and the pep neutrinos is crucial, as
they present the largest background for CNO neutrinos, and, in case of the rate+shape analysis,
due to the similarity of their spectral shapes, as discussed in Sec. 8.1.

It is now possible to determine an upper limit on the rate of 219Bi, thanks to the temperature
stabilization in the detector after the thermal insulation campaign (Sec. 3.2.7) preceding the
beginning of Phase-III. This is the main reason for the CNO neutrino analysis to be performed
on Phase-III data. I will elaborate on the approach of determining the 2'°Bi upper limit, and
its current results in Sec. 8.3.1. As for pep neutrinos, their interaction rate can be constrained
based on the SSM prediction, which I will discuss in Sec. 8.3.2.

The MV fit of the Phase-III CNO analysis relies on the same technique, as described in
Sec. 7.1.2; while the counting analysis will be discussed in Sec. 8.3.3. Both approaches employ
the same data selection cuts as in Sec. 7.1.1.

8.3.1 Upper limit on the rate of ?!°Bi

The rate of 2'°Bi can be estimated by measuring the events coming from its daughter, 2'°Po,
in the decay chain of 21°Pb:

210p}, 32, 210g; 7284, 210p, 199.1d, 206y, (8.1)
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The values above the arrows correspond to the mean livetimes of the parent isotopes. The
evolution of the rate of 219Po events in time can be expressed as follows:

RISH(t) = Ripoe "™ + R (t) + R, (8.2)

where Rp is the so-called unsupported term, corresponding to the 210pg contribution out of
equilibrium with 21°Bi, but uniformly distributed within the fiducial volume (FV); while R}, is
the supported term, providing a direct measurement of the rate of the parent 219Bi [121, 122]. The
parameter R (t) stands for a possible extra 2!9Po source due to migration via convection and
diffusion. An important part of this estimation is to disentangle this migratory contamination
of 219Po, brought to the FV by convection from the IV, discussed in Sec. 4.3, and graphically
illustrated in Fig. 8.3A. This is made possible due to the detector thermal insulation campaign
conducted in 2015 (Sec. 3.2.7). The resulting thermal stabilization can be seen in Fig. 8.3B,
where the 2!°Po rate is measured in cubic volumes uniformly dividing the inner vessel.

L B 1 TR |
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(A) (B)

FIGURE 8.3: (A) Graphic illustration of 2'°Po contamination (purple) on the IV penetrating
the inner volume (black dashed region) due to convection [112]. (B) The dependence of ?1°Po
rate in cubic volumes on time [113].

Due to the stabilization, there is no 2'°Po contamination introduced into the FV by convection
in Phase-III, which allows us to consider the migratory contribution of 2'°Po to be negligible.
Figure 8.4 shows the the time evolution of the event rates from the isotopes shown in Eq. 8.1,
assuming no independent sources of 2!Bi and 2'°Po, and the initial rate of 2!°Pb at t = 0 to be
20 cpd/100t [101].

This demonstrates that the activity of 21°Po reaches equilibrium with 2'°Pb in ~2 years. After
it is reached, the rates of 219Bi and 2!°Po are approximately equal, R(?'°Bi)/R(*'°Po) ~ 1.015.

This fact can be used to estimate an upper limit, or possibly a constraint on the rate of 2'°Bi
by measuring the rate of ?'°Po.

As mentioned in Sec. 4.4.4, 219Po is the only a background after the removal of 2!4Bi-?14Po
coincidences (Sec. 4.2.2), and can be measured on an event-by-event basis using pulse shape in-
formation. The distribution of 219Po events selected using the MLP «/f classifier (see Sec. 3.4.5)
is shown in Fig. 8.5A as a function of the vertical position zy, and p?, defined as p? = z2 + 3>
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FIGURE 8.4: Time evolution of the rates of 19Pb (blue), ?'9Bi (green), and 2!°Po (orange) in
the absence of independent sources of 21Bi and 2!°Po, assuming the initial rate of 2'°Pb to be
20 cpd/100t [101].

Assuming rotational symmetry, it can be approximated with a paraboloid function:

2 2

R(p%2)=M-T- <N0+22+(ij°)>, (8.3)
where M - T is the exposure. The parameters a, b (shape) and zy (position), governing the
paraboloid, are obtained via fitting the function in Eq. 8.3 to the 2!°Po data [113, 121]. The
result of the fit is demonstrated in Fig. 8.5A by the mesh grid. Figure 8.5B shows the temporal
evolution of the position zg of the distribution, and the corresponding 2!°Po rate in teach time
point. Using the time period in which the 2!%Po rate is the most stable (after 2018, as see
in Fig. 8.5B), the upper limit on the 2!°Bi rate has been estimated to be 12.5 &+ 1.5¢pd /100t
[122, 123].
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FIGURE 8.5: (A) Fit of the paraboloid function in Eq. 8.3 (mesh grid) to 2!°Po data (colored)

[113]. (B) Temporal evolution of the vertical position zy of the ?1°Po distribution in units of m

(black), and the corresponding ?'°Po rate (red) (filled marker) and the innermost 1-t volume
(hollow marker) [113].
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8.3.2 Constraint on the rate of pep neutrinos

The electron capture reaction producing pep neutrinos (Eq. 2.3) and that of the S decay
process resulting in pp (Eq. 2.2) depend on the same theoretical nuclear matrix element, mak-
ing the ratio of their fluxes, and therefore interaction rates, independent from nuclear physics
parameters. This allows to make a robust prediction on this ratio with 1% precision based on
SSMs [80, 81, 124], which has already been used in Borexino in the Phase-II analysis in or-
der to obtain an upper limit on the CNO neutrino rate, as mentioned in Sec. 8.2. Using the
pp/pep approach for the Phase-III analysis, the SSM prediction on the ratio, combined with the
Borexino results on the pp neutrino rate resulting from the Phase-II analysis (reported in Ta-
ble 7.2), can be used to place a constraint on the rate of pep neutrinos with a precision of about
10%. Such a constraint motivated the sensitivity studies that will be shown in Sec. 8.4 that
assume opep = 0.28 ¢cpd/100t, and translates into a statistical uncertainty on CNO neutrinos of
1-3¢pd/100t, depending on the uncertainty on the 2!9Bi rate.

The accuracy of the pep neutrino rate value can be further improved by employing the solar
luminosity constraint [77, 78], discussed in Sec. 2.4.1. In order to obtain the constraint, a
global fit using data from all existing solar neutrino experiments is performed [79], applying the
luminosity constraint, and considering the most recent uncertainties on the oscillation parameters
[54]. This approach results in a constraint of 2.74 £ 0.04 cpd/100t (1% precision), motivating
the counting analysis in Sec. 8.3.3 with oy, = 0.04cpd/100t.

8.3.3 Counting analysis

As mentioned earlier, apart from the rate + shape analysis using the MV fit, sensitive to the
similarity between CNO, 219Bi and pep, a rate only analysis is performed treating Borexino as
a counting experiment. In fact, because it is hard to disentangle the three contributions in the
fit, including the shape does not greatly improve CNO sensitivity.

In order to determine the energy region, in which Borexino would be the most sensitive to
CNO neutrinos, the ratio f has been defined as:

f= Rg; + RV(CNO) + Ru(pep)

) 8.4
Rtot ( )

between the sum of the rates of 2!°Bi, and CNO and pep neutrinos, and the total event rate
in a given region. Setting the condition f > 70%, such a region has been determined to be
0.8-1.0 MeV, called region of interest (ROI) [125].

The selection of the ROI allow us to measure the rate of residual background components
in the ROI independently, and discard negligible ones. Figure 8.6A shows the contributions
of 219Bi, and CNO and pep neutrinos in the ROI, as well as the residual background (shown
in grey), dominated by ''C, "Be, and external backgrounds. In this plot the rate of 219Bi
to be 17.5¢cpd/100t is assumed, based on Phase-II results [72, 115]; and the rate of pep and
CNO neutrinos to be 2.8 and 4.9 ¢cpd/100t, respecitvely, corresponding to the flux predicted by
HM-SSM, shown in Table 2.3.



Chapter 8 First evidence of solar neutrinos from the CNO cycle 129

The CNO neutrino rate and uncertainty are obtained from the counting analysis the following
way:

1
Reno = (rtot — epiltpi — 6pep]%pep - rothe?“) 5 (85)
€CNO
OCNO = NG (Utot @ €BiOBi D €pepTpep B Uother) ) (86)
N

where Rono and ocono are the value and statistical uncertainty of the measured CNO interaction
rate, ri; and oy, mark the total rate in the ROI and its uncertainty, while R and o for 2'°Bi
(Bi) and pep stand for the rate of those components determined independently in the full energy
range. Corresponding to those, € is the fraction of events coming from the given component
falling into the ROI, and rype- is the total event rate of all other components in the ROI.
Here @ stands for A ® B = v A% + B2. As mentioned before, rupe, is negligible, and possibly
determined independently based on their spectral features outside of ROI.

The proportion of the contributions in the ROI ry; : Rpi @ Rpep : Tother 189 1 41 2 1 1,

the biggest impact on ocno coming from 21°Bi, and pep neutrinos. The uncertainty on CNO
neutrino rate as a function of the two components is shown in Fig. 8.6B.
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FIGURE 8.6: (A) Expected energy spectrum of Borexino events (black dashed line) after apply-

ing the TFC cut, assuming pep and CNO neutrino rates predicted by HM-SSM, and 2!°Bi rate

based on Borexino Phase-II results [72, 115]. The ROI is highlighted with a white band [125].

(B) Uncertainty ocno on the CNO neutrino rate, as a function of uncertainties on !19Bi and
pep neutrino rates (see Eq. 8.6) [125].

The predictions on the CNO neutrino rate based on the HM- and LM-SSMs, shown in Ta-
ble 2.3, translate to the rates of 3.52 and 4.91 cpd/100 t, respectively, as measured by Borexino.
Therefore, in order to be able to claim a 30 evidence of CNO neutrinos, or distinguish the

two predictions, the uncertainty on the measured CNO neutrino rate needs to be less than
1.5¢pd/100t.
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8.4 Sensitivity studies

The sensitivity study presented in this section is aimed at the evaluation of the potential of
Borexino to observe a non-zero CNO signal, i.e. reject the null hypothesis (denoted Hy), based
on the multivariate fit. To evaluate the discover power, a frequentist hypothesis test has been
performed.

To test a certain hypothesis H, one first constructs the so-called profile likelihood ratio A,

defined as: .
'C(:U’Hv )
M) = ———==. (8.7)
L(f,0)

In Eq. 8.7, éu denotes the values of the variables 8 that maximize the likelihood L for a
specific value of pp predicted by hypothesis H, called conditional mazimum likelihood (ML). In
the denominator is the unconditional ML, in which both u and 6 are ML estimators, and /i and
6 are the values that maximize it. In other words, A is the ratio of the maximum likelihood in
case we force it to consider the hypothesis H, and the likelihood in case it can decide the best
value [i.

In our case, u is the rate of CNO neutrinos, and 6 are the rates of other backgrounds and
neutrinos in the multivariate fit, which computes the value of £. The hypothesis H we want to
test is the null hypothesis Hy that predicts pg = 0. The value £(0, 90) is obtained from the
fit performed when assuming the null hypothesis, i.e. fixing the rate of CNO neutrinos to zero;

A

while £(fi, @) is obtained by leaving it free in the fit.

In the specific case when the hypothesis being tested is Hy, we use the test statistic for
discovery of positive signal qo [126]. Tt is constructed as follows:

. {—2111)\(0), >0 55

0, i< 0.

To quantify the level of disagreement between Hy and the observed CNO rate in the data,
we need to know the probability density function (PDF) f(qo|Hp). It has been constructed by
generating an ensemble of Monte Carlo datasets with an injected CNO rate Rcno = 0, and
performing MV fits on them to obtain the conditional and unconditional ML, described above
[125]. The simulations have been done assuming the exposure of 860 days x 70 tons, similar to
Phase-II, and the values for other components obtained in the Phase-II analysis [72, 115]. The
resulting distribution of gg is shown in Fig. 8.7 in red.

Then, depending on the actual observed value of gg, denoted as qg 455, Wwe use the constructed
PDF of qo|Hp to compute the p-value:

[e.o]

Po = / f(qo|Ho)dqo, (8.9)

q40,0bs

which determines the power of null hypothesis rejection.
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In order to evaluate the sensitivity, we first consider pseudo-experiments generated based
on the same Monte Carlo simulation as described above, with non-zero injected rates of CNO
neutrinos, from which we obtain the “observed” value g ops. We consider two hypotheses Hyy
and Hyy, corresponding to HM- and LM-SSM predictions on CNO neutrino rate Rcno =
4.92 £ 0.55¢cpd/100t and Recno = 3.52 4+ 0.37c¢pd/100t, respectively. Fitting these ensembles
of “fake data”, we obtain distributions f(qo|Hmn) and f(qo|Hrwm), shown in Fig. 8.7 in blue
and green, respectively. My contribution to this study consisted in performing MV fits on the
simulated data, collecting the fit results, and setting up a framework that would allow others to
do so.

Arbitrary Units

0 10 20 30 40 50 60
Jo

FIGURE 8.7: Distributions of the test statistic ¢y for CNO neutrino discovery assuming the null
hypothesis (red), and the presence of CNO neutrino signal, as predicted by the HM- (blue) and
LM-SSMs (green) [113].

The distributions f(qo|Hum /1m) show us where an actual observed value gg ops may appear
when we perform the analysis on Borexino data. In case we are lucky, the observed value might
fall in the very tail of qo|Hgnm or qo|Hr, leading to discovery. In case we are unlucky, it may fall
within the range of f(qo|Hp), resulting in a large integral in Eq. 8.9. To evaluate the sensitivity,
we take the median of each distribution as the most likely scenario, and compute the median
p-value based on Eq. 8.9.

In the fits, the values for 219Bi and pep neutrinos have been constrained to 17.5 and 2.8 cpd /100 t,
respectively. The accuracies of the two constraints are the main parameters influencing the
p-values i.e. the sensitivity. The obtained median p-values for the cases of LM- and HM-
SSM hypotheses, resulting from fits performed with different constraint accuracies, are shown
in Fig. 8.8. For comparison, p-values computed based on the counting analysis, described in
Sec. 8.3.3, are shown by hollow markers. As can be seen, the difference between the median
p-values obtained with the counting analysis and the MV fit decreases as the precision on the
210Bi and pep constraint increases.
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median p-value
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FiGUurE 8.8: Discovery power of a CNO neutrino signal depending on the accuracy of the

constraint placed on 21°Bi and pep neutrino rates, as predicted by HM- (red) and LM-SSM

(blue). Empty and filled markers denote the result of the counting analysis (rate) and the
multivarite fit (rate 4+ shape), respectively [125].

The current constraint placed on the 2!°Bi rate has an uncertainty op; = 1.1cpd/100t, as
resulting from studies described in Sec. 8.3.1; while applying the luminosity constraint allows us
to achieve a precision on the pep neutrino rate of ope, = 0.04 cpd/100t, as mentioned in Sec. 8.3.2.
Figure 8.8 demonstrates that in this case, Borexino has the potential to reject absence of CNO
neutrinos with a significance of ~3-40, depending on whether in reality solar metallicity is as
predicted by LM- or HM-SSM, respectively.

8.5 Phase-III “high setting” multivariate fit

In the multivariate fit of the low-energy solar neutrino analysis, described in Sec. 7.1.2, there
are two ways of constructing signal and background reference shapes, namely, using an analytical
detector response function, called analytical approach, or AA; and using g4bx2, the Borexino
MC simulation, called the Monte Carlo approach, or MCA. Both have been discussed in more
detail in Sec. 7.1.3.

Fits with both MCA and AA are performed in the so-called “high setting”, mentioned in
Sec. 6.7.4, which consists in performing the fit in the energy range above 140 (in the N;,l he) o N 3
variable, see Sec. 3.4.3 for more on energy estimators), excluding pp neutrinos, '#C, and pileup,
as the lower energy region requires understanding and additional studies. The data sample used
in this analysis spans from July 2016 to February 2020 with the exposure of 1071.95days x
71.3tons. It is obtained using the same data selection cuts, as described in Sec. 7.1.1.
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The fits are performed using the GPU-based MV fit framework GooStats [127], setting an
upper limit on the rate of 219Bi of 12.54 1.1¢cpd/100t, obtained from the analysis described
in Sec. 8.3.1; and an absolute constraint of 2.74 + 0.04cpd/100t on pep neutrinos, based on
the luminosity constraint, discussed in Sec. 8.3.2. The rates of other background and neutrino
components, including CNO neutrinos, are free in the fit. I will discuss the studies based on the
AA and MCA in Sec. 8.5.1 and Sec. 8.5.2, respectively.

8.5.1 Multivariate fit with the Analytical Approach

The AA fit was performed in the Ngtl variable, in the “high setting” energy range 140 <
Ngtl < 900. Figure 8.9 demonstrates an example of the output of the AA MV fit.
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F1GURE 8.9: Example of a “high setting” MV fit of the Phase-III data with the AA.

The advantage of the AA compared to the MCA is its ability to follow the changes of the
detector, since parameters governing detector response and the energy scale can be left free in
the fit (see Sec. 7.1.3 for more details). The downside that comes with it is increased correlations
between fit results, and decreased robustness of the fit compared to the MCA, where parameters
such as light yield are tuned based on the calibration data. This makes the MV fit based on the
AA more sensitive the energy range and the amount of statistics.

The MV fit is sensitive to the valley between the peaks of 1C and 2'°Po, important for the
determination of the rate of 8°Kr. This especially applies to the fit based on the AA. In the
high setting, this energy region is excluded. As a result, we observe unstable behavior in the
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high-setting AA fit of the Phase-III data, seen by the rate of 8°Kr being compatible with zero,
and a large error on the 2!°Bi rate.

In the Phase-II analysis, an independent estimation of the 8°Kr contamination determined the
rate to be < 7.5¢cpd/100t at 95% C.L. (see Sec. 4.4.2). The MV fit results on Phase-II resulted
n 8°Kr rate of 6.8 + 1.8cpd/100t, regardless of whether the information form the independent
85Kr measurement was used or not. This suggests that studying the rate of ®Kr in Phase-III
using the same method of estimation might help stabilize the fit results. In the meantimg, the
MCA is used for all further studies.

8.5.2 Multivariate fit with the Monte Carlo Approach

As mentioned in Sec. 6.1, MCA fit on data after 2016 was not successful before, as the changes
in the detector in the recent years became larger compared to Phase-II. As a result, even though
the MC reference shapes used to be accurate enough for Phase-II, they did not represent recent
Phase-IIT data well. This has been resolved with the new algorithm for the calculation of the
effective quantum efficiency of the Borexino PMTs, which is an important input to bx_elec, the
Borexino electronics simulation (Sec. 3.5.2), which has been discussed extensively in Chapter 6.
My work on the improvement of the MC references shapes found its natural continuation in the
performance Phase-III MCA MYV fit and related studies.

The fit is performed in the N, variable, in the energy range 140 < Nj < 950, and is shown
in Fig. 8.10.
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F1GURE 8.10: Example of a “high setting” MV fit of the Phase-III data with the MCA.
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One of the important steps of the low-energy neutrino data selection, described in Sec. 7.1.1,
is the tagging of the cosmogenic 'C background. It relies on a technique called three fold
coincidence (TFC), explained in detail in Sec. 4.5.3. Using TFC, the data is separated into
two groups: TFC-tagged (rich in '*C) and TFC-subtracted (with little to no C). The TFC-
tagged and TFC-subtracted energy spectra are fit simultaneously (see Fig. 8.10), the resulting
likelihoods being the components of the MV fit, as explained in Sec. 7.1.2.

The Borexino experiment employs two different variants of the TFC method, called TFC-
Milano (TFC-MI) and TFC-Mainz (TFC-MZ), named so according to the institutions that
are responsible for their development. In the Phase-II analysis, both techniques were fully
compatible and showed virtually no differences. However, when using TFC-MI and TFC-MZ in
the Phase-III MV fit, unexpected differences have emerged. I have performed multiple MV fits
with variations on the parameters of the fit (energy range, binning etc.) for the purpose of the
analysis of systematic effects, which will be presented in Sec. 8.6. The resulting values of the
CNO neutrino rate and error are shown in Fig. 8.11.
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FIGURE 8.11: CNO neutrino rate (A) and error (B), resulting from multiple MV fits with
TFC-MI (blue) and TFC-MZ (red).

As can be seen in Fig. 8.11A, there is a very prominent large difference between TFC-MI
(blue) and TFC-MZ (red). The results using TFC-MI show extreme robustness to the variation
of fit parameters, and the absolute variation on CNO neutrino rate of < 1¢pd/100t; while the
results based on TFC-MZ show a much broader distribution. Moreover, Fig. 8.11B demonstrates
that the uncertainty on the resulting CNO value is always > 2cpd/100t in the case of TFC-MZ.
The disagreement between the two methods compels us to perform more studies to find out
the reasons behind the differences. As the reasons have not been discovered yet, I perform my
studies for TFC-MI and TFC-MZ separately.
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8.6 Studies of the systematic effects

In order to evaluate the rejection of the null hypothesis Hy based on data, we use the method
based on the test statistic for discovery of positive signal qy, described in detail in Sec. 8.4. For
that we need to obtain g obs (Eq. 8.10), based on the results of the MV fit of the Phase-III data,
and calculate the value of py as in Eq. 8.9.

Based on the multivariate fit, this value is computed in the following way:

£(0,80) (8.10)

q0,0bs = —2In :
L(f,0)

The maximized likelihood E(O,ég) is obtained from performing the MV MCA fit on the

Phase-1I1II data sample when fixing the rate of CNO neutrinos to zero; while £(ji, @) is obtained
from the fit where the rate is free.

We perform two studies to account for the systematic effects on the resulting p-value:

« variation of gp s based on multiple MV fits with systematic deviations, discussed in
Sec. 8.6.1;

o distortion of f(qo|Hp), shown in Fig. 8.7, due to systematic effects, reported in Sec. 8.6.2
(my contribution).

8.6.1 Systematic effects in data originating from the MV fit parameters

The MV fit of the low energy solar neutrino analysis maximizes the total multivariate likeli-
hood:

Ly (0) = LTrC-tag(0) - LTFCsub(0) - Lps(0) - Lrp(0), (8.11)

based on fits of four distributions: TFC-tagged and TFC-subtracted energy spectra, the dis-

tribution of the pulse shape (PS) parameter PS-Lpg, and the radial distribution (RD). More

details on the procedure can be found in Sec. 7.1.2.

In this study, I have performed ~400 fits with different variations of the following fit param-
eters, related to the fitted distributions:

o energy range (Emin - Emaz) of the TFC-tagged and TFC-subtracted spectra;

e the minimum and maximum energy of events that contribute to the PS distribution
(EPS B EPS )
Y

min max

o the minimum and maximum energy of events that contribute to the RD (ERD - ERD
as well as its binning (AERD).

Examples of the energy spectra, the RD, and the PS distribution can be found in Fig. 7.3.
The energy estimator in consideration is N7/ (see Sec. 3.4.3), used in the MCA. The values
of the parameters listed above are reported in Table 8.2.
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Parameter Values

Emin 136, 140, 144
Frnaz 946, 950, 954
ERD 484, 500, 516
ERD 884, 900

AERD 8, 16

EPS. 398, 400

EPS. 648, 650

Total 432 combinations

TABLE 8.2: Variation of different energy parameters of the multivariate fit used in the study of
systematic effects (see text).

Figure 8.12 shows the resulting distributions of gg s in separate cases of using TFC-MI
and TFC-MZ. The distribution based on TFC-MI is much narrower, and shows higher values
compared to TFC-MZ. The mean values qg 055 resulting from the fits with TFC-MI and TFC-MZ
are 29.5 and 26.1, respectively. These values are used to compute the p-values, which will be
reported in Sec. 8.7.
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FIGURE 8.12: Distribution of gg s, calculated as in Eq. 8.10 based on the MV fit of Phase-III
data with TFC-MI (blue) and TFC-MZ (red).

ERD

The main systematic effect on the value of gg s comes from the parameter K,

above, and is shown in Fig. 8.13 for the cases of TFC-MI and TFC-MZ.

explained
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FIGURE 8.13: Distributions of go ops depending on the value of ERP for different TFC methods.

min

8.6.2 Systematic effects based on Monte Carlo datasets

This study was aimed at evaluating the influence of systematic effects on the PDF f(qo|Hp).

It was based on Monte Carlo generated datasets, in which certain distortions have been applied

to different parameters defining the reference shapes of neutrinos and backgrounds [128]. Then,
~10000 fits have been performed on these MC datasets, and the resulting distribution of the

CNO

neutrino rate was compared to the case of no distortion.

The major sources of systematic uncertainties related to the MCA include.

1.

210Bj reference shape (18%): the impact of the choice of the energy spectrum of
electrons originating from 2!°Bi, constructed based on different measurements [129-133].

1 C reference shape (15%): while the MC-constructed spectral shape of et emitted by
1 is quite accurate, its energy scale has an uncertainty. This impacts the CNO neutrino
rate, as the energy range ''C has a significant overlap with that of CNO neutrinos. This
study has been performed based on a strict TFC selection (Sec. 4.5.3) of *1C in Phase-III.

Nonlinearity of the energy scale (0.4%): evaluated by comparing calibration data
with its MC simulation.

MC LY parameter (0.32%): in the MC simulation of the Borexino detector, there is
a fixed parameter defining the light yield (LY) in p.e./MeV , imprecision on which would
influence the reference shapes used in the MCA fit, and translate into uncertainty the
CNO neutrino rate. Its impact has been evaluated by studying the trend of the 29Po
peak position in data and MC, similar the the study described in Sec. 6.7.2.

Spatial nonuniformity (0.28%): evaluated using data based on calibration sources in
different positions.

The distribution of f(go|Hp), constructed fitting the MC datasets that include aforementioned
distortions, will be shown in Sec. 8.7 in Fig. 8.14 by the blue histogram.
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8.7 Results and conclusions

To evaluate the significance of the null hypothesis Hy rejection, i.e. exclude absence of CNO
neutrinos, we compute the p-value as shown in Eq. 8.9, by integrating the PDF f(qo|Hy) above
the observed value g s, based on the method explained in Sec. 8.4. The undistorted PDF
f(go|Hyp) is calculated theoretically [126]:

1
2\/271'(]0

and is shown in Fig. 8.4 by the red curve. This distribution is broadened when accounting for

FlaolHo) = ~6(q0) + 10/ (8.12)

2

systematic effects, studied in Sec. 8.6.2, as seen by the blue histogram. I obtained the distribution
of qo,ops values, extracted from the MV fit of the Phase-III data, based on the studies presented
in Sec. 8.4. The distribution is shown in Fig. 8.12, and covers the range 26 < gg o5 < 30, depicted
in Fig. 8.4 by the green band. The values observed in the data fall within the mean of the PDF
f(qo|Hum), as predicted by the sensitivity studies presented in Sec. 8.4.
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FIGURE 8.14: Initial distribution of f(go|Hp) (red), and the one distorted due to systematic ef-

fects (blue), resulting form the MV MCA fit of Monte Carlo generated datasets. The green band

indicates the range of the values of gg ops Obtained from fitting Phase-III data. For comparison,
f(go|Hm) is shown in black [128].

We compute p-values by integrating both undistorted and distorted PDFs f(qo|Hp). The re-
sults are reported in Table 8.3. Even though the discovery power is diminished by the systematic
effects, we still obtain > 3¢ results, which present evidence of the existence of the CNO cycle in
the Sun.

TFC method Mean gg ops No syst. Syst.
p-value  significance p-value significance
TFC-MZ 26.1 1.43-1077 5.130 (5.924+0.37)- 1075  (3.85 £ 0.02)0
TFC-MI 29.5 6.49 - 107 5.690 (44+1.0)-107%  (4.4540.05)0

TABLE 8.3: Significance of observation of non-zero CNO neutrino signal [134].
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The results of CNO neutrino analysis, presented in this chapter, are discussed in the context
of the null hypothesis rejection, i.e. evidence of the existence of CNO neutrinos. An upper
limit on the rate of 219Bi translates into a lower limit (LL) on the CNO neutrino interaction
rate. Figure 8.15 demonstrates a scan of the profile likelihood depending on the CNO neutrino
rate, based on the fit configuration that yields the mean value of the gg s distributions for both
TFC-MI (29.5) and TFC-MZ (26.1), shown previously in Fig. 8.12. Based on such a scan, one
can determine a LL on the CNO neutrino rate with a certain confidence level. The preliminary
result from this study for 99.7% C.L. (30, shown by the green dashed line) corresponds to a
LL of 2.2 and 2.0cpd/100t for TFC-MI and TFC-MZ, respectively (not including systematic
effects).

— TFC-MI

— TFC-MZ
LM-SSM (prediction)
HM-SSM (prediction)

Rate (cpd/100 tons)

FIGURE 8.15: Scan of the profile likelihood as a function of the CNO neutrino rate based on
the MCA fit of Phase-IIT data using TFC-MI (blue) and TFC-MZ (red).

8.8 Towards the absolute measurement of the CNO neutrino
flux

The LL on the CNO neutrino rate is governed by the upper limit (UL) on the rate of 2!°Bi,
obtained from studies reported in Sec. 8.3.1; while the UL on CNO neutrinos is determined by
the intrinsic ability of the multivariate fit to distinguish the 2!°Bi and CNO neutrino spectral
shapes. The 1o uncertainty region denoted by the dashed line in Fig. 8.15, as well as the
distributions depicted in Fig. 8.11B, show that the uncertainty on the CNO neutrino rate is
quite large for the case of TFC-MZ (~2cpd/100t). In addition, the value of the UL depends
on the TFC method, which is used to create the TFC-tagged and TFC-subtracted spectra used
in the fit (see Eq. 8.11). In order to obtain a confidence interval on the CNO neutrino rate,
TFC-MI and TFC-MZ are being examined to understand their differences, and further studies
of systematic effects are being conducted.

Furthermore, a measurement of the CNO neutrino rate may be possible as well. In the future,
the paraboloid region that is used to determine the minimum 2!°Po rate (see Sec. 8.3.1), might
enlarge thanks to the thermal stability of the detector. Collecting more 2'°Po data might allow
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us to obtain not just an UL, but an absolute measurement of the 2'°Bi contamination, which
would translate into a measurement of the CNO neutrino rate.

Lastly, there have been proposals of methods that may allow the observation of CNO neutrinos
without an upper limit on 2!°Bi, leaving it a free parameter in the MV fit. This may be possible
by performing the analysis on an increased exposure, exploiting both Phase-II and Phase-I11
datasets. Further development of this approach may result in yet another robust probe of these
neutrinos and the existence of the CNO cycle, as well as implications in Standard Solar Models.

This chapter concludes my thesis. In the section called Conclusions, you can find the grand
summary of Chapters 5-8 that present my research. The ideas about applications of my work
for further studies, as well as discussion of the future of solar neutrino analysis, can be found in
the Outlook.






Conclusions

The research conducted in this PhD thesis is focused on the detection of solar neutrinos with
the Borexino detector. My work in this field encompasses three major directions:

e quality of the Borexino data, on which the solar neutrino measurement is based;
e accuracy of the Monte Carlo simulation, used in the solar neutrino analysis;

o the analysis itself, and the computational tools behind it.

I believe that these subjects belong to the main ingredients of robust analysis.

In Chapter 5 Detector stability and data quality, I have presented my work on ensuring stable
performance of the detector, and good reliable data. My contribution improved the data
validation procedure, developed by the Borexino collaboration. It is performed by the so-called
shifters, whose responsibility it is to monitor the behavior of the detector and spot instances of
malfunction. In addition to improvements and introduction of new quality checks, I composed
a comprehensive manual of the validation procedure, aimed at reducing mistakes originating
from this human factor, and making sure shifters understand the structure and functions of the
electronics and hardware. This experience allowed me to develop a novel validation framework for
the weekly laser timing calibration of the Borexino photomultiplier tubes (PMTs). Its purpose
is the time alignment of the PMT signals, governed by the response of the digital channels
they are connected to. This procedure is crucial for position reconstruction, as well as particle
identification, which relies on the pulse shape of Borexino events. Lastly, my studies of PMT
performance and durability resulted in a discovery of the correlation between PMT livetime
and quality. This work helped us to understand the time evolution of the detector, and the
influence of the changing number of live PMTs in the context of their changing average quality.
Furthermore, it allowed us to select a set of table good quality PMTs, which proved to be
essential for the monitoring of the effective quantum efficiency (EQE) of the PMTs.

I have discussed the latter in great detail in Chapter 6 Effective quantum efficiency of the
Borexino photomultiplier tubes. This chapter reports my work that was prompted by discrepan-
cies between data and its Monte Carlo simulation in the time period after 2016. Several studies
have suggested that it stems from the inaccuracy of the simulation inputs of the EQE of the
PMTs, which is a parameter governing the PMT light collection ability in the simulation. Utiliz-
ing the set of chosen PMTs based on the work described in Chapter 5, I developed an improved
calculation procedure, based on a more stable selection of 14C events, which resulted in a more
accurate measurement of EQE. In addition, the improved procedure included estimation of the
error on the calculated EQE value, and methods of ensuring high precision in cases when the
available C statistics is low. As a result of these studies, the aforementioned discrepancy was
eliminated, and it became possible to perform solar neutrino analysis that utilizes the Monte
Carlo simulation on the recent data. The analysis of this data, aimed at detection of CNO
neutrinos, has been presented in Chapter 8.
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The Borexino detector was designed with the primary goal of detecting solar “Be neutrinos,
originating in the nuclear fusion process called proton-proton (pp) chain, the main energy
production mechanism in the Sun, which converts hydrogen to helium. Since the experiment
was established, neutrinos emitted in different stages of the pp chain have all been measured
one by one. The grand finale of this endeavor was their simultaneous measurement, which has
been presented in Chapter 7 Comprehensive measurement of the proton-proton chain neutrinos,
focused on the analysis of Borexino Phase-II data (2012-2016). I became a member of the
Borexino collaboration half a year before the publication of these final results, and joined the
efforts in the last stages of the analysis, namely, obtaining the final results, and evaluating the
impact of the systematic uncertainties.

An alternative fusion process that converts hydrogen to helium is the so-called carbon-
nitrogen-oxygen (CNO) cycle, which is hypothesized to be the dominant fusion process in
heavier stars, but has evaded detection until now. The Borexino Phase-III analysis (2016-2020),
presented in Chapter 8 First evidence of solar neutrinos from the CNO cycle, resulted in the
first evidence of its existence through CNO neutrino detection. My work on the improvement of
the accuracy of the Monte Carlo (MC) simulation in Chapter 6 found its natural continuation in
the Phase-III analysis based on the MC approach. It consisted in studying the Phase-III data,
evaluating the significance with which the nonexistence of CNO neutrino signal can be rejected,
as well as a potential lower limit and a measurement of the rate, which could provide valuable
information in terms of Standard Solar Models, and astrophysics in general.

My work has brought significant contribution to the analysis of the solar pp-chain and CNO
neutrinos through improvement of data quality and accuracy of Borexino simulation, as well as
development and application of analysis tools. My results can also be put into use in various
future studies, which I will elaborate on in Outlook.
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Outlook

The work presented in this thesis opens new prospects of studying different effects and phe-
nomena, and new directions of analysis that can be undertaken by the next generation of stu-
dents. Below I present my examination of these open possibilities, my ideas on the potential
they hold, and how they can be developed further.

Chapter 5 Detector stability and data quality

Based on the work presented in Sec. 5.2 regarding the laser photomultiplier (PMT) timing
calibration procedure, I have found out that the width in the response if each digital Laben
channel improved significantly after the installation of a new trigger system, as can be seen in
Fig. 5.7. This is not accounted for in the simulation of the Borexino electronics bx_elec, where
the improvement and the residual imprecision on the PMT timing calibration is not simulated.
The framework for the implementation of this effect has already been set up, and further studies
of its influence could improve the accuracy of the Monte Carlo simulation.

My study of the PMT quality and durability and their correlation resulted in a selection of a
stable set of chosen PMTs, as described in Sec. 5.3.2. This set has already been used to improve
the selection of 4C events needed for the computation of the effective quantum efficiency of the
PMTs. This set was chosen based on 2007-2017 data, and encompasses both Phase-I and Phase-
II. It can be used for other studies involving stability in time, or comparison of energy estimators
based on the chosen PMTs with the ones based on all PMTs. Furthermore, an updated chosen
set can be made by extending the time period to include the more recent data, as well as by
incorporating modern machine learning techniques to determine PMT subsets based on their
livetime, efficiency, noise etc. This could result in a better selection of PMTs, as well as provide
a method of predicting the livetime of a PMT based on its performance.

Chapter 6 Effective quantum efficiency of the Borexino photo-
multiplier tubes

My work on the development of a new method of calculation of effective quantum efficiency
(EQE), combined with the studies performed in Chapter 5, resulted not only in an improvement
of the accuracy of the Monte Carlo simulation, but also in the conclusion that the Borexino
PMTs exhibit correlations between light collection abilities and other behaviors. This effect
can be seen in Fig. 6.13. It means that while one PMT of lower EQE registers one photon
in response to an event, another PMT, given the same conditions, may register two photons,
due to having higher EQE. With this situation, it is not correct to treat all PMTs as equal
when calculating energy estimators based on their signals. Since the quality does not differ as
much as in the exaggerated example above, the current analysis does not show any extreme
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inconsistencies. However, by using the EQE of a PMT as a weight when considering the hits it
registered, the energy estimators could be improved, and would better represent event spectra.
This is especially true in the case of comparing energy spectra from 2007 and 2017, between
which many PMTs stopped working. According to the conclusions of Chapter 5, the PMTs that
tend to die also tend to have worse EQE, which means the average light collection ability of the
recent PMT configuration is actually better than in 2007.

A “side effect” of my study regarding the radius of the '4C selection for the EQE calculation,
showed that the PMTs in the top hemisphere show on average ~2% higher EQE than the PMTs
in the bottom one, seemingly from the very beginning of data taking (refer to Fig. 6.10B).
Further studies of this phenomenon could shed light on correlations in PMT parameters, and
help avoid biases in energy estimation.

The procedure of selecting *C events, used for EQE calculation, relies on the chosen PMT set
determined during my PMT quality studies. One effect emerging from my studies on C selec-
tion is that of a bias in the chosen PMT set, which comes from Poisson fluctuations, presented in
Sec. 6.3.3. At the time, this phenomenon was not understood to its fullest, and gathering more
insight about its mathematical formulation would not only confirm it, but could also provide us
with a better way of correcting the bias, resulting in more precise and accurate EQFE inputs for
the MC simulation.

Finally, the EQE calculation procedure, as well as other potential studies, would benefit
greatly from more studies on the behavior of single PMTs (see App. B), and the investigation
of possible reasons behind it.

Chapter 7 Comprehensive measurement of the proton-proton
chain neutrinos

The analysis presented in this chapter was performed on Phase-II data which covers the range
between December 2011 and May 2016. Phase-1I is characterized by significantly lower levels of
radioactive contaminants compared to Phase-I (2007-2010), achieved thanks to the purification
campaign conducted in 2010-2011. Apart from natural long-lived radioactive materials such
as 238U and 232Th, present in negligible levels already in Phase-II, and further reduced after
the campaign, the contamination levels of 219Bi and 8°Kr greatly decreased as well. As seen
in Fig. 4.4, these isotopes present major background for the measurement of low-energy solar
neutrinos. However, even though their levels in Phase-1 are higher, it could be possible to
conduct the analysis on the data of both Phase-I and Phase-I1, which would benefit from the
increased statistics.

As a part of my work on the systematic uncertainties of this analysis, I developed a Python
based tool that allowed generating thousands of multivariate fits, collecting their output, ob-
taining the uncertainties, as well as graphically illustrating the distributions of neutrino rates,
and profile likelihood scans. 1 later improved and enriched this framework, and applied it in
the Phase-III analysis, presented in Chapter 8. This tool can be further applied for similar
future studies, as well as expanded and customized for the analysis of systematic uncertainties
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and discovery significance, resulting from other kinds of analyses, not necessarily based on a
multivariate fit.

Chapter 8 First evidence of solar neutrinos from the CNO cycle

The last chapter of my thesis demonstrated preliminary results based on the Borexino Phase-
ITT CNO neutrino analysis. One of the findings that emerged from these studies are instabilities
in fits with the analytical approach (AA) for constructing reference shapes of neutrinos and
backgrounds. This results from the exclusion of the lower energy region in the “high setting” fit
of Phase-III, which especially affects the the AA. For example, the results on 8Kr is affected,
as the fit relies on the energy region between the peaks of C and ?!°Po, excluded in the high
setting, for its determination. The rate of 3Kr can be estimated from independent studies,
thanks to its specific signature, described in Sec. 4.4.2. Such estimation has already been done
on Phase-II. Applying this method in Phase-III can help us understand the behavior of the MV
fit, as well as the status of 3°Kr in Phase-III.

The CNO analysis is performed on Phase-III data (2016-2020), because it is characterized by
thermal stability, achieved after the thermal insulation campaign in 2015. This stability prevents
migration of 21°Po into the innermost volume of the detector, which allows us to determine its
rate and place an upper limit on the rate of 2'°Bi, the largest background for CNO neutrino
detection. The current 2'9Bi upper limit can be improved, which could result in a more stringent
lower limit on the CNO neutrino rate.

The Phase-I1I analysis is performed in a higher energy range that excludes '*C, pp neutrinos,
and the contribution from pileup of events. In order to be able to include the lower energy
components, we need to make a thorough evaluation of the rates of '4C and pileup, which need
to be constrained in the MV fit. I have already participated in studies aimed at the evaluation
of both of these backgrounds, and they can be further continued to allow a full energy range
analysis of Phase-III with a simultaneous fit of all neutrino and background components.

The results reported in this chapter consider the rejection of the null hypothesis, i.e. nonex-
istence of CNO neutrinos, and a preliminary value on the lower limit of the CNO neutrino rate.
A confidence level interval including an upper limit can be achieved after performing more stud-
ies on the AA and MCA multivariate fit behavior. Furthermore, a determination of the CNO
neutrino flux may be achieved through an absolute measurement of the 2'°Bi rate in the future.

Lastly, there have been proposals of methods that may allow the observation of CNO neutrinos
without an upper limit on 21°Bi, leaving it a free parameter in the MV fit. This may be possible
by performing the analysis on an increased exposure, exploiting both Phase-II and Phase-III
datasets. Further development of this approach may result in yet another robust probe of these
neutrinos and the existence of the CNO cycle, as well as implications in Standard Solar Models.
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Appendix A

Comprehensive manual of the Run-
Validation procedure

The full list of canvases of the RunValidation procedure discussed in Sec. 5.1:

e Stability n.1: muon and noise rates, number of live PMTs

« Stability n.2: rates of events in the range of C and the ' C-?1Po valley in IV and FV
« Stability n.3: rates of events in the range of 2'°Po and 'C in IV and FV

« Stability n.4: rate of 222Rn events in IV and FV, spread of the cluster start times
e Canvas 0: precalibration

e Canvas 1: trigger reference channels

e Canvas 2: laser reference channels

o Canvas 01-02: event size VS event number (ID)

o Canvas 03: trigger rate (ID)

o Canvas 04: neutrino trigger

o Canvas 05: pulse shape (ID)

o Canvas 06: event size VS channel (ID)

e Canvas 07: hits in neutrino trigger

e Canvas 08: muon flag stability

o Canvas 09: event size VS event number (OD)

o Canvas 11: trigger rate (OD)

o Canvas 12: hits in muon triggers (ID)

o Canvas 13: hits in muon triggers (OD)

o Canvas 14: pulse shape (OD)

o Canvas 15: event size VS channel (OD)

e Canvas 16-17: neutron trigger

Below I attach the Run Validation manual designed by me for the shifters to follow the
validation procedure.

149



150

Appendix A Comprehensive manual of the RunValidation procedure

General information
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Stability n.1

Refer to the Borexino spectrum

Compare the current run (red dot) to the previous runs.
Do not validate if the red dot is 5 own error bars away from the average.
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Stability n.2
Refer to the Borexino spectrum
Compare the current run (red dot) to the previous runs. '
Do not validate if the red dot is 5 own error bars away from the average.
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Stability n.3
Refer to the Borexino spectrum
Compare the current run (red dot) to the previous runs.
Do not validate if the red dot is 5 own error bars away from the average.
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Stability n.4

Related to canvas 04
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Canvas [1] Trigger reference channels
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Trigger reference channels should have two peaks: one at ~60 from the pulser (that also every
channel gets) + one peak ~90 special for the reference channels. The peak at 0 is due to retriggering.

Canvas [2] Laser reference channels
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Peak
missing

Laser reference channels should have one peak. Note 1457 missing (bad behaviour).
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Canvas [01] ID: event size VS evhum

Note: similar to canvas 09 for OD

Laser sends a signal to PMTs in
such a way that the probability of

one PMT seeing 1 hit is much
¢ smaller than 1in order to ensure i
i single p.e. mode (i.e. small chance
i tosee 1 hit, but virtually zero i

chance to see 2 hits).
The resulting event size is
~80 dec. hits

(80/1300 PMTs ~= 6% chance)

Events in the random
trigger are dominated
by dark noise + some
events of any other
trigger type which
happened to be in the
gate randomly. Event
size should be very
small on average
(represents dark

Every pulser event produces 1
hit in each channel. The event
size in each event should be
equal to the # of live channels:

1 hit/event/chanenls * N ch.
= N hits/event
i Asudden drop of 24 ch.is asign i
: of a tripper. Compare to stability :

Event size in 1D (N decoded hits)

Event size in 1D (N decoded hits)

b
50 100 150 200 250 300 350 400
Event number

Neutrino (TT1&BTBQ

Event size in ID (N decoded hits)
Fvent sjze in I0,(N decpded hitg)

300 350 400
Event number

A

"Neutrino" events are 99% 14C
events and 1% everything else
(including neutrinos).
Typical *C event gives 30-40
decoded hits.

(refer to the Borexino spectrum
and canvases 04 and 07)

8 8 8

2
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Internal muons are very
energetic.

1 PMT has much more
than 1 hit in each event.
Buffer muons have fewer
hits because buffer does

not have that much
scintillator in it.

External muons do not pass
through the ID. What is
recorded in the ID is dark
i noise and random H
i i background. This plot should
i i look similar to the one of
the random trigger.
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Canvas [02] ID: event size VS evnum (200 bins)

Note: this canvas is averaged out stuff from canvas 01
Note: similar to canvas 10 for OD
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Some examples of bad behaviour
N . Laser (TT8)
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Event number
Single drop of 10 channels ! A drop of ~24 channels H Too few laser events
— normal o — tripper! i : — laser was not
. . . .. : working properly!
: Validate and make a note P Notify and liquidate! : i . g properly
tessssssssssssssssssssssssssssssseessesseesssssssesseseeeeeed (24 channels = 2 front end Validate and make a
i boards with 12 channels each =1 ; i note, check if this
HV board that turned off) ; i reoccurs in the next
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Trigger rate (per second)

Trigger rate (per second)

Canvas [03] ID: trigger rate

Note: similar to canvas 11 for OD

i TT1 events include everything that happened in the ID without any
i information about the OD. They include neutrinos, internal muons, internal |
background and noise = dominated by *“C — should be stable.
The rate of all TT1 events corresponds to the rate one can see in the top
right corner of the BXBUILD screen.

.....................................................................................................................................
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Taking into account only TT1 events with event size above 100 decoded
i hits removes the “C contribution (see the Borexino spectrum or canvases
i 04 and 07) and the rate drops considerably. It should still be stable because !

i it's due to internal background and a more or less stable flux of neutrinos.
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Canvas [04] ID: neutrino trigger (TT1&BTBO)

"Neutrino" events should be

i dominated by 1-cluster
events. These events are not
energetic enough to :

produce more. And if the

amount of
O-clusters is too high, it
means high level of noise
(check stability canvas n.1)

........................... e R

v

Clusters in neutring events (TT1&BTBO0)

Decoded hits are raw hits
after cleaning up bad quality
information. The mean of i
the decoded hits
corresponds to “C decay
(see Borexino spectrum and
canvases 01&02).

The shift between clustered

and decoded hits should be

small since most of the hits
in an event with a cluster
should be in that cluster.

Hits in 1-cluster events

Flirw A decxted Has in neuiing events (TT1BTED)

25000 |OneutrinoRaw manmnumxmn]
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A

10?
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A A

Using this plot we can see if
the trigger system works
correctly. Clusters should
not start before the gate.
Most of the events should

start around -15 to -14 ps.

(check stability canvas n.4.)

The time difference
between consecutive
"neutrino" events should
decay exponentially. The
i rate of the decay :
i corresponds to the rate seen

¢ on the top right corner of
BXBUILD screen and the one
in canvas 03.

Time difference between
consecutive "neutrino"
events on a smaller scale
shows a 20 ps gap:

16 ps gate + 4ps dead time
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Canvas [05] ID: pulse shape

Note: similar to canvas 14 for OD

i Laser hits have a sharp Pulser sends the signal to the channel
peak smeared out due i i directly (not touching the PMT) — peak even
to PMT response. sharper than that of the laser hits.
LI feemeeeesemenmeemeesenmesmeeanh i The peak should be sharp meaning stable
H response.
i Laser (TT8) Neutrino (TT1&BTBO)

[ EmEATEe ]} X [ Tomemmes e

- e N - _— o
. PeE T oscillations  dark nois

' . event vy v
' wp e dark noise
E “out of the gate™™™
1D decoded hitraw me (rigger me o 0} [18) 1D decosed hit raw ime (rigger time = 0} 5]
Pulser (TT32) Intarnal muon (TT1&BTB4)

P .
< MUON - afterpulse
<o pulser N P
dark | <eeeeed

. . noise
] N |2 retriggerin . .
h (15g§ns) & ; w dark noise

* R T T TN TR OR (YR RN TR TR \ \ \ \ . \ L
e L T e g i L e 3
1D decoded hit raw time (frigger time « 0} [ns] |D decoded hit raw tme {trigger time « Dj [ns)
Random {TT64) External muon (TT2)
a couple of untagged
< internal muons

random background dark noise + randoh background

L | | | ! | | | ! 1 | 1 1 ! 1 1 1
T T T = =y v wow T E T W e E T o

A ID decoded hit raw time (irigger time « 0} [ns] A D decoded hit raw tme {wrigger time « 0 [ns]

Random trigger is issued with i External muons do not pass
the frequency of 0.56 Hzto | through the ID = what is
record dark noise and random i recorded is the same as for the
background. The distribution i random trigger. The distribution
should be flat since the hits i should look flat for the same
have equal chance to happen reason. H
any time during the gate. e een e e eeeeees e e eeneee e nennt

External muon (TT2) Run 29435
TruorTzSETme
Eniries 57397

Example of bad behaviour:
i External muon hits have a pulse shape corresponding to a
<ot physical event rather than dark noise — the hits actually
i come from internal muons that get wrongly tagged as
external.

1| N PR AT I Y
16600 13600 —12000 10600 8006 6060 4060 2006 ©
ID hit start time (trigger time = 0) [ns)
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Canvas [06] ID: event size VS channels
Note: similar to canvas 15 for OD

Laser is issued once every 2 seconds. We
: can check the average event size from i
i canvas 02. The amount of hits in all the TT8 i
events throughout the whole run: :
0.5 ev/s * 80 hits/ev * 6*60*60 s

Pulser is issued with a uniform frequency.
It gives precisely 1 hit to each channel
during one event.

The total amount can be estimated as:

= 864000 hits 0.1 pulser eveffssy{(sso*%glg/fvent/channel
Spread out among ~1300 channels : -
— on average 665 hits in one channel 2160 hits/channel
v v
Laser (TT8) Pulser (TT32)

IDpulserChannels
Enfries 2780463

IDlaserChannels
niries 828783
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i Random trigger is issued with a uniform ! i The frequency of internal events is ~20 Hz
frequency. We can check the average ! i (canvas 03), and the event size is 54 dec.
i event size from canvas 02. The amount i i hits averaging out TT1&BTBO (36) and
i of hits in all the TT64 events throughout ; TT1&BTB4 (6000) events (canvas 02).
: the whole run: i i 20 ev/s * 54 hits/ev * 6*60*60 s
0.5 ev/s * 3.5 hits/ev * 6*60*60 s : ! = 23328000 hits
= 37800 hits i Spread out among ~1300 channels = on
Spread out among ~1300 channels = i average ~18000 hits in one channel.

on average 29 hits in one channel. T |
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Canvas [07] ID: hits in neutrino trigger

Compare the current run (blue) to a "good" run (green).
All these histograms have been shown in canvas 04, but here they are in log scale.
Recall: low energy peak corresponds to **C events which dominate TT1&BTBO
(see Borexino spectrum and canvases 01, 02 and 04)

The raw hits in "neutrino" events. A
small shift of the peak is possible. If
the shift is large it could mean
oscillating boards.

Raw hits (neutrino)

IDneutrinoRaw
ntries 402247

Run029114 2017 Jul 16

2

800 1000
Number of hits in ID

200 400 600

Clustered hits in 1-cluster neutrino events
IDneutrineClustered 1

E Eniries 4007
10
wb Run029114 2017 Jul 16
102
10k
1
0 50 00 150 200 250 300 350 400
Number of hits in ID
A
........................

The clustered hits in "neutrino" events
are decoded hits that form clusters
(check canvas 04)

The decoded hits in "neutrino" events are
"cleaned up" raw hits (check canvas 04)

Decoded hits (neutring)

IDneutrinoDecoded
ntries 402247

m‘;—
mai_ Run029114 2017 Jul 16
102;—
10;—
3 50 100 150 200 250 300 350 400

Number of hits in ID

Charge in 1-cluster neutrino events

IDneutrinoCharge
niries

Run029114 2017 Jul 16

10°

The charge Is the number of
photoelectrons which should correspond
to the number of hits because we work in

the single p.e. mode
(check canvas 04)
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Canvas [08] OD: muon flag stability _

{ MTB: TT1 &BTB4

i MCR: TT1 & cluster in the OD

IDF: another way to determine if a TT1 event is

i an internal muon without looking at the OD

i (using ID pulse shape)

i MTB and MCR should overlap perfectly, since all
muons produce a cluster in the OD. IDF has a

slightly worse efficiency.

v
Internal muons (TT1&BTB4)
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Time in 10 bins (total 6.01 hours)

MTB: TT2 events which are 75% light leak
i = much higher rate

MCR: TT2 events that have a cluster
i = actually muons — lower rate

i MTB ev.s. > 25: TT2 events with >25 dec. hits
i = even lower rate because with this cut we
i remove light leak and also some actual muons

External muons (TT2)

12000

T MTB
10000
-~ MCR
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— MTB ev.s.>25

6000

4000

—— PR AE—

2000

0 bbb b b b b
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If any of these rates is too low or too high compared to the expected muon rate (especially in the
beginning or in the end), it might mean electronics failure. Muon rates are shown on canvas 11.
Muon rates can also be checked by FADC. Light leak can be seen on canvas 13.
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Canvas [09] OD: event size VS evhum
Note: similar to canvas 01 for ID

Laser trigger is only for the
inner detector = what is

recorded in the OD during a

TT8 event is dark noise and

i random background :

i — the distribution should be :

H similar to that of the i

Every pulser event produces

1 hit in each channel. The
event size in each event
should be equal to the # of
live channels:

1 hit/event/chanenls * N ch.

Events in the random
trigger are dominated by
dark noise + other events
which happened to be in
the gate randomly. Event
size should be very small

on average (represents

random trigger. =N hits/event dark noise).
v
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"Neutrino" events do not
happen in the OD — i
what is recorded in the
OD is dark noise and
: random background
i = the distribution should
i be similar to that of the
random trigger.

Leremeeeemnanneen————.-

Event number

Internal muons are for
sure muons because we
can see the response in
both ID and OD
— event size
corresponding to muons.

50 100 150 200 250 300 350 400
Event number

A

"External muons"
are 75% light leak. You can see
that the event size in the upper
"band" of events (~50 hits) is
similar to that of internal muons
on the previous plot.
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Canvas [10] OD: event size VS evhum (200 bins)

Note: this canvas is averaged out stuff from canvas 09
Note: similar to canvas 02 for ID
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i Pulser produced 2 pulses instead of 1, each giving 1 hit
: — event size is twice larger than it should be. :
— still OK, validate but make a note.

(this can also be seen from the pulse shape in OD on
canvas 14)
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Muon trigger rate (per day)

Muon trigger rate (per day)

Canvas [11] OD: trigger rate

Note: similar to canvas 03 for ID

Internal muons are expected to have
a rate between 2800 and 5800
events/day

Internal muon (TT1&BTB4) all
TrgRateAT

niries 1026

"External muon" (TT2) events are 75%

light leak, therefore we see a much higher

rate than the one of internal muons.
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After selecting only external muon
events with event size > 25 hits we
remove the light leak and end up with
actual muon events. One can see that
the rate of such events is comparable to !
the one of internal muons. H

Most of the internal muons have event
size > 25 hits in the OD. There is little to
no difference between this plot and the

one above. H

If any of these rates is too low or too high compared to the expected muon rate (especially in the

beginning or in the end), it might mean electronics failure. Muon rates are shown on canvas 08 as

well. Muon rates can also be checked by FADC.
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Canvas [12] ID: hits in muon triggers
Note: similar to canvas 13 for OD

Check canvas 01: the event size of internal muon events has a distribution at around 15000 hits

corresponding to the hits coming from the muon going through the inner vessel, and a peak at

lower energy corresponding to the muons only passing through the buffer which does not have
that much scintillator in it.
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Canvas [13] OD: hits in muon triggers

Note: similar to canvas 12 for ID

Note on all the canvases that TT2 events are 75% light leak. Light leak does not form clusters and

does not produce a large number of hits. Ignoring the light leak you will see that the distributions

for internal and external muons look the same — what one would expect, because those are the

same kind of muons, just passing through the detector differently. And there is obviously no light
leaking into the IV because there's the stainless steel sphere there.

Also remember how we did a cut of ev.size > 25 on canvas 11 to get rid of light leak? Here you can

see why it was 25 decoded hits.
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Canvas [14] OD: pulse shape

Note: similar to canvas 05 for ID

Neutrino events do not happen in the OD — what
is recorded is the same as for the random trigger.
The distribution should look flat for the same

reason

i Laser events happen only in the ID, but the
i LEDs in the OD react to it as well = can see
some pulse shape.
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Canvas [15] OD: event size VS channels

Note: similar to canvas 06 for ID

i Laser is issued once every 2 seconds. | i

The event size is ~2 dec. hits

i corresponding to dark noise (canvas ; i

i 09). The amount of hits in all the TT8 i !

events throughout the whole run: i} i
0.5 ev/s * 2 hits/ev * 6*60*60 s

= 21600 hits

Spread out among ~200 channels
— on average 108 hits in one

channel

Laser (TT8)

Pulser is issued with a

precisely 1 hit to each

estimated as:

0.1 pulser events/s
* 1 hit/event/channel
*6*60*60 s =
2160 hits/channel

uniform frequency. It gives

channel during one event.
The total amount can be

The frequency of neutrino
events is ~20 Hz (canvas 03),
and the event size is ~2 dec.

hits corresponding to dark

noise (canvas 09). i
20 ev/s * 2 hits/ev * 6*60*60 s :
= 864000 hits :
Spread out among ~200
channels = on average ~4320
hits in one channel.
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Random trigger is issued with
a uniform frequency. We can
check the average event size

from canvas 09. The amount of ;!

hits in all the TT64 events
throughout the whole run:

0.5 ev/s *2 hits/ev * 6*60*60's |

= 21600 hits
Spread out among ~200
channels = on average 108
hits in one channel.

Logical channel

Internal muons have a rate or
~4000 events/day and produce

~50 dec. hits per event in the OD

(canvas 10). Hits accumulated
throughout the run:

{: 4000 ev/day * 50 hits/ev * 6 hrs |

* 1 day/24 hrs
= 50000 hits
Spread out among ~200
channels
— on average 250 hits in one
channel.

ii average~17 dec. hits per event in |

=
A Legical channel

"External muons" (75% light
leak) have a rate of ~16000
events/day and produce on

the OD (canvas 10).
Hits accumulated throughout
the run:

16000 ev/day * 17 hits/ev * 6 hrs

* 1 .day/24 hrs
= 68000 hits

Spread out among ~200 channels

— on average 340 hits in one
channel.
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Canvas [16] ID: neutron trigger (TT128) -
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Canvas [17] ID: neutron trigger (TT128) pulse shape

Note: similar to canvas 11 for OD

This canvas shows the raw time of decoded hits in TT128 events in the gate
relative to trigger time and relative to the related internal muon event.
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Appendix B

Additional information on the EQE of
the Borexino PMTs

This appendix contains additional information regarding my work on the relative effective
quantum efficiency (REQE) of the Borexino PMTs, presented in Chapter 6.

In Sec. B.1, I will show the time evolution of the REQE of single PMTs, as opposed to
the average REQE of all enabled PMTs or a subset of PMTs, shown in Sec. 6.6. Sec. B.2
will demonstrate the time evolution of the number of live PMTs in different PMT subsets, as
obtained during the REQE calculation procedure.

B.1 Time evolution of REQE of single PMTs

In Sec. 6.6, I have shown the REQE trends of subsets of PMTs, demonstrated here for
reference by Fig. B.1. In this figure, L2019 denotes the subset of PMTs that stayed live until
July 2019.

0.77{ = all PMTs
=+ current live PMTs (1160)
|+ the rest of the PMTs

'\g) ’)’0\'%

e 9

o 8 o

10

FIGURE B.1: Average REQE among all live PMTs in a given week (black), L2019 PMTs (green)
and the remaining PMTs in each week (red).

The average REQE of the PMTs not belonging to 12019 (i.e. PMTs that died at some point)
shows a steady decrease, followed by a turning point after which it starts increasing.
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My contemplation regarding this trend is that:

e the quality of PMTs that are destined to die before July 2019 worsens in time, as demon-
strated not only by REQE, but other parameters, as discussed in Sec. 5.3.1 (see Fig. 5.11);

o after such PMTs die, the average REQE of the remaining non-1.2019 PMTs effectively
increases, as the worst ones remove themselves from the set.

In order to test this idea, I have looked at the average REQE of single PMTs. The Borexino
PMTs are labeled with a four-digit number based on their location on the stainless steel sphere,
and a sign denoting whether they belong to the top (+, omitted) or bottom (-) hemisphere.

First, for reference, Fig. B.2 displays the time evolution of the REQE of several PMTs be-
longing to the B900 set that were live as of July 2019. As one can see, their REQE is stable
in time, apart from minor fluctuations. An exception can be seen in the behavior of the PMT
-2106 (green), which showed rapidly worsening REQE, which as rapidly returned back to nor-
mal. This might have happened due to malfunction of the Laben channel, to which this PMT
is connected, which was fixed.

— PMT label -2005
— PMT label -2016
0.31 L PMT label -2106
< PMT label 1045
—+ PMT label 1046

1 S e ° 1

FicUre B.2: REQE of live B900 PMTs.

In Fig. B.3, I show the behavior of B900 PMTs that are not live anymore. PMTs -1514
(orange), 866 (red), and 738 (green) demonstrate “peaceful death”. Their REQE remained stable
in time until the moment they were disconnected. This way of dying is typical for BO00 PMTs.
Some other PMTs, like -1134 (blue) and 832 (purple), show unstable behavior throughout their
life and particularly close to the end. Ideally, these PMTs should not belong to the B900 subset,
the purpose of which is to select only stable good quality ones. However, the selection method is
very simple, and does not fully exploit possible correlations between PMT parameters and their
quality or lifetime. Some ideas on how to improve this selection are presented in the Outlook.
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S PMT label -1134

0.4 — PMT label -1514
-+ PMT label 738
= PMT label 832
10\’0 'LQ\:L 10\) 10\’6 10\&

Ficure B.3: REQE of B900 PMTs that are not live in July 2019.

Among the 1160 PMTs live in July 2019, 900 (minus the possibly temporarily disabled ones)
belong to B900, and the remaining ones do not. Figure B.4 shows the behavior of several
such PMTs. Some of them, like PMT 1618 (purple) and -1724 (orange) show perfectly stable
behavior. Some, however, show excessively chaotic behavior, such as -2118 (blue) and -2117
(green). Missing points in Figure B.4 represent the weeks in which these PMTs were disabled,
or discarded by the REQE procedure as not having enough statistics for REQE calculation (see
Sec. 6.4.2).

1.0

=+ PMT label -2118
-+ PMT label -1734
-+ PMT label -2117
= PMT label 1428
-+ PMT label 1618

0.2

o

% N 10\)

0 $° 10\’%

v

Ficure B.4: REQE of live PMTs that do not belong to the B900 set.
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Finally, PMTs that do not belong to the B900 set, and are not live anymore, display various
trends as well, shown in Fig. B.5. While some show stable (-2107, red) or relatively stable (-2110,
orange) behavior, and some show chaotic changes (-2114, blue), a new trend, not seen before, is
visible in the death of PMT -2112 (green). Unlike the others, it worsens steadily and dies. The
removal of the contribution of such PMTs is what could explain the trend change displayed by
the red points in Fig. B.1.

08 =+ PMT label -2114
i =+ PMT label -2110
Ui =+ PMT label -2112
0.7 Bl the EhadWitn LAY i A = PMT label -2107
iTs i i .':I .Il i .' 8 | ‘&3 I"I":'II' 'A-';!'.I =1
Pl 1P e b ,l“. .--"'- "‘--.; W bede: Ao TR T
M\
w | !
&05
o n
0.4 i
[J
0.3
0.2 L
0.1

1009 1°X° 100 'LO\”L 19\’3 'LQ\’D‘ 10\’6 79\’6

Ficure B.5: REQE of PMTs that do not belong to the B900 set and are not live in July 2019.

Overall, the fact that during the same week some PMTs display perfectly stable behavior,
and some excessively chaotic one, indicates that this behavior is not related to general changes
in the detector, but to the individual PMT in consideration. Such changes may appear due to
fluctuations in the electronics and hardware, or due to the aging of the PMT, as very often they
are correlated with its death. The REQE calculation procedure, as well as other potential studies,
would benefit greatly from more studies on the behavior of single PMTs and the investigation
of possible reasons behind it; as well as an improved selection of a stable PMT set.
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B.2 Evolution of live PMTs

The REQE procedure obtains the information about Laben channels the information from
which should be ignored from a database of disabled channels, filled during the DAQ procedure
(disabled PMTs); as well as from judging their behavior based on the number of hits from “C
events in the data sample of the given week (discarded PMTs, see Sec. 6.4.2). In Fig. B.6,
disabled PMTs are excluded from the sample, while discarded PMTs are assigned the REQE
value calculated in the previous week. Figure B.6 presents a “consistency check” of the REQE
calculation procedure: the number of all live PMTs in the given week (black) becomes equal
to the number of L2019 PMTs in the week corresponding to the last analyzed week of July
2019, as “current” live PMTs become “all” PMTs in that time point. Note that the number
of (enabled) L2019 PMTs is very stable, displaying only minor fluctuations, as few of them get
disabled temporarily. The number of non-L2019 PMTs (red) slowly decreases and becomes zero
in the last analyzed week, as no non-L.2019 PMTs are live at that moment.
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FIGURE B.6: Average REQE of all, L2019 and non-L2019 PMTs and the number of enabled
PMTs among that group set in each time point.






Appendix C

Analytical approach to reference shape
construction

As discussed in Sec. 7.1.3, the goal of modeling the detector analytically is to obtain a
formula which would convert the deposited energy of the particle to an energy estimator. The
first step in describing the physical processes following an event is obtaining the mean number
of photoelectrons (V) after an event of a certain energy:

A

Npe(E) = 6schc(E) + 6cthh(E)7 (Cl)

where E is the energy of the particle in MeV, Ny, is the number of emitted scintillation
photons, N, is the number of photons due to the Cherenkov radiation, and e, and €.,
are respective efficiencies of conversion of photons to photoelectrons that include absoprtion,
reemission and PMT quantum efficiencies. The scintillation contribution is calculated as follows:

Nsc(E) = YEQ(E)7 (CQ)

where Y'! is the light yield in photoelectrons per MeV, and Q(E) is the so-called quenching
factor which describes deviations from the linear relation Ny = Y E:

1 (F  dE

In the formula above, kg is the so-called Birks parameter which is a constant that depends
on the considered particle and the medium it is traversing; and % is the average ionization
particle energy loss.

The number of Cherenkov photons can be obtained as follows (valid for e™):
Nch(E) = (AQ + Az + AQ:L‘2 + A3$3)(1 + A4E), (04)

where x = In(1 + E%), Ep = 0.165MeV (Cherenkov threshold). The coefficients A; are fixed
based on the MC simulation.

!Underlined variables are parameters in the multivariate likelihood function of the analytical approach that
can be free, fixed or constrained in the fit. They will be summarized later in Table C.1
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In order to absorb several parameters into one, a so-called Cherenkov tuning parameter foper
is introduced, representing the relative contribution compared to scintillation light:

€ch
= —— C.5
fCher Ech, ( )

which reformulates Eq. C.1 in the following way:

Nye(E) = Y (QE)E + foner Nen(E)). (C.6)

The next step is to obtain the mean number of fired PMTs (Np) based on Npe calculated
above:

Np = Niot(1 = e " [1+ pp]) (1 = gon), (C.7)

where Ny, is the total number of PMTs (2000 for the normalized variable) and

Npe(E)

C.8
Ntot ( )

M:

The parameters p; and g¢ are related to the single electron response and geometric correction,
respectively. The LER energy response function is a scaled Poisson function of the energy
estimator N,:

f(Np) = e (C.9)

where

(C.10)

and

2
§= 1. (C.11)

The two parameters m and s use the mean value Np(E) expressed above in Eq. C.7, and the
variance 012, of the IV, variable. The variance contains several parameters that contribute to the
final response function:

N, - - 2. -
op = th [1— (1+ v1)p1] Np(E) + v N3 (E) + v, (“i?) NZ2(E) + onNy(E) + 03, (C.12)
we
where Niye is the number of working PMTs in the selected time period, p; = 1 — e™# is the
probability of having a signal at any PMT, pg = e™* is the probability of absence of the signal,
V1, ﬁ, ﬁ, vy are parameters related to resolution and uniformity of light collection, and og4 is
the PMT dark noise contribution.

The summary of the parameters of the analytical function is shown in Table C.1. Four of these
parameters are free (LY and three energy resolution parameters), while the rest are obtained
from measurements or Monte Carlo (MC) studies.
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Parameter Fixed/Free Meaning

Y free Light yield

fcoher 1.0 Relative weight of the scintillation and Cherenkov light,
fixed using analytical fit studies.

Dt 0.12 Fraction of single p.e. charge spectrum below the electronics
threshold obtained from calibrations.

gc 0.101 Geometric correction factor tuned via a fit of Eq. C.7 using
MC monoenergetic e~ samples.

V1 0.16 Relative variance of the probability that a PMT triggers due
to events uniformly distributed in the IV. Calculated using
MC.

v% free Parameter representing spatial nonuniformity of N,,.

v free Parameter corresponding to v, used in the simplified form
of Eq. C.12 which involves only the first two terms, used for
a particles (>1°Po).

vl 7.0 Parameter representing nonuniformity of light collection,
calculated using MC.

UN free Intrinsic scintillator resolution paramter for Ss.

o4 0.23 (0.4) Ngtlm PMT dark noise contribution.

TABLE C.1: Parameters of the analytical response function that contribute to the multivariate

likelihood [115].
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