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Measurement of the Carbon and Oxygen Fluxes and their
Ratio in Cosmic Rays with the AMS Experiment on the
International Space Station
by
Yang Li

Abstract

One of the most fundamental measurements in cosmic rays is the determination of
the rigidity dependent fluxes, or spectra, of primary nuclei in cosmic rays, such as H,
He, C, O, Ne, Mg, Si, and Fe. These primary nuclei, of energies below the knee at
~ 10'® eV, are believed to be produced in, and accelerated by, supernova remnants
in our galaxy. The spectra carry information about the acceleration of cosmic rays
and their subsequent propagation. Another class of nuclei is produced by nuclear
interactions of these primary nuclei with interstellar matter, such as 3He, Li, Be, B,
F, and other sub-Fe nuclei. The spectra and relative abundances of these nuclei reveal
propagation parameters, such as the average amount of interstellar material traversed
by cosmic rays and their age.

This thesis discusses a measurement of the carbon and oxygen fluxes, as well as
the carbon to oxygen flux ratio, in cosmic rays with rigidity (momentum per unit
charge) from 2 GV to 2.6 TV, based on data collected by AMS during the first 5
years of operation (May 19, 2011 to May 26, 2016) onboard the International Space
Station. The detailed variations with rigidity of the carbon and oxygen fluxes spectral
indices are also discussed. A preliminary analysis of the 3He to “He flux ratio as a
function of kinetic energy per nucleon from 0.6 GeV /n to 10 GeV /n is also described.

Thesis Supervisor: Martin Pohl
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Résumé

Une des mesures les plus fondamentales concernant les rayons cosmiques est la déter-
mination du flux en fonction de la rigidité, ou spectre, des rayons cosmiques pri-
maires, comme H, He, C, O, Ne, Mg, Si, et Fe. Aux énergies en-dessous du “genou”
a ~ 10 eV, ces noyaux primaires sont supposés étre produits et accélérés dans des
supernovae et leurs vestiges a l'intérieur de notre galaxie. Les spectres contiennent
des informations concernant leur accélération et propagation. Une autre classe de
noyaux, contenant *He, Li, Be, B, F, et autres noyaux plus légers que le fer, est pro-
duite par des interactions nucléaires des noyaux primaires avec le milieu interstellaire.
Leur abondance relative et leurs spectres révelent des parametres de la propagation,
comme par exemple la quantité moyenne de matiere interstellaire traversée ainsi que
leur age.

Cette these traite la mesure des flux de C et O, et de leur rapport C/O, en rayons
cosmiques avec une rigidité magnétique (quantité de mouvement par unité de charge
électrique) entre 2 GV et 2.6 TV, basée sur les données collectionnées par AMS
pendant ses premieres 5 années d’opération (19 mai 2011 a 26 mai 2016), a bord
de la Station Spatiale Internationale. Une analyse préliminaire du rapport des flux
3He/*He en fonction de I'énergie cinétique dans l'intervalle 0.6 GeV/n a 10 GeV /n est

également traitée.
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Introduction

Cosmic Rays (CRs) are fully ionized atomic nuclei and other particles filling the
galactic space and reaching the Farth with energies starting at around 1 MeV and
continuing to around 10%! eV. CRs contribute an energy density in the Galaxy of
about 1 eV ecm ™3,

The main component of high-energy particles in CRs are protons (hydrogen nu-
clei); about 10% are alpha particles (helium nuclei), and 1% are neutrons or heavier
nuclei. Together, these account for 99% of the CRs, and the remaining 1% are elec-
trons and photons [1]. The abundance of CR neutrinos is estimated to be comparable
to that of high-energy photons, but it is very high at low energy because of the large
production of neutrinos from the nuclear processes occurring in the Sun.

Solar energetic particles contribute to the CR spectrum (below a few GeV) [2].
CRs with energies above several GeV and less than ~ 3 x 10 eV originate outside the
solar system and are thought to be produced mainly by astrophysical sources in our
Galaxy, the Milky Way. CRs with higher energies (above ~ 10'® ¢V) are believed to
have an extragalactic origin, with the transition region from galactic to extragalactic
assumed to be in the 10717 eV band.

Primary CRs are high-energy protons and nuclei of heavier elements such as he-
lium, carbon, and oxygen, plus a minority electron component, produced in and
accelerated by astrophysical sources and arriving at Earth. The propagation path
of these charged particles in the InterStellar Medium (ISM) is continuously deflected
by galactic magnetic fields, therefore the propagation process of primary CRs gives
important information on understanding the nature of CR accelerators.

Secondary CRs are those particles produced by collisions of the primaries with the
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ISM. These include nuclei such as lithium, beryllium, and boron (rare end-products
in stellar nucleosynthesis), as well as antiprotons and positrons. Whether a small
fraction of antiprotons and positrons may be primary (e.g., from collisions of Dark
Matter particles) is an open question of current primary interest. From the relative
abundance of such secondaries, particularly the boron to carbon flux (B/C) ratio, we
learn about how CRs propagate through the ISM and hence about the nature of the
ISM, such as the dimension, matter density, and magnetic fields of the Galaxy. Under-
standing the propagation process is also of fundamental importance to understand
Whether the excess of positrons could be a signal of physics beyond the Standard
Model, indicating some evidence for Dark Matter.

The Alpha Magnetic Spectrometer (AMS) is a multipurpose high-energy particle
detector installed on the International Space Station (ISS) on May 19, 2011 to conduct
a unique long-duration (~ 20 year) mission of fundamental physics research in space.
AMS allows a direct study of the CRs before their first interaction with the nuclei in
Earth’s atmosphere. One aim of this experiment is to measure the fluxes of galactic
CR nuclei with absolute charge up to 26, as well as the flux ratios, in the GV-TV
rigidity (momentum per unit charge) region with unprecedented precision.

The outline of this thesis is as follows:

Chapter 1 briefly reviews the origin, acceleration, and subsequent propagation pro-
cesses of CRs in the Galaxy and discusses the physics and measurements of secondary-
to-primary flux ratios of galactic CR nuclei.

Chapter 2 briefly presents the layout and description of the AMS detector, the trig-
ger, the data acquisition system, and the Monte Carlo simulation.

Chapter 3 describes in detail the determination of the carbon and oxygen rigidity
spectra, as well as systematic errors studies, and then presents the results of the
carbon and oxygen fluxes and their ratio from 2 GV to 2.6 TV. The variations with
rigidity of the carbon and oxygen flux spectral indices, as well as the spectral index
of the carbon to oxygen flux ratio, are also discussed.

Chapter 4 describes a preliminary analysis of the helium isotopic composition, in-

cluding the measurement strategy, analysis procedure, and studies on the statistical
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and systematic errors. A preliminary result of the *He to *He flux ratio as a function

of kinetic energy per nucleon from 0.6 GeV/n to 10 GeV/n is presented.
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Chapter 1

Cosmic-Ray Nuclei in the (GGalaxy

1.1 Observations of Cosmic Rays

Since the discovery of CRs by Victor Hess [3] at the beginning of the twentieth
century (1912), an enormous number of experiments have been performed on the
Earth’s surface (ground-based and underground), on balloons, on satellites, and even
on space stations. From those data, we know today different properties of CRs,
such as that CRs span many orders of magnitude in energy, and that they are of
cosmic origin and travel through the interstellar space. However, the question of
their production, acceleration, and propagation mechanism still remains challenging.
This section gives a brief overview of the general phenomenology of CRs.

The experimental observables about CRs, from which one can learn about their
origin and other properties, are principally the relative abundances of different nuclei
and of their isotopic composition (chemical composition), the distribution in energy
(energy spectrum) of each component, and the distribution of arrival directions. By
comparing the chemical composition of various astrophysical objects, such as the Sun,
the ISM, supernovae or neutron stars, one can obtain information about the CR accel-
eration sites. The observed energy spectra of CRs may be characteristic of two basic
processes: the acceleration in the astrophysical sources and the subsequent propa-
gation in the Galaxy. In order to better understand the physics of the acceleration

mechanism, it is necessary to study the propagation process first.
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1.1.1 Energy Spectrum

Figure 1-1 gives a global view of the energy spectrum of charged CRs with all the
nuclear species summed together, the so-called all-particle spectrum, which spans
over many decades in flux and energy. The flux covers an enormous range of energy,
from less than a GeV to more than 10% eV. Additionally, the flux falls rapidly with
energy, from many thousands of particles per square meter per second at low energies
(E ~ 1 GeV) to less than one particle per square kilometer per century at the highest
energies (E ~ 10?0 V).

The CR flux in Figure 1-1 is shown in a double-logarithmic scale. Below a few GeV
the flux is modulated by solar activities and depends also on the magnetic latitude
as it is affected by the local Earth geomagnetic field. Above few tens of GeV the

differential flux as a function of energy, ®(FE), can be approximated by a power law:

N
B(E) = ZE =A-E°

In a log-log scale, the power law becomes linear:
log[@(E)] =log(A- E™%) =log(A) — « - log(E).

The parameter « is the differential spectral index of the CR flux, or the slope of
the CR spectrum in log-log scale, and A a normalization factor corresponding to the
intercept with the y-axis in log-log scale. Since many CR spectra are steep (« being
typically between 2 and 4), it is useful to weight the differential flux, the y-axis, with
some power of the energy in order to flatten the steeply falling spectrum, and to look
for features such as small changes in the spectral index. In this way, the straight line

has a different slope:
log[E* - 9(E)] = log(A - %) = log(4) — ( — ) - log(E).

The numerical values of the parameters, a and A, can be determined by fitting the

experimental data.
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Cosmic Ray Spectra of Various Experiments
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Figure 1-1: Differential energy spectrum of charged CRs of all types [4]. The green
dashed line shows a £~ spectrum. The blue and red arrows indicate the center-of-
mass energy reached at the LHC at CERN and the Tevatron at Fermilab, respectively.

Figure 1-2 shows a representation of the all-particle CR flux multiplied by E?,
ie., B = 2.6, from air shower measurements. The choice of E? = E® allows to
represent the flux with a flat line parallel to the x-axis.

There are different quantities to describe the differential spectra of the CR com-
ponents, and three main ones are shown below:

(1) By particles per unit rigidity. Rigidity, R, is defined as momentum per unit

charge, or the Larmor radius (gyroradius), rp, multiplied by the magnetic field
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Figure 1-2: The all-particle CR spectrum as a function of energy per nucleus (£) from
measurements by different air shower experiments. The spectrum has been multiplied
by E*5. Taken from Ref. [5].
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N|=

As features of charged particle acceleration must depend on rigidity, spectra of
charged CRs in this quantity may give information about their propagation (and
probably also acceleration) through galactic or extragalactic magnetic fields.
The rigidity is measured in [V].

By particles per energy-per-nucleon. This spallation process of CR nuclei prop-
agating through the ISM depends on energy per nucleon, which is approxi-
mately conserved when a CR nucleus breaks up due to interaction with nuclei

of the ISM. The energy-per-nucleon is measured in [GeV /nucleon| or [GeV/A]
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or [GeV /n], where the “A” or “n” stands for “nucleon”.

(3) By particles per energy-per-nucleus. Generally the energy-per-nucleus is mea-
sured when a experiment measures a quantity that is related to total energy by
using, e.g., a calorimeter. The energy-per-nucleus is measured in [GeV].

The unit of differential flux @(FE) is [m s !'sr'€7!], where £ is one of the three

quantities’ units listed above.

A remarkable feature of Figure 1-2 is that two transition points are clearly visible
corresponding to the changes in the spectral index. The first transition point, known
as the knee of the spectrum, occurs at ~ 3 x 10 eV [6,7]. The second clear break
point, the ankle, occurs at an energy of ~ 4 x 10'8 ¢V [8]. Finally, at the highest
energies (~ 10% eV) a cutoff of the spectrum appears [9, 10]. Another feature is at
~ 4 x 10'7 eV, called the second knee. These features define several energy regions
in the CR spectrum, in which the changes of the differential spectral index o are as
follows.

From 10 GeV to the knee (10'° eV), the differential spectral index is a ~ 2.7;
from the knee to the ankle (10'® éV), a ~ 3.1; above 10! eV, @ ~ 2.6 and then at
about 10%° eV the spectrum cuts off. Around the second knee, there is a softening
of the spectrum (i.e., from a ~ 3.1 to a ~ 3.3) before the hardening at the ankle.
CR physicists usually refer to a becoming larger (smaller) as the spectral softening
(hardening). An energy spectrum becomes harder when having more high-energy
particles. The knee is commonly associated to propagation effects and a transition
between two populations of CRs (galactic and extragalactic) [11,12]. This is mainly
because the galactic magnetic field is not able to confine CRs with energy above ~ 10'®
eV given the limited size and magnetic field strength of the confinement region. The
cutoff at ~ 10% eV may be due to interactions between extragalactic CR protons
and Cosmic Microwave Background (CMB) photons, the so-called Greisen-Zatsepin-
Kuz'min (GZK) effect [13,14].
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Figure 1-3: Fluxes of primary CR nuclei as functions of energy-per-nucleus. Taken

from Ref. [5].

1.1.2 Chemical Composition

CRs are mainly protons (~ 90%) and heavier nuclei. Precise knowledge of the chem-
ical composition of CRs also provides essential information about the origin, accel-
eration, and propagation history of CR particles. One particular way is to compare
the relative abundances of nuclear species in CRs with those in the solar system.
Figure 1-3 shows the absolute fluxes of the main components of primary CR nu-
clei arriving at Earth. The relative abundances of elements with Z < 28 in CRs are

shown in Figure 1-4 and are compared with the abundances in the solar system. Both
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Nuclear abundance: cosmic rays compared to solar system
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Figure 1-4: Comparison of the elemental abundances in CRs and in the solar system.
Both are normalized to the abundance of carbon = 100. Taken from Ref. [18].

show the well known odd-even effect, i.e., even-Z nuclei (more tightly bound) being
more abundant than odd-Z nuclei. Also, both abundances exhibit a similarity on the
“peaks” (even-Z nuclei) besides a clear deficit of hydrogen (H) and helium (He). The
underabundance of H and He in CRs, however, is one of the two remarkable differ-
ences in this comparison. This difference is not fully understood, but may be due to
the fact that H is relatively hard to ionize and inject into the acceleration process, or
that a genuine difference indeed exists in the composition of the sources [15,16]. An-
other possibility is that galactic CR H and heavier nuclei are accelerated by different
sources [16,17].

The second difference is the overabundance of Li, Be, B (below the C peak) and
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Sc, Ti, V, Cr, Mn (below the Fe peak) elements (“valley” elements in Figure 1-4)
in the CRs. This difference is thought to be an important tool for understanding
the propagation and confinement of CRs in the Galaxy. It can be explained within
a scenario that primary CR nuclei, such as C, O, and Fe, are produced in stellar
endproducts, while the secondaries, such as Li, Be and B, are produced by collisions
of heavier elements in primary CRs with the ISM, which is called the spallation
process. With the knowledge of the spallation cross-sections of the relevant nuclei at
GeV energies, the secondary-to-primary flux ratio of stable nuclei in CRs not only
provides a measure of the average amount of the ISM that CRs have traversed, but
also can be used to infer the average escape time (or confinement time), 7es., of CRs
in the Galaxy. In particular, the boron to carbon flux ratio is the standard reference
ratio used to deduce the energy dependence of 7.s.. This is mainly due to 1) that B
are entirely secondary, produced by collisions of heavier primary CR nuclei, mainly
C, N, and O, with the ISM and 2) that the spallation cross-sections are better known
than those of Be and Li. This is discussed in Section 1.2.5.

1.1.3 Anisotropy

The arrival direction of charged CRs is nearly isotropic at most energies due to the
diffusive propagation effects in the galactic magnetic field [11], which provide a nec-
essary mechanism for efficiently randomizing CR directions.

A small but statistically significant anisotropy in the arrival direction distribution
of high-energy CRs has been observed with several experiments in the northern and
southern hemispheres, with an amplitude of the order of 1074-1072 in relative inten-
sity. In the northern hemisphere, this anisotropy has been observed in the energy
range from tens to hundreds of GeV with muon detectors [19-21]; from one to tens
of TeV with the Tibet ASy [22, 23], Super-Kamiokande [24], Milagro [25, 26], MI-
NOS [27], ARGO-YBJ [28,29] and HAWC [30] experiments; and above 100 TeV with
the EAS-TOP [31] experiment. In the southern hemisphere, it has been observed with
the IceCube Neutrino Observatory up to ~ 400 TeV [32-35] and its air shower array,

IceTop, up to ~ 2 PeV [36]. In both hemispheres, observations show similar results.
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Milagro + IceCube TeV Cosmic Ray Data (10° Smoothing)
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Figure 1-5: Significance sky maps of CR anisotropy observed by Milagro in the
northern hemisphere [25] and IceCube in the southern hemisphere [33]. Taken from
Ref. [33].

The galactic CR flux has anisotropies both on large angular scales (> 60°) and on
smaller scales (typically between ~ 10° and ~ 30°). Figure 1-5 shows the combined
sky map of small-scale anisotropy observed by Milagro with a median energy of 1
TeV [25] and IceCube with a median energy of 20 TeV [33].

The origin of such anisotropies in the distribution of galactic CR arrival direc-
tions on the sky is not well understood at these energies. The large angular scale
anisotropy could be explained by the diffusive transport of CRs from nearby sources
in the Galaxy [37-43]. The motion of the solar system (the Compton-Getting ef-
fect [44,45]) may also contribute to the CR anisotropy. On the other hand, the inter-
mediate and small angular scale anisotropy could be an effect of interstellar magnetic

turbulence [46-48], potentially with an additional heliospheric influence [49, 50].

1.2 Galactic Cosmic Rays

It is believed that CRs with energies up to the knee (~ 10'° eV) are produced in
and accelerated by galactic sources. The origin of the galactic CRs is thought to
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be associated with the most energetic astronomical objects in the Galaxy, primarily
with supernovae and their products—Superova Remnants (SNRs) [51] and pulsars.
The energy spectra of galactic CRs are shaped by two basic processes—the accelera-
tion in the sources and the subsequent propagation in the ISM. The bulk of galactic
CRs are believed to be accelerated in SNRs in our Galaxy [52,53]. After leaving the
sources, the charged CR particles diffuse in random magnetic fields, which accounts
for the high isotropy of galactic CRs and their relatively long confinement time in the
Galaxy. This galactic diffusion model explains the data on CR energy spectra, com-
position, and anisotropy. Combining the diffusive propagation model in the Galaxy,
the idea that charged CRs are primarily accelerated in SNR shocks through diffusive
shock acceleration (DSA) [54-58] is generally referred to as the supernova remnant

paradigm [59] for the origin of galactic CRs.

1.2.1 Acceleration Mechanism

The power-law CR energy spectrum below the knee is thought to be the result of
CR acceleration in SNR shocks [60]. The spectrum is softened to the observed in-
dex o ~ 2.75 by subsequent propagation in the ISM and eventual leakage from the
Galaxy. Charged CRs produced by particle ejection in possible astrophysical sources
in the Galaxy may be accelerated in regions where strong turbulent magnetic fields
exist. In 1949 Enrico Fermi [61] proposed an acceleration mechanism' in which par-
ticles could gain energy through stochastic and random collisions with clouds in the
ISM. This process is currently widely refered to as second-order Fermi acceleration.
These interstellar clouds move randomly with characteristic velocity V' and act as
magnetic mirrors from which charged particles are reflected, as shown in Figure 1-6.
By assuming a characteristic escape time, 7., this original version of Fermi’s theory
results in a power-law distribution of particle energies. Particle energy is gained dur-
ing a head-on collision and lost during a tail-on collision, as shown in Figure 1-7. The

parameters are:

n this section the description and calculation of second- and first-order Fermi acceleration [62]
follow Longair’s textbook [16].
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Figure 1-6: Reflection of particles due to magnetic mirror effects.
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Figure 1-7: Geometry of collisions between a particle of mass m and a cloud of mass
M: (a) a head-on collision; (b) a tail-on collision. Taken from Ref. [62].

e V: characteristic velocity of the cloud in observer’s frame,
e v: velocity of particle,

e : angle of incidence,

e m: particle mass (< M = cloud mass).

One key point is that head-on collisions are more likely than tail-on collisions: the
probability of a head-on collision is proportional to v + V cos @, while the probability
of a tail-on collision is proportional to v —V cos f. Here we consider a fully relativistic

analysis. The particle energy F in the cloud’s (center of momentum) reference frame
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is

E'=~(E + Vpcos?), (1.1)

where p is the particle’s momentum and v = (1 — V2/¢?)~'/2. The x-component of

momentum in the cloud’s frame is
VE
j :p’cose’:’y<p0059~l—2> . (1.2)
c

In the collison, the particle’s energy is conserved, and the z-component of the par-
ticle’s momentum is reversed, p, — —p.. Then transforming back to the observer’s
frame, we get

E"=~(E' +Vp.). (1.3)

Combining Egs. (1.1), (1.2), and (1.3) yields the particle energy in the observer’s

frame:

c? c

B =’ [1 4 2Vveost | (Vﬂ .

Then expanding to second order in V/c and solving for AE, we find:

c? c

2
AEEE”—EzElMH(V”. (1.4)

Now we still need to average over the angle of incidence, . Assuming that the particle
is randomly scattered in pitch angle (distribution of angles is random) and that the
particles are relativistic (v ~ ¢), and using that the probability of an angle between
6 and 0 + df is proportional to sin 8df, we average 6 over the range from 0 to 7 and

find the average of the #-dependent term (the first term) in Eq. (1.4) becomes

X[1+ (V/e)X)dX

(=) -k 2,

L 11[1 +(V/e)X]dX
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where X = cosf. Including the last term in Eq. (1.4) , the average energy gain per

()5

The average increase in energy is proportional to (V//c)?, so the process is known as

collision is

“second-order” acceleration owing to the value of the exponent. If we define L as the
mean free path between clouds along the field lines and ¢ as the pitch angle, the time
between collisions is ~ L/ccos ¢, which can be averaged to 2L/c, then the average

rate of energy increase can be derived from Eq. (1.5):

3\cL

dE 4 (V?
dt 3

> E =aFE. (1.6)
It is possible to obtain the energy spectrum, N(E), of the accelerated particles by
solving a diffusion-loss equation in steady state, considering this energy rate, Eq. (1.6),
and assuming that 7. is the characteristic time for a particle to remain in the accel-

eration region (or the escape time). And the solution is [62]
N(FE) = constant x £~ (1.7)

where z = 1+ (OéTesc)_l. Thus, the second-order Fermi acceleration mechanism results
in a power-law energy spectrum, but note that o and 7. are model-dependent.
Although the second-order Fermi acceleration succeeds in predicting a power-law

spectrum, there are some problems with this mechanism, e.g.,

1)  The random velocities of clouds are relatively small: V/c < 107%, and the
observed cloud density is low. For a CR mean free path of ~ 0.1 pc, collisions
would likely occur only a few times per year. Thus, there is very little chance
of a significant particle energy gain.

2)  This theory does not include energy losses that compete with energy gains (e.g.,
ionization).

3)  The theory fails to predict the observed value of ~2.7 for the exponent in the

power-law spectrum.
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4)  Energy gains are second-order, ~ O(V?/c?); some collisions result in energy
losses.

In 1954, Fermi proposed a more efficient way of accelerating CRs in which every
interaction resulted in an increase in energy, turning the energy gain ~ O(V/c) (first-
order Fermi acceleration) [63]. The DSA process is first-order Fermi acceleration in
the presence of strong shock waves where charged particles can bounce back and forth
between upstream and downstream of the shock.

In order to formulate the Fermi acceleration mechanism in a more general way, we
define £ = S FEj as the average energy of the particle after a collision, where FEj is the
energy before the collision, and define P as the probability that the particle remains
in the acceleration region after a collision. After k collisions there are N = NyP*

particles with energies E = Ey3*. Hence, the energy spectrum is
N(E)dE = constant x E~F0nP/8) g,

From second-order Fermi acceleration, or Eq. (1.7), this means that

The first-order Fermi acceleration can occur when the relativistic particles collide
with strong shock waves (e.g., produced in supernova explosions or active galactic nu-
clei), which can reach supersonic velocities (~ 10% times the velocity of an interstellar
cloud).

Due to the turbulence behind the shock and the irregularities in front of it, the
particle velocity distribution is isotropic in the frame of reference in which the in-
terstellar gas is stationary on either side of the shock front. As a result, in this
reference frame the particle energy gain is symmetric for particles crossing the shock

from downstream to upstream and from upstream to downstream. Ref. [16] shows
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that in a round trip of crossing the shock the average fractional energy increase is

AEN 4V
E/ 3¢’

which means that the energy change after a round trip is

E 4V
=—=—=14-—.
6 E() + 3c
Another quantity to work out is the particle escape probability from the shock, P, =

1 — P. Using classical kinetic theory, one can obtain

Pesc: %K
3c
So that we have
InP=1In (1 — 4V> o~ —%K,
3c 3c
4V 4V
1 :1(1 ):,
np . +3c 3c
N In P B
Ing

The differential energy spectrum is then
N(E)dE < E~*dE.

The first-order Fermi acceleration predicts a value of the power law exponent which
is not too different from the observed value of ~ 2.7 for galactic CRs.

In summary, the first-order Fermi acceleration mechanism provides an efficient way
for accelerating CR particles in SNR shock waves. This model requires that particle
velocity vectors are randomized in both the upstream and downstream regions of the

shock.
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1.2.2 Propagation

After leaving the source, charged CRs produced in our Galaxy diffuse in random
magnetic fields of the order of ~ uG throughout the ISM before reaching Earth.
In the SNR shock waves acceleration mechanism, reacceleration, and propagation of
charged CRs in the Galaxy are related, i.e., both processes are affected by the diffusive

scattering of CR particles by irregularities in the galactic magnetic field.

1.2.3 Diffusion Model

The ISM is composed primarily of hydrogen; the remainder is helium plus only trace
amounts of carbon, oxygen, and nitrogen comparative to hydrogen [64]. The diffusion
model [11,12,65] is the basic model for the investigation of galactic CR propagation
in the ISM. It manages to explain the gross features of the data on energy spectra,
composition, and anisotropy of CRs. In this model, the CR propagation equation?
includes different physics processes such as diffusion, convection (by galactic winds),
energy losses or gains (diffusive reacceleration in the ISM), nuclear spallation, ra-
dioactive decay, and production of secondary particles and isotopes.

For a particular particle species, the CR propagation equation can be written as

oY(7, p, t)
— 5 =q(F, p, t)

where

(i) ¢ = (7, p, t) is the CR number density per unit of total particle momentum
p at position 7 and time ¢, i.e., ¥(p)dp = 4nxp*f(p)dp in terms of phase-space
density f(p);

(ii) ¢q(7, p, t) is the CR source term including primary, nuclear spallation and decay

2In this section the description of the CR propagation equation follows Ref. [12]
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contributions; primaries may be produced by CR sources whose distribution is
discrete in space and time;
(i) D, is the spatial diffusion tensor (when assuming an isotropic diffusion process
the notation D will be used as the scalar diffusion coefficient);
(iv) V is the convection velocity;
(v) D,y is the diffusion coefficient in momentum space and determines the diffusive
reacceleration by the interstellar turbulence;
(vi) p=dp/dt is the momentum gain or loss rate;
(vii) 7¢ is the timescale for loss by fragmentation;
(viii) 7 is the timescale for radioactive decay.
The first line on the right-hand side of Eq. (1.8) accounts for the sources (CR injection
spectrum); the second line for the diffusion and convection; the third line for the
density changes due to energy losses or gains (reacceleration); and the fourth line for
the losses due to spallation and radioactive decay.
GALPROP [66] and DRAGON2 [67] are two of the most well-known and advanced

projects developed for the numerical calculations of CR propagation.

1.2.4 Leaky Box Model

The leaky box model [68] is a steady-state solution for the transport of CRs through
the ISM. It is a simpler model that can be used to explain the main features of the
experimental data.

In the leaky box model, charged CRs propagate freely in a containment volume
(box) in which particles are injected by sources g uniformly distributed, and the vol-
ume is filled with a uniform distribution of matter and radiation fields. Charged CRs
can escape from this volume with a characteristic escape time 7. independent of
position. Under the leaky box approximation, no spatial dependence of CR distribu-
tion, source density, escape time, and any other parameters is taken into account, and
the diffusion and convection terms are approximated by the leakage term so that the
terms V - (Dy Vi) — V) in Eq. (1.8) are substituted by the term —t)/7es, with the

time scale of escape 7. being inversely proportional to the spatial diffusion coefficient
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Tese X D71 (1.9)

For the calculations of abundances of not very heavy stable nuclei, the leaky box
model can be a correct approximation to the (flat-halo) diffusion model. However,
the leaky box model cannot be applied to the propagation of electrons and positrons
due to the much higher energy losses (dominated by synchrotron radiation and inverse
Compton scattering) and to the much higher escape probability.

Considering number density ¢(F) of only one CR species and neglecting energy
losses, the CR transport equation becomes a simplified verson:

(E) _ (E)

TR +q(E). (1.10)

In steady state 0(E)/0t = 0 (flux independent of time), Eq. (1.10) becomes

0= -5 4 y(m),
= Y(E) = Tesc 4(E). (1.11)

Theoretical prediction for ¢(E) (e.g., first-order Fermi acceleration mechanism)

is ~ E£~2 while from observations we learn ~ E—27

. Thus, 7 has to be energy-
dependent and required by observations Te. o< E7%7. Energy per unit charge (E/Z)
is important if diffusion in magnetic fields determines the escape process, and then
there is the prediction: 7e. o< (E/Z)7%7. Therefore, with a Te. ~ 107 yr the CR

density is enhanced by a factor of 103-10* relative to free streaming.

1.2.5 Stable Secondary-to-Primary Ratios

From the measurement of the secondary-to-primary flux ratios of stable nuclei, such
as the B/C ratio or the flux ratio of sub-iron elements to iron, one can infer 1) the
energy dependence of the CR escape time which provides an important constraint on

the spectral index of CRs at the sources and 2) the average amount of ISM traversed
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by CRs between injection and observation.

For stable CR nuclei, among different factors in the propagation equation the
diffusion process is the most effective at high energies. The source of primary CRs
(injection spectrum) is power-law energy dependent, F~7. With the use of the steady
state assumption and Egs. (1.9) and (1.11), the energy dependence of the number

density of CR primaries 9, can be obtained:
Upri X Goi Tese 0 B D74 oc B0 (1.12)
The energy dependence of the number density of CR secondaries is given by
Psee X Gsee Tseo X Yipri Pt Toee 0 B0 D™ oc E77H2 (1.13)

where P is the probability of fragmentation of the primaries. Combining Eqs. (1.12)
and (1.13) results in

¢sec
Ppri
¢sec
Ppri

x E°

= o R, (if rigidity R is measured) (1.14)

where the spatial diffusion coefficient dependence on rigidity is
D x R, (1.15)

In Egs. (1.14) and (1.15), the dependence is expressed in rigidity (rather than kinetic
energy per nucleon) so that it can be compared with other nuclei. This is due to the
fact that propagation in magnetic fields is identical for different CR particles in terms
of rigidity but not kinetic energy per nucleon. Most importantly, it can be inferred
from Eq. (1.14) that the spectral slope of the secondary-to-primary flux ratio at high
rigidities is determined by 0.

The reference ratio is the B/C ratio. Carbon nuclei in CRs are thought to be

mainly produced by and accelerated in astrophysical sources, while boron nuclei are
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Table 1.1: Summary of recent direct measurements of cosmic-ray boron flux, carbon

flux, and their ratio.

. Experimental
Experiment Measurement Energy range technique
HEAO-3-C2 [72] | B flux, C flux, B/C 0.6-35 [GeV/n] | Cerenkov counters

Cerenkov counters

C flux [73] 73-1503 [GeV /n] -0
CRN-Spacelab2 and Transition
B flux, B/C [74] 73-207 [GeV /n] radiation detector
C flux 4-139 [GeV /n] | Ring imaging
r v
Buckley et al. [75] B/C 4-65 [GeV/n] | Cerenkov detector
C flux [76] 182516 [GeV /1] .
ATIC-2 B/C [77] 20-307 [GeV /] Calorimeter
Transition radiation
CREAM-I [78] B/C 1-4000 [GeV/n] | detector and
Calorimeter
CREAM-II [79] C flux 66-12834 [GeV/n] | Calorimeter
Cerenkov detector
TRACER B flwx, C flux 80}, 0.8-5000 [GeV/n] | and Transition
B/C [81] L
radiation detector
2-260 [GV], | Magnetic
PAMELA [82] B flux, € flux, B/C 0.4-129 [GeV/n] | spectrometer
1.9-2300 [GV], | Magnetic
AMS-02 [83] B/C 0.4-1300 [GeV/n] | spectrometer

entirely secondary, i.e., produced by collisions of heavier primary CR nuclei, such as
carbon and oxygen, with nuclei of the ISM. Moreover, carbon and oxygen being the
major progenitors of boron in CRs, the production cross-sections are better measured
than those of other secondaries such as lithium and beryllium.

The diffusion spectral index ¢ is predicted to be 6 = —1/3 with the Kolmogorov
theory of interstellar turbulence [69,70], or § = —1/2 using the Kraichnan theory [71].
The measured B/C spectral index A, obtained from a fit at high rigidities of (B/C)
RA, approaches the diffusion spectral index § asymptotically (A =~ §).

Because of the importance of the B/C ratio to the understanding of CRs, over the
last 30 years there have been a large number of (direct and indirect) measurements.

Some of the recent direct measurements are listed in Table 1.1.
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1.2.6 Radioactive Isotopes

The measurements of long-lived radioactive secondary nuclei with lifetimes compara-
ble t0 Tese, such as °Be (half-life 1.39 x 10° yr) and 20Al (half-life 8.7 x 105 yr) [84],
are thought to be useful probes of CR propagation. The ratios of unstable to sta-
ble isotopes of these secondary nuclei provide a major constraint on CR propagation
models such as the confinement time of CRs in the Galaxy [16,85]. Among these
nuclei isotopes, °Be is the longest lived and best measured. The °Be isotope is
unstable, undergoing 3 decay into '“B.

In the leaky box model, an energy-dependent escape length is defined as

)\esc(E> = pﬁCTesc(E)a

where p is the average density of the interstellar matter and 5 ~ 1 for relativistic par-
ticles. As mentioned before, 7. is interpreted as the average time in the containment
volume, and thus A as the average amount of ISM traversed by CRs. The flux ratio
of an unstable to a stable isotope, such as the 1°Be/?Be raio, depends separately on
the average escape time (7. ) and average density (p) [15]. Therefore, an experimental
measurement of this unstable/stable ratio allows separation of these two parameters
(p and Te) in the propagation model. This measurement can be combined with the
measurements of stable secondary-to-primary ratios (such as the B/C ratio) which
determine the average amount of interstellar matter traversed (Aes), to derive the

CR confinement time in the Galaxy.
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Chapter 2

Alpha Magnetic Spectrometer

2.1 AMS Detector

AMS is a general purpose high-energy particle physics detector in space with a large
geometrical acceptance (effective acceptance ~ 0.5 m%sr) [86]. As shown in Fig-
ures 2-1(a) and 2-1(b), the AMS detector consists of nine layers of precision silicon
tracker [87]; a transition radiation detector (TRD) [88-90]; four planes of time of
flight (TOF) scintillation counters [91, and references therein]; a permanent mag-
net [92,93]; an array of 16 anticoincidence counters (ACC) [94], inside the mag-
net bore; a ring imaging Cerenkov detector (RICH) [95-99]; and an electromagnetic
calorimeter (ECAL) [100-102]. Figure 2-1(b) also shows a 369 GeV positron event
recorded by AMS. The reconstructed trajectory, or track, is shown by the red line.

AMS operates continuously on the ISS and has been monitored and controlled
around the clock from the ground by the AMS Collaboration since launch. The AMS
Payload Operation Control Center (POCC) is located at CERN, Geneva.

2.1.1 Definition of the Coordinate System

The timing, location, attitude, and orientation of AMS are provided by a combination
of global positioning system (GPS) units affixed to AMS and to the ISS.
The AMS coordinate system is right-handed and concentric with the center of the
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(a) The AMS detector and its different subdetectors.
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(b) A high-energy positron of 369 GeV measured
by the AMS detector in the bending (y-z) plane.
Taken from Ref [103].

Figure 2-1: The layout of the AMS detector.

permanent magnet. The z-axis is parallel to the main component of the magnetic

field, and the z-axis points vertically upwards. The (y-z) plane is the bending plane.
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Figure 2-2: Magnetic field orientation of the AMS magnet sectors. Taken from
Ref. [104].

AMS is mounted on the ISS with a 12° roll to port to avoid the ISS solar panels
being in the field of view of the detector. The terms above, below, upward- and

downward-going refer to the AMS coordinate system.

2.1.2 Permanent Magnet

The magnet is made of 64 sectors (each sector composed of 100 blocks) of high-grade
Neodymium-Iron-Boron. These sectors are assembled in a cylindrical shell structure
with a length of 0.8 m and an inner diameter of 1.1 m.

As shown in Figure 2-2, the central field of the permanent magnet is 0.14 T in the
x direction, with negligible dipole moment (less than 2 x 1072 T) outside the magnet
in order to eliminate the effect of torque and electronics interference on the ISS.

Before flight, the field was measured in 120 000 locations to an accuracy of better
than 2 x 107* T. Two detailed measurements of the magnetic field map were made,
one in 1997 (before the engineering flight of AMS-01) and the other in 2010. The
results show that the field did not change within 1%, limited by the accuracy of the
1997 measurement, as shown in Figure 2-3. On orbit, the temperature of the magnet
varies from —3°C to +15°C. The magnetic field strength is corrected with a measured

temperature dependence of —0.09%/°C.
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Figure 2-3: The AMS magnetic field map intensity over the z-axis measured in 1997
and 2010. z = 0 corresponds to the magnet center.

(a) Ladder p-side before
the shielding.

(b) Tracker L2 assembled with 24 ladders.

Figure 2-4: Pictures of the ladder and tracker L2. Taken from Ref [105].

2.1.3 Silicon Tracker

The tracker is composed of 192 ladders, each containing double-sided microstrip sil-
icon sensors with dimensions of ~ 72 x 41 x 0.3 mm?, readout electronics, and me-
chanical support [87,92].

The tracker has nine layers, the first (L1) at the top of the detector, the second

(L2) above the permanent magnet, six (L3 to L8) within the bore of the permanent
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magnet, and the last (L9) above the ECAL; see Figure 2-1. L2 to L8 constitute the
Inner Tracker (ITk). L9 covers the ECAL acceptance. In the ITk, three planes of
aluminum honeycomb with carbon fiber skins are equipped with one layer of silicon
ladders on each side of the plane. These three planes are constituted by i) L3 and 14,
ii) L5 and L6, and iii) L7 and L8, respectively, as indicated in Figure 2-1. Each layer
is composed of 16 to 26 ladders and each ladder composed of 9 to 15 daisy-chained
silicon sensors. A picture of a ladder and tracker plane 1.2 is shown in Figure 2-4(a)
and 2-4(b), respectively. In total, the AMS tracker is composed of 2284 silicon sensors
covering a sensitive area of 6.75 m?.

Tiny aluminum strips running in orthogonal directions are implanted on the two
sides of the 300 pum thick high-purity n-doped silicon substrate, providing a two-
dimensional position measurement of charged particles. The junction side, or p-
side, is composed of p*-doped strips, for an implantation (readout) pitch of 27.5 pum
(110 pm); the opposite ohmic side, or n-side, has a coarser implantation (readout)
pitch of 104 pm (208 pm). The finer pitch p-side strips measure the bending (y) co-
ordinate, while the orthogonal n-side strips measure the non-bending (z) coordinate.
Figure 2-5 shows a schematic view of the double-sided microstrip silicon sensor. One
expects to achieve the best spatial resolution when every single implanted strip is
directly read out by the electronics. In the AMS scheme of signal collection, how-
ever, only one in every four (two) implemented strips is effectively read out on the
p(n)-side of the sensor, due to the size and power consumption requirements for the
payload. Under this configuration, each ladder has 640 (192) readout strips on the
p(n)-side for 2568 (384) implanted strips. Capacitive coupling and charge sharing
between neighbouring strips is exploited in order to achieve a 10 ym (30 pum) spatial
resolution in the y (z) coordinate for singly charged ionizing particles.

The ITk is held stable by a carbon fiber structure with negligible coefficient of
thermal expansion. The stability of the I'Tk is monitored by the Tracker Alignment
System (TAS) using 20 laser beams, wavelength 1082 nm (infrared bandwidth), which
penetrate layers L2 through L8 and provide submicron measurements of relative po-

sition. The geometrical stability of the I'Tk is important in order to maintain the best
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Figure 2-5: The double-sided microstrip silicon sensor and the position measurement
principle. When a charged particle traverses the silicon sensor, e~ -hole pairs are
generated along its path. Due to the electric field in the depleted region, e~ and holes
diffuse to opposite sides. Taken from Ref. [106].

performance of the rigidity measurement and charge sign determination. Dynamic
alignment of outer layers is performed by using CRs (predominantly protons) in a
two-minute window. The position of L1 is aligned with a precision of 5 um with
respect to the ITk and L9 with a precision of 6 um. Details of the AMS tracker
alignment are found in Ref. [107].

The tracker accurately determines the trajectory, momentum p, absolute charge
|Z], and charge sign of CRs by multiple measurements of the coordinates and energy
loss. Together with the 0.14 T permanent magnet, the tracker measures the particle
rigidity R of charged CRs with momentum p and charge Z: R = p/Z. Each layer
of the tracker independently measures the x and y coordinates and also provides
an independent measurement of the charge Z [106]. Talbe 2.1 summarizes for Z =
1, 2, 5, 6 particles 1) on average the spatial resolution in each tracker layer in the
bending direction, 2) the resulting maximum detectable rigidities (MDRs) over the
3 m lever arm from L1 to L9', and 3) the charge resolution (AZ/Z) of the combined

1'With large samples of nuclei data (5 years of operation), AMS is now able to accurately account
for non-linear saturation effects in the tracker electronics. This work [108] leads to a major improve-
ment in the bending coordinate accuracy for nuclei (e.g., £5.1 ym for C and £6.3 pm for O), and
therefore will increase the MDRs.
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Table 2.1: The spatial resolution in each tracker layer in the bending direction, the
MDR over the full lever arm from L1 to L9, and the overall charge resolution of the
ITk for Z =1, 2, 5, 6 particles.

CR nuclei Charge Z Slﬁiitou: [I;Lersrﬁ MDR [TV] ?ul;zii;rgle Ar;j%

Proton 1 10 5 5%

Helium 2 7.5 3.2 3.5%

Boron 5 3 3 %

Carbon 6 10 26 2%
ITk.

Due to the fact that the thermal environment on the ISS is constantly chang-
ing, components on the outside of AMS are subjected to temperatures ranging from
—25°C to +55°C. Therefore, it is important to ensure that the components operate
within their nondestructive thermal limits. AMS is equipped with a mechanically
pumped two-phase COy cooling loop system, called the tracker thermal control sys-
tem (TTCS), to keep the ITk frontend electronics temperatures stable within 1°C to

ensure its optimal performance.

2.1.4 Time of Flight Counters

The TOF counters measure the velocity (5 = v/c) and |Z| of CRs.

Two planes of TOF counters are located above L2 (upper TOF) and the other two
planes are located below the magnet (lower TOF). Each plane contains eight or ten
scintillating paddles. Each paddle is equipped with two or three photomultiplier tubes
(PMTs) on each end for an efficient detection of traversing particles. Figure 2-6 shows
the design of the upper TOF, lower TOF, and a TOF paddle. The coincidence of
signals from all four planes provides a charged particle trigger. The anode signals from
the PMTs are split into two parts: 95% of the signal goes to the time measurement
unit and the rest 5% goes to the charge measurement unit. There are three thresholds
for the anode signals in the time measurement unit: 1) the low threshold (LT), set
at ~ 20% of a minimum ionizing particle (MIP, Z = 1) signal, is used for time

measurement; 2) the high threshold (HT), set at ~ 50% of a MIP signal, is used for
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Figure 2-6: Top view of the design of the (a) upper TOF and (b) lower TOF. (¢) The
design of a TOF counter. The lower TOF has a larger active area than the upper

TOF to increase the acceptance of charged particles deflected by the magnet. Taken
from Ref. [109].

the trigger of |Z| > 1 particles; and 3) the super high threshold (SHT), set at ~ 3.5
times a MIP signal, is used for the trigger of |Z| > 2 particles.

The TOF charge resolution, obtained from multiple measurements of the ioniza-
tion energy loss, is listed in Table 2.2 for Z = 1, 2, 5, 6 particles. Such an accuracy of
the charge measurement is provided independently by 1) combining the pulse heights

of the two upper planes and 2) combining the pulse heights from the two lower planes.

Table 2.2: TOF charge resolution (all 4 planes combined) for Z = 1, 2, 5, 6 particles.

CR nuclei Charge 7 Cl;?gﬁeggj%lu-
Proton 1 5%
Helium 9 1
Boron 5 397
Carbon 6 397

53



0.05 —
004 — o
S 0.03 —
0.02 — °
C [
c L [ ] °
0.01 —
o | | ] P | ]
1 2 3 4 5 6

Figure 2-7: TOF velocity resolution A3/3? as a function of the charge Z of CR nuclei.
Taken from Ref. [109].

The average time resolution of each counter has been measured to be 160 ps, 80
ps, and 48 ps for Z = 1, 2, 6 particles, respectively. As shown in Figure 2-7, the
overall velocity resolution of the TOF system (A3//3%) has been measured using in-
flight data (e.g., AB/B? ~ 4%, 2%, 1%, 1% for Z = 1, 2, 5, 6 particles, respectively),
which also discriminates between upward- and downward-going particles. The timing
resolution improves with increasing magnitude of the charge to a limit of At ~ 50 ps
and AB/B? ~ 1% for Z > 5 particles.

Details of in-space calibration and performance of the TOF are found in Ref. [109].

2.1.5 Anticoincidence Counters

Particles with a large polar angle can not be measured well by AMS. One main
purpose of the ACC counters is to veto undesired events with particles that enter or
leave the I'Tk volume transversely.

The ACC counters form a cylindrical shell surrounding the 1Tk inside the magnet
bore. As shown in Figure 2-8 the ACC consists of 16 curved scintillator panels
of 0.8 m length, instrumented with wavelength-shifting fibers of 1 mm diameter to
collect the ultraviolet scintillation light (wavelength A ~ 400 nm), transform the
wavelength of the light to A ~ 480 nm, and guide the light to the PMTs [94]. For

redundancy adjacent counters are combined to provide 8 readout sectors. The plastic
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Figure 2-8: The arrangement of the ACC components.

scintillator panels are overlapping in order to maintain the hermiticity of the ACC
cylinder. There is a tongue and a groove along the vertical edges of the counters such
that particles crossing this area are detected simultaneously by two panels [103].

Long duration tests of the counters show the ACC has an efficiency of 99.999% to
reject CRs which enter the ITk from the side.

2.1.6 Transition Radiation Detector

The TRD is designed to use 1) transition radiation to distinguish e* (signal) from
protons (background) and 2) ionization energy loss dE/dx to independently identify
nuclei. Transition radiation can be produced by a highly relativistic charged parti-
cle (with a large Lorentz factor, v 2 1000) when it traverses the boundary of two
materials with different dielectric constants, resulting in the emission of soft X-ray
photons.

The TRD is located near the top of the AMS below tracker L1. It consists of 5248
proportional tubes of 6 mm diameter with a maximum (minimum) length of 2 m
(0.8 m) arranged side by side in 16-tube modules. Figure 2-9 shows a TRD module
of 16 proportional tubes. In total there are 328 modules. Since the probability of

%)



Figure 2-10: The assembled TRD consists of 20 layers of fleece radiators and propor-
tional tubes.

transition radiation emission increases with the number of boundaries crossed, the
modules are mounted in 20 layers (see Figure 2-10) and each layer is interleaved with
a 20 mm thick fiber fleece radiator (see Figure 2-11) with a density of 0.06 g/cm?.
Along the y-axis, there are 12 layers of proportional tubes located in the middle
of the TRD and, along the z-axis, 4 layers located on top and 4 on the bottom.
The proportional tubes are filled with a gas mixture of approximately 90:10 Xe:COs.
Experience over the first 5 years of operations on the ISS shows, as expected, a very
small, diffusion-dominated leak rate of ~ 4.5 mbar/day. At launch, the onboard gas
supplies contained 49 kg of Xe and 5 kg of COy which ensures ~ 30 years of steady
TRD operations in space at the current loss rate.

In order to differentiate between e* and protons in the TRD, we combine signals
from the 20 layers of proportional tubes to calculate a TRD estimator Argrp, which
is formed from the ratio of the log-likelihood probability of the e* hypothesis to that
of the proton hypothesis in each layer [103,111]. With this method, e*, which have

Arrp ~ 0.5, are efficiently separated from protons, which have Argp ~ 1 [111]. This
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Figure 2-11: Diagram of one TRD layer and the TRD measurement principle. Taken
from Ref. [110].
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Figure 2-12: The TRD proton rejection power as a function of rigidity at 90% selection
efficiency for e*. At 10° GV, the proton rejection factors at 70%, 80%, and 90% e™*
efficiency are shown and indicated by the arrows.

discrimination ability can be quantified by the proton rejection power, defined as the
number of protons which are rejected before a proton is misidentified as an electron
or positron. On orbit, the proton rejection power of the TRD estimator at 90% e*

selection efficiency has been measured to be 10*-10* [103], as shown in Figure 2-12.

2.1.7 Ring Imaging Cerenkov Detector

The RICH is designed to measure the magnitude of the charge Z of CRs and their
velocities with an accuracy of A3/5 ~ O(0.1%).
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Figure 2-13: Components of the RICH: (a) the radiators, (b) the expansion volume
and reflector, and (c) the photodetection plane. Taken from Ref. [112].

It consists of two nonoverlapping dielectric radiators, an expansion volume, and a
photodetection plane, as shown in Figure 2-13. When a charged particle traverses the
dielectric radiators with a velocity greater than the velocity of light in the material,
B > 1/n where n is the radiator refractive index, a cone of light is emitted. This
process is called the Cerenkov effect. The Cerenkov photons are emitted along a
characteristic cone whose angular aperture 6, is directly related to the particle velocity
and the refractive index of the material, cos 9—2“ = 1/(np). Thus, the opening angle
of the Cerenkov radiation cone provides a measure of the velocity of the incoming
charged particle. Figure 2-14 shows the velocity resolution Aj5/8 of the RICH as a
function of the particle charge Z.

The central radiator is formed by 16 sodium fluoride (NaF) tiles, each 85 x 85 x 5
mm?, with a refractive index of n = 1.33 corresponding to a Cerenkov threshold
of B > 0.75. The NaF radiator is surrounded by a radiator consisting of 92 silica
aerogel tiles, each 115 x 115 x 25 mm?®, with n = 1.05 corresponding to a threshold
of B> 0.953.

The expansion volume has a dimension along the z-axis of 470 mm. To reduce

lateral losses and increase detection efficiency, the expansion volume is surrounded

by a high reflectivity mirror with the shape of a truncated cone.
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Figure 2-14: RICH velocity resolution as a function of the charge Z of CR nuclei.
Taken from Ref. [95].

Figure 2-15: RICH charge resolution as a function of the charge Z of CR nuclei.
Taken from Ref. [95].

The photodetection plane is a set of 680 multianode PMTs with 4 x 4 anodes
each (an array of 10 880 photosensors in total) coupled to plastic light guides with an
effective spatial granularity of 8.5x 8.5 mm?. Photon counting within a Cerenkov ring
provides a measurement of the particle charge Z. The sum of the signal amplitudes
is proportional to Z2. Figure 2-15 shows the charge resolution AZ/Z for 1 > Z < 8

particles.

59



Figure 2-16: A photo of the completed ECAL before installed on AMS.

2.1.8 Electromagnetic Calorimeter

The ECAL measures the 3D shower profile and the electromagnetic shower energy.
It separates e* from protons independently from the TRD by exploiting the different
characteristic profiles of electromagnetic and hadronic showers.

The ECAL is a sampling calorimeter with 17 radiation length (X,) and consists
of a multilayer sandwich of 98 lead foils and 50 000 scintillating fibers [100-102]. It
has an active area of 648 x 648 mm? and a thickness of 166.5 mm and is composed
of nine superlayers along the z-axis. Each superlayer is 18.5 mm thick and made
of 11 grooved, 1 mm thick lead foils interleaved with ten layers of 1 mm diameter
scintillating fibers glued to the foils (the last foil of the last superlayer is made of
aluminum), corresponding to 1.9 Xj. In each superlayer, the fibers run in one direction
only. The 3D imaging capability of the ECAL is obtained by stacking superlayers
with fibers oriented in alternating directions (five superlayers with fibers parallel to
the z-axis and four parallel to the y-axis). The fibers are read out on one end by 1296
photosensors (324 PMTs each with 2 x 2 pixels) with a linearity of 1/10° per sensor.
A picture of the assembled ECAL is shown in Figure 2-16.

Signals from the 17 X, ECAL are scaled to the top of AMS to provide an ac-

curate measurement of the incoming energy E of e*. From the beam tests of the
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complete AMS detector, the energy resolution of the ECAL has been measured and
parametrized as a function of energy E (in GeV) [111]

Ug) — \/<0'1]§4)2 +(0.014)2.

In order to cleanly identify e* in the ECAL, a multivariate classifier, based on
a boosted decision tree algorithm (BDT) [113-115], is constructed by using the 3D
shower shape in the ECAL. This is used to further differentiate between e* and

protons independently from the TRD.

2.1.9 Trigger and Data Acquisition

The AMS trigger is generated by the signals coming from the TOF, ACC and ECAL.
Three types of fast triggers are designed for different particles: 1) the FTC for
charged particles, 2) the FTZ for slow and heavy charged particles (like strangelets),
and 3) the FTE for neutral particles detected in ECAL (producing electromagnetic
showers). These three triggers are combined by a logical OR to produce a general fast
trigger (FT). After the FT is generated, a dedicated electronics board named JLV1
starts analyzing different trigger signals and enters the Level-1 logic evaluation.
Seven sub-triggers (five physics-related triggers and two unbiased triggers) were
designed and implemented for data taking onboard the ISS:
(1) single charged: 4 out of 4 TOF planes above HT in coincidence together with
an absence of signals from the ACC;
(2) normal ions: 4 out of 4 TOF plane above SHT in coincidence together with
less than 5 signals from the ACC;
(3) unbiased charged: 3 out of the 4 TOF layers above HT in coincidence,
prescaled by a factor of 100 to reduce the trigger rate;
(4) slow ions: similar to normal ions but with extended gate width to latch the
signals, as a dedicated trigger for detecting potential strangelets;
(5) electrons: 4 out of 4 TOF planes above HT in coincidence together with both
x- and y-projections of ECAL energy deposition above threshold.
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(6) photons: both z- and y-projections of ECAL energy deposition above thresh-
old together with the ECAL shower angle inside the detector geometrical ac-
ceptance.

(7) unbiased EM: ECAL signal above threshold, prescaled by a factor of 1000 to
reduce the trigger rate.

Triggers (1)—(3) are the most important in the measurements of CR light nuclei

(2 < Z < 8) fluxes. Details are described below using Z = 2 events as an example.

Helium traversing the AMS are triggered and flagged by the logical OR of any of
three trigger conditions onboard the ISS, i.e., (i) OR (ii) OR (iii) [116] as follows:

(i)  the coincidence, within 240 ns, of signals from all 4 TOF planes each with a
pulse height above the HT together with an absence of signals from the ACC;

(ii) the coincidence, within 240 ns, of signals from all 4 TOF planes each with a
pulse height above the SHT together with signals from no more than 4 out of
the 8 ACC sectors;

(iii) the coincidence, within 240 ns, of signals from 3 out of the 4 TOF planes each
with a pulse height above the HT and with no ACC requirement.

To reduce the trigger rate, condition (iii) is prescaled to 1%; i.e., only 1 event out

of 100 which meet these conditions is passed on to the logic OR. The efficiency of

trigger (iii) is estimated directly from the data using events in which 1 of the 4 TOF
layers gives no signal. It is above 99.99% for Z = 2 events in the rigidity range of

1.9 GV to 3 TV. This allows the estimation of the efficiency of each TOF layer and,

consequently, the efficiency of trigger (iii). Most importantly, trigger (iii) can be used

to measure the efficiency of triggers (i) and (ii). Together, requiring triggers (i) and

(ii), hereafter called physics trigger, ensures a high efficiency of detecting CR ions

with AMS, while effectively rejecting CR events which enter the ITk from the side.

The efficiency of the physics trigger in the carbon flux measurement is calculated in

Chapter 3.

Onboard data processing reduces the raw data volume by a factor of 1000 without
any physics information loss. The collected data are downlinked from the ISS to the

ground at an average rate of 10 Mbit/s. Whenever the data are sent to the ground,
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Figure 2-17: The AMS trigger rate as a function of the orbital position (in geographic
latitude and longitude coordinates). Taken from Ref. [117].

they are also recorded in the AMS laptop onboard the ISS. The AMS laptop has
a hard drive of 750 GB which can store up to about 6 days worth of AMS data,
allowing one to retrieve the data lost on transmission to the ground. On the ISS, the
CR particle rates in the detector acceptance vary from ~ 200 Hz near the Equator to
~ 2000 Hz near Earth’s magnetic poles, as shown in Figure 2-17. The data acquisition
(DAQ) efficiency of AMS is 86% on average, resulting in an average event acquisition
rate of ~ 600 Hz.

In Figure 2-17, there is a region, called South Atlantic Anomaly (SAA) [118], over
the South Atlantic Ocean centered near the east coast of Brazil, where the Earth’s
magnetic field strength is the weakest (see Figure 2-18). This is due to the non-
concentricity of the Earth and its magnetic dipole and the misalignment between the
Earth’s magnetic axis and rotation axis. This asymmetry leads to the inner Van
Allen belt reaching low enough (200 km altitude) for AMS to pass through. In the
SAA, the number of low-energy charged particles increases by at least two orders of
magnitude [119], resulting in orbiting aircrafts and satellites exposed to a higher level

of radiation. This also causes the live time of AMS, which is defined as the fraction
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Figure 2-18: Contour map for the total intensity of the geomagnetic field [120] at the
Earth’s surface. Contour interval: 1000 nT.

of each second that AMS is ready to trigger (i.e., to record a new event), to drop to
zero. Therefore, in the data analysis it is required that the ISS was outside of the
SAA. The SAA effect can be effectively reduced by applying selection cuts on the
orbital position (in latitude and longitude) and on the live time (live time > 0.5).
This preserves most events collected in the geomagnetic polar regions where the live

time decreases to about 0.8.

2.2 Data Corrections and Monte Carlo Simulation

Before launch, AMS was extensively calibrated at the CERN SPS. In the beam test,
AMS was exposed to secondary beams of et and e~ from 10 to 290 GeV, primary
beams of protons at 180 and 400 GeV, and beams of 7% from 10 to 290 GeV which pro-
duce transition radiation equivalent to protons up to 1.2 TeV. These test beam data
have a crucial role in the data reconstruction and analysis, allowing the optimization
of all reconstruction algorithms, the definition and verification of the absolute energy
scale of the ECAL and the absolute rigidity scale of the tracker, and the high-precision
determination of the tracker rigidity resolution function.

By using specific collected samples of CR particles, predominantly protons, several
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corrections are applied to the in-flight data to ensure long-term stability of the abso-
lute scales in the constantly varying thermal environment on orbit. These corrections
include: 1) offline calibrations of the amplitude response (e.g., pedestal and noise val-
ues) of TRD, TOF, tracker, and ECAL electronic channels, which are performed four
times during a ~ 90 min orbit; 2) onboard calibrations of all channels to ensure the
stability of the electronics response, which is performed every half-orbit (~ 46 min);
3) the alignment of the outer tracker layers (L1 and L9), which is performed every
two minutes; 4) the alignment of all the other AMS detectors; and 5) the temperature
correction of the magnetic field strength.

Monte Carlo (MC) simulation is a fundamental and necessary tool to understand
and evaluate the detector responses based on Monte Carlo methods.

The AMS collaboration developed a dedicated program based on the GEANT-
4.10.1 package [121,122], which simulates physics processes and detector signals, to
produce MC simulated events. The program simulates electromagnetic and hadronic
interactions of particles in the material of AMS and generates detector responses. The
Glauber-Gribov model [121,122] adjusted using the AMS helium data, see Figure 1(a)
and (b) in the Supplemental Material of Ref. [116], was used for the description of the
inelastic cross-sections. The INCL++ package [123,124] was used to model nucleus-
nucleus inelastic interactions below 5 GeV /n and the DPMJET-I1.5 package [125] was
used at higher energies. The nucleus-nucleus hadronic elastic and quasielastic scat-
terings were treated using the model developed for helium nuclei [116], in which the
measurements from Ref. [126] were used. The MC predictions of the interactions and
scatterings are validated by detailed comparisons between data and simulation (see
Chapter 3). In the MC simulation, signals (including those of the AMS trigger) are
digitized precisely according to the measured characteristics of the electronics and

then undergo the same reconstruction algorithms as used for the data.
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Chapter 3

Measurement of the Carbon and

Oxygen Fluxes and their Ratio

Carbon and oxygen together with protons and helium are the most abundant nuclei
in CRs. They are called primary CRs and are both thought to be mainly produced
in, and accelerated by, astrophysical sources (e.g., SNRs). Precise knowledge of the
their spectra in the GV-TV rigidity region provides important insights to the origin,
acceleration, and subsequent propagation processes of galactic CRs [12,59,127,128].
Previously, precision measurements of the proton [129] and helium spectra as well
as the proton to helium flux (p/He) ratio [116] with AMS have been reported. At
high rigidities, the carbon to oxygen flux (C/O) ratio directly measures the relative
production and acceleration properties of carbon and oxygen. As with the B/C ratio
reported by AMS [83], at low rigidities the C/O ratio also measures the average
amount of ISM traversed by CRs, because a fraction of carbon nuclei (13% of its
total flux at 10 GV and 3% at 2 TV) are expected to be produced by collisions of
heavier nuclei in CRs, such as oxygen and nitrogen, with the ISM.

In this chapter, a cut-based analysis of the carbon flux in CRs is discussed. This
procedure can be used in the measurements of other light nuclei fluxes. The de-
scription concentrates on the carbon flux analysis; the oxygen flux is obtained in an

analogous procedure.
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Figure 3-1: Schematic view of the geometric acceptance of a) FS (red shaded area)
and b) IL1 (blue shaded area) analysis.

3.1 Event Selection and Data Samples

In the first 5 years AMS has collected 8.5 x 10! CR events. The effective data
collection time, or exposure time, used in this analysis includes only those during
which the detector was in normal operating conditions and, in addition, the AMS
z-axis was pointing within 40° of the local zenith, the data acquisition live time
exceeded 50% (compared to its typical value of 90%), and the ISS was not in the
SAA (as explained in Section 2.2).

Particles are required to be downward going and to have a reconstructed track in
the ITk. In order to maximize the accuracy of the track reconstruction and to have the
best resolution at the highest rigidities, further selections are made by requiring the
track to pass through L1 and L9 and to satisfy additional track fitting quality criteria
such as x?/d.f. < 10 in the bending coordinate. In Section 3.4.1, we will discuss an
analysis in the range of R < 0.88 TV which does not require the track to pass through
L9. The analysis requiring the track to pass through L1 is hereafter referred to as
Inner L1 (IL1) analysis (described in Section 3.4.1), while the one requiring both L1
and L9 is hereafter referred to as Full Span (FS) analysis (described in this section).

Figure 3-1 shows a schematic view of the geometric acceptances of these two analyses.

The measured rigidity is required to be greater than a factor of 1.2 times the
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maximum geomagnetic cutoff rigidity R within the AMS field of view. The field
of view was restricted to 30° with respect to the detector axis due to the requirement
of tracks passing through L1. The cutoff was calculated by backtracing [130] particles
from the top of AMS out to 50 Earth’s radii using the most recent geomagnetic model
from International Geomagnetic Reference Field (IGRF) [131,132]. The safety factor
of 1.2 was used to cover the uncertainties of the geomagnetic model, ensuring no resid-
ual contamination of particles which are trapped or have interacted with the Earth’s
atmosphere. An approximation of the cutoff rigidity is the Stomer approximation for

a dipole field, in which R. can be expressed as [133]

M 4
R. = cos™ A (3.1)

r? (1 + \/1 — sin e sin & cos? A)Q’

where M is the magnitude of geomagnetic field dipole moment, A is the latitude from
the magnetic equator, € is the zenith angle of the incident particle, £ is the azimuthal
angle to the north magnetic pole, r is the distance from the dipole center, and the +
sign refers to the particle charge sign. For vertically incident (¢ = 0) particles with
positive charge sign, Eq. (3.1) reduces to Re, = M cos* \/(2r)2.

Charge measurements on the tracker L1, ITk, upper TOF, lower TOF, and tracker
L9 are required to be compatible with charge Z = 6 for carbon and Z = 8 for oxygen,
as shown in Figure 3-2 for the ITk. This selection of ITk charge yields purities of 99%
for both carbon and oxygen. The charge measurement in each layer of the tracker is
calibrated to be independent of rigidity using the method developed in Ref. [106].

The event selection used in this analysis is summarized as follows:
1) Inner Tracker (L2 to L8)

1.1) at least five hits in the y coordinate, and, in addition, among these five
hits, there is at least one hit on L2 and each of the three I'Tk planes, which
is denoted as L2&(L3|L4)&(L5|L6)&(L7|L8);

1.2) track fitting quality X7 ;,,,/d.f. < 10;

1.3) consistency of the charge measurement Z — 0.45 < Z1s 018 < Z + 0.45,
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Figure 3-2: Distribution of the charge measured with the ITk (truncated mean of
L2-18 charge measurements) for samples from Z = 3 to Z = 10 selected by the
combined charge measured with L1, the upper TOF, and the lower TOF over the
rigidity range from 4 GV to 10 GV. The red vertical dashed lines correspond to the
charge selection in the 1Tk for carbon and the orange dashed lines for oxygen.

and the RMS of the six (L2-L8) independent charge measurements less
than 0.55 (RMSITk Q< 055)

Figure 3-3 shows the rigidity dependence of the charge measured by the 1Tk
for carbon events selected by L1, the upper TOF, and the lower TOF, together

with the charge selections applied on the I'Tk.
2) Tracker L1 and L9

2.1) tracker L1 hit (associated to the track) with well reconstructed clusters on

both z and y coordinates and Z — 0.46 — (Z — 3) x 0.16 < Zp1;

2.2) purity cut (applied to the data only, not to the simulation):

Z 4+ 0.65, for Z <5,
i <

Z +0.65+ (Z —5) x0.03, for Z > 6;
2.3) tracker L9 hit (associated to the track) with clusters reconstructed on both
x and y coordinates and Z — 0.5 < Z9 < Z + 1.5+ (Z — 3) x 0.06;
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Figure 3-3: Rigidity dependence of the charge measured by the I'Tk for carbon events
selected by L1, the upper TOF, and the lower TOF. The charge selections applied on
the I'Tk are shown as horizontal dashed lines.

2.4) FS track fitting quality x pg/d.f. < 10;

The selection ranges of L.L1 and L9 charge are chosen according to their charge
resolution as a function of the nuclei charge Z. L1 selection criteria take into
account the geometrical inefficiencies due to e.g., the gaps between silicon sen-
sors and silicon ladders and potential dead areas in the silicon caused by mal-
functioning electronics, by requiring the clusters possessing a good status of
reconstruction. The requirement of Y-side hits ensures a good rigidity recon-
struction; the requirement of X-side hits is needed due to the intrinsically better

charge identification of the n-side strips.

Figures 3-4 and 3-5 show the rigidity dependence of the charge measured by L1
and L9, respectively, for carbon events selected by the I'Tk, together with the
charge selections applied on L1 and L9.

TOF

3.1) [ object is built using TOF signals plus tracker track information;

3.2) Bror > 0.4 (particles should be downward going);
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Figure 3-4: Rigidity dependence of the
charge measured by L1 for carbon events
selected by the ITk. The charge selec-
tions applied on L1 are shown as hori-
zontal dashed lines.
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Figure 3-6: Rigidity dependence of the
charge measured by the upper TOF for
carbon events selected by the ITk, L1,
and L9. The charge selections applied on
the upper TOF are shown as horizontal
dashed lines.

33) Z —0.6 < Zupper ToF < Z + 1.5;
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Figure 3-5: Rigidity dependence of the
charge measured by L9 for carbon events
selected by the ITk and L1. The charge
selections applied on L9 are shown as
horizontal dashed lines.
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Figure 3-7: Rigidity dependence of the
charge measured by the lower TOF for
carbon events selected by the ITk, L1,
and 19. The charge selection (only the
lower limit) applied on the lower TOF is
shown as horizontal dashed lines.

Figures 3-6 and 3-7 show the rigidity dependence of the charge measured by

the upper TOF and lower TOF, respectively, for carbon events selected by the

ITk, L1, and L9, together with the charge selections applied on the upper TOF

and lower TOF.
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4) Physics Trigger (see Section 2.1.9)

5) Orbital Cuts

5.1) AMS not in the SAA;
5.2) R > 1.2 x R™* within 30° field of view;

5.3) selection of good seconds in data collection time (see Section 3.2.1).

3.2 Flux Determination

The carbon and oxygen fluxes are determined in rigidity bins as measured with the
tracker. Assuming the CR flux above the geomagnetic cutoff is isotropic (which only
concerns the acceptance), the differential flux for nuclei of charge Z in the ith rigidity

bin (R;, R; + AR;), &7, is given by

P7 = N (3.2)

where NZ is the number of events of charge Z corrected for bin-to-bin migrations,
AZ is the effective acceptance, etng,i is the trigger efficiency, and T} is the collection
time. The determination of all ingredients is detailed in the following subsections.
In this thesis, the carbon flux was measured in 67 bins, ¢ = 1 to 67, from 1.9 GV to
2.6 TV, and the oxygen flux was measured in 66 bins from 2.2 GV to 2.6 TV with
bin widths chosen according to the tracker rigidity resolution. The detailed definition
of the bins is tabulated in Table A.1 in Appendix A.2. Since the measurement is
binned, the exposure time is set constant in each rigidity bin. Therefore, for self-
consistency we selected particles above Ry*®* not according to the measured rigidities
but according to the lower edge of the bin they fell into. For a particle with rigidity
R belonging to the ith rigidity bin [R, R;®), it was required in the flux analysis
that RI° > 1.2 x R, This requirement is more conservative (since R > R{°) and is

referred to as bin cutoff selection in this flux analysis.
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3.2.1 Data Collection Time

The exposure time is the effective amount of time that the detector was not busy

with the electronics readout and consequently ready to start DAQ and trigger on an

incoming event at a given rigidity. This is affected by the detector’s average live time

and the requirement of rigidity above geomagnetic cutoff, which introduces a rigidity

dependence of the exposure time. The exposure time is calculated on a second-by-

second basis using the Real Time Information (RTI) database in the AMS Offline

Software, which stores the orbital and relevant DAQ information for each second of

AMS data collection time on the ISS. A set of standard selection criteria has been

studied by the AMS collaboration to remove bad seconds during data acquisition, as

follows:

1) the ratio of the number of triggered events (/Niye) over number of reconstructed
events (Ney) greater than 0.98 (Nyig/Neyve > 0.98);

2)  the data acquisition live time greater than 0.5;

3)  the AMS z-axis pointing within 40° of the local zenith;

4)  theratio of the number of absent events (N, ) over Neyy less than 0.1 (Nepy /Neyt <
0.1);

5)  the number of reconstructed particles (Npar) greater than 0 and Ney, < 1800;

Npar 0.07 X Niig and —— Npar < 0.25.

> —
Nuig 1600 Nuig
This set of cuts removes seconds when DAQ was close to saturation (e.g., in the

SAA region) or when anomalous high trigger rates were observed but no or very few
particles were reconstructed (e.g., in the polar regions).

Each second of the data collection was integrated to the total exposure time only
in the rigidity bins where the bin cutoff selection and the good seconds selection were
fulfilled. For each second the effective exposure time «(t) is the weighted live time I;
of the detector: «(t) = Nevt/(Nevt + Nepr). In the time period from ¢y to ¢y, the

exposure time in the 7th rigidity bin is given by

T, = Z o(t, RY),

t=to
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Figure 3-8: The AMS data collection time as a function of rigidity.

where 0(t, R°) is a time-dependent function which takes the value 1 (0) for each
second if passing (failing) the bin cutoff selection.

The rigidity dependence of the data collection time in the first 5 years is shown in
Figure 3-8. Because of the influence of the geomagnetic field, this collection time for

galactic CRs increases with increasing rigidity and becomes constant at 1.23 x 10% s

above 30 GV.

3.2.2 Effective Acceptance

The normalization of the measured number of nuclei with charge Z (N#) to the
flux (&7) is determined by the effective acceptance. The effective acceptances AZ are
calculated using MC simulation and then corrected for small differences o between the
data and MC simulated events related to a) the event reconstruction and selection,
namely, in the efficiencies of the selection criteria (except the purity cut and orbital
cuts) summarized in Section 3.1 and b) the inelastic interactions in the AMS materials.

The effective acceptance AZ is the product of the geometric acceptance Ageom,
the selection efficiency €¢Z, assuming no dependence on the incoming direction (6, ¢),
and the minor correction factor § described above. The product Ageom€Z; is deter-
mined from MC simulation [134] by calculating the number of events generated and

detected in the rigidity interval [R, R+ AR). Downward-going MC simulated events
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are generated isotropically in the top plane of a 3.9 x 3.9 x 3.9 m? concentric cube
(i.e., the generation plane is at z = 1.95 m), which covers the entire AMS field of
view, according to a generated rigidity Rgen spectrum dN/dRge, X Rgen The value of
the acceptance is representative only for a particular rigidity value R € [R, R + AR]
of the rigidity bin:

A(R) = Ageom - €20(R) - [1 4 67 (R)] = Afic(R)[1 + 67(R))
_ o, NAR)
=Nz, (R)
sel( )
"NZ,(R)

gen

[1+6z(R)]

rz(R), (3-3)

where NZ (R) and NZ

gen sel

the rigidity interval [R, R+ AR) respectively, rz(R) = 1+ dz(R) represents the mul-

(R) indicate the number of events generated and detected in

tiplicative scale factor used to correct the discrepancies between the simulation and
data, and Ay is the geometric factor for the event-generation plane. R is calculated
for a flux oc R27 [135]; we have used Eq. (6) in Ref. [135] with R = 24,,. For one

side of the plane, the geometric factor Ay is given by

Aoz/sdo/ﬂdw'ﬁ:/S/Qcosﬁdde://QW/gcosesinédOdqbdo
—//%/ d(sin? 0) d do do

:/7Td0':7TS:7TX3.9><3.9H1281"
s

~ 47.78 m’sr, (3.4)

where do is the element of surface area S and dw = d¢ d cos 6 is the element of solid
angle 2 with 6 and ¢ being the polar and azimuth angle respectively.

Figure 3-9 shows the acceptance for carbon as a function of MC generated rigidity
AZ7Z8(R) before applying data-driven corrections, together with the parametrization

using a spline function to smoothen out statistical fluctuations.
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Figure 3-9: The effective acceptance for carbon as a function of generated rigidity
before applying data-driven corrections (red squares). The blue curve shows the spline
fit to the acceptance and the blue band represents the confidence interval of the fitted
function at 68% confidence level (CL).

3.2.3 Data-Driven Corrections to the Effective Acceptance

The calculation of the acceptance A% is completely based on MC simulation, which
is, in fact, the only way to assess the absolute acceptance normalization. Due to
the fact that the MC simulation may be imperfect (e.g., in describing the detector
geometry and the interactions of particles in the AMS materials), any systematic
discrepancy between the MC simulation and the data needs to be taken into account
to correct AZ.

In order to derive the data-driven scale factor k7 in Eq. (3.3), the selection criteria
(except the purity cut and the orbital cuts) summarized in Section 3.1 are now re-
grouped in five categories to define the samples and to determine corrections, which
will be discussed in the next few sections. The efficiency and purity of the L1 charge

cut is directly measured from data. The categories of efficiency are:
1) ITk tracking efficiency eZ,:
1.1) at least five hits in the y coordinate from L2 to L8 with the hit pattern of

L2& (L3|LA4)&(L5|L6)& (L7|L8);
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1.2) track fit X7 e /d.f. < 10;

2)

1.3) Z —0.45 < Zipner < Z + 0.45 and RMSyty ¢ < 0.55;

1.4) B object is built using TOF signals plus tracker track information;
5)

1.5 5TOF > 0.4.
2) tracker L1 selection efficiency eZ;:

2.1) tracker L1 hit with good reconstructed clusters on both z and y coordinates

and Z — 0.46 — (Z — 3) x 0.16 < Zy1;

2.2) track fit X2 1 i, 1g/d.f. < 10.
3) tracker L9 selection efficiency €fy:

3.1) tracker L9 hit with clusters reconstructed on both = and y coordinates and

7 —05< Zig < Z+15+ (Z—3) x 0.06;

3.2) track fit x2 15, 1o/d.f. < 10.
4) TOF charge selection efficiency €Zqp:

4.1) Z — 0.6 < Zypper Tor < Z + 1.5 and Z — 0.6 < Ziower TOF-
5) trigger efficiency €Z,.

5.1) physics trigger.

The scale factor as a function of rigidity R can be derived from:
6IZ’[‘k,data(ll:o . €fl,data<R) Efg,data(R) E%OF,data(R) . 6tng,datau<R)

6IZTk,lv{c(R) 51%1,1\/10(3) ' Gfg,Mc(R) ' G%OF,MC(R) Etng,MC(R)

= win(R) - 511 (R) - 6Lo(R) - 1op(R) - rig(R). (3.5)

liz(R) ==

In this case, the trigger efficiency term in Eq. (3.2) is contained in the effective accep-
tance and the L1 purity cut efficiency term is taken out from the effective acceptance.

Thus, Eq. (3.2) is expressed as

P7 = N7 (3.6)
v AI\Z/IC,i "Rz Egl purity,i T‘l ’ ARZ’ .
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where €7, purity; 18 the L1 purity cut efficiency.
To study the efficiency of the selection cuts related to a given subdetector, we need
an independent sample of clean events selected by other subdetectors. We present

the analysis of carbon nuclei (Z = 6) as an example.

3.2.3.1 ITk Tracking Efficiency

Since the tracker track cannot be used for this study, a standalone reconstruction of
the TOF f (called () was performed using the signals from TOF and TRD. Then f;
was used to reconstruct other TOF-related variables such as the upper TOF charge
and lower TOF charge. To study the rigidity dependence of the efficiency, in different
rigidity ranges we used different variables as an alternative estimator of the particle
rigidity.

1) Below 6 GV, s was converted to rigidity based on Eq. (3.7):

Amy,f
Z1— 32

where A is the particle mass number and m, is the nucleon mass. This estima-

R= (3.7)

tion is valid only up to ~ 5 GV limited by the TOF /3 resolution.

2)  Between 6 GV and 20 GV, the geomagnetic cutoff rigidity R. was used to
estimate the particle rigidity, since the CR nuclei spectrum is falling steeply
such that R. can be used to represent the rigidity of the bulk of particles up to
few tens of GV. For simulated events the MC generated rigidity was used.

3)  The last estimator was the ECAL energy deposition Feqep, which was only used
as a cross-check of the previous estimators and provided a potential indication
of the behavior of the efficiency at higher energies (from few tens of GV to few
hundreds of GV).

Both R, and E.qep, were corrected using their observed correlations with the tracker

rigidity R. For example, in different Eq4e, intervals we performed a gaussian fit to

N = Eeqep/ R to obtain the mean value 7 and then parameterized the Eeqep, dependence

of 7 using a spline function (see Appendix A.1). This fitted function was used to
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calibrate Feqep to R and R, was corrected in a similar way. These corrections have

been done individually for each nucleus sample and separately for the simulation and

data.

The major cuts used to select a pure sample of unbiased carbon nuclei for this
efficiency measurement (i.e., the denominator) include:

1)  passing physics trigger;

2)  TRD track extrapolation within the tracker L1-L9 fiducial volume;

3)  the unbiased estimation of L1 charge reconstructed from the L1 hit associated
to the TRD track extrapolation Q" € (5.55, 6.5);

4)  the unbiased estimation of L9 charge based on the ECAL shower axis extrapo-
lation Q¥eP € (5.5, 7), which is used to prevent pre-shower in the tracker so as
to ensure a clean sample of unfragmented carbon nuclei.

Figure 3-10 shows the ITk tracking efficiency for carbon data and simulation as a
function of estimated rigidity. The parameterization of the data/MC efficiency ratio is
assumed to be flat above few tens of GV, which is indicated by the efficiency trend in
the Feqep estimator range. The flattening of the rigidity dependence of this efficiency
is also predicted by MC simulation in generated rigidity as shown in Figure 3-10.

Overall, a good agreement between data and simulation is found.

3.2.3.2 L1 Selection Efficiency

The L1 selection efficiency measurement includes two components:

1) L1 large-charge hit (both X- and Y-side) efficiency €1 This is the proba-
bility of having a hit on L1 with charge greater than 5.06 (called BZ hit). The
selection cut under study is: Z —0.46 — (Z —3) x 0.16 = 5.06 < Q™ with good
reconstructed X- and Y-side clusters, where Qi is the charge with the largest
amplitude reconstructed from the unbiased hit (not necessarily attached to the
tracker track) on L1.

2) L1 BZ hit pick-up efficiency e2'*™ . This is the probability that the BZ hit is
associated to the I'Tk track extrapolated to L1. The selection cut under study
is: Zpy > 5.06 and track fit x7 1, 15/d.f. < 10.
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Figure 3-10: 1Tk tracking efficiency for carbon data (red filled squares) and simula-
tion as a function of estimated rigidity (blue open squares) and for illustration MC
generated rigidity (black open circles). The bottom panel shows the ratio of the effi-

ciency measured in data to simulation. The blue curve and band represent the spline
fit to the ratio and the 68% CL interval, respectively.

BZ hit , pick-up BZ hit , ,.pick-up ; ; ;
Therefore, €11 = e ™ - €, = K1 = Ky - kpp . The estimation of €, is

split into two steps so that we can verify the carbon-nuclear elastic scattering of the

pick-up

simulation by comparing its €, with the data. The L1 BZ hit pick-up efficiency
reflects the elastic scattering effect on particles traversing the material between L1

and L2.

BZ hit pwk up

The major cuts used to select clean samples for e and €f, measurements

(the denominator) include:
passing physics trigger;

2 ITk track extrapolation within the L1-L9 fiducial volume;

w

the ITk selection criteria described in Section 3.1;

)
)
)
) 5.5 < Zpg < 6.9 with X- and Y-hit on L9;
)
)

[

L2-L9 track fit x2 1, 1o/d.f. < 10;

6 9.5 < Zupper ToF < 7.
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Figure 3-11: Tracker L1 selection efficiency: a) L1 BZ hit efficiency and b) L1 BZ hit
pick-up efficiency for carbon data (filled squares) and simulation (open squares) as
functions of rigidity. Each bottom panel shows the ratio of the efficiency measured

in data to simulation, along with the spline fit to the ratio (blue curve) and the 68%
CL interval (blue band).

In addition, for the sample of the /'™ measurement, a tight cut on Q'™ (QI <

6.5) is applied in order to remove carbon events from spallation of heavier nuclei
(mainly from oxygen); these background events have a charge compatible with Z = 6

in the I'Tk while compatible with Z = 8 on L1.

The rigidity measured using the information from L2 to L9, Rps, 19, provides

the determination of the rigidity dependence of eP? Mt and PP, Figure 3-11 shows
ePZhit and PP for carbon data and simulation as functions of rigidity. The pick-

up efficiency increases with rigidity since the effect of elastic scattering becomes less
significant with increasing rigidity, and reaches ~ 99% at the plateau. The good
agreement of e/'™"? hetween the simulation and data verifies the elastic cross-sections

of the model implemented in the simulation up to a residual 2% discrepancy below

few tens of GV.
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3.2.3.3 L9 Selection Efficiency

The L9 selection efficiency combines 1) the survival probability of carbon nuclei
traversing materials between L8 and L9 (the thin aluminum and carbon fiber 1Tk
enclosure, the lower TOF, and the RICH radiator), Ps 19, and 2) the L9 hit pick-up
efficiency efigck'up. Thus, €9 = Pig 19 - eiigk'“p and Ppg 19 = €Lo/ eﬁigk'“P.

First, we restrict the L9 selection efficiency measurement in both L9 and ECAL
geometry by selecting event samples with extrapolated 1Tk tracks passing through
both L9 and ECAL. This allows us to use the ECAL charge estimator [136] to select

. . ick-
non-interacting carbon and oxygen samples below L9 for the measurement of el g ",

so that we can derive Prg 19 from €9 and 65{;“'“’ within L9 and ECAL geometry.
Although the ECAL charge resolution (~ 30% for carbon nuclei [136]) is not as good
as the tracker, it is sufficient to select a relatively clean sample of carbon or oxygen
events for e/s"? measurement combining the charge ID ability of L1-L8 and ECAL.
The material traversed by nuclei between L1 and L9 is composed primarily of carbon
and aluminum [116]. The corresponding inelastic cross-sections for C+C and C+Al
have only been measured below 10 GV and for O4+C below 1 GV [137-145]. To
verify the MC predictions, the survival probabilities of carbon and oxygen nuclei that
traverse the material between L8 and L9 were measured in data and compared with
simulations with the Glauber-Gribov inelastic cross-sections [121,122] varied within
+10%. The resulting cross-sections with the best agreement with data above 30 GV
were chosen. Figure 3-12 shows the measured carbon survival probability between
L8 and L9 compared with the simulation. A good agreement between data and
simulation has been achieved.

Second, we calculate the number of events that pass L9 selection in full L9 geom-
etry and in ECAL geometry, Nfg ., and N&a_yeom: Tespectively, and then obtain
their ratio. This ratio is used as a multiplicative scale factor to extrapolate the L9
selection efficiency measured in ECAL geometry to full L9 geometry. Thus, we have
g = g = = kg (N goom/ NEGAL geom)-

The selection of clean samples (the denominator) for €9 measurement is mainly
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Figure 3-12: Carbon survival probability between tracker L8 and L9 as a function of
rigidity. The bottom panel shows the data/MC ratio of the survival probability. The
shaded area represents the 68% CL interval obtained from the spline fit to the ratio.

based on L1-L8, suchas Z—0.3 < Z1,; < Z+0.5and Z—0.45 < Z19o1.8 < Z+0.45.
The rigidity measured using the information from L1 to L8, Ry ¢, s, provides the
determination of the rigidity dependence of Prg 19 and other L9-related efficiencies.
Figures 3-13(a) and 3-13(b) show the rigidity dependence of e/ 2™ (along with

ECAL-geom sel sel :
K19 ) and N, ECAL- geom/NL9 geom respeCt1VGIY'

3.2.3.4 TOF Charge Selection Efficiency

The selection of clean samples (the denominator) for the measurement of the upper
and lower TOF charge selection efficiency is mainly based on the tracker charge
ID, i.e., by applying a tight cut on the ITk charge Z — 0.2 < Zisio18 < Z + 0.3.
The rigidity dependence of the efficiency is also determined by the tracker (L1-L9).
Figure 3-14 shows the TOF charge selection efficiency as a function of rigidity for
carbon. The agreement between data and simulation is better than 1% over the

entire rigidity range.
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3.2.3.5 'Trigger Efficiency

The trigger conditions and logic used in light nuclei fluxes analysis have been described
in Section 2.1.9. The physics trigger efficiency e, is measured with the unbiased

trigger (see trigger (iii) in Section 2.1.9) events and is given by

physics
N trg

physics unbiased ’
Ntrg + fprescale X Ntrg

Etrg =

where fyrescale 1S the prescale factor that takes the value of 100 (1) in data (simulation).
The selection of the sample (the denominator) relies on all the other cuts used in
the flux analysis; I.e., the trigger cut is treated as the last cut in this efficiency
measurement. Figure 3-15 shows the measured trigger efficiency as a function of

rigidity for carbon in the F'S analysis.

3.2.4 Total Correction to the Effective Acceptance

According to Eq. (3.5) we obtain the scale factor x multiplying the effective acceptance
obtained from MC simulation, which quantizes the difference in efficiencies between
data and simulation. Because the MC samples are generated with a single power law
rigidity spectrum dN/dRgen X Rg*ei, in order to represent the spectral shape of the
incident CR flux these MC samples have been reweighted event-by-event according
to the preliminary spectrum measured in data when we compare the efficiencies be-
tween data and simulation as functions of reconstructed rigidity. For data, events in
the sample for each efficiency measurement are also required to pass the bin cutoff
selection.

The rigidity dependence of the scale factor for carbon MC acceptance, kz—¢(R),
and its breakdown (i.e., k{° (R), s (R), k5 °(R), k{5 °(R), kiop(R), and K7-°(R))
are shown in Figure 3-16(a) and 3-16(b), respectively. The excursion of the correc-
tion factor below ~ 100 GV is basically due to the corrections of the hit pick-up

efficiencies in the outer most tracker layers (L1 and L9). These are most influenced

by uncertainties in the nuclear cross-sections.

85



1 f——rrr—————rrr—————rrry

(=2
-

— Kitktracking —— kP2t

ick-ul
— k7P KtoF

ECAL-geom ____ pssel sel
Kig NECAL—geom/ NL9—geom

Data/MC
IIIIIIOI’IIIIIIIA

§{//

il MR | MR | PR 0.94 P | L P | L P |
10 10 10* 10 10 o 10
Rigidity [GV] Rigidity [GV]
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b) The breakdown of kz_g(R).

3.2.5 Background Contamination

After applying charge selections on the L1, ITk, upper TOF, and lower TOF, the
impurities of the carbon and oxygen samples come from two sources.

First is the residual background to carbon and oxygen events which results from
the interactions of heavier nuclei such as N, O, F, and Ne in the material between L1
and L2 (the TRD and upper TOF). Applying a cut on the L1 charge measurement,
Z11 < Z+0.65+(Z—5)%0.03, is an important method to remove background events in
data. The background to carbon events is evaluated using a data-driven method, i.e.,
by fitting the charge distribution from L1 with charge distribution templates of C, N,
and O as shown in Figure 3-17. The charge distribution templates are obtained from
a selection of non-interacting samples at L2 by the use of the charge measurements
with L1 and L3-L8. The charge distributions should be nearly identical for L1 and
L2, since the layout and electronics are the same and the full tracker (all electronic
components) has been calibrated.

The resulting purity of the sample is calculated by integrating the charge templates
distribution in the selection range, and found to be > 99.5% for carbon (as shown in
Figure 3-18(a)) and compatible with 1 for oxygen over the entire rigidity range. The
efficiency corresponding to this purity cut is also estimated from the non-interacting

samples on L2 and its rigidity dependence is shown in Figure 3-18(b).
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Second is the background from N, O, F, and Ne interacting in materials above
L1 (thin support structures made of carbon fiber and aluminum honeycomb). This
correction is called the Top-Of-Instrument (TOI) correction. It has been estimated
from simulation, using MC samples reweighted according to AMS flux measurements
(e.g., MC oxygen samples are reweighted to the oxygen flux from this analysis). Due
to their abundance in CRs, only nuclei with 6 < Z < 8 play a significant role in the
background from interactions above L1 in the carbon sample (< 0.5% over the entire
rigidity range) and this background contamination is negligible in the oxygen sample.

Since only the background from oxygen flux is non-negligible, the carbon flux with

the TOI correction can be expressed as

5 . Ne  Ne=Nose Ne—®oAoscTAR
2=6=FCT AGTAR  Ac.cTAR AcsoTAR
, Aoc ¢o>
¢ (1- i)
¢ ( Acse D¢
= (1 - do), (3.8)

where @, is the carbon flux without the TOI correction and Ao ¢ (Acc) is the
carbon acceptance obtained from MC oxygen (carbon) samples. When calculating
Ao and Ac_c, the L1 purity cut Zp; < Z + 0.65 + (Z — 5) x 0.03 for carbon
(Z = 6) is included in the numerator so that the TOI correction only deals with the
background from interactions above L1.

The MC oxygen (carbon) samples have been reweighted to the measured oxy-
gen (carbon) flux @¢ (P) and the MC acceptance Ao_c (Ac—c) is expressed in
reconstructed rigidity phase space (called the folded acceptance), to account for the
bin-to-bin migration effect due to the finite tracker rigidity resolution. Figure 3-19
shows the acceptance ratio Ag_,c/Ac_c as a function of reconstructed rigidity. Then
we can obtain the TOI correction factor for the carbon flux, i.e., (1 —do) in Eq. (3.8),
once P and P are determined. As the C/O ratio is ~ 1, this background is expected
to be < 0.5% over the entire rigidity range for carbon. More importantly, the partial

fragmentation cross-sections in the MC simulation have been validated using data;
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Figure 3-19: The acceptance ratio Ao_,¢/Ac_c as a function of reconstructed rigidity
(red squares). The blue curve shows the spline fit to the ratio and the blue band
represents the 68% CL interval.

e.g., the validation of simulated partial cross-sections C + C, Al — B + X is shown in

Figure 3 of the Supplemental Material of Ref. [83].

3.2.6 Unfolding

The migration of events from one rigidity bin to another causes a distortion of the
measured CR particle flux and especially modifies the spectral index. This bin-to-bin
migration effect is mainly due to 1) that the particle loses energy when traversing the
detector (e.g., by ionization or, for electrons and positrons, bremsstrahlung) and 2)
that the measurement of rigidity is blurred by the finite resolution of the tracker. At
high rigidities, the resolution effect plays an important role because of the sharply
falling power-law spectrum of CRs—there are relatively more particles migrating to
a higher rigidity bin than the other way around.

The bin-to-bin migration of events is corrected using unfolding procedures, in
which the rigidity resolution function is obtained from the MC simulation and verified
with the data. Among many unfolding procedures, we select the two that have been
used in previous AMS publications [83,116,129] for this analysis. The validity of both

has6 been verified by our MC simulations. The unfolding procedure is performed after
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the background subtraction.

In the first procedure, hereafter called the Folded Acceptance Method (FAM), the
flux is obtained iteratively [146-148]. Initially, the flux is evaluated using Eq (3.6)
without taking the rigidity resolution function into account. Subsequently, at each it-
eration, the folded acceptance A’ is calculated for each bin, A" = (1/®;) 3=, @; A; M;;,
where M;; is the element of the migration matrix which connects true bin j to observed
bin ¢ and is obtained from the rigidity resolution function. The folded acceptance re-
flects both the detector acceptance and the detector resolution and depends therefore
on the flux shape. A’ (A) is expressed in reconstructed (generated) rigidity phase
space. Next, A’/A is parametrized using a spline function. Finally, the number of
observed events is corrected bin by bin by a factor C' = A’/A and the flux is reeval-
uated using Eq (3.6). Now with the unfolding factor C' the number of events in bin
i can be obtained: N; = X,;/C;, where ; is the number of observed events in bin .
The reweighting of the MC simulated events is also updated at each iteration, i.e.,
the MC reconstructed rigidity spectrum is reweighted to the measured flux obtained
from the previous iteration. The iteration proceeds until the fluxes between two suc-
cessive steps agree within ~ O0(0.1%). In this work, the convergence of the iterative
procedure is reached when Y2 /npims ~ 1073, where nyys is the number of bins in the

flux measurement and

np bef 2
ins now efore
unf /Nbefore
k=1 k

In this unfolding procedure, the regularization steps to reduce statistical fluctuations

in data include the parameterization of:

1) the measured data event rate as a functon of rigidity, which is subsequently
used to reweight the simulated events;

2)  the multiplicative correction factors as a functon of rigidity (i.e., the data/MC
ratio of the reconstructed rigidity spectrum) that are applied to the weights of
the simulated events in the next iteration;

3)  the unfolding factor C' = A’/A as a functon of rigidity.
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Figure 3-20: The parameterized ratio of the folded acceptance to unfolded accep-
tance (A’'/A) after eight iterations. The inset shows the convergence of the iterative
procedure.

Each of them is parameterized using a spline function to smooth out fluctuations.

Figure 3-20 shows the rigidity dependence of the parameterized unfolding factor
for the carbon flux along with the convergence of the iterative procedure. As seen,
this correction, (N; — N;)/W; = 1/C; — 1, is +16% at 2 GV, +5% at 6 GV decreasing
smoothly to —7% at 200 GV, and reaches —11% at 600 GV and —8% at 2 TV.

The second procedure is based on a forward unfolding technique [149], hereafter
called the Forward Unfolding Method (FUM). A set of spline functions (in log-log
scale) with different node positions is used to parametrize the corrected number of
events per bin, such that a “true” flux model @, is established. The spline functions
are folded with the migration matrix M;; (i.e., the unfolded flux model becomes a
folded flux model) and then fit to the data. The average of those spline functions
compatible with data is used to obtain V;.

With the initial true flux model @, this folded event rate corrected with the scale
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factor in inverse rigidity bin 7 (bin width Ai) is given by

%+A% 00 1 1 1 1 1 1
= [T e () A ) Res (- ) ddmes (39
firk / oo (w) AR v =) dmm 89

where R, and R; are the measured rigidity and true rigidity, respectively, and
Res(1/Ry, — 1/Ry) is the rigidity resolution function. The scale factor & is a function
of measured rigidity and is put on the left hand side of Eq.(3.9), so that the terms on
the right (left) hand side of Eq.(3.9) are in true (measured) rigidity phase space.

The goal is to obtain @; by minimizing

2 _ %s (NZ/E - fz>2

i=1 Si

where ¢; is the statistical error of the observed event rate W;/T;. This is performed
based on a least squares minimization. Hence, the unfolding factor in bin ¢ can be

obtained:

AR [oo 1 1 1 1 1 1

. B (=) A=) Res(— — =) d=d—

f, /1 /0 t(Rt) (Rt> eS(Rm Rt> R ‘R

o 00 1 1 1 )
i B (=) A=) d=
/0 t(m) (Rt) R;

The small differences between the two unfolding procedures are accounted for as

a systematic error.

3.2.6.1 Verification of the Rigidity Resolution Function

The rigidity resolution functions A(1/R) for carbon and oxygen have a dominant
Gaussian core characterized by width ¢ and non-Gaussian tails more than 2.50 away
from the center [83,116]. The resolution functions are obtained from MC simulations.

In this work, the rigidity resolution is parameterized by a “stretched” Gaussian
distribution:

202

f(z) = Coexp l_(ﬂﬁ—u)j ,

where o is a spline function of z: o0 = o(|]z — u|). The free parameters of the
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Figure 3-21: a) Gaussian PDF g(x; u, o) with p = 0 and 0 = 3 b) Stretched Gaussian

PDF g(z;p,o(|x — p|)) with =0 and o(|z — u|) = +/|x — u| = /|2

rigidity resolution function are the normalization factor Cj, peak position pu, spline
node positions of o(|z — p|) on the y-axis (8 nodes), and the derivatives (dy/dz) at
the lower and upper boundaries. For illustration, Figure 3-21 (a) shows a Gaussian
Probability Density Function (PDF) with ¢ = 0 and o = 3, and Figure 3-21 (b)
shows a stretched Gaussian PDF with y =0 and o(|x — ul|) = \/r \r

As an example, Figure 3-22 shows the parameterization of the rigidity resolution
for carbon in four different rigidity ranges. The rigidity dependence of each fitted
parameter of the resolution function is then parameterized by a spline function. In this

way, a continuous rigidity-dependent modelling of the resolution function is obtained.

The rigidity resolution functions have been extensively verified with the data (e.g.,
see Ref. [129] for protons, Ref. [116] for helium, and Ref. [83] for boron and carbon).
As an example we list four verifications mainly for carbon.

1) The differences of the coordinates measured in L3 or L5 to those obtained from
the track fit using the measurements from L1, L2, L4, L6, L7, and L8 (i.e., the
unbiased residual distribution) were compared between data and simulation.
This procedure directly measures the tracker bending coordinate accuracies of
+10 pm for carbon and £11 pm for oxygen, as shown in Figure 3-23(a) and
Figure 3-23(b), respectively. Similar results were obtained for the rest of the

ITk layers.
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Figure 3-22: Parameterization of the rigidity resolution for carbon in four different
rigidity ranges: a) 2.2-4.0 GV, b) 35-63 GV, ¢) 224-398 GV, and d) 1.4-2.5 TV. The
observable A(1/R) = 1/R,, — 1/ Ry has been normalized to a resolution scaling factor

pg + (p1/Ry)? where py = 1/2000 and p; = 1/10.

2)  The unbiased residual distributions on L1 and L9 (from ITk track extrapola-
tion) were compared between data and simulation. This comparison verifies the
multiple, nucleus-nucleus elastic, and quasielastic scatterings.

3)  The difference between the rigidities measured by L1-L8 and by L2-19 was
compared between data and the simulation, in order to validate the alignment
of the external layers L1 and L9.

4)  Along with charge identification, the velocity and rigidity give a measurement
of particle mass, according to Eq. (3.7). In this work, the velocity is measured

by the RICH (aerogel radiator) and the rigidity is measured by L1-L8. The
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Figure 3-23: The unbiased (Y-side) residual distribution in L3 or L5 (obtained from
the track fit using the measurements from L1, L2, L4, L6, L7, and L&) for data
and simulation in the rigidity range 40 GV< R <47 GV for a) a carbon and b) an
oxygen sample. The measured bending coordinate accuracy is £10 pum for carbon
and +11 pm for oxygen. Courtesy of Q. Yan.

mass resolution is approximately given by:

(5 =50, (%) (%)

A R )us B/ gpe B)

where the three independent contributions to the mass resolution AA/A are:

i)  the multiple scattering of the particle along its path in the 1Tk,

ii) the contribution solely given by the magnetic spectrometer (i.e., the bend-
ing power of the magnet coupled with the intrinsic limits of the tracker

spatial resolution),

iii) the precision of the RICH velocity measurement.
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Figure 3-24: Mass resolution comparison between data and simulation for carbon
in the kinetic energy per nucleon (rigidity) range from ~ 3 GeV/n to ~ 11 GeV/n
(~ 7 GV to ~ 24 GV). The mass resolution is obtained from the Gaussian width and
peak of a Crystal Ball (CB) function fit, ocg and pucg. The bottom panel shows the
data/MC ratio of the mass resolution. As seen the ratio is centered at 1.

The RICH velocity resolution is A3/3 = 5 x 10~* for carbon [95]. Therefore,
the mass resolution is predominantly limited by multiple scattering (affecting
AR/R ~ 10%) up to ~20 GV. Figure 3-24 shows the comparison of the mass
resolution between data and simulation and a good agreement is found. This
validates the multiple-scattering model in the MC simulation.
Procedures 1), 2), and 3) yield MDRs of 2.7 TV for carbon and 2.6 TV for oxygen
with 5% uncertainty for this analysis; 1) and 3) verify the nucleus-nucleus elastic and
quasielastic scattering in the AMS materials; 2) and 4) provide an uncertainty of 10%

on the amplitudes of the non-Gaussian tails in the rigidity resolution functions.

3.3 Systematic Errors

The contributions to the systematic errors on the flux come from:

1) the trigger efficiency and the acceptance calculation,
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) the background estimation,

) the unfolding procedure and the rigidity resolution function,
4)  the absolute rigidity scale,

)

the geomagnetic cutoff factor.

3.3.1 Trigger and Acceptance

The MC samples used in this analysis have sufficient statistics (e.g., ~ 17.9 billion
events generated for carbon samples) such that they do not contribute to the er-
rors. The systematic error on the effective acceptance calculation is given by the
uncertainties on
1) the event reconstruction and selection (i.e., the uncertainty in the scale factor
k for each selection efficiency);

2)  the inelastic cross-sections.

The uncertainty from source 1) is estimated by performing a spline fit to the pull
distribution for each scale factor (summarized in Section 3.2.4). The pull in rigidity

bin 7 is defined as
Ri data — Fifit

)
2 2
\/ U’i,data + Ui,ﬁt

where 04a. is the statistical uncertainty on the measured x and og; is the 68% CL

interval of the fit to k. As an example, Figure 3-25 shows the systematic error as a
function of rigidity on the scale factor calculation for L1 hit pick-up efficiency. The
same procedure is followed for the rest of the scale factors and the MC acceptance
(Ap) calculations.

The uncertainty from source 2) is also estimated. We selected different samples
to measure the survival probability between L8 and L9 by varying the number of
ECAL layers used for the charge measurement (e.g., varying from using the first three
layers to the first five). The differences between these measured survival probabilities
are accounted for as a systematic error. It is then propagated to a systematic error
corresponding to the survival probability between L1 and L9. The survival probability

between L1 and L2 has been calculated using data collected when AMS was horizontal,
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Figure 3-25: Rigidity dependence of the systematic error on the scale factor calcula-
tion for L1 hit pick-up efficiency. The blue curve shows the spline fit to the pull (red
points) and represents the estimated systematic error, which reaches 0.8% at 2 TV.

i.e., ~ 90° with respect to the local zenith [116]. This independently verifies the
inelastic cross-sections. The systematic errors on the fluxes due to uncertainties
of inelastic cross-sections were evaluated to be < 2.2% for carbon and < 2.7% for
oxygen up to 100 GV. At higher rigidities, the small rigidity dependencies of the
cross-sections from the Glauber-Gribov model were treated as an uncertainty and
added in quadrature to the uncertainties from the measured survival probabilities.
The resulting systematic errors on the fluxes were evaluated to be 3% for carbon and
3.5% for oxygen at 2.6 TV.

The contribution of individual sources are added in quadrature to arrive at the
total systematic uncertainty in the acceptance calculation.

As shown in Figure 3-15, in F'S analysis the trigger efficiency is practically 100% in
both data and simulation, and the efficiency ratio is compatible with 1 with negligible
errors from the fit. Therefore, no systematic error is assigned to the trigger efficiency
due to the fact that the carbon sample is well determined and has such high efficiency

in both data and simulation.
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3.3.2 Background Estimation
3.3.2.1 Below L1

As discussed in Section 3.2.5, the background from interactions between L1 and L2 is
evaluated by the template-fit technique with charge distribution templates obtained
from non-interacting samples at L2. We perform the same procedures by using sam-
ples at L1 to evaluate the background contamination and the efficiency of the L1
purity cut, in order to estimate the systematic error associated with the uncertainty
of the template shapes.

Since the charge measurement with L1 cannot be used, a selection of non-interacting
samples on L1 is more challenging than that on L2. Instead of applying various tight
cuts in the downstream part of the detector, a multivariate discriminant was used,
in order to exploit at best the shape and correlation between the variables used to
identify interactions between L1 and L2. In particular, the BDT algorithm (imple-
mentation in TMVA [150]) was used to combine all the information. The training
samples, input variables, and performance in data of the fragmentation identification
BDT are described in Appendix B. We selected non-interacting samples on L1 by
cutting at a working point of the BDT output that gives best increase in significance
S/V'S + B.

Figure 3-26 shows the efficiency of L1 purity cut obtained from non-interacting
samples on L1 (multivariate analysis) compared with L2 (cut-based analysis). The

two measurements agree within 0.8% over the entire rigidity range.

3.3.2.2 Above L1

The systematic error associated with the background subtraction for the carbon sam-

ple is dominated by the uncertainties in the background estimation for interactions

above L1, i.e., the TOI correction factor do in Eq. (3.8). This is due to

1) the uncertainty of the fragmentation partial cross-sections O + C, Al - C+ X
used in the simulation;

2)  the uncertainty of the @¢ /P ratio.
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Figure 3-26: Efficiency of the charge selections on L1 for carbon, estimated from
non-interacting samples on L1 (red squares) compared with L2 (blue squares) and
parameterized by a spline function (red curve for L1 and blue curve for L2).

The first one is estimated by comparing the difference between two ratios, i.e., the
data-to-simulation ratios of the probability of oxygen fragmenting to carbon between
a) L8 and L9 and b) L1 and L2 (which has a similar amount of material as between L8
and L9). This comparison also takes into account the uncertainty due to the different
kinematics in these two samples. The rigidities of particles in sample 1) are measured
before spallations by L1-L8 (MDR ~ 1.2 TV) and in sample 2) after spallations by
the ITk (L2-L8, MDR ~ 550 GV). Figure 3-27 shows the TOI correction factor do
with its systematic uncertainty as a function of rigidity.

The total background subtraction error on the carbon flux is < 0.5% over the

entire rigidity range.

3.3.3 Unfolding

The two main sources of systematic uncertainty on the unfolding are the unfolding

procedure and the rigidity resolution function.
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Figure 3-27: The TOI correction factor for the carbon flux as a function of rigidity.
The hatched bands represent the corresponding systematic uncertainty.

3.3.3.1 Unfolding Procedure

As discussed in Section 3.2.6, we used two different unfolding procedures (FAM and
FUM) in this analysis. The differences of the unfolding factors between these two

methods are accounted for as a systematic error, as shown in Figure 3-28(a).

3.3.3.2 Rigidity Resolution Function

The systematic error on the fluxes due to the rigidity resolution functions is obtained
by repeating the unfolding procedure for both carbon and oxygen while varying the
widths of the Gaussian core of the resolution functions by 5% and by independently
varying the amplitudes of the non-Gaussian tails by 10%. Figure 3-28(b) shows the
ratios of fluxes obtained by varying the resolution function of carbon.

The contributions of the two sources discussed above are added in quadrature and
the resulting systematic error on the fluxes is less than 1% below 300 GV and is 4%
at 2.6 TV for both carbon and oxygen.

3.3.4 Absolute Rigidity Scale

There are two sources of systematic uncertainty on the rigidity scale [83,116,129].
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Figure 3-28: a) Ratio of the unfolding factors obtained from FUM over FAM for
carbon (blue circles). b) Ratios of the fluxes obtained by varying the resolution
function of carbon (red and magenta: +5% width of the Gaussian core; green and
blue: £10% amplitudes of the non-Gaussian tails). The dashed curves indicate the
corresponding systematic errors.

The first is due to residual tracker misalignment. This error is estimated from
the ISS data by comparing the 1/|R| — 1/E distribution for positrons and electrons,
where E is the energy measured by the ECAL and R is the rigidity measured by the
tracker. It is found to be +30~! TV~ [152] based on the data collected during the
first 5 years of operation!, still limited by the current high-energy positron statistics.

Figure 3-29 shows the measured ¢ as a function of data collection time. &¢' is

'With 5 years of data we are able to improve the estimation of residual time dependent tracker
misalignment and the tracker rigidity scale estimation, compared to rigidity scale uncertainty quoted
in the previous AMS publications [116,129,151]. The details of these improvements are published
in Ref. [152].
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Figure 3-29: Residual tracker misalignment estimate as a funciton of data collection
time. The solid line represents the measurement based on 5 years e™ and e~ data. The
two squares represent the measurement based on the first and the second 2.5 years
data, respectively. The dashed lines indicate the corresponding systematic error.
Courtesy of Q. Yan [152].

defined as [152]

25;+:5;+_5;:< L —1+>—< —_— 1_>,
r B \R| E

where Rg+ and B¢ are the rigidity measured with the tracker and the energy mea-

sured with the ECAL for positrons, respectively; RS and E° for electrons; 5§+ =
1/|R¢"|—1/E¢" is the absolute rigidity scale bias for positrons; 6¢ = 1/|R¢ |—1/E¢
for electrons. The second systematic error arises from the uncertainties on the map-
ping of the magnetic field (0.25%) and its temperature corrections (0.1%) [129].

The error on the carbon and oxygen fluxes due to uncertainty on the rigidity
scale is derived by modifying the carbon and oxygen rigidity scales for alignment and
magnetic field estimated uncertainties, i.e., R71 £307 TV~ and R - (1 £ 0.27%),
and is found to be < 0.6% up to 100 GV and reaching 6% at 2.6 TV.
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3.3.4.1 Geomagnetic Cutoff Factor

The geomagnetic cutoff factor was varied from 1.0 to 1.4, resulting in a negligible

systematic uncertainty (< 0.1%) in the relevant rigidity range (< 30 GV).

3.4 Verification of Systematic Errors

An additional verification, i.e., the IL1 analysis, was performed from 2.2 GV to
0.88 TV (MDR for tracker L1 to L8) to ensure that the treatment of systematic

errors is correct.

3.4.1 Flux Measurement Using L1 to L8

In the IL1 analysis, the event selections are different from those in the FS analysis:
1)  events are required to pass through L1 to L8 (instead of L1 to L9);

2 no cut on the lower TOF charge;

w

)

) no L9-related cut;

4)  an additional track fitting quality criterion to remove hard-scattered (between
L1 and L2) events, x> 1, /d.f. <10 where X} 1, = XJ 11 1s — X2 Ls-

The resulting acceptance in the IL1 analysis, as shown in Figure 3-30, is about five

times larger than that in the F'S analysis due to the larger geometric acceptance and

the higher survival probability (less amount of material traversed).

The same procedures as in the FS analysis are followed for the IL1 analysis in
the acceptance calculation, the efficiency scale factors calculations, the background
subtractions (below and above L1), and the unfolding. The estimations of systematic
errors are also performed for the IL1 analysis in the same procedure.

Figure 3-31 shows the ratio of two measurements of the carbon flux from 2.2 GV
to 0.88 TV performed using events passing through L1 to L9 (FS analysis) and using
events passing through L1 to L8 (IL1 analysis). The statistical uncertainties are the
quadratic sum of the statistical uncertainties of the L1-L.9 and L1-L8 fluxes. There

ought to be correlation between the L1-1.9 and L1-8 samples because the events se-
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Figure 3-30: The carbon acceptance in the IL1 analysis as a function of generated
rigidity before applying data-driven corrections (red squares). The blue curve shows
the spline fit to the acceptance and the blue band represents the confidence interval
of the fitted function at 68% CL.

lected in the F'S analysis also pass the selections of the IL1 analysis. This overlap is
negligible since the effective acceptance in the FS analysis is about five times larger
than that in the IL1 analysis. The systematic uncertainties from the background
subtraction, the trigger, and the event reconstruction and selection are also added in
quadrature. The correlations in the systematic uncertainties from the nuclear inter-
action cross-sections (due to the grammage of detector material in the simulation),
the unfolding (due to the resolution functions), and the absolute rigidity scale be-
tween the two measurements have been accounted in calculating the corresponding
systematic uncertainties.

The good agreement between the two measurements verifies the systematic errors
on a) the unfolding, due to the difference in the rigidity resolution functions and
b) the acceptance, due to the differences in the geometric factor and the amount of

material traversed.

105



1.1

1.05

S

L1-L9 / L1-L8 flux ratio

==

0.95

0.9

10 102 10°
Rigidity [GV]

Figure 3-31: The ratio of the carbon flux measured using events passing through L1
to L9 over the flux using events passing through L1 to L.8. The error bars show the
statistical uncertainty, and the dashed lines show the sum in quadrature of statistical
and systematic uncertainties.

3.5 Results

We use the result from the IL1 analysis up to 0.88 TV (the MDR for tracker L1-L8).
In the highest rigidity region, R > 1.2 TV, the result from the F'S analysis is used.

The measured carbon and oxygen fluxes including statistical and systematic errors
are shown in Figures 3-32 and 3-34, respectively, as functions of the rigidity at the
top of the AMS detector. In these figures, the points are placed along the abscissa
at R calculated for a flux o« R=27 [135]. Figure 3-33 shows the breakdown of the
total errors for the carbon flux. The statistical errors on the flux, oga.; = VR /N, are
conservative at high rigidities where X > N.

To examine the rigidity dependence of the fluxes, detailed variation of the fluxes
spectral indices () with rigidity is obtained in a model independent way. The fluxes

spectral indices are calculated from

7 = d[log(®)]/d[log(R)]

106



AMS Preliminary

(S [ L AL L ]
'_> 120 — —
O] R ]
&5 100 — + + + -
€ = a‘“ E
N~ : ‘O‘ :
o 60— R —
X R o ]
s B o i
= 40— o e AMS-02, this work
T B o .
C . ]
20f.° _
2° ]
0 I- L L Ll L 11l I L L L L Ll L1l I L L L L1l L1l I L ]

10 102 10°.

Rigidity (R) [GV]

Figure 3-32: The AMS carbon flux multiplied by R*7 with the total errors as a
function of rigidity from 1.9 GV to 2.6 TV based on 8.3 million carbon nuclei. The
indicated error is the quadratic sum of the statistical and systematic errors.
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Figure 3-33: Breakdown of the total errors on the carbon flux. The text on the
right margin indicates the corresponding error category. The error from the geomag-
netic cutoff factor is small (< 0.1%) and not shown in this figure. The errors from
background subtractions are included in the acceptance category in this figure.
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Figure 3-34: The AMS oxygen flux multiplied by R?7 with the total errors as a
function of rigidity from 2.2 GV to 2.6 TV based on 7.4 million oxygen nuclei. The
indicated error is the quadratic sum of the statistical and systematic errors.

over non-overlapping rigidity intervals above 8.48 GV, with a variable width to have
sufficient sensitivity to determine . The results of this fitting procedure on the carbon
and oxygen fluxes are shown in Figure 3-35. The indicated error of each spectral index
is the quadratic sum of two components. First, in the fitting procedure we take into
account the statistical and uncorrelated systematic errors from the flux. Second, we
repeat the fitting procedure by varying the flux by +o.... Where o.o,. is the error
from the remaining systematic uncertainties whose bin-to-bin correlations need to be
properly accounted; namely, from the uncertainties in the inelastic cross-sections, the
rigidity resolution function and unfolding, and the absolute rigidity scale.

As seen in Figure 3-35, the magnitude and rigidity dependence of the carbon and
oxygen fluxes spectral indices are very similar:
1)  their spectral indices are identical within the measurement errors above 60 GV;
2)  the fluxes deviate from a single power law and their spectral indices progressively

harden at high rigidities (above ~ 200 GV).

To examine the difference between the rigidity dependence of the carbon and oxy-
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Figure 3-35: The rigidity dependence of the carbon (blue circles) and oxygen (red
circles) fluxes spectral indices. As seen, above 60 GV the spectral indices are identical.

gen fluxes in detail, the C/O ratio was computed. Figure 3-36 shows the C/O ratio
with total errors, the quadratic sum of statistical and systematic errors. The statis-
tical errors are the quadratic sum of the statistical errors of the carbon and oxygen
fluxes. The systematic errors from the background estimation, the trigger efficiency,
and the event reconstruction and selection are also added in quadrature. The corre-
lations in the systematic errors from the uncertainties in the inelastic cross-secitons,
the rigidity resolution function and unfolding, and the absolute rigidity scale between
the carbon and oxygen fluxes have been accounted for in calculating the correspond-
ing systematic errors of the C/O ratio. The contribution of individual sources to the
systematic error are added in quadrature to arrive at the total systematic uncertainty
on the C/O ratio.

As seen in Figure 3-36, above 60 GV the C/O ratio measured by AMS is well
described by a zeroth-order polynomial, which yields a constant value of 0.93 £ 0.02
with x?/d.f. = 13/26.

Whereas protons, helium, carbon, and oxygen are all considered primary cosmic

rays, the rigidity independence of the measured C/O ratio is completely different from
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Figure 3-36: The AMS C/O ratio as a function of rigidity. The error bars on the
data points indicate the quadratic sum of the statistical and systematic errors. The
solid line indicates a fit of a zeroth-order polynomial to the C/O ratio above 60 GV
with the hatched area its total error, which yields a constant value of 0.93 +0.02 with
x2/d.f. = 13/26.

p/He ratio rigidity dependence (the p/He ratio is well described by a single power law
above 45 GV), see Figure 2(b) of Ref. [116].
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Chapter 4

Measurement of the Helium

Isotopic Composition

The isotopic compositions of light nuclei in CRs directly reflect processes related to
the propagation of CRs in the galaxy. The measurement of the isotopic compositions
of CR nuclei is one of the alternatives to the B/C ratio [153]. Helium nuclei are the
second most abundant elements in CRs and their isotopic composition has a better
statistics compared to the B/C ratio, though the mass separation power required
for isotopes identification is experimentally difficult to achieve for energies above
10 GeV/n. As 3He is assumed to be produced by interactions of heavier nuclei with
the ISM, the *He to ‘He flux (*He/*He) ratio, is a powerful tool for determining the
amount of ISM traversed by CRs. Therefore, knowledge of the energy dependence
of the 3He/*He ratio is important in understanding the propagation of galactic CRs.

This chapter discusses a preliminary analysis of the AMS *He/*He ratio.

4.1 Event Selection and Data Samples

Data collected by AMS in the first 5 years of operation onboard the ISS are used for
this measurement, the same sample as for the carbon and oxygen fluxes measurements
discussed in Chapter 3. The measurement of the *He/*He ratio discussed in this

chapter is based on 9 million *He events and 56 million “He events from 0.7 GeV /n
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to 10 GeV/n.
The event selection mainly refers to the AMS helium flux analysis [116]. The
major differences of the selection in this analysis include:
1) the track is required to pass through L1 and L8 (i.e., IL1 geometry), to increase
the acceptance;
2)  RICH f reconstruction quality cuts are required. For example, at least 5 (4) hits
on the photodetection plane are required for the reconstruction of the Cerenkov

ring produced through the aerogel (NaF) radiator.

4.2 3*He to *He Flux Ratio

The 3He/%He ratio in each kinetic energy per nucleon bin is given by

ey g _ e e T (4 o)

(2 7 7 K3

The determinations of the *He/*He event counts ratio (N;H¢/N;M°) and the MC
acceptance asymmetry (Ailf/fc A?vlf/f’c) are discussed in this section. The data-driven
determination of the scale factor ratio on the MC acceptance (/{jHe / /{;He) is missing

in this preliminary analysis, i.e., the discrepancies between data and simulation in

efficiencies are assumed to be the same for 3He and *He.

4.2.1 Measurement Strategy

The RICH provides particle velocity measurements with a resolution better than 0.1%
as described in Section 2.1.7. The silicon tracker provides rigidity determination
through the measurement of the charged particle trajectory in the magnetic field.
Along with the charge identification, the velocity and rigidity give a measurement of
the particle mass, as already given by Eq. (3.7). We rearrange Eq. (3.7) so that the

mass is on the left hand side:

RZ
A:mnﬁm—ﬁ? (4.2)



The mass is reconstructed by the measurements of the rigidity and charge with the
tracker L1-L8, the velocity with the RICH. Limited by the mass resolution, this
measurement is only up to ~ 10 GeV/n. In this energy range, L9 is not needed for
the rigidity measurement. The 3He/4He ratio can be measured by fitting the mass
distribution after selecting events with charge compatible with Z = 2.

Distributions for A were obtained from data for different Sricy bins. The Srich

bins were then converted to kinetic energy per nucleon Ey bins according to Eq. (4.3):

By = (1 - 1) M. (4.3)
V 1- BI%ICH

To select only primary CRs, the measured [ is required to be greater than the maxi-
mum 3 cutoff, 3. max, which is converted from the maximum geomagnetic rigidity cut-
off (within the AMS field of view) times a safety factor of 1.2. According to Eq.(4.2),
the cutoff rigidity can be converted to the [ threshold which is inversely proportional
to the particle mass, and .y is different for *He and *He ( Zlifax > 5§fneax) due
to the different masses of these two isotopes. Therefore, we require the measured
B > max (BHe pgiHe y — g¥Me ¢4 ensure that both *He and *He are above the

c,max’ /~c,max c,max

geomagnetic cutoff.

4.2.2 Extraction of *He/‘He Event Counts Ratio

The determination of the helium isotopic composition is based on a template fit to the
mass distribution in data. The mass distributions were obtained separately for *He
and ‘He from MC simulations and were used to perform a template fit to the mass
distributions in data. Specifically, a hypothetical probability density distribution for
the mass , dP/dA, is formed assuming that a fraction, f3 (fy), of the measured Z = 2
particles is 3He (*He). The probability density distribution for the mass is formed

dP

+f4ﬂ

ap._ . dp
dA — " dA

>
3He 4He

where f3+ f4 = 1.
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The fits allow for limited adaptation of the MC templates to the data [154], in
order to account for possible differences in the mass distribution between data and
simulation due to e.g., inaccuracies in the MC description of multiple scattering or
absolute ( scale. In particular, the fit allows a shift and re-scaling of the mass
distribution, A" = a+(A)+b(A—(A)), where (A) is the mean of the mass distribution.
In addition, a Gaussian smearing of the MC mass distribution was included such that
the data mass distribution was fit to

P _ [, ap

_ [ dpP
dAT — |7 aaAr

+ (1—fs)ﬂ

—A"2 /252
] < (4.4)
41He

2ro

3He

The shift, re-scaling, and smearing parameters for the *He template are assumed to
be the same as those for *He template.

The 3He fraction, f3, was then evaluated for each Sricy bin using binned maximum
likelihood fits with four free parameters, f3, a, b, and o. The fits were performed
using MINUIT [155] as implemented in RooFit [156]. Figure 4-1(a) and 4-1(b) show
examples of the resulting template fits in kinetic energy per nucleon intervals for the
aerogel and NaF radiator, respectively. The combination of the MC 3He and *He
mass distributions are found to describe well the measured mass distributions. The
3He/*He event counts ratio is then given by N;H¢/N;He = f,/(1 — f3). Typical fitted
values for the a, b, and o parameters in Eq.(4.4) are, a ~ 0 to 0.4, b ~ 1 to 1.01, and
o ~ 0.04 to 0.08, as shown in Figures C-1, C-2, and C-3, respectively.

4.2.3 Statistical Errors

The statistical uncertainties on N, ¢/N;He — f,/(1 — f5) from the fits represent 1o
confidence intervals that account for limited statistics in data mass distributions and
correlations between the fit parameters.

The uncertainties in the fit results due to the finite statistics in the MC simulations
were evaluated by re-sampling the MC mass distributions. The resulting pseudo-MC
distributions were then used to perform template fits. This procedure was repeated

eight times for each Ej bin. The standard deviation of the resulting N, /N, M ratio
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Figure 4-1: Examples of the template fits (solid green lines) to the measured mass dis-
tributions (solid circles) in the kinetic energy per nucleon intervals of a) 5.6-6.0 GeV /n
for the aerogel radiator and b) 0.9-1.0 GeV/n for the NaF radiator. The filled
(hatched) areas show the contributions of the 3He (“He) based on the correspond-
ing mass distributions obtained from MC simulations including the shift, re-scaling,
and smearing modifications. Each lower panel shows the significance per bin of the
data with respect to the fit, in terms of the number of standard deviations, considering
only the statistical fluctuations.

values in each bin was combined in quadrature with the statistical uncertainty from
the original fit to produce a combined statistical uncertainty on the N, /N'He ratio.
The fractional uncertainties on the *He/*He ratio due to the finite statistics of the

MC samples are found to be below 1% (2%) for the aerogel (NaF) radiator.

4.2.4 Systematic Errors

There are five sources of systematic uncertainties:
1
2

template fitting procedure;
potential data-MC mismatches in the template;

= W

bin-to-bin migration;

)
)
) effective acceptance (i.e., efficiencies and interactions) correction;
)
5)

absolute 5 (or EJ) scale.
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In this stage of the analysis, only the contributions from sources 1) and 2) have been

studied, as discussed below.

4.2.4.1 Systematic Uncertainty on the Fitting Procedure

Potential systematic uncertainties resulting from the template fitting procedure were
evaluated using a simple cut procedure applied to the mass distributions. For a given
Ey bin, a cut was applied at a chosen value of the mass, A.., and the fraction of
helium nuclei in the data (after selecting particles with charge compatible with Z = 2)
above the cut, f~, was calculated: f~ = N2, /Niotal, where N, is the total number
of Z = 2 particles and N, is the number of Z = 2 particles with measured masses
above Ay

The *He and *He mass distributions obtained from MC simulations were used to
evaluate the fraction of the *He and *He above the cut, fij;, and fs;.. Then, the

event counts ratio Nsy./Nay, evaluated using this cut method was estimated:

Ntotal = N4HE+N3H67
N3He . f4>He - f>
N4He f> _f3>He.

Nc?,lt = f4>He : N4He _l— f:;—le : N3He> :> (4'5>

f> - N(ilt/Ntotala

The relative differences of these two different estimates (fit- and cut-based) of the
Nsyo/Nag, ratio were used to establish systematic uncertainties associated with the

template fitting procedure, as shown in Figure 4-2.

4.2.4.2 Systematic Uncertainty on Data-MC Template Mismatches

Clean “He event samples can be obtained directly from data in the Earth’s penumbral
region where the criteria ;lgfax < B < S,Hnﬁn is fulfilled. The geomagnetic field has
been used to filter the heavier isotope in data [157]. When two isotopes impinge the
geomagnetic field at the same velocity, the heavier isotope has a higher rigidity and

thus penetrates deeper into the geomagnetic cavity and reaches the AMS detector.

In this penumbral region, most of the Z = 2 particles are primary ‘He, as primary
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Figure 4-2: Systematic errors from the fitting procedure as a function of kinetic energy
per nucleon. The solid circles show the relative differences between the results of the
fit- and cut-based approaches. Error bars are statistical. The blue curve shows the
spline fit to the relative errors.

3He are suppressed by the cutoff, plus a small amount of secondary 3He. This allows
us to obtain relatively clean “He mass templates. A safety factor, or SF, of 1.1 (0.9)
on the maximum (minimum) geomagnetic rigidity cutoff was used when calculating

the lower (upper) 3 threshold of the penumbral region .He (30 ) That is,

c,max c,min

64He o i A4He *Mn 2 +1 o’ (4 6)
eomax SF4He . Rc,max -4 ’ .
_ _1
ﬂ3He _ A3He s My ? +1 ’ (4 7)
comin SF3He : Rc,min -7 ’ .

where SFiyg, = 1.1 and SFsy, = 0.9.

The comparisons of *He mass templates between data and simulation are shown in
Figures 4-3(a) and 4-3(b) for the aerogel and NaF radiator, respectively. The contam-
ination from primary and secondary *He (due to the limited accuracy of determining
the thresholds for the penumbral region) in the “He samples can also be seen in Fig-
ure 4-3(b). This impurity was estimated by using *He and *He mass distributions
obtained from MC simulations. Figures 4-4(a) and 4-4(b) show the purities of the
“He data samples as a function of kinetic energy per nucleon for the aerogel and NaF

radiator, respectively.
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Figure 4-3: Comparisons of “He mass templates between data and simulation in the
kinetic energy per nucleon interval of a) 7.66-8.13 GeV /n (aerogel radiator) and b)
0.97-1.05 GeV/n (NaF radiator). MC “He (blue solid curve) and 3He (red shaded
area) mass distributions were used to performed the template fit to the selected ‘He
mass distribution (black solid circles) obtained directly from data (Earth’s penumbral
region). Each lower panel shows the significance per bin of the data with respect to
the fit, in terms of the number of standard deviations, considering only the statistical
fluctuations.
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Figure 4-4: Purities of the *He data samples as functions of kinetic energy per nucleon
for the a) aerogel and b) NaF radiator.
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Figure 4-5: Example of using the *He mass template (green solid curve) obtained
from data to extract the *He/“He event counts ratio in the kinetic energy per nucleon
interval from 6.3 GeV/n to 6.7 GeV/n. The vertical dash line represents the mass cut
value of 4.5. The arrow indicates the right tail of the *He mass template is used to
extract the fraction of *He above this cut.

Then, we used the *He mass templates obtained from data in the penumbral
region to determine the *He/*He event counts ratio. The cut and count method was
employed because in the penumbra we can only obtain the template of the heavier
isotope (i.e., *He). For an appropriate choice of the cut, fi;, ~ 0, so that the *He/*He

event counts ratio can be obtained from Eq. (4.5):

Nspe  figy/purity — f~
N4He f> '

Mass cut values of 4, 4.2, and 4.5 were used. Figure 4-5 shows an example of the
cut and count method to extract the *He/*He event counts ratio using the ‘He mass
template obtained from data (exploiting the “He-enriched region, i.e., the right tail
of the mass template).

We varied the safety factors on geomagnetic rigidity cutoffs when calculating the
upper and lower 3 thresholds for the penumbral region according to Eqgs.(4.6) and (4.7):
SFap. = {1.00, 1.05, 1.10,1.12} and SFsy. = {1.00, 0.95, 0.90,0.88}, which led to
4 x 4 = 16 combinations of the penumbral region thresholds.

The averages of the *He/*He ratio obtained using different SFiy,, SFsye, and
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Figure 4-6: Systematic errors from the potential data-MC mismatches in the mass
template for the aerogel (red) and NaF (blue) radiator. The curves show the spline
fit to the relative errors.

Acut values for each kinetic energy per nucleon bin were compared to the results of
the template fit, to establish systematic uncertainties associated with the potential

data-MC mismatches in the mass template, as shown in Figure 4-6.

4.2.5 MC Acceptance Ratio

The acceptance term Ailf/fc / Azlﬁ/fc in Eq. (4.1) was calculated from the *He/*He folded
acceptance ratio using MC simulations. To account for the bin-to-bin migration, the
MC generated rigidity spectra of both “*He and 3He were reweighted to the AMS
helium spectrum [116]. These reweighted MC samples were then used to calculate

the folded acceptances of ‘He and *He. Figure 4-7 shows the ‘He/3He acceptance

ratio as a function of measured kinetic energy per nucleon.

4.3 Preliminary Result

Figure 4-8 shows the 3He/*He ratio as a function of kinetic energy per nucleon with
the total errors, the sum in quadrature of statistical and current systematic errors. In
this stage of the analysis, the contributions to the systematic uncertainties only come

from 1) the template fitting procedure and 2) potent data-MC mismatches in the
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Figure 4-8: The 3He to “He flux ratio as a function of kinetic energy per nucleon from
0.6 GeV/n to 10 GeV/n. The red (blue) solid circles with error bars indicate results
of the RICH aerogel (NaF) radiator measurements with statistical uncertainties while
shaded areas correspond to current systematic uncertainties.

template. They are added in quadrature to arrive at the total systematic uncertainty

on the *He/*He ratio.
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Conclusions and Outlook

Because of the importance of the carbon and oxygen fluxes and their ratio to the
understanding of the origin, acceleration, and subsequent propagation of cosmic rays,
over the last 30 years there have been many measurements by balloon and satellite
experiments [72,73,75,76,78-80,82,158-162]. Different variations of the carbon and
oxygen fluxes with energy (or rigidity) have been reported by these previous mea-
surements. Typically, these measurements have errors larger than 15% at 100 GV.
In this thesis, we discuss a measurement of the carbon and oxygen fluxes from 2 GV
to 2.6 TV based on high statistics (8.3 million carbon and 7.4 million oxygen events)
with the AMS experiment. Very detailed studies of the systematic errors have been
made. The AMS carbon flux as a function of rigidity multiplied by R?7 is presented in
Figures 4-9 together with the earlier measurement by PAMELA [82] (the only avail-
able experimental data measured in rigidity before AMS). Figures 4-10, 4-11, and 4-12
show the AMS carbon flux, oxygen flux, and carbon to oxygen flux ratio, respectively,
as functions of kinetic energy per nucleon Fj multiplied by EZ7 together with the
results of previous experiments [72,73,75,76,78-80,82] extracted using Ref. [163]. For
the AMS measurement, F) = (\/ZQPL2 + M? — M) /A, where Z, M, and A are the
charge, mass, and atomic mass number, respectively, of 12C or 190, as the AMS flux
was treated as containing only 2C or 1°0O. The systematic error due to the conversion
procedure is negligible over the entire energy range. As seen

1) in Figure 4-9, the AMS measurement of the carbon flux is different from the

results of Ref. [82] which are 20%-25% lower above 20 GV;
2)  in Figures 4-10 and 4-11, the AMS measurements of the carbon and oxygen

fluxes at high energies are also very different from previous measurements, being
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Figure 4-9: The AMS carbon flux with the total errors as a function of rigidity
multiplied by R*7 compared with the earlier measurement by PAMELA [82].

about 20%-40% higher above 10 GeV /n;
3)  in Figure 4-12, the C/O ratio measured by AMS is within 10% of unity.

The magnitude and rigidity dependence of the carbon and oxygen fluxes spectral
indices are very similar. Their spectral indices are identical within the measurement
errors above 60 GV. The fluxes deviate from a single power law and their spectral
indices progressively harden at high rigidities (above ~ 200 GV). The carbon to oxy-
gen flux ratio above 60 GV has no rigidity dependence, well described by a constant
value of 0.93 + 0.02.

A preliminary analysis of the He/*He ratio as a function of kinetic energy per
nucleon from 0.6 GeV/n to 10 GeV/n is described, with partial account of the sys-
tematic uncertainties. The dominant systematic errors, i.e., from the template fitting
procedure and potential data-simulation mismatches in the template, have been stud-
ied. The evaluation of the remaining systematic errors arising from the other sources,
e.g., the nuclear interaction cross-sections and RICH ( scale, needs further study.

These results will feed into the numerical codes (e.g., GALPROP and DRAGON)

describing the propagation process, modification of the spectra, and chemical com-
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Figure 4-10: The AMS carbon flux with the total errors as a function of kinetic energy
per nucleon F) multiplied by E27 compared with previous measurements since the
year 1980 [72,73,75,76,79,80,82].
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Figure 4-12: The AMS carbon to oxygen flux ratio with the total errors as a function

of kinetic energy per nucleon Ey compared with previous measurements since the year
1980 [72,73,75,76,78-80]. As seen, the C/O ratio measured by AMS is within 10%
of unity (dashed line).

position of galactic cosmic rays.
It is important to note that these are AMS preliminary results. Please refer to

the AMS forthcoming publication in Physical Review Letters.
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Appendix A

Flux Analysis

A.1 ECAL Energy Deposition Calibrated to Tracker
Rigidity

In the determination of the rigidity dependence of the I'Tk tracking efficiency, the
ECAL energy deposition Eege, was used as a cross-check of the other rigidity es-
timators (converted from TOF [ and geomagnetic cutoff rigidity) and provided a
potential indication of the behavior of the efficiency at higher energies (from few tens
of GV to few hundreds of GV). Ee4ep, was corrected using its observed correlation
with the tracker rigidity R. In different E,qep intervals, we performed a gaussian fit
to ) = Feaep/ R to obtain the mean value 7 and then parameterized the Eeqep depen-
dence of 7 using a spline function, as shown in Figure A-1 for carbon events in data.
This fitted function was used to calibrate Eeqep to R. Analogously, this correction

was done for the simulation.

A.2 Rigidity Binning

When we plot the flux result, the point for each bin is placed along the abscissa at R
calculated for a flux oc R=27 [135]; we have used Eq. (6) in Ref. [135] with R = zy,,.
The rigidity binning is tabulated in Table A.1.
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Figure A-1: Gaussian mean of the 7 = FEeqep/R distribution as a function of ECAL
energy deposition. The curve shows a spline fit to the mean values.

Table A.1: Rigidity bins of the carbon and oxygen fluxes measurement.

Bin ID 1 2 3 4 ) 6
Rigidity (GV) | 2.15 — 2.40 | 2.40 — 2.67 | 2.67 — 2.97 | 2.97 - 3.29 | 3.29 — 3.64 | 3.64 — 4.02
Bin ID 7 8 9 10 11 12
Rigidity (GV) | 4.02 —4.43 | 4.43 —4.88 | 4.88 - 5.37 | 537 -5.90 | 5.90 — 6.47 | 6.47 — 7.09
Bin ID 13 14 15 16 17 18
Rigidity (GV) | 7.09 — 7.76 | 7.76 — 8.48 | 8.48 — 9.26 | 9.26 — 10.1 | 10.1 — 11.0 | 11.0 - 12.0
Bin ID 19 20 21 22 23 24
Rigidity (GV) | 12.0 - 13.0 | 13.0 — 14.1 | 14.1 -15.3 | 15.3 -16.6 | 16.6 — 18.0 | 18.0 - 19.5
Bin ID 25 26 27 28 29 30
Rigidity (GV) | 19.5 —21.1 | 21.1 — 22.8 | 22.8 — 24.7 | 24.7 - 26.7 | 26.7 — 28.8 | 28.8 — 31.1
Bin ID 31 32 33 34 35 36
Rigidity (GV) | 31.1 —33.5 | 33.5 —36.1 | 36.1 —38.9 | 38.9 -41.9 | 41.9 - 45.1 | 45.1 — 485
Bin ID 37 38 39 40 41 42
Rigidity (GV) | 48.5 — 52.2 | 52.2 — 56.1 | 56.1 — 60.3 | 60.3 — 64.8 | 64.8 — 69.7 | 69.7 — 74.9
Bin ID 43 44 45 46 47 48
Rigidity (GV) | 74.9 — 80.5 | 80.5 — 86.5 | 86.5 —93.0 | 93.0 - 100 | 100 — 108 108 - 116
Bin ID 49 50 o1 52 53 54
Rigidity (GV) 116 — 125 | 125 -135 | 135147 | 147 -160 | 160 — 175 175 - 192
Bin ID 55 o6 o7 o8 99 60
Rigidity (GV) 192 - 211 | 211 -233 | 233 -259 | 259 291 | 291 - 330 330 — 379
Bin ID 61 62 63 64 65 66
Rigidity (GV) | 379 — 441 | 441 - 525 | 525660 | 660 — 880 | 830 — 1300 | 1300 — 2600
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Appendix B

Fragmentation Identification M VA

To select non-interacting samples on L1 for the L1 charge selection efficiency mea-
surement, the rejection of fragmentations between L1 and L2 is important. Boosted
Decision Trees (BDT), a multivariate analysis method provided by T™MVA [150], are

applied improve the fragmentation identification ability.

B.1 Training Samples

Training samples for signal and background are directly obtained from data. We
select unfragmented (fragmented) events to be the signal (background) sample. They

are tagged by the charge measurements with L1 and I'Tk as shown in Table B.1.

Table B.1: Training samples for signal and background.

Signal Background
Ok | Z2—045 < Qi < 24045 Z —045 < Qi < Z+0.45
Q1 QL1 < Z+0.5 Qui>2+2

B.2 Input Variables

The input variables are listed as follows.

a)  Number of reconstructed tracker tracks
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b)  Number of hits on the ITk

c¢)  Number of clusters on the ACC

d)  Number of hits on the TRD

e)  Number of clusters on each of the 4 TOF layers

f) Sum of the charge measurements on each of the 4 TOF layers (in total 4 vari-
ables)

g)  Maximum charge on each of the 4 TOF layers (in total 4 variables )

h)  x? of the 4 TOF layers coordinate measurements

i) x? of the 4 TOF layers time (or velocity) measurements

j)  Rigidity

The rigidity distribution of the signal is reweighted to match the one of the back-

ground, in order to make the BDT training as independent as possible from the

carbon nuclei kinematics. For the rigidity, it is the correlations with other variables

that are used in distinguishing signal from background, rather than the distribution

itself.

B.3 BDT Output and Fragmentation Identifica-
tion Performance

The output BDT variable for carbon data is shown in Figure B-1, where the signal
events are in blue and the background events are in red. The training events are shown
in solid circles and the testing events are in filled histograms. As seen, the distribution
of testing events agrees well with that of the training events. The background rejection
versus signal efficiency curve for the O — C (between L1 and L2) fragmentation ID
MVA is shown in Figure B-2. In the MVA analysis, a cut at a selected working point
(BDT > 0.6) is applied.
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Appendix C

He Isotopes Mass

Peak shift
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Figure C-1: Fitted values of the shift pa-
rameter for MC mass distributions mea-
sured with the aerogel (solid circles) and
NaF (open circles) radiators.
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Figure C-3: Fitted values of the smear-
ing parameter for MC mass distributions
measured with the aerogel (solid circles)
and NaF (open circles) radiators.
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