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Abstract

In this thesis, we will investigate the quantisation ambiguities that arise during the canonical
quantisation of General Relativity (GR), and we will develop a method of Hamiltonian renor-
malisation to fix the mentioned ambiguities.

“Quantisation” is an ansatz to obtain a fundamental (i.e. quantum) theory from a classical
description. However, there is no way to “derive” this more complex framework if we only know
a special case of it, i.e. its classical pendant. Hence, quantisation contains a lot of possible
choices and must be supplemented by mathematical consistency and experimental evidence.
In the case of gravity, whose effects are described by GR, no experiments are known which
reveal properties of its quantum nature. Thus, we must rely purely on mathematical rigour
to obtain a version of Quantum Gravity (QG). A promising candidate for this endeavour is
“Loop Quantum Gravity” (LQG), a modern version of the canonical or Hamiltonian approach.
During its development over the past 30 years, it achieved to describe a well-defined canonical
quantum field theory. LQG presented a unique Hilbert space representation and the quanti-
sation of constraints as operators acting thereon. During quantisation one must make certain
choices by introducing “regularisation parameters”. However, the details of the operators will
be influenced by these choices even in the limit of vanishing regularisation parameters. Their
varying physical predictions present an unsatisfactory situation as it is not clear which of those
describe the real world.

The present work adapts the techniques from the covariant “renormalisation group” from
Quantum Field Theory (QFT) to LQG. The philosophy of this machinery is that continuum
theories should provide a consistent description, no matter with what resolution one looks
at the system under consideration. This tool has been used in the context of defining other
quantum field theories via the path integral framework. It turned out to be very successful and
is, as of today, one of the main tools for studying weak and strong interaction in the Standard
Model of particle physics. But, since the mathematical language of canonical QG is vastly
different, we will translate the renormalisation group from covariant QFT. Afterwards, we will
test it on a simple model, i.e. the massive free scalar field in arbitrary dimensions, and we will
present a detailed analysis of it. This includes robustness of the fixed point under different
choices of the renormalisation map and the fixed point's range of attraction. Also, we study
properties of the discrete projections such as the perfect lattice Laplacian and restoration of
continuum symmetries.

Finally, we will show the non-trivial impact of quantisation ambiguities in the context of LQG,
which can already be seen in cosmological models describing our universe at large scales. De-
spite these drawbacks, the recent developments in the field allowed to pinpoint the caveats
due to their mathematically precise formulation and suggest renormalisation techniques as
a possible future improvement. It turns out that the new framework of direct Hamiltonian
renormalisation serves as a good candidate to resolve the quantisation ambiguities plaguing

QG.



Zusammenfassung

In dieser Arbeit werden wir die Wahlfreiheiten untersuchen, die wahrend der kanonischen Quan-
tisierung der allgemeinen Relativitatstheorie auftauchen, und werden eine Form von Hamilto-
nischer Renormierung entwickeln, um aus allen Wahlmoglichkeiten eine physikalisch sinnvolle
Option zu isolieren.

Unter ,Quantisierung” versteht man den Prozess, aus einer klassischen eine fundamentalere
(d.h. Quanten-)Theorie zu konstruieren. Da es jedoch keine Moglichkeit gibt, eine funda-
mentale Theorie aus einem ihrer Spezialfalle , abzuleiten”, folgt, dass die Quantisierung eine
Menge an Wahlmdglichkeiten enthalt (sogenannte , Quantisierungsambiguititdten”). Um die
Quantentheorie zu finden, die die Natur korrekt beschreibt, wiirde man sich deshalb gerne
an experimentellen Befunden orientieren. Im Fall der Gravitation, welche klassisch durch die
allgemeine Relativitatstheorie beschrieben wird, sind bis heute keine Experimente bekannt, die
uns etwas iiber ihre Quantennatur verraten. Folglich muss man sich vollstandig auf mathe-
matische Rigorositat verlassen, um einen Kandidaten fiir Quantengravitation zu erhalten. Ein
vielversprechender Ansatz ist die ,Schleifenquantengravitation” (auf Englisch ,,Loop Quan-
tum Gravity“ (LQG)), die eine moderne Version des kanonischen, oder auch Hamiltonischen,
Zugangs darstellt. Wahrend ihrer Entwicklung in den vergangenen 30 Jahren, ist es gelun-
gen aus ihr eine wohldefinierte Quantenfeldtheorie (QFT) zu konstruieren, die eine eindeutige
Hilbertraum-Darstellung beinhaltet. Die Quantisierung der auftretenden Zwangsbedingungen
wird durch Operatoren auf diesem Hilbertraum realisiert. Bei der Quantisierung miissen Regu-
larisierungswahlen getroffen werden, die auch im Limes eines verschwindenden Regulators die
Details der Operatoren beeinflussen. Damit unterscheiden sich die Operatoren in ihren physi-
kalischen Vorhersagen und man befindet sich in einer unangenehmen Lage: Ohne Experiment
ist nicht klar, welche Wahl die Realitat wirklich beschreibt.

Die vorliegende Arbeit adaptiert das erprobte Verfahren der kovarianten , Renormierungsgrup-
pe” aus der QFT fiir die LQG. Die zugrunde liegende Philosophie des Verfahrens ist die
Folgende: Eine Kontinuumstheorie soll eine konsistente Beschreibung haben, unabhangig von
der Auflésung unter der sie betrachtet wird (d.h. unabhangig davon, wie fein das zugrun-
de liegende Raumzeit-Gitter ist). Diese Maschinerie wurde mit groBem Erfolg auf anderen
Gebieten angewendet, insbesondere bei der Definition von Quantenfeldtheorien mittels des
Pfadintegral-Formalismus. Bis heute ist es eines der wichtigsten Werkzeuge, um sowohl die
schwache, als auch die starke Wechselwirkung im Standardmodell der Elementarteilchenphy-
sik zu untersuchen (z.B. ,Lattice QCD"). Jedoch sind die mathematischen Methoden, mit
denen die Renormierungsgruppe urspriinglich beschrieben wurde, sehr unterschiedlich von de-
nen, die man in der kanonischen Quantengravitation verwendet. Deswegen werden wir dieses
Verfahren entsprechend , iibersetzen”, um es in jenen physikalischen Systemen anwenden zu
konnen, welche durch eine Hamiltonfunktion beschrieben werden. AnschlieBend werden wir
unsere neue Formulierung der Renormierungsgruppe in einem einfachen Modell testen, explizit
einem massereichen, freien Skalarfeld in beliebigen Dimensionen, und eine detaillierte Analyse
hiervon prasentieren. Dies beinhaltet die Stabilitdt des Fixpunktes und seines Attraktionsge-
bietes gegeniiber Veranderungen der Renormierungsabbildung. Dariiber hinaus betrachten wir
Eigenschaften der diskreten Theorien, wie den perfekten Gitter-Laplace-Operator, und stellen
fest wie Symmetrien des Kontinuums wiedergefunden werden kdnnen.

Zum Abschluss werden wir zeigen, dass in der LQG diese Quantisierungsambiguitdten tatsachlich
nicht-trivialen Einfluss haben, indem wir ein kosmologisches Modell untersuchen, welches unser
Universum auf groBen Skalen beschreibt. Dank der vorangegangen Fortschritte auf dem Gebiet
und ihrer mathematischen Prazision, auf denen diese Arbeit aufbauen konnte, ist es moglich,
die iibriggebliebenen Liicken aufzuzeigen, die auf natiirliche Weise die Renormierungsgruppe
als Technik fiir weitere Verbesserungen vorschlagen. Es stellt sich heraus, dass das neue Ver-
fahren der direkten Hamiltonischen Renormierung einen guten Kandidaten darstellen kdnnte,
um das Problem der Quantisierungsambiguitdten zu I6sen, die die Quantengravitation plagen.



Danksagung

An dieser Stelle mochte ich mich bei allen Leuten bedanken, die dazu beigetragen haben, dass
diese Arbeit fertiggestellt werden konnte.

An allererster Stelle danke ich meinem Betreuer Thomas Thiemann fiir seine unschatzbare
Untetstiitzung wahrend aller Phasen dieser Promotion (und der vorangegangen Masterarbeit).
Seine Hilfe beim Bewerben auf Promotionsstipendien, sein unermiidliches Beantworten jegli-
cher Fragen, die sich mir stellten, und seinen Einsatz beim Verfassen der Publikationen und
Bewerbungen, haben maBgeblich zum Erfolg dieser Promotion beigetragen.

Ich habe die Zeit und die Projekte, in denen ich mit ihm gearbeitet habe, sehr genossen und
hoffe in Zukunft die Arbeit daran weiter fortfiihren zu kénnen.

Besonderer Dank gilt auch Kristina Giesel, die ebenfalls stets fiir Fragen und Diskussionen
Zeit gefunden hat und ohne deren tatkraftige Unterstiitzung meine Bewerbung auf Post-Doc-
Stellen nicht so erfolgreich verlaufen ware.

My colleague Andrea Dapor has shown unmeasurable patience when trying to figure out
the results of complicated and tedious computations. | want to thank him for this and his vivid
nature which lightened up every workday.

| am also very grateful for interesting discussions with Tomek Pawtowski, Mehdi Assanious-
si, Rudnicki Lukasz, Alexander Stottmeister, Wojciech Kaminski, Suzanne Lanéry and many
other visitors and colleagues at the Institute for Quantum Gravity.

Ebenso mochte ich den vielen Korrekturlesern dieser Arbeit danken, besonders Thomas
Zilker, Almut Vetter und Maximilian Fleischmann, die bereitwillig viele Iterationen {iberpriift
haben.

Hierzu will ich ebenfalls meine Regisseurin Sabine Schmidt zdhlen, die mich wahrend dieser
Zeit auch auBerhalb der Doktorarbeit begleitet und mir viele Hinweise und Tipps fiir das Halten
von Vortrage gegeben hat, die ich auch weiterhin beherzigen werde.

Ich bedanke mich weiterhin fiir finanzielle und ideelle Unterstiitzung wahrend meiner Dok-
torarbeit bei der Studienstiftung des deutschen Volkes.

Sowohl bei als auch auBerhalb der Doktorarbeit hat mir Laura Herold in allen Situationen
geholfen und war fiir mich da, wann immer ich ihre Hilfe gebraucht habe.

Abschliessend gilt mein groBter Dank meiner Familie fiir ihren Beistand und ihre Un-
terstiitzung wahrend meines gesamten Studiums.






Kapitel I

Introduction

I.A Motivation and Historical Review

There are two topics in theoretical physics which spread their influence far afield and are known to most people
even outside the physics community. These are the “Theory of Relativity” developed by Einstein on the one
hand and “Quantum Theory” on the other hand. Their publicity is partially due to their predictions, which
drastically changed our way of perceiving the world, and the enormous accuracy with which both have been
verified by experiment.

That our world in the microcosm is fundamentally quantum was discovered over 100 years ago, starting with
the discovery of the Planck constant h [1,2]. Its very early success was the explanation of many aspects of
molecular physics [3—7] and the correct prediction of new quantum degrees of freedom such as spin [8-10]. It
features, however, even more bizarre phenomena, such as the fact that it is no longer predictive. In contrast
to a classical theory, we are forced to accept that we can only give probabilities for what happens to a par-
ticle after we have measured it as accurately as possible (which, due to the famous Heisenberg uncertainty
obstruction, can never be without error bars [11]). Today, quantum theory is of use in numerous applications,
e.g. in detection methods like nuclear magnetic resonance, for which numerous Nobel prizes have been awar-
ded [12-14].

Almost in parallel, Einstein initiated in 1915 a revolution of our understanding of space and time [15, 16].
With General Relativity (GR), he found a geometric interpretation of the gravitational field which answered
many questions plaguing astronomers back then. As the field evolved, people were able to use GR to predict
the collapse of stars forming black holes [17-19] as well as gaining first insights into what happened in the
beginning of our universe [20-32]. The idea of the “Big Bang” was born, which roughly states that the universe
started as a single, infinitesimally small point called singularity. Even more, GR has found its application in our
everyday life, as without its predictions of the gravitational redshift [33], the global positioning system (GPS)
used for navigation would not work nearly as precise as it does today.

Despite the huge success of both theories, they are fundamentally very different as they describe our world at
completely opposite scales. Each also features its own drawbacks: Quantum Field Theory (QFT) is written in
a mathematical language which does not even allow the presence of gravitational fields as described by GR.
Moreover, the mathematical description of QFT in four spacetime dimensions has not yet been completed.
Currently, the only way to describe scattering theory is by a perturbation series, which however does not con-
verge [34-37]. However, GR does not fare better as it predicts its own failure: Penrose and Hawking discovered
that the origin of our universe from an initial singularity is unavoidable in this classical theory [38—-40]. But
if everything collapses into a single point then the matter energy density becomes infinite in this point. This
implies that GR leaves its domain of validity and must be replaced by a more fundamental theory.

This “fundamental theory” is as of today unknown. However, by our understanding, it should be a merger of
Quantum Theory and GR. This is the starting point for the search for a theory of Quantum Gravity (QG).
In the 1930s, Dirac started with attempts to unify quantum theory at least with the principles of Special
Relativity [41-45] and was shortly followed by Pauli, Jordan and Heisenberg [46,47]. And while in the fol-
lowing years people were able to make progress via the invention of renormalisation on the conceptual side,
the establishment of a non-perturbative quantum field theory in four spacetime dimensions remains elusive to
this day. However, following the framework of canonical quantisation developed by Dirac back then, a modern
approach to QG originated in the last decades:

The field of “Loop Quantum Gravity” (LQG) (cf. [48-52] for a general introduction) started primarily with the
discovery of the nowadays famous Ashtekar variables in 1986 [53-55]. His work was based on the ADM or Ha-
miltonian formulation of four-dimensional GR, which turned out to feature an involved constraint algebra [56],
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including a complicated, non-polynomial scalar constraint, which captured the dynamical content. Extending
seminal work by Sen [57-59], Ashtekar (and later Barbero [60, 61]) succeeded in rewriting this Hamiltonian
formulation in such a way that they were able to use the machinery for “Quantisation of Gauge Theories” which
had already been hugely successful in the past for describing the weak and strong interaction [62-65]. Indeed,
exactly like the weak interaction, the Ashtekar-Barbero variables were based on the compact structure group
SU(2) which enabled a mathematically rigorous construction of a kinematical Hilbert space equipped with
operator constraints. The Ashtekar-Isham-Lewandowski representation [66, 67] of the algebra of elementary
operators, called holonomy-flux algebra, implemented two of the three constraint types and was later shown
to have suitable uniqueness and irreducibility properties [68-73].

In 1996, Thiemann was the first to give a possible completion to the program of canonical quantisation by
constructing a well-defined representative of the scalar constraint [74,75] . This was the starting point for
various applications such as black holes in LQG [76-79] or the application to cosmological models of GR. The
latter runs under the name of Loop Quantum Cosmology (LQC) and it presented a possible resolution of the
Big Bang singularity for the first time [80-85].

However, the setup for full LQG was not fully satisfactory. Namely, the quantisation of the scalar constraint
by Thiemann involved several choices of regularisation steps, which leave an imprint in the details of the final
operator as the regulator is removed. Of course, these details have an impact on the physical predictions of the
theory. Hence, one should also consider other regularisation proposals, foremost some for which the algebra of
constraints for GR closes. To deal with complications arising from the latter, the master constraint program-
me [86—91] was developed and later refined in Algebraic Quantum Gravity (AQG) [92-95], which suffers from
fewer quantisation ambiguities.

Due to the latter fact, the analogy to Lattice Gauge Theory [96—-99] was maximal and one could hope to use
tools from there to fix the quantisation ambiguities.

We are especially referring to the covariant and background dependent “renormalisation group”. This method
was pioneered in 1954 by Gell-Mann and Low [100] and in 1966 by Kadanoff's block-spin transformation [101].
Later Wilson applied it to critical phenomena winning him the Nobel Prize in physics in 1982 [102-105]. The
renormalisation group has shown promise in describing the physics of strongly interacting many-body systems,
where different phase transitions occur, and in statistical physics when one deals with various scaling relations
and critical indices [106-114].

In contrast to this, the application we have in mind is vastly different, as GR is background independent.
But, as the formulation of the renormalisation group in the literature has made crucial use of the background
metric, it is pivotal to redefine its structure to make it applicable for the context of fixing the quantisation
ambiguities of QG.

First steps in this direction were taken in the “Asymptotic Safety” programme, developed by Weinberg, Reuter,
Saueressig and Percacci [115-119]. Here, the idea was to formulate renormalisation conditions in a background
independent situation and search for its fixed point. Parts of those ideas are also realised in the programme
of “Causal Dynamical Triangulations” of Ambjorn, Loll, Jurkiewiz and Smolin [120-122]. However, the Asym-
ptotic Safety programme as well as Causal Dynamical Triangulation are formulated in terms of path integral
measures, while most of the work in LQG is in the Hamiltonian setting (see [123-127] for the state of the art
in the path integral formulation of LQG). Thus, in its application to LQG it would be desirable to have the
renormalisation group in a Hamiltonian formulation.

Of course, this shorthand exposition of QG cannot be comprehensive and many important aspects were
left unmentioned. For further references we suggest the following sources: [48-52].

I.B Overview of the Results

The starting point of this thesis was the unsettling situation in Quantum Gravity, as well as in other con-
structive Quantum Field Theories, that a lot of ambiguities arise during the process of quantisation. This is
especially worrisome for Quantum Gravity as until today no experiments are known that could help us to eli-
minate these quantisation ambiguities. However (as this thesis will show), these choices have drastic influence
on the physical predictions.

Despite this, the canonical approach known as “Loop Quantum Gravity” has over the last decades evolved into
a promising candidate for Quantum Gravity. It presents rigorously defined candidates for a Hilbert space, on
which the elementary phase space variables are quantised in terms of operators, as well as for a Hamiltonian
operator, which captures the dynamical content. It is hence the next logical step to determine among all the
possible candidates a unique choice whose predictions can be trusted. Some steps towards this direction been
tackled in this thesis, and build on the earlier, mathematically precise developments in LQG due to which a



possible strategy to resolve these ambiguities suggested itself.

The mentioned strategy to deal with these kinds of ambiguities is used in the covariant approach towards
Quantum Field Theories and is known as “Renormalisation”. This is a procedure which determines on a dis-
cretised system a measure such that it behaves as a consistent projection of the continuum measure to some
finite resolution. The machinery of renormalisation has proven very successful in eliminating quantisation am-
biguities and thus one would want to apply it to the problems in canonical Quantum Gravity.

However, as the canonical and the covariant approach are very different from the onset, it is obvious that
the covariant renormalisation procedure could not be straightforwardly used for Loop Quantum Gravity. This
thesis extends earlier work in this direction to formulate a version of renormalisation which stays completely in
the Hamiltonian setting. This is the “direct Hamiltonian renormalisation”, which has been thoroughly tested
and verified for the toy model of the free, massive scalar field. This strengthens the hope that renormalisation
is a way to investigate (and some day hopefully fix) the quantisation ambiguities in Loop Quantum Gravity,
such that the reliability of its physical predictions can be confirmed.

The subject of this thesis was suggested by Thomas Thiemann. In collaboration with him and Thorsten
Lang the direct Hamiltonian renormalisation was developed in [128-131]. In a joint project with Andrea Dapor
the expectation values of Hamiltonian operators in cosmological coherent states were found to be prone to
the ambiguities of a chosen regularisation in [132,133]. These results inspired a numerical investigation in the
context of LQC together with Mehdi Assanioussi, Andrea Dapor and Tomasz Pawtowski in [134].

Chapter II : Quantum Field Theory - In this chapter, we revisit the established strategy of con-
structive QFT to obtain a quantum version of any classical canonical theory. Due to the involved nature of
a field theory, the several ambiguities which occur during the process of quantisation get even worse. Having
infinitely many different, inequivalent states to choose from is aggravated further by the fact that, up to today,
not a single interacting example for a QFT in four spacetime dimensions is known. To get more control over
the various ambiguities, we study the broad ideas of path integral quantisation and compare the possible choi-
ces of a measure of spacetime fields with the ambiguities which arise during quantisation in the Hamiltonian
framework. This is partially achieved via the Osterwalder-Schrader reconstruction [135-137].

In this work, we will generalise the Feynman-Kac proposal [138, 139] for defining path integral measures.
This will result in a reverse procedure to the Osterwalder-Schrader reconstruction - the Osterwalder-Schrader
construction -, which builds a covariant quantum theory out of every suitable canonical quantum description.
Indeed, we can show that under certain technical assumptions both processes are inverses.

The advantage of having Osterwalder-Schrader bijection explicitly at hand is that we can now relate ambigui-
ties in both the canonical and the covariant framework with each other. So, while no scheme is intrinsically
favoured in terms of uniqueness, we can now hope to translate strategies which use in one formulation to fix
the quantisation ambiguities to the other. Hence, this can also be regarded as a prerequisite for the next chapter.

Chapter III : Renormalisation - In this chapter, we recall the renormalisation group in the covariant
formulation in which it was originally invented. Given a cylindrically consistent coarse graining map, one would
have to look for a fixed point of the flow of the block spin transformation corresponding to the coarse graining
map. This flow must be started with the initial discretisation of a path integral measure which agrees with
the full covariant theory in its continuum limit. One must take note, that the fixed point family itself is not
a fundamental theory, but rather are the cylindrically consistent projections from an underlying continuum
theory [140-146].

This thesis will achieve to transfer the renormalisation prescription to the Hamiltonian level by using the deve-
loped Osterwalder-Schrader bijection. A procedure following exactly the flow of the reconstructed data from a
covariant measure will, however, require the computation of the spacetime measure at each intermediate step.
To circumvent this, we introduce an alternative (yet maximally close) renormalisation group flow: the direct
Hamiltonian renormalisation. We then study both schemes in the test case of the massive, free scalar field in
arbitrary dimensions and find that both their fixed points agree in the continuum limit. However, we will see
that it is the fixed point of the direct Hamiltonian renormalisation which displays the finite resolution matrix
elements of the continuum Hamiltonian.

Afterwards, we investigate properties of the latter renormalisation flow: first, we verify that the flow indeed
drives the initial discretisation into the fixed point, in other words, it is an attractive fixed point. This holds
also true when considering different initial discretisations if they agree in their continuum limit. This is an
important property as it guarantees that we do not have to be careful which ambiguous discretisation to pick
in the beginning. We then look at different choices for the coarse graining map, other cylindrically consistent
choices as well as some which are not. We see that those which do not satisfy this criterion - albeit being
considered in the literature - lead to fixed points which cannot be understood as projections from the conti-
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nuum. However, other consistent block-spin transformations lead to the same physically sensible fixed point,
indicating that our more restrictive framework captures important physical insight.

From this fixed point theory, we can extract the perfect Lattice Laplacian for the massive free scalar field, i.e.
a difference operator which possess all the important properties of its continuum counterpart. We find that
it is no longer a local operator, but that its excitations get exponentially suppressed the longer the lattice
distance is. Lastly, we show how symmetries of the continuum, such as rotational invariance, can be found
in the cylindrical projections at finite resolution. We determine a criterion for the rotational invariance of a
lattice theory and study it numerically for the aforementioned test case.

This thorough analysis is essential to confirm that the direct Hamiltonian renormalisation leads indeed to
reliable theories. Due to the results obtained here we can trust the scheme and hope to apply it for Quantum
Gravity, which is also prone to troublesome quantisation ambiguities.

Chapter IV : General Relativity - In this chapter, we outline the basic idea behind GR and its ap-
plication in cosmological models. Historically, GR was first formulated in terms of the Einstein-Hilbert action
i.e. in a covariant framework. It was only in 1960 that a Hamiltonian version was discovered in the ADM
formulation. We repeat their construction and proceed further to the Ashtekar-Barbero variables and later on
the holonomy-flux algebra, which will be suitable for developing a theory of QG. The dynamical content is
expressed in terms of several constraints, one of them is the so-called scalar constraint. In the presence of a
suitable dust or clock field it can be associated with a physical Hamiltonian driving the dynamics [147-153].
We revisit the most prominent approximation to the aforementioned scalar constraint in terms of holonomies
and fluxes.

Then, we turn towards the cosmological sector of GR, i.e. the Robertson-Walker metric, and for the first time
compute the value of the complicated constraint on a discrete set of holonomies, namely a cubical graph. We
investigate its difference to the standard continuum value and realise that its dynamics replaces the initial
singularity with a Big Bounce.

However, as different regularisations produce different predictions of what has happened before the Big Boun-
ce, we conclude that in canonical Quantum Gravity it will become important which choice to pick.

Chapter V : Loop Quantum Gravity - We repeat the programme of canonical quantisation for the
gravitational field in the way it is envisioned in LQG. We comment on the unique, diffeomorphism invariant
state which is a representation of the holonomy-flux algebra. In this Hilbert space, a representation of the
group SU(2) labels each path and it is possible to construct coherent states peaked on classical holonomies
and fluxes for the mentioned path (and an associated surface) [154-158]. Then, we repeat how certain geo-
metric operators such as the volume can be quantised and how the Gauss and the spatial diffeomorphism
constraints are implemented. We look also at the regularisation Thiemann proposed, which can be used to
define a quantum scalar constraint operator.

Following this, we investigate this constraint operator for its quantisation ambiguities by testing it on a cohe-
rent state peaked on semi-classical Robertson-Walker spacetime. We find explicit formulas for the expectation
value including first corrections in /. However, its physical predictions are still affected by the quantisation
ambiguities: by computing the expectation value of the scalar constraint, we arrive at an effective Hamiltonian
from the full theory. However, when choosing different details in the regularisation we find different physical
predictions, especially in the way a Big Bounce resolves the initial singularity.

This finishes our claim that the quantisation ambiguities in LQG have significant impact and must be resolved
before any reliable predictions can be made. However, the earlier, mathematically rigorous developments were
crucial in order that one now can identify strategies of future improvement, i.e. renormalisation techniques.
One possible incarnation thereof has been formulated in this thesis: the direct Hamiltonian renormalisation.

Chapter VI : Conclusion and Outlook - Here, we summarise our results and finish with a list of
topics for further research following these results.

At the beginning of each chapter, we will give a brief overview over the content. It will summarise the key
concepts and main results obtained in the remaining sections.



Kapitel 11

Quantum Field Theory

The necessity for a quantum description of the world surrounding us is rooted in a number of historical dis-
coveries in the late 19th and early 20th century, most notably the problem of black body radiation [2,3] and
the photoelectric effect [4,5]. It transpired that our classical point of view of the world must be considerably
changed. Instead of particles and ordinary fields (e.g. electro-magnetism), the fundamental building blocks of
the universe must obey strange and - back then - unknown properties on very small scales. Since the beginning
of the 20th century, physicists have tried to develop a mathematical framework by which this new nature could
be described [6,7,11,34-37,41,65,159-162] - a process that is still developing today!

In this chapter, we will revisit some of the many viewpoints which physicists adapt today when trying to define
a mathematically rigorous framework to describe the quantum nature of fields with non-trivial interaction.
However, we will see that this task is not yet completed: there is no four-dimensional quantum theory fulfilling
all the physically plausible criteria we intuitively want an interacting field to have.!

In this chapter, we will, for pedagogical reasons, treat the spacetime field of the metric as the flat Minkowski
metric 17,,,,. As will be shown in chapter IV. General Relativity, one can see that this metric field corresponds
to the solution of the Einstein field equations for empty (i.e. matter free) space. Of course, this is an appro-
ximation, which is necessarily wrong as soon as massive particles and fields come into play. But the effects
of the gravitational field are of such a low order of magnitude that, in a first approximation, it is assumed to
be safe to ignore them. We will come back to integrate the full gravitational interaction in the last chapter of
this thesis. For the moment, however, this puts us into the advantageous position that we can use the concept
of imaginary time. It is a mere mathematical trick to perform a Wick rotation ¢ — i3 in order to remove the
minus sign in the time component of 7,,. In other words, we move from Lorentzian to Euclidian signature
(4, +,+, +), which allows us to treat space and time on an equal footing. Apart from rendering computations
easier, this does not serve any physical purpose and at the end of the day we will always “rotate back” to real
time.

In order to start tackling the problem of defining a “quantum theory” of fields (or particles), we have to
think about classical field theory for a moment. This is a well-understood concept and we of course want to
regain it once all the scales involved in our experiments are sufficiently large. This “quantum to classical”
transition is a necessary feature, as our everyday world appears to be manifestly classical.

In the following, we will adapt an algebraic point of view. As this is slightly different from the usual terminology,
we will carefully define the most important concepts. First, we envision a classical field theory as follows: the
result of any experiment must depend on the configuration variables of the system. The space of all possible
combinations of degree of freedom which the system can be found in at a given instant of time ¢ is known
as the phase space F. For the moment, we will talk about field theories in their Hamiltonian formulation.
Then, for each field species, the phase space consists of the configurations of the field ¢ (&) itself and of those
of its canonical momentum 7 (Z). The result of any measurement will be some function f : F — C from
this phase space to the (complex) numbers, i.e. the pointers of the measurement device. Thus, the set of all
measurements we could perform is the space of all such smooth functions, which we denote by C*°(F). A
theory (classical or quantum) is now merely a prescription of which result a measurement is supposed yield.
We want to emphasise this: given the phase space point which the system occupies, the theory predicts the
average result for any measurement. Hence, in mathematical terms, a theory is described by a state which

IThese criteria run under the name of Wightman azioms [163] and, in fact, the Clay Mathematics Institute has offered
one of its millennium prizes for a concrete formulation of a Yang-Mills QFT [164]. This drawback is countered by the
astonishing fact that the unfinished formulations used today provide excellent agreement with the experiments, e.g. Quantum
Electrodynamics (QED) is verified within ten parts in a billion [165].
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maps observables onto their expected outcomes:
w: C°F) =»C. (IL.1)

This formulation, as yet very formal, can be applied to a practical problem by giving a concrete form to
w so that actual calculations can be performed. This is indeed possible by making contact to the framework
of functional analysis and representation theory, hence we must familiarise ourselves with these concepts in
section II.A. Mathematical Background.?
Imagine that at time ¢ you have z = (¢, 7) € F, then a very simple choice for w is just to perform each
experiment on the mentioned field. Precisely speaking: one evaluates each observable a € C°°(F) on the given
point in phase space z, such that w(a) = a(¢, ). This specific choice of w, for each z = (¢, ) corresponds
to our classical point of view. For example, it implies that Va,b € C*°(F) we find

w;(ab) = w,(a)w,(b) . (I1.2)

Thus, we have vanishing correlation functions. In other words, w, predicts an exact outcome of the experiment
not just the average, i.e. there is no variance! Hence, from a classical point of view this choice of a theory
works very well.

However, we already know from experiments that there are corrections to the classical world on very small sca-
les. For these quantum contributions we will introduce a new parameter, which is called the (reduced) Planck
constant .3 The idea is that all deviation from the classical theory must be proportional to i. However, the
exact form of the deviation is to be determined by comparing it to experiments. Here it is found that in the
deep quantum regime the property of predictivity is lost!

Even if all information of the system is available, the outcome of a measurement cannot be predicted befo-
rehand. As mentioned before, this is connected to a property of the state and to the product of two observables.
Hence, a quantum theory in agreement with the experiment must be such that (11.2) is lost. A possible way to
achieve this is to define a new product on the algebra C°°(F) which is non-commutative and implies that the
two observables are no longer independent of each other. How to choose this new product presents a certain
ambiguity only restricted by the condition that the deviation from the normal product should vanish if £ is
sufficiently small. A possible choice is thus the following product on the space of all observables:

ih
axb = a-b +%{a,b}, (I1.3)

where {-, -} stands for the Poisson bracket of the system. It is important that the joint measurements of two
(or more) elements now depend on the order in which we they appear. However, this is not a property of
the above given example for a state w, hence we have indeed a distinguishing criterion between classical and
quantum theories.

In section II.B. Canonical vs Covariant Quantisation, we will see that nonetheless there is a way to give a
concrete form to w for a quantum theory, in form of a representation of the algebra of all possible observables.
By this we mean that we want to assign to every element a in C°°(F) (say every experiment we want to
conduct) an element @ € (C*°(F),*), which we equip with an involution @ — a*. We will see later that,
moreover, each @ is in correspondence with a self-adjoint operator 7(a), which is a map on some (infinite
dimensional) Hilbert space #H. This is well-motivated, as in general the ordering matters when considering ope-
rators. Their non-commutativity is described by the commutator, motivating the assignment 2{-,-} — [, ]
while ¢ — a. We will call this assignment ~ : C®°(F) — (C*°(F),*), however its implementation is not
possible in general: the Groenewold-van Hove theorem [167,168] is a mathematical proof stating that there is
no consistent mapping " such that axb=aband @ = a* hold for all a,b € C(F) with the non-commutative
product from (I11.3). In other words, we cannot demand this assignment on the whole space of observables,
but only on a subset, which we have to choose manually. This of course introduces other ambiguities during
the process of developing the quantum theory. Choosing one of these ambiguities corresponds to considering
specific maps " into a x-algebra A, which we generate from the chosen subset. Often, one referees to ~ as
ordering prescription. E.g. “Weyl ordering” means that a polynomial in ¢, 7 a € C°°(F) is mapped to its the
total symmetrisation in A.

Once the assignment has been chosen and the quantum algebra of observables A has been constructed,
one is faced with the question of how to choose the correct state w. We remember that in the classical case

2During this chapter we will require basic knowledge of differential geometry. The reader unfamiliar with it, is refereed
to section IV.A of chapter IV. General Relativity, which is self-consistent and be read in advance if necessary.

3This tiny object is one of the most accurately measured constants [166] with value i =~ 1.0546 - 10734J - s and tells us
about the quantum nature of the system under investigation. Hence, in the limit i — 0 we would not measure any quantum
effects at all and call it thus the semi-classical limit.
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we had one state w, for each point z in phase space. Similarly, there is a huge abundance of possible quantum
systems we could encounter and in general we should aim at finding a suitable state for each possibility. An
special subclass among them, are those states, which reassemble the classical states w, in the following way:
for a given observable a € C°°(F) (or a set of them) the predictions of the quantum state on G agree with
those of w, on a up to corrections of order i. This is a possible definition for a semi-classical or coherent
state. However, upon demanding further properties, e.g. that the deviations stay of order & even for the whole
time evolution of the observables, it can become an increasingly hard task to find such (stable) coherent states
in general.

But, one can at least classify the set of all possible quantum states: Gel'fand, Naimark and Segal found a
construction [169, 170] by which any state on a (unital) algebra A becomes equivalent to the expectation
value of a representation of A on a specific vector of a Hilbert space, which is commonly called the vacuum
vector €. If the state is invariant under global time translations, this is a well-motived terminology, as 2 has
then the generic property to be annihilated by the operator ’/T(H) that is the generator of time translations.
This means in explicitly: Let ol be the flow that evolves any observable at time 0 to its pendant at time .
Then, any state wq that fulfils

wolaf(a)) = wo(a), Va € A. (11.4)
will give rise to an element  with W(H)Q = 0. And as we envision the classical vacuum to be invariant under
time-shifts (if there is no field which evolves the system will remain unchanged), this element is called vacuum
vector.

However, up to today there has not been found any state wq for an interacting Hamiltonian in four spacetime
dimensions! But as everything in the real world interacts with its surroundings, this is an important problem
to deal with.*

Although this approach - commonly referred to as constructive QFT - seems to have in a certain sense

fail so far, there is also another approach towards defining an interacting QFT, which at first glance differs
quite drastically from the outlined framework. This second approach is known as covariant or path integral
quantisation.
The starting point is once again a classical (field) theory. Instead of observables at a given instant of time,
one considers observables in spacetime. These are consequently functions of the history fields ®(8 = —it, ),
i.e. a collection of fields at every instant of time. Since the space of functions allowed this way has become
even bigger, we will give a new name to the corresponding map from spacetime observables F' to the complex
numbers, which are the outputs of an experiment: The path integral measure p is defined heuristically as

w(F) = /du(<1>)F(<I>), du(®) := D ¢ SEI/R (IL.5)

wit (1) = 1 and where S[®] is the action of the corresponding classical interacting theory. The path integral
measure consists of [ D®, which denotes integration over all possible field configurations; an object to which
a priori one cannot give a rigorous mathematical meaning!

One should pay attention to the fact that this is a mere guess for a possible framework by which to formulate
a quantum theory. Hence, the question arises whether it is equivalent to one of the possible choices which we
encountered during the aforementioned canonical approach. Also, it is not clear if there exist slight alterations
to the proposal (11.5) to account for the other ambiguities. Due to du(®) being an undefined object in its
full generality, it is hard to study how different choices might alter the predictions of the quantum corrections
and maybe introduce the same amount - or worse - of arbitrariness as in the canonical framework. In order
to answer this question, one would need to find a way to compare both methods for defining a quantum
theory and try to construct a map between them. Half of this was achieved in 1973 by Osterwalder and
Schrader [135-137] by constructing a canonical theory from every well-behaved measure. We will see that also
the converse statement is true: from any suitable canonical theory one can construct a measure, as has been
done in [128] based on ideas from [138,139]. This will be the topic of the section II.C. Bijection between OS
measure and OS data. Let us outline the general strategy of both procedures:

Assume, we have a measure y from the space of history fields ® (and hence a definition of a possible quantum
theory). We want to reformulate this in a language where we have a concrete Hamiltonian operator H (in
an abuse of notation we identify w(H) with H in the following) at hand that evolves a configuration of the

4 Although one could construct states for interacting field theories in lower spacetime dimensions, in 4D one has only
managed to find states for the free scalar field and the free Maxwell field. It might be tempting to just use the corresponding
free vacuum wvectors for computations in interacting theories, however Haags No-Go theorem forbids implementing any
interacting Hamiltonian on the Hilbert space obtained from the aforementioned free vacuum vectors [171,172].
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quantum field, which is described by some element in a Hilbert space H. If H features also a vector that does
not change under time evolution, we will call it the vacuum vector 2 € H. Since the Hamiltonian generates
translations in time, it shall hold HQ = 0. This triple (H,H, ©2) will be called Osterwalder-Schrader data (OS
data) in the following and it turns out that one can always find it, provided the spacetime measure p obeys
certain properties known as the Osterwalder-Schrader axioms (or even a subset thereof®).

We consider the space of some bounded observables, i.e. functionals ¥(®) from the history fields (3, ¥) to
C that only read ®(3, ¥) at positive times 5 > 0. A key idea from Osterwalder and Schrader was to introduce
the time reflection operator R and consider the subspace of those W for which

(U, )y, >0  with (U, 0)y, ::/dy(@) (D) (RY') (D) (11.6)

Herewith the construction of a Hilbert space was possible, whose elements are the equivalence classes with
respect to the Null space of (I1.6). In other words, we have brought together all elements which differ from
each other by some element of norm zero. These equivalence classes will be called [¥], with some arbitrary
representative U. As U is still a functional of ®(3, &), we can define a time-shift operator K(s) on it, which
will simply force the functional to read the history field at ®(5 + s,&). Then we simply define the Hilbert
space as all possible equivalence classes and the Hamiltonian as the generator of the time-shifts:

K(s) =: exp(—sH ), H := span({[¥]}), Q =[], ([W], [])a = (T, W)y

This is the punchline of the famous Osterwalder-Schrader reconstruction.®

Now assume the situation were reversed and we would have given the OS data (f[, H, ) but wanted to have a
spacetime measure u at hand. This measure is supposed to give us a measurement prediction for each possible
spacetime observable. We consider a generator of this set, namely the spacetime-dependent Weyl elements
WI[F]: ® — WI[F](®) with smearing functions F. If it can be written as a product of some purely spatial,
bounded observables W|f, 5x] at sharp times i, > Bx—_1, then we simply define the measure to be

W WIF)) = p(T]Wlfe.8)) = (@, @(fn) ey =v-0F e=E2=00H g f1) Q) (11.8)
k

where w(f) are the spatial Weyl elements, bounded operators on H. After a lengthy calculation, it is shown
that p defined this way also satisfies the necessary and physically sensible Osterwalder-Schrader axioms. Af-
terwards one is free to move arbitrarily between both formulations as we will show that both maps are inverses
of each other.”

Another important lesson to learn from this is that the ambiguities during the quantisation process in the

canonical approach are equivalent to the ambiguities in the definition of the path integral measure. But while
there are no trade-offs in the principal freedom of constructing QFTs, both methods so far fail at presenting
one single non-trivial interacting example in 4D.
As mentioned, in 4D the only example where both approaches could be carried out rigorously and indeed shown
to yield the same consistent result, is the case of the free field. Hence, to make the hugely abstract method
of quantisation more understandable, we will at the end review both constructions and how to interchange
between them, in the section II.D. Example: Free scalar field which follows closely [128].

We finish this introduction with a very quick summary of the steps of canonical quantisation as discussed
above. As this programme was first suggested in [42-45], it is commonly known as the Dirac programme of
canonical quantisation:

1. Choose a set £ of observables, e.g. the classical phase space variables of the theory

2. Find a representation thereof as operators in an (auxiliary) Hilbert space Hyy, satisfying the standard
commutation relations, i.e. {.,.} — —i/A][., ]

3. If present, promote the constraints to (self-adjoint) operators in Hy;,. The space of solutions, i.e.
elements in the kernel of all constraints, defines the physical Hilbert space Hppys C H

5This is very important in the context of Quantum Gravity, where without a fixed background metric a restriction like
“Euclidean invariance”will be too strong to ask for.

6From the OS data (H, H, ) it is straightforward to build a state, by simply defining it as w(a) := (Q, aQ).

"It must, however, be noted that it is not automatically granted that u, as defined by this OS construction, is indeed a
measure, i.e. a positive map such that u(a) > 0 Va > 0. This is the case for the free field, as we will learn later. However,
in general more work is needed for this, see e.g. [173-176].
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4. The Hamiltonian is defined as the self-adjoint operator that is the generator of the time-translations
automorphism on A D £.

5. Find a (complete) set of observables (commuting with the constraints, if present). They represent the
physical experiments whose outcomes our quantum theory can predict

II. A Mathematical Background

In this chapter we give an introduction to functional analysis and compile the basic notions from representations
theory. We follow the textbooks [177-188], which also covers further details.

II.A.1 Functional Analysis

The proofs in the following subsection are partly taken from [177] and [178].

Definition IT1.A.1 (Cauchy sequence, Hilbert space). A Pre-Hilbert space H’ is a complex vector space
with a form

(.,.):H' xH =C
(¥, ¢") = (¥, ¢) (IL.9)
called scalar product obeying the following properties

1. Symmetry: for all 1, 4" € H'

(W, ") = (', ¥) (I1.10)
2. Sesqui-linearity: for all ¥, 11, o € H' and z1, 29 € C
(Y, 21901 + 2092) = 21(Y, 1) + 22(¢, Y2) (IL11)

3. Positive definiteness: for all ¢ € H': (1,4) >0 and (,¢) =0 ¢ =0.
Let ||9]| := /{¥, 1), called the norm of H. We adopt the following notations

e A sequence (V¥n)nen with v, € H' VYn is called Cauchy sequence < Ve > 0 there exists N(e) € N
with ||, — ¥m|| < € for all m,n > N(e).

o A sequence is called convergent to ¢ € H' < Ve > 0 there exists N(¢) € N with || — ¢,|| < € for
all n > N(e).

o A subspace U C H' is called dense in H' < Ve > 0, b € H' there exists ' € U such that
9 —v']| < e
o A subspace U C H' is closed < If ¢, € U and (¢ )nen convergent to o € H' then o € U
Iff every Cauchy sequence of elements in a Pre-Hilbert space converges, it is called a Hilbert space.
Hence any element of H’ can be approximated with arbitrary precision by elements of a dense subspace U.
Lemma II.A.1 (Cauchy-Schwarz inequality). Let H' be a Pre-Hilbert space. It holds for all ¥,v' € H':
(0, ) < (19| - [1¢']] (IL.12)
and the equality is only true iff v = M)’', X € C.
Proof. Since (11.12) is trivial for ¢/ = 0 we assume in the following 1)’ # 0 and define A = (¢, ') /|[¢'||*:
0 < [ = M[[? = (¢, ) — (M, 0) = (9, W) + (W', W) =
= |11 = X, 97) = Moo, o) + NP1 = 111 = [, ") /1|2 (IL.13)

If both sides are equal, i.e. ||1) — A\)’|| = 0 hence ¢ — M)’ = 0 by positive definiteness of the scalar product.
On the other hand, if ¥ = \Y’ follows

[, ) = 1O ) = I 1P = I (1112 = 121 (] = (1l - ] (IL.14)

which is the statement. O
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Definition II.A.2 (Orthonormal basis). Let H be a Hilbert space. A system (er)rez of elements ey € H
with some index set T is called an orthonormal basis if its finite linear combinations are dense in H and
VI, J € T holds <€[, €J> = 51!].8

We call a Hilbert space separable if there exists an orthonormal basis with at most countable infinite .

Lemma II.A.2 (Riesz-Lemma). Let | : H — C be a bounded linear form. Then, there exists a unique
& € H such that Vi € H

W) = (&, ¥) (IL.15)
Proof. If 1 =0 then & = 0. Let [ # 0, then exists [(1}) = 1 since e.g. 1/ = ¥/I(1). So we call:

Ci={yveH :: I(y)=1} (I1.16)

which is closed (pre-image of a single point) and convex, since
(Y = L) + S =1 (IL.17)
As [ was bounded there exists a (due to convexity and (11.12)) unique 9 € Cj, such that ||9)|| = infyec, ||9]].
Co={d+y: veH UY) =0} ={d+¢: Y e N} (I118)
where N = {) € H : 1(1) = 0} is the null space of L. It follows that for all 1) € A we have (1, 1)) = 0 since
19+ |2 = |[DI + 85, &) + £, ) + £2]])]? (IL.19)

Vt due to convexity. However, by definition it must be smaller than ||¢)||, hence (,4)) = 0.
If I(y') = 0 =4’ € N. On the other hand, if [(¢') = s then (¢ /s) = 1 = ¢'/s € C. Thus, each ¥/ € H
can be written as ¢’ = s1) + v, ¢ € N, s € C. This yields

(') = U +¢) = sl($) +1(v) = s (IT.20)
So, we conclude that each ¢’ € H can be uniquely written as ¢’ = l(w’)iﬁ + 1, 1(¢») =0 and hence:
@) =1, ) = W) = @,/ |[9]) = (&', &) (I1.21)
O
Theorem II.A.1 (Bounded Operators). Given two Hilbert spaces Hy, Ha (with corresponding norms
[I.ll1, ||-|l2) we denote as operator any linear transformation T : Hy — Ha, i.e.
T(z19 + 220") = 21Tt + 22T, V1,29 € C,Vh, 0" € H (I1.22)

Then, the following statements are equivalent:

1. T is bounded < there exists k > 0 with ||T||2 < k||Y||1 VY € H

2. T is continuous for all ¢y € H < Ve > 0 there exists §(e) > 0 with ||[Ty — TY'||2 < €, V' € H such
that || — ¢'[[1 < d(e)

3. T is continuous in 0 € H

Proof. 1. — 2. Since v, — ¢ in H is equivalent to lim,_, ||, — ©||1 = 0, we deduce that
HTq;Dn - T¢|\2 = HT(% - 7/))”2 < k“d’n - le n:)>o 0 (11'23)

2. — 3. is trivial. And for 3. — 1. we assume there is no k such that 1. is true, in other words Vn € N there
exists 1, € H such that ||T¢y,||2 > n||nll1- Let ¥, = ¥n/(n||Yn]l1) hence ||¢]|]1 = 1/n — 0. Then

[ Tn ]2
T ll2 = >1 (I1.24)
nf[¢n 1
implying that T/, is not converging to 0 = T'(0), hence not continuous in 0 € H. O

In the following we denote the space of all linear operators from #; to Ho as L(H1,Hz) and the space of all
bounded operators as B(#1,H2) and respectively £L(H), B(H) if H = H1 = Ha. In general, an operator T
might only be defined on a subset called D(T) C H.

8The existence of an ONB is guaranteed for any Hilbert space by the axiom of choice [189] and the Gram-Schmidt
process [185].
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Theorem II.A.2 (Continuous linear extension theorem). Let T' € B(H', H), with H being a Hilbert space
and H' a Pre-Hilbert space. Then there exists a unique extension of T, called T from the completion H
of H'.

Also, for the norm of T holds: ||T||" = ||T'||~, where ||T||" = sup,g¢q |

||
[l -

Proof. First we show uniqueness: be T : 7—~l~—> 7 such an extension, then for any ¢ € H and v, € H'
such that ¢, — 1 we get due to continuity of 7"

T =lim T4, = lim T, (I1.25)

=&

in other words, T is uniquely determined by 7.

Regarding existence , choose ¢ € H and ¥, € H' a Cauchy sequence with 1,, — 1. Then, (T, )nen is also
a Cauchy sequence, due to ||[TY, — TUn||" < ||IT|| - ||¥n — ¥m]|). With H being a Hilbert space, (T ) is
convergent. We choose for each ¢ € H a sequence v, € H’ such that 1, — 1

T4 :=lim T4y, (11.26)

(which is independent on the choice of the particular t,,). That this extension is also linear is seen by considering
two sequences 1, — ¥, ¥}, — ¢ and

T(ap + b)) = lim T(atpy, + by},) = alim T4, + blim T4, = aTw + bTy' (I1.27)

Lastly, we show that ||T|| = ||T||, i.e. T is continuous: Obviously ||T|| > ||T||. But 1 € H and ), — 9 give
T[] = Tim ||T4pn || < T ([T]] - [[ebul| = || - [1]] (I1.28)

thus ||T| < ||T]. O

Lemma I1.A.3. Let T € L(H) be densely defined, i.e. D(T') C H. Let

D(TY) :={y €H, sup [, T < oo} (I1.29)
ozpen(ry 1Yl
Then, there exists a linear operator TY uniquely defined by
(T, 0') = (¥, T, Wy € D(TT), ¢’ € D(T) (IL.30)
Proof. Consider the following linear form for each v € D(T')
Ly(') = (¥, TY') (11.31)

on D(T). Since ¢ € D(TT), it follows that Ly,( . ) is a bounded linear transformation, mapping from
(D(T),|]-]]) to the Cauchy-complete space (C,||.||c) with ||z||c = |z|. Thus, we can invoke the continuous
linear extension theorem 11.A.2 in order to promote L, uniquely to Ly on D(T) = H with respect to ||.||
on H. And with the Riesz-Lemma I.A.2 we deduce the existence of a unique element 5% € H such that

V' € H:

(€5, ') = Ey@) (11.32)
Thus, we can define an operator T on D(T') as TTy := fiw.
Defined in such way T is indeed linear as V41,19 € D(TT), o' € D(T):
(T (2191 + 2202), ¥') = (2191 + 2212, T') = 21 (Y1, TY') + 22 (b, TW)') = (11.33)
= 21 (TT1, ') + 20 (T, ') = (1 TT1, @) + (20T 00, ¢') = (1T 71 + 20T T400), ¢')
O

Definition IT.A.3 (Unitary and self-adjoint operators). Let T € L(H). It is called unitary if D(U) = H,
UH =H and Yy € H it fulfils the isometry condition

U] = [I¥l (I1.34)
We will call T self-adjoint® if it is densely defined on H, D(T) = D(T") and
TV =T'w, VYU e D) (I1.35)

9n physics these operators play a special role as one can easily see that they have real spectrum, i.e. o(T) C R.

15



II.A.2 Measures on Lie groups and Lie algebras

We adapt a didactic approach to Lie groups and Lie algebras which is due to [179] and supplement it with
proofs from [180].

Definition II.A.4 (Lie groups, Lie algebras). A Lie group is a smooth manifold G that also forms a
group via a smooth group product G x G — G and a smooth inverse map g — g~ *.

A complex Lie algebra g is a complex vector space together with a bilinear, antisymmetric Lie bracket

[]:axg—g (11.36)
ax b [a,b

which obeys the Jacobi identity Va,b,c € g:
la, [b, ] + [b, [e; a]] + [ [a, ] = 0 . (1L.37)

A unital x-Algebra A is an algebra with unit element 1 4 € A with respect to multiplication and involution,
i.e. an antilinear map such that a,b € A = (ab)* = b*a*, (a*)* = a and (za)* = zZa* for z € C. We can
endow it with a Lie algebra structure by defining an antisymmetric bracket obeying (I1.37).

One should note that with any Lie group G one can associate a Lie algebra g by considering the space of all
tangent vectors at the identity of G. For all h € G, the left translation diffeomorphism L;, : G — G is defined
as

Lypg := gh, Vg,h € G (11.38)

We say that a tangent vector field'? v € T'G is left-invariant iff (Lp).«v |g= v |4q, where the push-forward
is defined as ¢.(v)(.) := v(¢(.)) for all ¢ € Diff(G). The space of all left-invariant tangent vectors at the
identity is the Lie algebra g = g(G), equipped the commutator of vector fields as Lie bracket.

We construct an isomorphism from g to G called the ezponential map: for any left—invariant vector field v
we associate the integral curves on G of v passing through idg, i.e. the associated one parameter subgroup
g(t). Then we define Vv € g: exp(tv) := g(t).!!

Definition I1.A.5 (Measure, Lebesque integral). Let T' be the o-algebra of a Lie group, i.e. a collection
of all subsets including G, the empty set, for each U € T its complement and being closed under countable
unions. The triple (G,T', u) is called a measure space, where the measure p: I' = R is a map obeying:

1. Non-negativity: VE € T' : u(E) > 0.
2. Null empty set: for the empty set Eg = {@} is p(Ez) = 0.

3. o-additivity: for all countable collections {E;}2, of pairwise disjoint sets:

n(JBr) =D n(Ey) - (11.39)
k k

For any E € T the characteristic function xg : G — C is such that xg(z) =1 ifx € E and xg(z) =0
otherwise. A function s : G — C of the form s = Zgzl ZpXE, With N < 0o, 2z € C is called simple.
Given a measure space (G,T', ) the Lebesque integral of a Borel measurable function f € C®(G) is
defined by (with s being simple)

i) = [ duto) £(0) = s 3" a(uBuls) (I1.40)

The supremum in (11.40) is understood by decomposing the real and the imaginary part of a complex valued
function f in positive and negative contributions f, f_. For the positive part we consider sequences s,, of
simple functions smaller than f, pointwise almost everywhere with respect to p and take the supremum of
all such sequences. Then we continue analogously with (—f_).

10T.e. a linear map, v : C®(G) — C*°(G). See the later section IV.A Differential Riemannian Geometry for more details.
H'While largely unintuitive in this abstract formalism, once we introduce representations, the name exp becomes clear:
the matrix exponential of an operator ¢w(v) defines a group representation II(g(t)).
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Definition II.A.6 (Haar measure). Given a finite-dimensional Lie group G and let for each h € G be
An/pn the operators of left/right translations, i.e. A\ f(g) := f(hg) and pnf(g) :== f(gh) for any smooth
function f: G — R.

A left/right-invariant Haar measure p'/u"™ on G satisfies Vh € G

w(f) = O f), wr(f) = 1" (pi f) (11.41)

Theorem I1.A.3. If G is a finite-dim. (not necessarily compact) semi-simple Lie group then both u' and
u" exist and are unique up to a constant. If G is compact then in fact pg = pt = p” if we normalise,
i.e. demand that (1) = 1. Its explicit form is given by: (Z € C, n = dim(G))

1 mn
= VAR d"ty=exp(r (IL.42)

Proof. If G is not connected, let Gy be the component containing the identity idg of G. Then all other
components are of the form G,, = g,, - G, with g, € G. Suppose uf) is left-invariant on G, then

— Z uo(X5 f) (11.43)

is left-invariant on all of G and in fact independent of the choice of g, € G,,. Conversely if zi! is left-invariant
on all of G =J,, G», then

‘=D wla (N ) (11.44)

Hence ! is determined once we know it on Gy and we can restrict our attention to connected Lie groups G.
We will first show the uniqueness and afterwards the existence by explicit construction. So let f € C(G) be
non-negative and not identically zero and let f’ be arbitrary. Then for two left-invariant measures p, it/

n . fld'9)f'(9)
hg.q') = a7 (9) (11.45)

is well defined on G x G and continuous. Then we can use a generalisation of Fubini's theorem (which allows
us to interchange integrations) and use the left-invariance of u and p':

/Gdu(g)/Gdu’(g’)h(g,g’)=/Gdu’(g’)/cdu(g)h(gvg’)=/Gdu'(g’)/Gdu(g)h(g’_lgvg’)=
=LW@waWfam:LW@mem@iw>m%>
And thus (inserting a one in the first step)
deu ") f(d'9) 9)f(g’
[ @16 = [ antos 9w () f(tg) = [ dnto /W w
/WU/WUW&)/@ULWU(’M)
f! ’1)f(g) - _ o fg ™)
/du /du J"Gdu gD —/Gdu(g)f(g) (/Gdu (g)de,,/(t)f(tg'—l)>

Thus, there is a constant ¢ independent of p such that

(g ) (IL.47)

;=

Jo F'(9)du(g)

Jo I @)dula) ~ (IL48)

Since ¢ does not depend on p, it is the same for i/ and hence follows Vf’

Lﬁ@w% (k Z j)/f )dpu(g /f )dpu(g (11.49)

Thus, the linear functionals u(f’), p/'(f’) for f* € C(G) are the same up to a constant p/(f") = ap(f’) and
it follows: ' = ap =: p'.
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Moreover, this unique left-inv. measure ;! coincides with the right-inv. measure i in case of compact G, as
upon considering for an arbitrary but fixed gg € G

)= / dyi” (1) f (gohgy ) (IL50)
G

it follows (py, f) = p(f) due to right-inv. of 1™ and p = r(go)p” by uniqueness. Using compactness, we may
normalise "

o) = wlaoh”(G) = (@) = [ dur(g) =1 (IL51)

which is independent of go. And thus Vgy € G:

u(f) = /G dy () (g) = /G air’ (9)F (g0990~") = /G A7 (9) 1 (909) (I152)

So,  is also left-invariant, i.e. = p! = p".

Lastly, for its existence, we follow [50] and consider the bijective exponential map exp : g — G. Since
exp(s)exp(t) € G there exists a ¢ € G such that exp(c) = exp(s)exp(t) which is unique due to the
exponential map being bijective, in other words ¢(s,t) is a composition function such that

exp(s) exp(t) =: exp(c(s, t)) (I1.53)

Now d,set = (€)1 (Dpnre”™) |y—e(s ity O, M (s,t) and it follows:

kik(t) = (E)thM)((’)thN)tr ((es)_l(arMe’“) |T:C(3’t) (O,ne") |r:c(s,t) es)
= (0 M) (O ™ kprn (c(s, 1)) (I11.54)

and thus for the measure: (det(c?q) = det(c?) det(q))

det(k(t))
d"t+/det(k t)) d"r "
HAS) = / et(k(D)f (e els, / [det(@e(s, 1)/00)oeny ¢
= [ o) VARG = uh (1L.55)
A similar calculation for right translation and inversion gives the statement. O

II.A.3 Representation Theory

In the following we will carefully distinguish between representations of groups and of *-algebras. This subsec-
tion follows closely [50].

Definition IT.A.7 (Representation of a group / x-algebra). Let G be a Lie group. A group representation
(II,H) of G consists of a map

: G— B(H) (IL.56)
g+~ 1l(g) (IL.57)

onto the bounded operators on a Hilbert space H, which are defined on a dense, invariant subspace D,
i.e. I(9)D € D CH Vg € G and obey the following properties

1. H(ldg) 1d’H =1
2. U(gh) = 1(g)IL(h)
3. T(g™") =T(g)~"

For a unital *-algebra with Lie-algebra structure, A, a representation (w,H) with = : A — L(H) shall
fulfil: (a,b,€ A, 21,20 € C)

1. m(1y) =idy =: 1
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4. w(z1a + 22b) = z17(a) + zom(h)

We will adopt the following notations likewise for group and algebra representations:

Definition I1.A.8. A representation of (7, H) is called
1. cyclic with cyclic vector or vacuum 2 < there exists Q with m(A)Q := {7(a)Q, a € A} dense in H.
2. irreducible < every vector 0 # 1 € D C H is cyclic < # invariant subspaces other than H and {0}
3. faithful iff it is injective
4. finite dimensional < dim(H) < oo

5. unitary < 7w(a)’ = 7(a)™?

, i.e. all operators are unitary
6. completely reducible iff it decomposes into a direct sum of irreducible representations w9 on the
spaces HY), that is

m=@;nV), H=a;HD (I1.58)

7. unitary equivalent with another representation (7', H') < there exists a (unitary) isomorphism
U:H— H such thatVa € A: Un(a)UT = 7'(a)

And similar for (II, H).

Theorem II.A.4. Let A be a unital *-algebra with Lie-algebra structure. Then every representation
(m,H) is a direct sum of cyclic representations.

Proof. This is taken from [181]. First note that existence of a unit element guarantees automatically non-
degeneracy, i.e. m(a)y = 0 Va € A implies ¢ = 0. Then, we consider the maximal set (H7));c 7 of all pairwise
orthogonal, closed and invariant subspaces on which 7 is cyclic.

Let K := @;H{), i.e. the closure of the direct sum of Hilbert spaces. With H9) being invariant and 7(a)
continuous Va € A, follows that K is invariant, too. Hence also K, the orthogonal complement of K in H,
since for p € K+ and v/ € K follows for all a € A:

(m(a)p, ') = (¢, 7(a)T¢) =0 (IL.59)

because 7(a)y) € 7(A)K C K. The statement would follow if K+ = 0. Hence we assume that K+ # 0.
Then exists 0 # 1) € K+ and we define

C = span 7(A)y (I1.60)

which is also a closed, invariant subspace. We write 1) = 1o + ¢’ with ¢’ € C and 1y LC. With C* being
invariant, follows:

C > n(a)y = w(a)o + m(a)y’ (I1.61)

But since m(a)yo € CL, it must vanish for all a € A. But (m,H) is non degenerate, thus 1o = 0. This
means ¥ € C' and hence the representation is cyclic on C'. This implies a contradiction to the maximality of
(HD)jes. O

One can quickly see that the same holds true for Lie groups which carry an involution and non-degenerate
representations thereof. Thus, we can restrict our attention to the construction of cyclic representations and,
moreover, to unitary ones as:

Lemma II.A.4. Let G be a compact, finite-dim Lie group and (II,H) a continuous finite-dim represen-
tation of G. Then we may replace the scalar product on H by one with respect to which 11 is unitary.
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Proof. We denote with {.,.)" the old scalar product on H and define a new scalar product by

= [ dnolo) @@ gy (11.62)

which is due to II being continuous and G compact:
@) < ([ () 1) sup [M(e)v. Mgy < oc (11.63)

G geG
With this we can easily check V¢’ € G: (g := g¢')
. / () W) @)Y = | (@) @I~y M) ) =

T,y = (T(g) T, ) (I1.64)
Giving the statement: II(g')T = H(g’_l) =TI(g") L. O

Lemma II.A.5 (Schur). Suppose (I;,H7) j = 1,2 are finite-dim irreducible representations of G and
there exists an intertwiner: A : H' — H? such that Ta(g)A = Alli(g) for all g € G. Then:
1. Either A=0

2. Or A is invertible, unique up to a constant (A = k1) and we call (II;, H') and (Ily, H?) equivalent.

Proof. Let V; = ker(A) C H!, Vo = Im(A) C H?. Let ¢ € ker(A) then All;(g)¢ = lz(g)Ay =0 =
V7 is invariant. Let ¢ € Im(A), then exists 1) € H! such that ¢ = Ay and Ily(g) Ay = Ally(g)y = Vs is
invariant.
Now since I is Irrep = either V; = H! (i.e. A =0) or V3 = {0} (i.e. A is injective). And since Il is Irrep
= either V5 = {0} (i.e. A=0) or Vo = Hs (i.e. A is surjective).
Now let A be an intertwiners for case 2., then exists k € C such that A — k1 is singular. But since A — k1 is
an intertwiner we are in case 1. and A — k1 = 0. O

This Lemma (due to [190]) but found many application in representation theory. We will use it in the proof
of the following theorem [191]

Theorem I1.A.5 (Peter & Weyl). Let j be a labelling of the equivalence classes of finite-dim., irreducible,
unitary representations (I, HW)) of compact G and define

bimn(9) = /d; 115, (g (11.65)

with m,n € {1...d;} and d; = dim(H)).
Then the bjpy, form an orthonormal basis of the Hilbert space H = Lo(G, duc), where ug is the Haar
measure on G, i.e. Vf,h € H:

(1.1 = | ducto) Fathis (11.66)

Proof. This taken from [50]. First, we show that
(bjmn, bjrmns) = 0 Omm: Onn (IL.67)
which we call Ann,(mm’) = (bjmn,Djrmns), i.e. @ matrix with entries labelled by n,n’ (n = 1,...,d;,

n' =1,...,d;) with additional labels j, j’,m,m’. First, we show that A%’ (m,m’) is an intertwiner between
(H(j’)’y(j)) and (H(j)vq.[(j));

[Ajj/(m,m’) Vnn = ZA“ m,m’) Hgfnz(g) =
VAT [ duc(n) BRI, (hg) = 19 ()40 () (1L68)

where we used unitarity: TIY) (g=1) = 1) (¢).
For non-vanishing A, by Schur, j and j' must be equivalent and then A is fixed up to a constant , i.e.

A'ZL];/ (m, m’) = 6jj’AZLJ;/ (m, m’) = 5]j6nn’ I’ijjl (m, m/) (1169)
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To determine x, we compute the trace

S 650G w9 (mym) = e (mym') = Y d /G dpg (WG, (WY (h) = d;Spm  (IL70)

where we used unitarity, that ngn/ (idg) = Omm’ and that pug = 1.

Now we want to prove that the span of the b, is dense in Ly(G,duc). Let B C C(G) be the subalgebra
of the abelian C*-algebra of continuous functions on G generated by the bj,,,,, so B contains finite linear
combinations and products of the bjy,,.

bjmnbjmms can be considered as matrix €’ of ¢ @ 1TU") which is finite-dim, thus completely reducible
to sums of the II(¥) again. In other words, 9B is the finite linear span of the bjmn. As one can see from
the general theory of Hausdorff spaces C(G) is dense in Lo(G,dug). Now given ¢ € Lo(G,dug), then
there exists f € C(G) such that ||y — f||L, < €/2 with € > 0. For this f, there exists b € B such that

I1f = blloo = supyeq [f(g) — b(g)| < €/2. Then

fF—bl2, = /Gduc(g)l(f —b)(9)I> < If —bll% < (¢/2)° (IL.71)

And finally
| =bllr, <l — flle +|[f —bllz, <e€ (IL.72)
O

II.B Canonical vs Covariant Quantisation

We will review two of the many possible ways to quantise a system, which both yield the same unique result
in case of a regular state in a finite dimensional system due to the Stone-von Neumann theorem [192-195].
Since a field theory carries infinitely many degrees of freedom the situation looks different and both cases will
have to be discussed separately.

II.B.1 Canonical Quantisation

Given an action S[¢;] of a system with some field degrees of freedom living on a manifold M 22 o x R (with
o being a spatial submanifold), we will perform a Legendre transformation to obtain the corresponding Ha-
milton function H(¢r, 7y, ), defined on a classical phase space F with symplectic structure {ﬁé(y), or(x)} =

675G (2, y).
The structure of this subsubsection follows the programme of canonical quantisation, see e.g. [50].

Gel’fand-Naimark-Segal Construction

The first step towards defining a canonical quantum theory is the choice of a quantum *-algebra of observables.

Definition II.B.1 (Algebra of observable, states). Let & be a sub set of C°(F) such that it is
1. closed under complex conjugation, i.e. € = &
2. closed with respect to the symplectic structure, i.e. {£,E} C &
3. separating points, i.e. f(¢,m) = f(¢', 7" )Vf e & = (¢,n) = (¢, 7')
4. including the constant functions, i.e. 1 € €

We construct the free algebra A’, i.e. the non-commutative x-algebra of books and words from & where
a word w is a formal multiplication of finitely many fr, € € and a book b a formal linear combination of
finitely many words

b=wy+..4+wm, w=/f1-..-fn, fkEE (H73)
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The algebra of observables A is now simply the quotient
A=A")J (I1.74)

with the two sided ideal, i.e. bJ = Jb' for all b,b’ € A’,
J=1{b(f-g—g-f—ib{f, gV, b’ € A, f,ge &} (I1.75)

for some h € R.
A state on A is a positive linear functional w : A — C such that

w(zra1 + 20a2) = z1w(ay) + zow(az), w(a*a) > 0, w(ly) =1 (I1.76)

One can easily convince oneself that the equivalence class [b] = [b+ j, j € J] is independent of the choice of
representative and that the following relations hold:

[b] + [b] = [b+ D], [b] - [b] = [bb], [b]* = [b] (IL77)

Given an algebra of observables and a state thereon the GNS construction [169,170] builds a corresponding
representation thereof:

Theorem II.B.1 (Gel'fand, Naimark, Segal). Let A be a unital x-algebra and w a state on A. Then
there exists (up to unitary equivalence) a unique correspondence between w and a cyclic representation
(m, H,Q) given by the vacuum expectation value of 7(a):

w(a) = (Q,7(a))x (I1.78)

Proof. Let D' := A, which is a linear space, due to A being a vector space. We can define the following
map on it
(...): D'xD —=C (I1.79)
ax b (a,b) :=w(a*d)

which we will show to be a positive definite, symmetric, sesqui-linear form on D’. Using the polarisation
identity [196]

* 1 = *
a*b= 1 42_:1 €(a + €b)*(a + €b) (11.80)

with € € {£1,£i}, hence € = ¢~! and ée = 1. Then:

(a,0)" = w(a™b)* = (i 3 ew((a+eb)*(a+ eb))) _ % ew((a+ eb)*(a + eb)) =

et=1 et=1

=13 awleeb+ e o) (b4 ) =

ed=1 et=1

éw((b+€ea)*(b+ea)) =w(d*a) = (bya) (11.81)

where we could neglect the outer involution in the third step due to positivity of w and exchanged ¢ <> € for
the last line. Hence, (.,.) is symmetric and obviously sesquilinear and non-negative by definition. However, it
will in general have a non-vanishing kernel, hence consider:

N={neD wh'n)=0} (I1.82)
Then with [a] = {a +n, n € N'} and using (11.12)
([a], b]) = w(a™®) (IL.83)
is positive definite on D :={[a], a € D'}. N is also a left-sided ideal, since for a € A, n € N:
w((an)*an) = (n,a*an) = |(n,a*an)| < (n,n)*?(a*an, a*an)’? = w(n*n)(a*an,a*an)/?> =0 (11.84)

using again Cauchy-Schwartz-inequality. So, we can choose as Hilbert space H the closure of D with respect
to (.,.), as cyclic vector 2 := [1] and finally w(a) = [a] for all @ € A., which acts by 7(a)[b] = [ab]. This is
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independent from the choice of representative as AV is a left-ideal, so a[b] = a(b+n) = ab+ an with an € N.
The linearity criterion for the representation of a x-algebra is obviously fulfilled, moreover:

m(ab)[c] = [abe] = w(a)[bc] = w(a)w(b)]c] (11.85)
and
(@] L ]} = (B, m(@)[e]) = w(b*ac) = w((a*b)*e) = {r(a")), ) (11.56)

By definition of 7 we have D being dense and then 7(a)Q2 = [a - 1] = [a] Va € A shows that every point
in D can be reached hence, €2 is a cyclic vector. To summarise we have indeed found a cyclic representation
stemming from w.

Consequently, given (7, H,w) equation (11.78) defines a state, if € is normalised, as

(Q, m(a*a)Q) = (r(a)Q, w(a)) = ||r(a)Q|* > 0 (IL.87)

It remains to show uniqueness up to unitary equivalence. Assuming there would be another triple (7, H',Q'),
such that

w(a) = (Q,m(a)y = (', 7' (a), V) (11.88)
which is a consequence of w(a) = w(1*a) = ([1], [a])3 = (2, 7(a)Q)4. Then define

U: D—D cH (11.89)
7(a)Q — 7' (a)Q (11.90)

which is an isometry

[Un ()93, = |7 (@)'[[5 = (' (@), 7" (a) )3 = (¥, 7' (a) 7' (@) )3 =
= (Y, 7' (a*a)Y )y = w(a*a) = ... = ||r(a)Q |3, (IL.91)

Thus U is densely defined on D. And by the same calculation we find the existence of an U~! : D’ — D. With
D' ¢ H', D C H both dense and H,H’ both closed, we can extend U, U~! to a unitary operator according
to the continuous linear extension theorem II.A.2, since isometry underlies boundedness. O

Dynamical Restrictions on the State w

In the following, we impose restrictions on w, which will allow us to implement time evolution in the quantum
theory.

Definition II.B.2 (Automorphisms, G-invariance). Let G be a group, whose action on an algebra of
observables A is given via automorphism oy : A — A with g € G, i.e. maps obeying

1. agoay =gy forallg,g € G
2. ag(ab) = ag(a)ay(b) and ag(a)* = ag(a*) Va,b,e A
3. ag(z1a + 22b) = z104(a) + 2204 (b) V21,20 € C
We call G a symmetry and a state w in A G-invariant iff Vg € G, a € A
w(ag(a)) = w(a) (1I1.92)

Lemma II.B.1. Fach G-invariant state w leads to unitary representation of G on the GNS-Hilbert space
corresponding to A,w by

U(g) (m(a)$2) := m(ag(a))S2 (11.93)
for all g € G. Moreover, Q is a G-invariant vector in H.
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Proof. We show isometry of U(g):
(U(g)m(a)2,U(g)m (b)) = (m(ay(a))d, m(ay(h))2) = (€, m(ay(a’h))Q) = w(ay(a™d)) =

=w(a*d) = ... = (m(a)Q, 7(b)Q) (I1.94)

Also U(G) has as inverse U (g~ 1), hence it can be extended to a unique unitary operator on the whole of . [

Physical input enters now in demanding that the vacuum €2 is a state which does not change under a
global shift of the time coordinate, i.e. it gives rise to a G-invariant state w with respect to the classical

automorphism o (a) = 37, t" /n!{H, a},) induced by the Hamilton function H.

By the Stone theorem [194,195] we have then guaranteed the existence of a self-adjoint operator H := 7 (H)
as generator of time evolution. From (11.93) and setting a = 1 follows that it annihilates the vacuum

HQ =0, U(t) := exp(—itH) (I1.95)

In other words the vacuum is from now on referred to as a vector which does not change under time evolution,
which we get automatically during the GNS construction.

The Stone-von Neumann Theorem

In special cases the choice of the states becomes unique. In this paragraph we will comment on when this
happens.

Let us consider S(R™) the space of Schwartz functions, i.e. f : R™ — R which are of rapid decrease. In
other words f € S(R") iff [ d*z f(x)P(x) < oo for any polynomial P. In the following we use its elements
often as test functions.

Definition I1.B.3 (Weyl Algebra). (cf. [197, 198]) The (spatial) Weyl elements of a scalar field theory
are defined as (f,g € S(0))

wlf, 9)(é, m) :=exp (i(dlf] + 7lg])),  wlfl(¢) := w[f,0](4, ) (I1.96)

Similarly the (spatial) Weyl elements for the phase space R? of a mechanical system with {p,q} = 1 are
(x,y €R)

wlz,y|(q, p) := exp (i(yq + xp)/h) (IL.97)

The x-algebra generated by the finite linear combinations of some Weyl elements is called the Weyl algebra,
W. For each Weyl algebra, we define the maps .* : T — T and f, : T xT — T (where T is either S(o) or
R?) such that

wif*l=wlfl*,  wlflwlf]:=Y zawlfalf,f)], Vi ET (11.98)

where L < 0o.
Example: For the scalar field theory, the Weyl relations (11.98) have the following, explicit form of the
parameters (f, f' € S(o))

f*:_fa L:17 21:17 fl(f7f/):f+fl (1199)
In case of a one particle system, the parameter of the relations read: (z,y € R?)

(3’51,.’132)* = (_1‘17 —1'2), L= 17 Zl(m?y) = e%(mlyz_m2y1)7 fl(xay) = (1‘1 + T2, Y1 + yQ) (IIlOO)
Definition II.B.4. A state w on a Weyl algebra W is called regular, iff for the corresponding repre-
sentation (m, H) the 1-parameter groups x1 — m(w[z1,0]) and x2 — m(w[0,z2]) are strongly continuous,
i.e.

lir% [|(7(w[z,0]) — 14,)¥|| =0, YO eH (I1.101)
T—

and similar for the second argument of wl., .].
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Theorem I1.B.2 (Stone-von Neumann). (cf. [192-195]) Given the Weyl-algebra of a one-particle system,
i.e. with finitely many degrees of freedom. Let w be a state thereon, whose GNS representation (mw,H) is
irreducible and with respect to which the Weyl elements w(z,y] are regular.

Then w is equivalent to the Fock-state w':

w(wlz,y]) = ' (wlz,y]) == exp (—( + )) (11.102)

with 1 > 0 and [I] =cm.

For the proof of this theorem there are excellent accounts in the literature. See e.g. [199] for a modern
version.

In the case of a field theory the Stone-von Neumann theorem is not applicable and other methods must
be used to classify all possible states on A. A formulation, which is used in constructive QFT and in terms of
which the Girding-Wightman axioms [163] are formulated, are the Wightman functions:

Definition I1.B.5 (Wightman functions, Schwinger functions). Let A be an algebra of observables with
state w such that the Hamilton function H can be represented as a self-adjoint operator H = n(H) on H.
Moreover, we demand that w(A) contains the time-dependent Heisenberg fields

b1(p,t) = exp(—itH)pr(p,0) exp(itH) (I1.103)

where ¢1(p,0) := 7 (¢;(p)) with p € o.
Then the Wightman n-point functions'? are defined as (v; € o x R)

Wt (@ ey 1) := (Q, b1, (). 01, (1)) n (I1.104)

And their analytic continuations t — i3, 5 € R will be called the Schwinger n-point functions S, .

II.B.2 Path integral Quantisation of Euclidian fields

In this subsection we will be working in the covariant formulation, i.e. using the history time fields ®; rather
than the canonical pair (¢7, 7y, ).

Most of the work in the previous section is side-stepped by simply defining a candidate for the Schwinger
n-point function in the following way:

Definition II.B.6 (Euclidian functions). Given a field theory described by an action of the form

1
S[®;] = So[®;] + V[®/] := / d*z ( 3 Z(@a(PI)Q(x) +V{®r}1(2))) (I1.105)
M I,a

with Sy the action of the free field and the semi-bounded potential V[®;] > 0.
Then the Euclidian n-point function is defined as the path integral (or functional integral) [200]

En,,n,__,l(xn...xl):/du(cb) & (2n)... @, (21), dﬂ@):e-smﬂ/ﬁNlim I dew
_)OOUET(l/N)
(11.106)

with p(1) = 1 and T(1/N) is some cubulation of M with cells of vanishing volume for N — oo.'3
Lastly, Sy [®] is for all N bounded from below and some discretisation of the continuum action, such that
S[q)]] = limN_wo SN[(I)[].M

As we realise, the action S[®;] is by definition bounded from below, it made sense to demand the same for
Sn[®r]. Hence, the exponent exp(—Sn[®;]) is bounded from above and strictly positive. Thus, du(®) indeed
defines a positive measure.

128trictly speaking these objects (and all other n-point functions) are distributions, but we will stick to the notation
commonly found in the literature.

I3Note that the limit must be taken before evaluating the integral. This makes du(®) a mathematically ill-defined object,
known as the Fuclidian path integral measure.

14We will encounter explicit examples for such discretisations in chapter III. Renormalisation.
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Consequently, we can hope to identify the Euclidian n-point function with the Schwinger function of a cano-
nical theory as they are fulfilling the same properties of a vacuum expectation value.

On the other hand, the set of possible actions of the form (11.105) should be too restrictive for all ap-
plications in mind (e.g., we will later consider the Einstein-Hilbert action of General Relativity). So we will
allow more general measures, yet are then faced with the question, whether they give rise to a corresponding
well-defined caonincal quantum theory. Sufficient conditions on the measure for this have been collected by
Osterwalder and Schrader [135-137]. We now state the axioms and present the explicit construction in the
following section.

Definition II.B.7 (Generating functional). Given a field theory on M = o x R, we perform a rotation
to imaginary time t — i3, f € R. Fields on this space, R, are called Euclidian fields.
Consider the distribution space S'(R) on the Schwartz functions, such that ®; € S'(R) via

®;[F) = (®;,F)g = /R d*z O (x)F(x) (I11.107)

VF € S(R) called test functions. For F; € S(R), I = 1...N, we define W[F] : S'(R) — C with
WIF|({®1}) := exp(i }_; ©1[F1]) and

N
Ay ={¥(.)= Z 2k WIF®](.), 2k € C, T —supp(Ff) € (0,00)} (I1.108)
K=1

Then, given a measure u on S'(R), we define the generating functional of the Schwinger functions:
S[F] = / du(®) W[F|(®) (11.109)
"(R)

Definition II.B.8 (Osterwalder-Schrader axioms). The OS axioms are conditions which a measure
(uniquely determined by its generating functional) may satisfy. They read explicitly:

0S80 Analyticity. For all FK € S(R), K < N < 00 and 2;...zy € C the function

2 S[> 2 FX (I1.110)

is complex differentiable on the entire complex plane CN .15

0S1 Regularity. There exists 1 <p < 2 and ¢ € C such that for all F € S(R) holds'®

ISIF]| < exp (e(lIFllz, +IFI15,)) (Iw11)

082 Euclidian invariance. S[F) is invariant under time reflections and translations. If R =2 R* then we

might demand invariance under all Euclidian symmetries E, i.e. rotations and spatial reflections
17

and translations:
S[F] = S|E F) or equivalently w(F)=u(E F) (I1.112)
083 Reflection positivity. For the time reflection R : §8'(R) — S'(R), defined as (RV)(F) = W(OF) with
0:S(R) - S(R) acting as (0F)(x,t) = F(x,—t), the measure p fulfils (VU € € :=V, i.e. the
closure of V.= 20, N La(S'(R), du) '8
0 < (U, RU)e = /du@) T(D)(RY)(®) (IL.113)
0S4 Cluster property:'® Let F, F' € S(R), then holds

Jim [ du(@) WEJ@W(TLF)(®) = u(WEDu(WIE') = (WIF], e(LW[F])e  (IL114)

151n other words, du(®) decays faster than any exponential. Dropping this axiom could force us to consider only a subset
of all test functions.

16The Lp-norm is defined as [|le, : Fe=(f |F(z)[Pdz)/P.

17E.g. GR will provide counterexamples. Also note that, upon going back to Minkowski fields, this is equivalent to Lorentz
invariance.

18 This axiom guarantees positivity of the scalar product of a GNS Hilbert space and is therefore crucial for the subsequent
constructions.

19This is slightly stronger than the Ergodicity property mentioned in [135]. However both ensure uniqueness of the vacuum.

26



II.C Bijection between OS measure and OS data

Given a field theory defined on a manifold M = ¢ x R, for which we will consider a single field species. In
this chapter we show that there is a unique one to one correspondence between a triple of OS data (H, H, Q)
(consisting out of a Hilbert space, a self-adjoint Hamiltonian operator thereon and a cyclic vector) and an
OS measure i satisfying a subset of the Osterwalder-Schrader axioms. Moreover, we will only consider scalar
fields in the following, for extensions to gauge groups see [201-205].

For the Osterwalder-Schrader reconstruction we follow [128,135] and for the Osterwalder-Schrader construction
and their inversion properties we quote the calculations from [128].

I1.C.1 Osterwalder-Schrader Reconstruction

Let 1 be a measure satisfying OS2 and OS3.
On V, the finite linear combinations of W[F] with F of positive time support, we define the bi-linear form

(U, W)y = (U, R¥)e (IL.115)

which is positive by OS3, however not yet positive definite. Due to OS2 we have invariance under time
reflections, giving sesqui-linearity of the form: (using unitarity of R)

(U, 0')y = (RV W)e = (R*W RU)g = (¥, T)y, (I1.116)
Lemma I1.C.1. Let o be a measure on S'(R) satisfying OS3. Then the Null space
N={UeV, (U,)y =0} (IL.117)

is a linear space. And upon defining the canonical Hilbert space H as the completion of the set V/N of
equivalence classes [V] := {W + N, N € N'} with ¥ € V, the scalar product

(9], [9'])3 = (P, ¥)v (IL.118)
is well defined on H, i.e. independent of the representative.

Proof. We need to show that if U, ¥’ € V and N € A then (U + N, ¥}y = (U, ¥')4. And from
(U + N, U\ = /mw = (U, ')y + (N, U')y (I1.119)
follows with the Cauchy-Schwarz-inequality (11.12), which applies to positive definite sesqui-linear forms, that:
(N, W) 3| < (N, N0 07)3/2 = 0 (IL.120)
O
We define densely on Ly := Lo(S'(V),du): (s € R)
(T,F)(8) == F(B - ), U(s)W[F] = W T, F] (L121)

Note that T — supp(7TsF) = T — supp(F) + s thus U(s) does not map V onto V unless s > 0. Thus, on V
we may still define a one parameter family s — U(s) but it is a semi-group rather than a group, because its
inverses are not defined.

We want to define for ¥ € V

K(s)[¥] := [U(s)¥] (I1.122)
but we must first show that this definition is well-defined, i.e. U(s)N C A. For this note first that
(0 T.F)(8) = (I.F)(~B) = F(~b - 5) = (0F)(8 + 5) = (T_, OF)(B) (1.123)
whence RU(s)W[F] = W[ T, F] = U(—s)RW[F]. Thus using unitarity of U{(s) on Ly for ¥ € V,N € N
(RU(S)NU(s)N) 1, = U(~5)RNU(s)N) 1, = (RN U(25)N) L,
< (RN, N)Y2(;, RU(25)N,U(25)N)/* = 0 (11.124)

hence giving the claim that U(s)N C N.

27



Theorem II.C.1 (Reconstruction of canonical Quantum Theory). Let u be a measure on S'(R) satisfying
to OS2 and OS3. Then from (I1.122) we have for s >0

K(s) =exp (st:I) (I1.125)

Here, H : S§'(R) — 8'(R) is a self-adjoint positive operator, i.e. 0 < H = Ht. Moreover, Q := [1] =
[WIF]|p=o] € S'(R) is a ground state of H, i.e.

HQ =0 (I1.126)

Proof. We verify the following four properties:
(i) Semigroup law: K (t)K(s) = K(t+ s), for all s,t € R,. This follows from the multiplication law for (s):

K@) K(s)[¥] = [US)UR)T] = [UE+ 5)T] = K(t+ 5)[V] (IL.127)
(i) K (s) is self-adjoint, as
(W], K(s)[¥' )3 = (U, RU(s) V'), = (T, U(=5)RV') 1, = /dﬂ@)‘l’(‘l’L])(R‘I")(‘P[Tﬂ 1=
= U(s)¥, RY") 1, = (K(s)[¥], [¥])3 (I1.128)
Moreover, K (s) is positive as follows from
(W], K (3)[9])30 = ([9], [U(s/2)* W) = ([W], K (5/2)2[9])3 = [|K (5/2)[W]][3, (I1.129)

(iii) K (s) is a contraction, i.e. ||K(s)||s < 1. For this we consider any 0 # [U] € H then:

K@) w)2," (11130)

15 ()]l = v/(T0], K (5)2[W])a < [1[9]115° 15 (2)[W][[3/> < [[[9]]]57%
And with (r > 0)
1K (r)[®]|[5, = U (r)W]1[3, = U(r) ¥, RUE)D) L, < |U)Y||L, [[RUE) P L, < [[¥]]7, (IL.131)

we get for any n € N

1K ()Wl < 119105721191, (11.132)
and taking the limit n — oo:
[ (s) (9]l
— <1 (11.133)
1]l

taking the supremum over [¥] # 0 shows that K (s) is bounded by norm one.
(iv) Strong continuity: K (s) — 1 as s — 0. By assumption U(s) is reflection continuous whence
(K (s) = D)[W][[5, = (T, RU(2s) — 2U(s) +1)¥)1, <
< (W, RU(2s) = 1)) L, | +2[(¥, RU(s) = 1)) L,[ — 0 (IL.134)

s—0
These properties say that K(s) is a strongly continuous, self-adjoint, contraction semigroup and then there
exists an operator H such that K(s) = exp(—sH) by the Hille-Yosida theorem [206]. If we take the derivative
of (11.128) with respect to s and set afterwards s = 0 we deduce moreover that H must be self-adjoint too.
Furthermore U(s)1 = 1 and then Vs > 0:
K(s)Q = [U(s)WF] |p=0] = [W[TF] |p=0] = [1] = ©Q (IL.135)
so that Q is a vacuum for H. O

Lemma II.C.2 (Uniqueness of vacuum). The vacuum ) is unique, if the measure p obeys OS4, i.e. it
s time-clustering.
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Proof. If (11.114) holds for all W[F] (which are dense), then for s — oo the operator U(s) becomes a
projection operator

lim U(s) = (1, . )z,1 (I1.136)

S—>00
Now suppose there are any 2 such that K(s)Q2 = Q. Then for all ['] = Q we have
(K (s) = 130)Q = [(U(s) — 11,)2] = 0 (IL.137)

In other words (U(s) — 1,)Q € N for any s. If u clusters then take s — oo and find

lim (U(s) —1.,)Q =(1,Q)N1-Q eN (I11.138)
5§—00
i.e. Q:=[Q] ~ [1] and the vacuum is unique up to a phase. O

I1.C.2 Osterwalder-Schrader Construction

In this section, we follow [128]. Let (%, H, Q) be a representation 7 of a x-algebra A of observables generated
by the Weyl elements w[f](¢) := exp(i¢[f]) that support the Hamiltonian as a self-adjoint operator. For the

corresponding operators, we write w[f] := w(w[f]), ¢[f] := 7(H[f]) unless stated otherwise. We define the
N-th Wightman function generator®® as
W ((fnstn)s o (f1,11)) = (@[ NU(Ex — ty—1) " Ut — t1) " D[ 1] Q)% (11.139)

and correspondingly the N-th Schwinger function generator with ¢t — i3, 8 € R as

SN ((Fns BN ), oons (f1, B1)) 1= (Q, [ fy]e™ BV —BAOH | o=(B2=BOH 1 110, (I1.140)

where By > ... > f; and H is bounded from below. The Wightman functions from (11.104) can be obtained
from (11.139) by taking the functional derivatives with respect to fi...fny and then setting them to zero.
Now, we want to use the N-th Wightman function generator to define a measure candidate. For this, we need
the spectrum of an abelian algebra:

Definition II.C.1 (Spectrum of an abelian C*—algebra). Let B an abelian C*—algebra. The spectrum,
called A(®B), of it are the x-homomorphisms x : B — C such that

x(ab) = x(a)x(b),  x(a+0b)=x(a)+x(b),  x(a)" = x(a”) (IL.141)

Especially in the case of a scalar field, we consider the w[f] as the algebra generated by them is surely abelian.
Then, we promote it to a C*-algebra by equipping it with the C*-norm induced by the operator norm [186]
and complete it with respect to it. Due to the w[f] being bounded, this will be a sub algebra of 4 and we
denote it with the symbol 9B in the following. Due to the Gel'fand isomorphism, B = BY C C(A(B)).
Hence, we can think of a representation (7(8),H) in the following way: H = Lo(A(9B),drv') with some
measure dv’ and 7(B) as continuous functions on A(*B) acting by multiplication on H. For further details
see [128,185-188,207,208].

Now, we simply define:

Definition I1.C.2. Let v be the Hilbert space measure corresponding to (H, I;T,Q) with H bounded from
below and By, C A(B) the open sets with respect to v. We define the spacetime fields ® as the elements
of the set T := {® | &(B1) € A(B), V51 € R}. The cylindrical sharp time subsets of T' are

Dy = {®eT | ®(By) € By, k=1,..,N} (11.142)
where f1 < ... < By are real numbers. Then we assign to those sets the heat kernel measure pu by
u(l"%{;’;’%ﬁv) = (Q, XBNe_(’BN_BN*)H...e_(BQ_Bl)HXBlQ>H (11.143)

where x g 1s the operator that multiplies by the characteristic function xp(¢),d € A(B).

20If the Hamiltonian function H is quadratic in the momenta s we have {H, ¢} = 7, and by taking suitable limits
of m(aff (w[f](.))) we can reconstruct the canonical pair (¢, ms) from it. Hence, any scalar product can, in this case, be
obtained from this generator.
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One has to note that p defined this way might not automatically be positive. Indeed there exist counter-
examples for it [175], so we will restrict in the following to OS data for which Nelson-Symanzik [176] positivity
can be ensured.

In the spirit of (11.40) we define the Lebesgue-integral by considering as simple functions the step functions

{Br}

N
Nyt (@) = T xan (®(5)) (IL144)
k=

Definition II.C.3 (Functions of sharp time support). For a finite set of fr, € S(0), k = 1...N, we define
the smearing functions of sharp time support as the (formal) objects

N
F:=Y 63 fx (I1.145)
k=1

depending on N many sharp time points By.
The time-dependent Weyl element of a function of sharp time support is then simply defined as

N
= [T Wios... £l Wids.f) = wlf] ls—as) (I1.146)

i.e. the Weyl element with the time zero field ¢(x) replaced by the history time field ®(8, x).
Corollary II.C.1. Let W[F] with F =", fi0s,,. of finite sharp time support . Then with Sn > ... >

W (g, fr)) = (Qb(fn)e™ BN Bv-DHa () e B2BOH G (1)) (IL.147)

u::]Z

Proof. By defining s(®) := Zz%éﬁx%ﬁ(@) we see that 2197} = 0 unless {37} = {Bx}. Then we can

use (11.143) and the fact that simple functions approximate the function pointwise to obtain the claim. Note
also that due to the fact that ® on the left hand side is just an integration variable, all W{dg, . fx] commute
with each other. O

Theorem I1.C.2 (Osterwalder-Schrader Construction). Given the OS data (H, H,Q) and knowledge of
the Schwinger n-point functions. Then the measure candidate p defined in (11.147) automatically satisfies
082 (i.e. time reflection and time translation invariant) and OS3 (i.e. reflection positivity).

Proof. Let H' := Lo(T',du) be the closure of the linear span of the functions W[F| equipped with the
scalar product

(WIE), WF )y = n(WE]W[E) (IL.148)

We remember that due to the defining properties of a Lie algebra representations (see 1l.A.7) we know the
existence of f*, fo, zq such that:

wlf]" = w[f], Z @[ fa(fs f)] (IL.149)

and (as before in OS reconstruction) define densely the operators on H'.
(RW)[F] := W[OF], (0F)(z, ) = F(x,—p) (IL.150)

This operator is unitary as can be seen, since for F(t) = >, 3, +frx with 81 < ... < Sn we have (6F)(t) =
>k 0—pg,tfr whence due to —fy < ... < —f:

W(R WIF]) = (Q, [ f1]e” P H [ fle=(“PetBIH | o= (Bn-1tBx)H gyl 010,
= <w[fN]*e*<ﬁN*ﬁN-l>H e BBl w[flm,fzm -
= (Q, D[ fy]e=By=Bn-DH _ e=(Ba=BOHG[fF]0) 3 =

= w(W[F+]) = /du(q’) WIF*](®) = p(W[F*]") = p(W[F]) (IL.151)



where we used positivity of the measure for the first equality of the last line. In the representation from
Definition I1.C.2 the ¢ became multiplication operators and hence w[f]*(¢) = w[f](¢) which translates to the
W[F]. Hence, R is a unitary operator on #’, consequently R? = 1¢: and y is time reflection invariant.
Time translation invariance follows after defining

(LF)B) = F(B —s),  UWIF) = W[T,F] (I1.152)

Thus for F' of finite time support {5x} as before, we deduce that (T, F) has support 5;, = i + s and then
(since By, — B = B — B1)

HUSWIF]) = (@il fnle” v =P =GR [ £1]0)50, = u(WIF)) (11.153)

We continue by showing that the measure p is automatically reflection positive on V' := 2, NH’, i.e.
(¥,RT)y >0, VU € V. Note that if T —supp(F) C (0,00) then T —supp(6F) C (—o0,0). Thus by
definition of A4 (see (11.108))

(¥, RY)qy = ZZIZJN ZZ]ZJM F W8 F)) =
= szzxﬂ,w[f]v*z] e—(ﬁz—ﬁl>Hw[f{*Je—<ﬁl+ﬁf [ f1e= =D {10 =
- Z srzg (e [ fl] e OO 10, e Bl ) e Cro PR 10)
- HZZI@ Bl e =ADH o= Bnr=5 Dyl 1012, (IL.154)

which is manifestly non-negative. O

I1.C.3 OS Reconstruction and Construction are Inverses

Having Osterwalder-Schrader reconstruction and construction at hand, one can traverse freely between the
measure theoretic formalism and the canonical description. Although the physical predictions will by definition
not change, it is not clear, that if we e.g. started with a measure u - after going through both algorithms -
do not obtain only an equivalent measure p’ to u. In this section we want to demonstrate that for a special
class of theories both processes are indeed inverses. This class is characterised by an assumption, which we
can formulate in two different ways:

1. Starting with the OS data, the w|[f](¢)S lie dense in the canonical Hilbert space .

2. Starting with the OS measure, the path integral fields at a fixed time are of the same form as the canonical
configuration operator fields Wdg, . f] = w[f](2(Bk)).

Indeed, these two conditions turn out to be equivalent, as 2. gives 1. automatically during the OS reconstruc-
tion and we will show below, that starting with 1. we can always find an equivalent measure, such that 2. holds.

We repeat the steps from [128] and begin with the reproduction of the OS data, i.e. starting with (#, H, )

we ask if the reconstruction of the newly obtained measure p recovers the original OS data. For all ¥ € V :=
A NH, e U =3 2;W[F;] we know from (I1.154) that

|| [¥ V/N = 2216 BLH —(B5-BH 6*(51@1*51@171)1?71}[]0]1\[[]9”% (IL.155)

and we will call

b= Zz,e Bl p[fle(Bs=BDH o= Bni=Byi_DHy L 10) (IL.156)

Since by assumption 1. the finite linear span of the w[f]{) lies dense in H for any € > 0 we find ¢¢ =
>, csw[g?]Q such that |[1) — 4|5 < e. Consider the corresponding U¢ = 3", c;W(dy,_g”]. Then by the
same calculation as in (11.154)

109 = [ R = Il — °ll3 < €2 (IL.157)
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Since the scalar product on H is non-degenerate, by definition of the OS data, this demonstrates that the
equivalence class of [¥] can be labelled by representatives which lie in the closure of the span of the W[F]
with F' = ¢y, f.

We wish to show that V/# is isomorphic to  for which we define the embedding

E: H -V
= szw QU = szwaof] (I1.158)

It follows that F(£2) = 1 the constant function equal unity and the scalar products are isometric |\E(¢)||V/—N =

[19]|2¢, i-e. [E(1))] can be identified with 1) and we conclude V/N = H.
It remains to show that the Hamiltonian remains unchanged, for which we consider (11.155) for F' of finite
time support 0 < 1 < ... < BN

WIF]] = e P fle B g fy] .. e=Ox=br-DH 10 (11.159)

We use this to compute the contraction semi-group for ¢ = Y, zyw[f]Q

K(s)Y = KS)EW)] = U EW)] = (Y W =Y zeTiff]o =My (1L160)

Vi) € H hence indeed K (s) = e*H and we reconstructed again exactly the original OS data (H,H,Q).

Now we turn to the reproduction of the OS measure where we ask whether the OS data (H = W, Q=
[1], H = —[d/ds],—oK (s)) stemming from a measure  yield under OS construction as measure 1’ again the
original OS measure. According to assumption 2. the Weyl operators @|[f] can be defined as multiplication
operators on the Hilbert space, i.e. the equivalences classes of the temporal WG], explicitly

W[ fIWIG] = [Wldo. [IWIG]] (IL.161)
This action is independent on the choice of representative, as for [¥] = 0 follows (using 68y, = do,.)

1@ [F1[][[3, = (W[do,./1¥, R W[do, f1¥)3 = (W[do,.f/1¥, W[bo, fI(R)) =
= (@M [FI19], (W) < 0T DLf10] ][9] ] = O (IL.162)

by the Cauchy-Schwarz inequality (11.12).
We compute for F of discrete time support at £ < ... < Bn:

p (WIF]) = (Q,0[fN]K(Bn — Bn-1).-. K (B2 — B1)w[f1]Q)n =
= (Q@[fN]K(BN — Bn-1)-- K (B2 — B1)[W[do,. f1] - 1])u =
= (W[fN]K (BN — Bn—1..@[fo][U(B2 — B1)W o, f1]] ) =
= (Q0[fn]K(BN — /BN 1K (B3 — B2)[Wldo,. folW 0, —p,,. f1l)n =
(Qw[fN]K (BN — BN-1)--0[f3][W[08,—p,. f2]W 68— 1. [r]])n =
= ([1], Wopy—pn, fN]--Wbpx—pi,. filln = (L RW [0y —pn, fN].. Wdpy -, il )2 =
= (L, Wldgn—pn,. fn]-Wds,—py, [il)a = UBN) - 1, Wdgy, IN].. Wdp,, i) =
= (LWI[F])3 = p(W[F]) (IL.163)

thus indeed the measure coincides with .

II.D Example: Free scalar field

Due to the rather involved nature of the previous chapters, we will now study a concrete example. This will put
the formalism developed so far into action and present how calculations therein are explicitly performed. The
example which we will study is the massive, free scalar field, i.e. there are no interactions of any type. This
limits the physical interest of this system as any phenomenon in our everyday live is described by interacting
processes. However, as in this model all steps can be carried out analytically, it serves as good test case which
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has been studied amongst others in [128]. We repeat the calculations from there.
The class of actions of a free field theory of mass m is given by

S, = / L= —L / Atz (/759" (0,6)(0,0) + 5 om?0) (I1.164)
M 2K

where « is a constant such that the dimensions match, hence we will denote in the following p? := am?, the
inverse Compton wave length of dimension [cm™2]. In order to make ¢ dimensionless we have introduced the
constant k4. We specialise to M = RP+1 and flat Minkowski spacetime Juv = N With n = —c2dt? + dz>.
Then with g% = —1/¢? and y/—g = c follows (using integration by parts)

1

Sp=——

dtdP x (1(,{52 — ch(—A +p?)p) = ! dtdPzx (1452 — copuw?e) (I1.165)
2654 JrD+1 c c

2/<3¢ RD+1

where A = Zle(a/axaﬁ is the Laplacian. We perform a Legendre transformation and with the canonical
momentum 7y := 9L/0¢ = ¢/(kyc) obtain the Hamiltonian density

H:= /dD (76 — L) /d T (Kper? +—¢w ®) (I1.166)

II.D.1 Canonical Quantisation

The first step in the GNS construction was the choice of a suitable algebra of observables, A, for which we
have to choose a sub set £ C C°°(F). Having in mind that we will also want to incorporate time evolution
we will want to allow for a representation including the Hamiltonian function = (H).

We choose the following set

€ :={L.alf],algl. H | a:= (Vws ™), Vf,g €S} (1L.167)

1 ) 1
R ——
\/2h:‘€¢ ¢ \/(-TJ
Indeed, with ¢ and 7 being real so is the Hamiltonian and property 1 of Def I1.B.1 is fulfilled. Since we can by
addition respectively subtraction reconstruct ¢, my, £ is for sure separating points as demanded in property 3.

Also we check property 2, i.e. closure with respect to the Poisson bracket. For this (using integration by parts
to shift the w and {7(),é(y)} = 6P (x,y))

(alfl,alal} = g7 [ A%y FRom (VB - (TEm@), (VEow) + (Temw) =
— gt [ aa”y (DWW r(o). o)} + (2o VET @bl m(0)
- %g,gm ~leé (I1.168)
(#.alf]} = he [ dPw{ao).alf]}(wa) ) = ic aluf] € € (11.169)
where we used that
H = he / P2 7() (wa) () (I1.170)

With & defined in such a way we can construct the algebra of observables A and define as state on this algebra

w(b alf]) = w((alf))*b) = 0 (IL171)

Vb e A, f € S. Note that (a[f])* € A is defined via the involutive structure of the non-commutative *-
algebra. Indeed (11.171) defines the action of w on all polynomials of a,a* and hence on all of A, as other
terms can be evaluated via knowing that w(1 4) = 1 by definition and that by (I1.75) the commutator is
proportional to the Poisson bracket: for a as an object in A

[alf], (alg])*] = {f,9) 1.1 A (I1.172)

Moreover, this state is invariant under the automorphism induced by H and can be used to implement
the dynamics. Hence upon performing the GNS construction we know that the cyclic vector {2 must obey
m(H)Q = 0 and due to (11.171) also

alf) = m(alf))Q2 =0 (I.173)



This fact motivates to pick as operator for the Hamiltonian simply
H := he / dPx atwa (I1.174)

Expressing H again in terms of a,af, which we will call annihilation and creation operators, bears the
significant advantage that knowing the vacuum expectation values of all polynomials in those a, &' operators,
determines also all Wightman functions. Moreover, from a[f]Q = 0 follows that

H=V, V = span {a'[fy]..a'[f1]Q, fi..fnv € S(RP), N < oo} (I1.175)

Upon introducing the Weyl elements f € S(RP)
wlf] == exp (z’a}[f]) (11.176)

(where ¢ is defined by inverting (11.167)) we find that the monomials in a[f]...Q are obtained via multiple
functional derivatives on w[f] and using that a[f]€2 = O for all f. Thus # is indeed generated by the field
dependent Weyl elements.

Lastly, to determine the Hilbert space measure we need only to consider the mentioned Weyl elements: using
the Baker-Campbell-Hausdorff (BCH) formula [209-211]

v(wlf]) = (9, 6f10)x = (2, exp ( VSl %ﬂ)) Q=

which displays v as a Gaussian measure. Indeed, using the easily verified Weyl relation for a scalar field, i.e.
w(flwlg] = w[f + g], w[f]* = w[—f] , we can compute any expectation value.?!

We present, as an example, the time evolution of vectors of the form exp(i¢[f])Q (which also span #). For
this, we use again the BCH formula

e e (TL17T)

o

e PGP = S L GH B[l = ale? (11.178)

m=0

And similar for af[f] gives

RGN = aly [ P )y e ) = e ) aly [P Bew)f) (11179)

Thus the time evolution of the vector exp(id[f])€2) is obtained:

o~ BB — gidle™ 7 flvialy ZoEsh(Bew) [l — o= [Ble™7 fl.aly L5 L sh(Bew) ] yidle 7 Moy —

— o (fw )~ (fre TP w1 ) gidle P £l () (IL.180)

II.D.2 Constructing the Measure from the Hamiltonian Formulation

Via the above canonical quantisation, the Hilbert space H is the span of the af[fi]...at[fx]Q and hence
equivalently the span of the w[f]Q.

As the spectrum of A are the real-valued distributions, we define as in [128] the spacetime fields as ®(3) €
A(A) = S'(RP). Hence ® € T = S'(RP*1). By the OS construction defined above the measure p is defined
for

N
W[F] = ei®lF], => 68, B) fr( (I1.181)
k=1

with Bx11 > Bk, and fi. € S(RP), as being (see Definition 11.143)

W(WF)) i= (Q, [ f]e” BN —Ax-0H/h  o=(B2=B0H /R £10),, (I1.182)

21The strategy is to first revert the vacuum expectation value of a monomial involving ¢ and # into a polynomial in af,
relate each term by functional derivatives to a product in Weyl elements and lastly combine them to a single one, whose
measure is computed above.
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In the remainder of this paragraph we will focus on finding an explicit expression for this object.
We start by expressing

Bl = = BH/ [ f)ePH/M (11.183)
which implies
21f.8) = e PI[ [P/ = dfeh(Bew) ] — i fsh(Bew) 2. f] (IL184)
where we used Baker-Campbell-Hausdorff e Be=4 = 3 [A, B](,,)/m! and
A, 6[f)] = ergihrlf], [, #[f]) = *éih(z@[ﬁf] (11.185)

Due to (11.182) involving multiple products of these we note:
Lemma I1.D.1. Let 2z := 2(fx, Bn — Bk) then

GAN gitagint — N 2k ot T, Y [kom] (11.186)
and
(Q, el SR QY —e 7 S5 dsds’ (F(s), <202 Py (IL.187)
(@, e3 T SIS reml), — o2 S ds iy 4 Shle(s—s D) P(s), L P(S) (I1.188)
Proof. By the BCH formula
BZZN...GZZI _ eizN“ eiz:;ei(zlJer)e%[zz,zl] _ eizN“.eizqei(z1+22+Z3)6%([zz,zl]+[zS,21+zzD
D DAREIPS DIAES iy O (I1.189)
Then from [, ¢] = ik and with 3}, := By — Sy
1 1 1
o2 = (D (efw) i h(eBl0) ez, — (eh(eBfe) o sh(ehfe)fr, (IL190)
Now with
ﬁli¢ N ’ hl’i¢ N ’
b=\ > (Bl fa= 50 D shieBiw) (IL191)
k=1 k=1
we see that (use finite time support of F' (11.181))
hn
(fon = fon, fon + fon) Lo ¢ Z (€™ P fr,w e P f) (I1.192)
k=1
_ hrg

BN , ﬁ:‘{¢ BN ec(s—s"w
2 / dsds’ <e_C(BN_S)wF(S)’w_leC(ﬂN_S )WF(SI)>L2 - 7/ dsds’ <7F(S>7F(t)>

Thus we compute the first exponent in (11.189) using (11.184)
G TN 2k _ O Pl R R Sl iata) [ fonlti(a—at)[fan] _ gialfontfenl+iat [fon—fan] _

— eidT[fch_fsh]eid[fch“!‘fsh]ei[aT[fch_fsh}va[fch"l'fsh]]/2 —

c(b s )w

_ giotfen—fon] gitlfentfn] o =5 J57 dsds’ (F(s), & ) (I1.193)

giving the claimed result, when taking the vacuum expectation value.
And for the second with sh(a — b) = sh(a)ch(b) — ch(a)sh(b): (Note that [z, zx] = 0)

1 Tm P 8 1
3 Z Z 2k, 21 ¢ ; ds ; ds’ ({ch(c(Bn — s")w)F(s'), ;sh(c(ﬁN —s)w)F(s))—
k=2 I=1 1 1

~ {ch(e(B — s))F(5), sh(e(By — W) F(s") =

K BN s
= [Tas s (el — s~ -+ ) JE(s'), F(s)) =

o (BN
-5 / L / s’ (Ghe(s = (o), L), (I1.194)
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where we used numerous times the self-adjointness of w and that F' is real-valued. O

We use the mentioned Lemma to evaluate the measure (11.182):

w(WIF]) = <Q,eiz(fN,5N—,3N)eiz(fN—1,f3N—ﬁN—1)_._eiz(fl,ﬁN—ﬁl)Q> _

o=
_ Fmtﬁ ’ c(s—s")w 1 / Fm(b ’ / 1 /
= exp (T /dsds (F(s),e ;F(s ) - » dsds'(sh(c(s — s")w)F(s), ;F(s )))
_ h/{¢ / c(s—s")w 1 1 hl{¢7 / —c(s—s")w 1 1
fexp( 1 /S,>Sdsds (F(s),e wF(S )) + o dsds'(F(s),e wF(S )>)

N, 1
= exp (? /dsds’(F(s), e cls—s “’JEF(S’»LQ) (I1.195)

It is worthwhile to note that this expression is indeed well-defined, as the operator ¢”“ acting on all Schwarz
functions F is only well-defined if 5 < 0.
Finally we will realise that

C:= Zﬁe“”o‘“w_l = hrg(—0%/0(2°)? + w?)~* (I1.196)
To see this we write the integral kernel of the latter:
> 2\—1 D+1
such that
82

This is solved by the Greens function

G(z) = / e (I1.199)
Y] P R+ w(k)? ‘

with w(k)? = k? + p? and using [ dkexp(ik(z —y)) = 276, And indeed upon performing the ko integral
via the residue theorem with the contours v+ being closed around the infinite half circle in the upper or lower
complex plane respectively depending on the sign of 2°:

ikox? +iko|z?| +i]2% | (Liw(k) —|2°|w(k)
dko__e _ AR e e _ ¢ (11.200)
21 k§ + w(k)? 21 k§ + w(k)? +iw(k)2 2w(k)

. .. . 0 .
and what remains is just the integral kernel of e~ 1* |ww_1/2 since

dkP g e—lellwlk)  o—lafw
) — ik-(z2—7) = Oz & I1.201
Glz—y) / (27r)De 2w(k) 2w Y (T1.201)
So we find i to be again a Gaussian measure, i.e.
hrg 2 2\—1
p(W[F]) = exp 7<F7 (=05 + W) F)p,mo+) (11.202)

II.D.3 Reconstructing the Canonical Formulation from the Measure

In the converse argument of the OS reconstruction we are given a measure p which is reflection positive and
invariant under time reflections and translations. Indeed, the measure (11.202) satisfies these criteria, which
we show in the same way as [128]: Time translation and time reflection are obviously leaving the measure
invariant, however for OS3 we need to do more work and consider the operator from the last line of (11.195),
i.e. e~ls=5'lvy=1 which describes the measure completely. We see for Fi(z) := f(%)dy 50

ot
<9Ft, (—83 +W2)Ft>L2(]RD+1) = /d8d8/<gFt(8),eiclsis ‘w;Ft(sl)> =

ol e 1
- /deSI (Ss,fité‘s’,t'<f7e_l‘S | ;f>L2 = <f7 € (t+t) *f>L2 > 0 (11203)

w =
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which extends due to Cauchy-Schwarz (11.12) to linear combinations thereof, i.e

N M
F(t,z) =Y 8t tr)fr(z),  G(t,z):=> d(t,s)q(x) (I1.204)
k=1 =1

with 0 < t; < ... < tn, 0 < 51 < ... < spr and fr,q € S(RP). Thus on the history Hilbert space
V = La(T, dp)
<ei<I>[F] ei@[G]>V _ M(e@[G—GF]) _ e—%<G—9F,C(G—9F)>L2(RD+1) _

— o~ HG.CG) = L(F.C F) L(9F.C G)+(G,CO F)) (I1.205)

which can be used to show that the measure is indeed reflection positive. The proof for this is the following
lemma from [135]:

Lemma I1.D.2. The Gaussian measure i satisfies reflection positivity if C' does.

Beweis. We think of a =}~ 27e"®F1] € V as an element > zsuy in some Hilbert space U with basis
{us}s. Then a positive operator A on U is such that: (z; € C)

> zrzsA(ur,ug) >0 (I1.206)
1J

Then, on U @ U the tensor product of two positive operators A, B is again positive: (¢y; € C)

Z C[JCKLA(UI,UK)B(UJ,UL) Z 0 (11207)
I1JKL

(as can be seen by decomposing into eigenvectors of A, B respectively). But as the elements ¥ =
Yoy 2orgur @ uy € U ® U generate a subspace of U ® U, A ® B is still positive thereon. By itera-
tion it follows that N(.,.) = exp(A(.,.)) is positive.

Finally, since (6.,C .) is a positive form by (I1.203), it follows that exp((f.,C .)) is also positive, which
finishes the claim together with (I1.205). O

Hence the necessary Osterwalder-Schrader axioms are satisfied.

According to Lemma I1.C.1 we must determine the equivalence classes with respect to the Null space A/ of
(.,.)v in order to define the canonical Hilbert space H. For this, we must at first understand the structure of
V:

Lemma I1.D.3. The span of the vectors e*®F! with F of the form (II.204) lies dense in V.

Proof. Let H € V = Ly(T',dp) of positive and compact time support in (0, 7] and consider

N-1 ty+T/(2N)
PV = Y st @ @ [ dt H(t,7) (11.208)
k=1 tx—T/(2N)
with t, = kT/N, k=1,...,N — 1. It follows
||ez'q>[H] _ eid)[FN]H%/ _ M(e@[H—aH]) + M(ei@[FN—aFN]) _ M(ez‘@[H—eFN]) _ M(ew[FN—eH]) (11.209)
For instance the second term yields in the exponent
Bk e
(FN,C FN)p, o1y = 74) D (BN ety Ny (I1.210)
k=1

which is just a Riemann sum approximation of (H,C F>L2(RD+1). The other calculations are similar and show
that

[F®1 _ il 2, =0 (11.211)
— 00

And we have already seen that by linear combinations and functional derivative any vector can be constructed
from the e*®[H]. Hence the span of these vectors is dense in V. O
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Now we will show that the equivalence classes with respect to A are exactly given by functions of time
zero support. Indeed for any G of positive sharp time support as in (11.204) we define the time zero function

GOt ) = 0(t,0)(>_ e~ g))(x) (11.212)
l

Then follows from

h /
<9F,C G>L2(RD+1) = <F, CQG>L2(RD+1) = % /deS/ <€_C|S_s ‘wF(S),w_lG(—S/»LQ =

h /
= 2% [ gsds’ (e= TR (s), w™1G(s")) L, =

2

hk Cetrw 1 e
= qu Z<€ ctk fkaw 16 st gl>L2 = <9F,C GO>L2(]RD+1) (11213)
kil

that for all F' (using (11.205))
(e'®F] ¢i®lC] _ ei®(G%)) — (I1.214)

with 2 := exp(—1((G,C G) o1y — (G°, C G°) 1, rp+1)). Thus we conclude that any vector of positive
time support can be approximated by the ¢’®l#] H ¢ S(RP*1) of positive time support. By Lemma 11.D.3 this
allows to approximate it instead by the e!®[¥] with F' of sharp time support, which due to the last computation
(11.214) is equivalent to vectors of time zero support. Hence H is the completion of the span of vectors of
sharp time zero support F° = §(¢,0) f, for which we have by (I1.195)

hkg

(e ®1F°) i@l = o= w (T iy = (oi9lf] (idlf ]y, (IL.215)

displaying H = Lo(S(RP), dv) where v is a Gaussian measure. Here ¢i?lf] := [¢®[F’]]
class of the sharp time zero support vector.

Following the OS reconstruction we set §2 := 1 = [1] and determine the Hamiltonian H via the finite time
translations: (use (11.214) for the second line)

denotes the equivalence

<ez‘<13[f]’€fﬂﬁ/h6i¢3[f’]>% — <ei<1>[F017 R ei‘P[T—BF/U]) e = u(e@[TaF'”fF“}) - (I11.216)
— M(ei{)[(e*r:ﬁwf/_f)ét)g]) — e—%(<TBF"0VCTﬁF/0>_<echWf/60P7Ce—cﬁwf/501.>) <€1¢§[f] , eé[efcﬁwf/]>ﬂ
(11.217)

And as the span of @[f]Q) := expli¢[f]Q is dense in H it follows:

N hk e —1p —Bew —1_—Becw g
e PHIMGFIQ = = T (T e e ) =] (11.218)

which we find to be in correspondence with (11.180).
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Kapitel ITT

Renormalisation

Although the last chapter presented all the necessary tools for developing a quantum field theory (QFT), as of
today no interacting QFT in four spacetime dimensions has been constructed so far that satisfies the Wightman
axioms. Instead, many experiments could be described with high precision using perturbation theory. However,
in general very little is known about the convergence of the perturbation series. To make matters worse, we
found a lot of ambiguities arising during quantisation. In the canonical formulation, the ambiguities were 1) the
non-commutative x-product and the sub set £ on which it is implemented and 2) its representation (7, H, §2)
or, in other words, the state w. These are mutually independent choices and, in the context of a field theory,
they are all non-trivial.
In this regard, the situation improves slightly when we investigate systems with finitely many degrees of freedom.
This is typically the case in mechanics where a classical D-dimensional particle can be described by 2D numbers,
i.e. its position in coordinate space ¢ and its momentum p. (In contrast to this, a field will have arbitrary values
at any point in space, of which there are uncountably many.) The choice of the state w on the quantum algebra
becomes very simple, if we restrict our attention to the subclass of states, which are regular and whose GNS
representation is irreducible. This means that their Weyl elements w(z, y](q, p) = exp(i(yj+ap)/h) € C(F)
are strongly continuous. Indeed, due to the famous Stone-von Neumann theorem [192-195], every such
representation is equivalent to a single one, namely the Schrédinger representation (wg, Lo(R, dx)). This is
the representation of the Fock state w' which reads for one particle in one dimension:
2 272

W (wfrg]) = exp (—5 (5 + L0 (1)
where [ > 0. This mathematical proof tells us that, for any representation (77, H7) we consider, there is a
unitary map U; : H? — Lo(R,dx) such that for all a € A we have mg(a) = ij(a)U]T. This simplifies the
situation drastically as it not only provides a uniqueness result, but moreover tells us how to find straightfor-
wardly the corresponding quantum theory, whose predictions can then be put to the test. However, the crucial
condition for this theorem to work is that the system under consideration has finitely many degrees of freedom
and is regular in its Weyl elements.!

Hence, it is not applicable to a field theory which carries infinitely many degrees of freedom on a continuous
manifold. However, a possible alternative, due to which we can maybe hope to use this theorem (at least in
some cases) again, comes from the following line of thoughts: The infinitely many degrees of freedom come
from points in space which have arbitrary close neighbours, yet it is clear that this might be information to
which we - as humans - do not have access: Our measurement apparatus will always be far from perfect and we
do not expect to measure a field directly at a point in space. Instead, we are normally able to detect what the
mean value of the field over a certain region is. Consider different ways to split our spatial manifold into disjoint
unions of small regions B, where € serves as a parameter to label those discretisations.? For each region B,
we associate a characteristic function x., which is vanishing everywhere outside of B, and constant inside. We
assume that, through our experiment, we will detect ¢[x.], 7[x.] € C, in other words with each region x. we
can associate an observable, e.g. the spatial Weyl elements w[x., x.] = exp(i(é[x.] + im[x%])) € C(F) for
the field value and its momentum dependent analogues. If we would choose as the subalgebra of observables

1We will later encounter a system of finitely many degrees of freedom, for which the Weyl elements are indeed not
strongly continuous. This particular example is a proposal for a quantum theory of cosmology and called Loop Quantum
Cosmology.

2We will demand that € is valued in some partially ordered index set, where € > ¢ < for all B.; we find some B, such
that BEI C BE.
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A the span of these functions for a finite set of regions which parcel our (compactified®) manifold, then we call
this the discretisation of the continuum algebra labelled by the discretisation parameter e. Here, we associate
€ — 0 with increasingly better resolution. It might be tempting to think about this set of discrete functions
as the basic variables of a new system with finitely many degrees of freedom, that we could hope to quantise
along the lines of the Stone-von Neumann theorem. The idea would be to choose as algebra the span of
block functions, i.e. a € Ac implies a = > chmW[Xn,e, Xm,e| for some choice X, where n is a label for
all regions B, at a fixed resolution €. Then we could write any state (if some exist) which is regular in those
Weyl elements as a direct product of Fock states w' for each block. However, we must not forget about time
evolution and have to determine the expectation value w.(H) for the Hamiltonian H. Yet this is typically not
a function of the field at this coarse resolution. In other words, it cannot be written as H'({w[x., x%]}) and
hence its action is not a priori defined in this Hilbert space.

However, it might not even be necessary to consider the full Hamiltonian: since we are only able to measure
the mean value of the field on some regions B, all that we want our theory to predict is how these values
change over time given some initial data. So instead of the Hamiltonian H we are interested in a map from
coarse resolution onto itself that agrees with the predictions from the Hamiltonian. We will call this map the
discretised Hamiltonian H.. Indeed, it is a whole family of Hamiltonians, one for each label ¢, and it is a priori
not clear how they are built as functions H.({w[x., x.]},€), knowing only their continuum origin H.

A (necessary but not sufficient) idea as a criterion to determine H, for a given theory is to consider a very small
discretisation e. If the parcellation B, of our manifold is sufficiently small, then every continuous field ¢ can
be well approximated by stair-case functions ¢app.c over the x¢, up to mistakes of order € and similar for its
momentum. In other words, for ¢ — 0 we find better and better approximations, such that the error vanishes
in the end. In the same spirit, we could hence approximate the Hamiltonian H ~ Hapy, ., which is a functional
over the field, up to some error in €. Choosing this approximation for our discretised family H, := Happ.c
would guarantee us that, in the so called continuum limit e — 0, we are to obtain the original theory. However,
as we said, this criterion does not yet automatically determine the correct discretised Hamiltonian as, by the
same logic, we could also choose H, := Happ.c + €f for any function f such that ef — 0 for e — 0. Thus,
this criterion of the continuwm limit has introduced a whole new range of possible choices for the quantum
Hamiltonian, i.e. quantisation ambz’guities!4

It seems that this procedure has only transferred the ambiguities from 2) to a new set of ambiguities
and there would have been no gain. However, this is not the case as the criterion for the continuum limit
is a necessary but by far not a sufficient condition for determining the discrete Hamiltonian H.. The main
feature is that all H, are restrictions of the continuum Hamiltonian to the discrete observables. However, their
action on the coarse observables is supposed to be exactly the same as the continuum Hamiltonian at any
resolution. This is a far stronger demand than that the family H, should agree in its continuum limit. Hence
it is expected to bring new insight. It is known in the literature as cylindrical consistency condition and it
tells us the following: If we have a field whose information can be fully grasped at coarse resolution 2¢, then
a finer resolution € will of course not contain any new insight. The physical predictions, when looking at an
observable at resolution € or 2¢, do not change, i.e.

w2e( w[X?e] ) = we( w[l2e~>ex2e] ) (1112)

where the injection map Is._. is telling us that we should regard the block By, as composed of its smaller
sub blocks at resolution e with respect to which w, is defined. This must be true for any observable and
especially for the family of Hamiltonians H€. Once the Hamiltonian is chosen on a given resolution as a fixed
function H(xc,¢€), then, via (111.2), we can determine the corresponding function H'(x2e,2€) at any other
coarser resolution.

Note, however, that H'(...,€) might in general be different from H(...,2¢), in other words, the physical pre-
dictions of the theory depend on the resolution with respect to which an experiment takes place. For this not
to be the case, our family H. must not change under the cylindrical consistency condition H. — Hs. implied
by (I11.2). Hence, it must be a fized point of this map.

In total: the discrete projections of a continuum theory can be uniquely quantised (up to the choices 1) ) by
picking as Hamiltonian a cylindrically consistent fixed point!

3In order to get a finite set of observables, we have indeed to consider compact manifolds. In case M is not compact,
we will hence introduce infrared cut-offs: a spatial one called R and a temporal one called T. After having constructed
our QFT, these will be removed in the statistical physics sense. Note hence that, in the following, everything depends in
principle on the parameters 7" and R.

4That these ambiguities indeed carry non-trivial consequences will be demonstrated in the last chapter of this thesis V.
Loop Quantum Gravity. We study the differences in predictions arising for chosen discretisations of the Hamiltonian in the
field theory GR (which we introduce in the next chapter).
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As our task of defining an interactive quantum field theory is crucially dependent on finding a non-trivial
fixed point, we will invoke a procedure by which one can hope to find this fixed point: the renormalisation
group.

Although we have been talking so far only about the canonical point of view, the renormalisation group (RG)
was originally designed for applications in the context of covariant quantisation. Inspired by the seminal paper
from Gell-Mann and Low [100] and the block-spin transformations by Kadanoff [101], it was developed by
Wilson and Kogut [102-105] and later extended by many others [106—114]. However, while stemming from the
same philosophy, the technical implementation was quite different as one had to deal with defining a spacetime
path integral formalism. The details of this approach will be outlined in III.A. Standard Renormalisation.
Indeed, the rigorous definition of the path integral in the presence of finitely many degrees of freedom is possible
even for interacting theories, at least while on Minkowski space. The starting point of the renormalisation

programme is an (arbitrary) naive discretisation family of spacetime measures N, M — pg\?)M which only

satisfy the continuum limit condition (Here, M = % refers to a spatial UV cut-off, whereas N is the inverse
of some temporal UV cut-off). We will choose the same ad hoc prescription at all spatial and temporal
resolutions N, M. Then, we define the history fields ®x as at discrete resolution simply as the continuum
history field smeared with test function of the same coarse resolution, i.e. ®y p[F] := ®[F]. The coarse
functions F' are of a special kind, namely: for each resolution IV, M we consider a set of finitely many numbers
Fn m(n,m) € R, one for each region B, ,, of the parcellation of M. The space of all Fiy ar is called Ly as.
Then, a function of coarse resolution N, M is exactly F' = InamFnom i= Y, 1 Xnm (2, t)Fyar(n,m), in
other words, on region By, ,,, the function has the constant value Fiy as(n, m). The map Iy ar which associates
the set of numbers with a function in the continuum is called injection map. Now, knowing the measure of a
distinct element in the spacetime configuration space, i.e. the time dependent Weyl element W [Fy ps] with
W m[Fn (@) := exp(i®n ar[Fn,a]) gives us full control as every other observable can be constructed by
suitable linear combinations and derivatives. From this initial family of measures MSS?M, we will now construct

a sequence of measure families /,LEG)M where each element is obtained from the previous one by integrating

out the degrees of freedom at resolution M /2 and N/2 that do not contribute to resolution N, M. If this
series converges to a point in the space of all possible measures, this measure, called p7; ,,, will automatically
satisfies the spacetime version of the cylindrical consistency condition, namely

un v W v [Fno)) = kW HIN v Fnov]) = panv,omve (Wannom [ IN -2 v 2m i Foa]) - (TIL3)

where the injection map In pr—on,2n is telling us that we should regard any block of resolution N, M as
composed of its smaller sub blocks at resolution 2N, 2M with respect to which 9, 257 is defined.

While well understood and having a huge success in the field of covariant quantum theory, the canonical
side of the renormalisation group has been largely undeveloped. Thus, we try to develop a background inde-
pendent version of it in the canonical context as derived in the papers [128-131]. First, let us emphasise that
we will not use the Fock state indicated above for our initial discretisation: Assuming we are given an initial
guess for a Hamiltonian ﬁ](b(,)), we will consider the vacuum vector Qg\(/)[) annihilated by the Hamiltonian and
choose it to build the state for the corresponding vacuum expectation values. However, in this framework, we

do not just have to renormalise and search for the fixed point of the Hamiltonian sequence HI(J[L), but also for

the fixed points of the associated vacuum vector sequence Qg{}) and the generated Hilbert spaces HE\Z).

The reason for this is rooted in the fact that in this language we have an easier transition to the results
obtained in chapter II. Quantum Field Theory. There, we were able to show that there is a bijection between
these so-called OS data, which describe completely a canonical theory, and a subset of all possible spaceti-
me measures, namely those which are satisfying (a subset of) the Osterwalder-Schrader axioms. Hence, by
adapting our formulation to this description, we can revert to the way the RG is treated in the covariant setting.

This motivates us to try to close the following diagram, figure I1l.1. We want to develop a framework
of Hamiltonian renormalisation in such a way that we determine a flow for the sequences of the triple

(H%?),ffj(\?),flgg)) which leads to the same fixed point we would have obtained after Osterwalder-Schrader

reconstruction of the fixed point of the spacetime measure sequence ,ux}). Indeed, it will turn out that the
discretisation of a measure obtained from OS construction is already a fixed point of temporal renormalisation
and hence we will drop the label N. Although this means that we must renormalise three quantities instead
of one, the task will be much simplified as it is easier to study the flow of these objects instead of a flow on
the space of path integral measures.

As it turns out, one will only be partially successful with this strategy: As the OS reconstruction demands
that the elements of the obtained Hilbert space are equivalence classes with respect to the null space of
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(I11.3)

me b
OS constr. OS reconstr.
HW, B Q) ——— Ham. RG —— w0 G olntD)

Abbildung III.1: The path-integral induced Hamiltonian renormalisation group is developed such that its fixed point
theory must agree with the fixed point covariant measure.

the measure, it is essential to construct it! Of course, this is contrary to the original purpose of simplify-
ing the task of renormalisation. Yet, it is a procedure by which a cylindrically consistent quantum theory can
be obtained. Hence, we will give a brief overview over the path-integral induced Hamiltonian renormalisation:

1. Pick an initial discretisation family (”HES,), flﬁ), QESI)), labelled by M. Determine the history space mea-

sure ug\(/)l) via OS construction.

2. Determine the family ug\j}ﬂ) via

ME\ZH)(WM[FMD = Ué?p)[(W2M[IJ\4—>2MFAI]) - (I11.4)

Use this to define the equivalence class [.]umﬂ) of the OS reconstruction and give rise to a map J](V?LQM
M

such that it embeds H (7™ into #{}).
3. Set Q1Y = [1] jnsn) = (I )T Let HU be the span of the (War[Farl] ,n+1). Determine
M M

(., .>H(n> or equivalently the Hilbert space measure duz(g) by demanding that J](J;LQM is an isometry. Set
M

~r(n+1 n ~r(n n
HJ(\I )= (J](WL2M)TH2(]\/3J](\/[L2A4 : (I11.5)

4. Start over at step 2 until you run into a fixed point (H%,, H3,, 05,) and p, for n — oco.

But, as this procedure demands the construction of the history-space measure u},, it is not worthwhile
to use it: instead, one would simply perform an OS reconstruction at the end after having performed just the
renormalisation of the history-space measure (which has to be carried out anyway). Thus, we will propose an
alternative route of renormalisation in I11.B. Hamiltonian Renormalisation, which is called direct Hamilto-
nian renormalisation in [128]. The philosophy behind this incarnation is as follows: Originally, we wanted to
study the continuum QFT. But although we were not able to construct the state w explicitly, we assume that
such a continuum Hilbert space H equipped with continuum Hamiltonian H exists. Then, all Hilbert spaces of
discrete resolution H s should be embeddable in this continuum Hilbert space, via some resolution-dependent
isometric embedding map js. Any operator, defined on H, is then also defined on the sub space, which is the
image of any jps. E.g., for the Hamiltonian H in 7, this motivates to define on H;:

Hip = jl, Hojar (I11.6)

To compare vectors in two Hilbert space of different resolution M, M’, we could use js, 73/ to embed both
into 7. This motivates to consider the concatenation jys s 1= j;rw, o jn, called the “coarse graining map”.
It offers itself, to choose a M’ as refinement of M, for example on a cubic lattice M < M’ = 2M. This
motivates the following (improved) renormalisation procedure:

1. Pick an initial discretisation family (%), H\?, Q(")), labelled by M, where 1\ is spanned by 7(w;[fa]) 27
for different fa; € L.

2. Set Qg\z+1) = (j](\/?)—ﬂJLI)TQg]\l/)I Set HSC}+1) = Span{ﬂ'(ng[I]\,{_,QMf]V[])QE\Z); fM S LM} Demand
the embedding jas to be isometric, which is equivalent to

v (warfar]) = VS (want[Tar—2ar far]) (IIL.7)
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and for the Hamiltonian
r(n+1 (n r(n) .(n
HJ(\/I+ ) = (JJ(\IL2M)TH2(M)‘7](\4L2M : (I11.8)

3. Start over at step 2 until you run into a fixed point (HL,H’I’\},Q}*M) for n — oc.

The advantage of the latter scheme is that the direct Hamiltonian renormalisation is better executable as
it sidesteps the necessity to renormalise the spacetime measure at each step. However, it remains to be con-
firmed that this modified scheme results in physically viable fixed points as the original path-integral induced
Hamiltonian renormalisation did.

Having now defined the toolbox by which we hope to find a cylindrically consistent theory, we shall test it
in the simplest example over which we have full control: the free Klein Gordon scalar field.
In section III.C. Ezample: Klein Gordon field I - Derivation, we will use both schemes to determine the fixed
point in one spatial dimension. It turns out in [129] that one can determine its analytical structure explicitly
as the initial Hilbert space measure suggests itself to be picked as a Gaussian measure, a property which will
be preserved in each renormalisation step. Hence, we find

Vir(wlin) ) = exp( "2 {far, Ci far)ar ) (1m.9)

with an involved fixed point covariance matrix C};. It is interesting to note that both schemes differ drastically
already after the first renormalisation step as the path-integral induced Hamiltonian renormalisation develops
a dependence on infinitely many independent field species at the finite resolution M. These contributions
appear due to the necessity to deal with the equivalence classes of the spacetime measure. However, all but
one field species will develop an infinite mass in the continuum limit and vanish again. This demonstrates that
at least for free QFT the direct Hamiltonian renormalisation makes more immediate contact to the projections
of the continuum theory than the path-integral induced Hamiltonian renormalisation does, albeit resulting in
the same continuum theory. This motivates to study the direct Hamiltonian renormalisation further, although
it remains to be seen whether this continues to hold in the case of interacting theories. This is an important
question for further studies.

But there remain a lot of open questions regarding this procedure. While we have only constructed the
fixed point as it stands, we have not shown that the procedure, as advocated above, really works. To be
concrete, in the previous section, we merely found the fixed point by close investigation, not by iterating the
flow n — oco. As, in more general situations, it might not be possible to circumvent this step, we will present
a more thorough investigation of the flow in section I11.D. Ezample: Klein Gordon field II - Properties.
Afterwards, we must remember that there were still arbitrary choices during the renormalisation procedure.
For one, the choice of the coarse graining map is only restricted by a few conditions, e.g. it must be cylin-
drically consistent. Moreover, several different initial discretisations could have been chosen in the beginning.
We restrict the possible choices by demanding that the naive continuum limit of the classical Hamiltonian
HI(\SI) shall reduce to the continuum Hamiltonian function. As the renormalisation procedure is supposed to
only introduce corrections of order of the lattice spacing, i.e. O(¢), we hope that the property to give the
correct continuum limit is being kept at all iterations. However, this criterion is far from sufficient, as we have
already discussed: There are a lot of quantisation ambiguities and it is not clear whether they might all lead
to different cylindrically consistent fixed points if we investigate a given cylindrically consistent flow of these
starting points. If there exists a unique fixed point for all discretisations, then we refer to it as universal. To
the best of our knowledge, the universality property, in this sense, is not well understood for general theories.
However, in [130] we discussed that, for the free field, the fixed point described by (I11.9) is obtained in the
limit n — oo for a whole class of possible discretisations and is hence at least partly subject to the universality
feature.

But, nonetheless, it is highly dependent on the choice of injection map jp;—2n which we will also discuss.
In the literature, there exist, moreover, different renormalisation group schemes not implementing cylindrical
consistency, which are not suitable for our purposes.

Lastly, we will extend the computations from above to the case of arbitrary spatial dimensions in III.E.
Example: Klein Gordon field III - Rotational Invariance. As the title already suggests, this extension enables
us to study the restoration of continuum properties such as rotational invariance.

In [131] the injection map Ip; 2 in several dimensions was chosen to be the product of injection maps for
each spatial direction separately. Then, the techniques developed for one spatial dimension can be transferred
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to any number of spatial dimensions D. To illustrate this, we work out the case of D = 2 explicitly.
The continuum Klein Gordon field, described by covariance C, is a theory which is rotationally invariant, i.e.
for the representation II of the rotation group on the finite spatial torus we have, for all angles « € [0, 27),

(f, Cf) = ()f, CI(a)f") (ITL.10)

for all functions f, f’ which are time independent. A natural question to study is how such a symmetry
transfers to coarse projections on a lattice which itself is not rotationally invariant. However, by considering
the whole family of discretisations at all resolutions M, a peculiar feature occurs: first, we consider the
realisation from [212,213] that every rotation can be arbitrarily well approximated by successively rotating
several times around a single angle 6, given 6/(27) is irrational. For example, one can choose cos(d) = 3/5
and rotational invariance is obtained once invariance for rotations by 6 is shown. The second observation is
that a lattice at resolution M, rotated by the aforementioned choice for 6 can be completely embedded in
its unrotated refinement at resolution 5M . This allows us to approximate Cyys, the covariance of the rotated
lattice, completely by Cs,/, the covariance at finer resolution. The condition for rotational invariance of the
fixed point can then be written in terms of its Fourier transform as

G = G + O(E) = P(&y) + O() (ITL.11)

where c¢); is the rescaled, unit-free Cp; and P is an involved, but explicit function. And indeed, this criterion
will be met when investigated with numerical methods. This indicates the restoration of continuum symmetries
even at the coarse resolutions, which gets increasingly better as the resolution becomes finer, see figure 111.2.
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Abbildung II1.2: The rescaled fixed point covariance ¢} as obtained by the direct Hamiltonian renormalisation procedure
in D = 2. The matrix element is translation invariant ¢}, (m,m’) = ¢, (m —m/), m € Z%,, and plotted from m — m' €
[~M/2, M/2)? with centre point m = (0,0) in the middle of both pictures. The values on the corners agree with each other,
due to the periodic boundary conditions, and represent the covariance for maximally separated points. Blue colours indicate
small numerical values, while orange colour indicates higher values. Due to the exponential increase towards the middle, the
values of the points closest to (0,0) lie above of the plotted range and are depicted in white. The covariances for resolution
M =10 (left) and for M = 80 (right) show an improvement of rotational invariance for higher resolutions.

This finishes a complete analysis of the Klein Gordon field and justifies the method of direct Hamiltonian
renormalisation. Hence the stage is set to apply it in a more difficult context, e.g. Quantum Gravity.
In the remainder of this chapter, we now quote the calculations of the papers [128-131] and supplement them
by further thoughts.

ITII.A Standard Renormalisation

In this section we review the renormalisation approach as it was originally pioneered by Gell-Mann and Low [100]
and Kadanoff [101]. The formulation here is mainly the one designed in the seminal papers by Wilson and
Kogut [102-104]. It is manifestly designed for the covariant approach and hence called the path integral renor-
malisation group method. Although it is well documented in the literature, we will review the main ingredients
for completeness and to introduce language adaptations from [128] that will be used in the remainder of this
chapter.

We base our work on a triangulation of a manifold M = R x o with 0 = R equipped with flat Minkowski
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metric 7,,,.°> Then it is logical to consider a regular discretisation, e.g. a hypercubic lattice, with distinct lattice
spacings for time and space direction. Although they are often considered to be the same, we will carefully
distinguish between the two, as it is our aim in the subsequent sections to achieve the transition to a Hamil-
tonian version of renormalisation, wherein time will be continuous and hence fundamentally different from the
still discretised space. Thus, in the following we choose an infrared (IR) spatial cut-off R € R4 and an IR
temporal cut-off T' € R, . In other words, we consider the compactified manifold M — My g = [0,T) X og
with o 22 [0, R]P. On the compactified manifold we introduce the ultraviolet (UV) cut-offs ¢ (spatial) and &
(temporal).

III.A.1 Construction of coarse Observables from the Continuum

Instead of dealing with test functions ' on M we are now much more interested in functions supported on
the finally many points of My g which are labelled by the parameters R, ¢, T, . Indeed, there are M = R/e
many lattice cells in each spatial direction and N = T'/§ many cells in temporal direction. We will thus adopt
the following notation: Ly ar 1= l2(Zn X Zﬁ[) is the space of all functions Fiy a : Zn X Zﬁ — R with
Zy = {0,1,..M — 1}; Ly g == La([0,T) x [0, R)P,dP+1z) is the space of all square-integrable functions
F: Mg g — R; lastly L := Ly(M,dPT1z) is the space of all square-integrable functions F,. : M — R.

We will understand the transition from My r to M in terms of a thermodynamical limit and are hence
foremost interested in the relation between the truncated lattice space Zy X Zﬁ and Mt g. To understand
this relation, we must postulate a way by which physical quantities like the Weyl elements W[F](®), which
are supported on Mt r and on the space of which the final measure 1 will be a functional, can be thought of
as quantities on the lattice. The first step for this will be to relate test functions Fy ps on the lattice with a
certain subset of functions £’ on My g, which we will refer to in the following as embedding Ly s into Ly g:

Definition ITI.A.1 (Evaluation & Injection maps for scalar fields). In case of a scalar field theory we
consider the discretised fields:

P s (n,m) = P[Xnsme] (I11.12)

We call the evaluation map E and the injection map I the following maps:

Exnwyv : Lrr = Ly

F — (ExumF)(n,m) := F(nd, me) (I11.13)
Inv @ Ly — Lrgr
Fnov = (N Fyo)(t, @) = Z En v (0, m) Xns,me (8, T) (111.14)

ne€Zn,meLL;

where n € Zn,m € ZY, and

D
Xné,me(ta f) = X[né,(n—i—l)é)(t) H Xm“e,(ma+1)e(xa) (11115)
a=1

Also, we can introduce a scalar product on Ly a7, namely

<FN,]\45F]/V7M>N,]W = 6€D Z FN71\1(n,m)F]/V7M(7’L, m) (11116)

LASYAN ,m,EZfI

As one can see, in case of the scalar field Ex y = ]TV’M where the adjoint is with respect to (I11.16). However,
in a more general situation, such a Hilbert space structure may not be available and in that case Fx s and
In v are considered as independent.

One should also note that, defined in this way, these are arbitrary choices. In order to justify it, we note that
they obey the following physically sensible properties:

Lemma III.A.1. The evaluation and injection maps are satisfying

5Indeed, while an obvious choice for studying QFT phenomena in our surroundings, nothing about this choice is impe-
rative. We merely adopted it to simplify the bookkeeping problem in the following. Once we turn our attention towards
the renormalisation of a quantum theory of Gravity, we might be interested in more irregular versions of o. The strategy
outlined in the following will still work in principle, albeit being more involved.
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1. Embedding Consistency: i.e. the embedding of an abstract lattice function carries the same infor-
mation as the abstract information

Enar oIy =idyar, I v o Ins = idym (IT1.17)

2. Cylindrical Consistency: i.e. the embedding of an abstract lattice function is independent on which
sublattice it is defined on. For some 2 < p € N, where we will pick in the following p = 2:5

INv—spNpm = Epnpyr © IN IpNpy © IN M —pN.py = IN M (IIL.18)
Proof. 1. As already mentioned for a scalar field Ex y = IJT\LM. Then

(Enas o InaFxar)(nom) = Y Fxor(n',m/)xws.mee(nd, me) = Fy ar(n,m) (I11.19)

n’,m’

For 2. we note that for all FN,]M S LN,]W with n’ € ZQN, m' € ZQDM

n' . m

(Una—enzuEnan) (', m') = Eno (5] 150 ]) (IT1.20)
where |.| denotes the component wise Gauss bracket. Now note that M — 2M implies ¢ = R/M — ¢/2 and
hence

/ /

(I2n20 © IN M—2n 2 FN ) (8, ©) = > En (L5 ) L5 D) Xavsjamees2(t,7) =

n'€ZonN ’m,GZEIW

= Z FN,M(n;m) Z Xn’§/2,m’6/2(tvf) =

n€Zy,mezy; n'€Zon,m/ €LY, 5| n' /2] =n,|m’/2]=m
D
= Z Fn m(n,m) Z X[(n+r/2)8,(n+r/2+31)8) (t) H X(m“+sa/2)e,(ma+s“/2+%)e($a)
n€ZN,mELL, ref{0,1},s€{0,1}P a=1
= Z En v (n, m)Xns,me(t, ) = (In,mFn v (E, T) (I1L.21)
n€ZN,mELL,
O
We see that (I11.16) agrees by (111.17) with the scalar product of the continuum:
<IN,MFN,M7 INJV[F]/V,JW> = /d.’E (IN,MFNA,M)(IN,]\IF]/\[,M) = (11122)
= [da 3 Frcarlnm)xnsone() 3 Floaelol'sm)mee(e)
= Z Fn v (n,m)Fy ap(n',m') 6O ms 6€” = (Fiv v, Fiy ar) v
The notation for discrete fields @y as(n, m) smeared with discrete test functions is as usual:
On n[Fv] = 0Py ar(n,m)Fy ar(n,m) (I11.23)
It suggests itself, to define a discretisation of the Weyl elements W [F](®) = exp(i®[F]) as
WIIN M Fn (@) =t Wi m [Fn,m] (P, n) (IIL.24)

Thus, upon choosing a specific injection map Iy ps we can express everything in terms of the discrete Wy s
on any resolution N, M. As the to-be-constructed measure pn,as is supposed to be a functional on the space
of those, it transpires that the fixed point theory will depend on the choice of Iy as.

6Note that the factor 2 in (ITI.18) bears no physical significance. It is sufficient to pick a specific value in order to
construct a fixed point measure p*, however one could also choose any other resolution. Yet, it is not clear a priori whether
the renormalisation procedure for all factors p results in the same fixed point. We will come back to this in section III.E.
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II1.A.2 Cylindrically Consistent Renormalisation

We will now turn towards the construction of a cylindrically consistent measure, i.e. a measure independent of
the resolution used in the approximation. On T'y 5z, the set of coarse history fields of resolution N, M, (i.e.
— RNMD)

for the scalar field I'y s , @ measure regular with respect to the Lebesque integral must be of the

form (ON,M :FN,M —> R)

w(Onm) == / H du(®(n,m)) pnv(Pnar) Onav (P ar) (I11.25)

IN.M pm

where p is some function. For example it could be chosen as the exponential of the Euclidian action

P
P = eD(=S\hy), SN (@] = Slnar— 5] (I11.26)

However, this choice is ambiguous. There are infinitely many other choices, which like (111.26) have the property
that as N, M — oo one finds Sy a[®n ar] — S[®] where S[®] is the continuum Euclidian action restricted
to My r. For any of these arbitrary choices one obtains a corresponding initial measure 19 1t is completely
determined by its values on the Weyl elements, in other words the generating functional

s (W [Ex ) (IL.27)

This is an initial guess for a measure on coarse resolution N, M. However, it is in general not the cylindrical
projection of the continuum measure for resolution N, M. The latter one is defined as

N (W [Fnvo]) = (W [In mFna)) (I11.28)

However assuming the existence of a continuum measure, 15,3 must automatically obey the following pro-
perty:

Theorem III.A.1 (Projective Family). If a measure py ar on Uy s is the cylindrical projection of a
continuum measure for all N, M then holds the cylindrical consistency condition

un. MW m[Fn o)) = pann2m s (Wan v om p[IN M—2n N 2m v Fn o) (I11.29)
for all Fn ar € L,y and N, M,n,m € N.

Proof. For the coarse graining map In ap—on,2nm defined in (111.18) we can establish the following consis-
tency condition:

Inonvi—anam © Inv—onom = Eanvane © (Ionam © INv—on2m) =

=FEynam o In v = IN M—aNam (II1.30)

which also implies that Vn,m € N
IQnN,Q'm,A{ (@] IN_’M_>27LN721ILM = IN,M, (III31)
I2"'N27”M4>2"+"’N,2m+m'M olINM—onN2mM = N, M—y2n+n’ N, gm+m! A (I11.32)

In other words, considering a lattice function as a special continuum function is independent on what sublattice
it is actually defined on.
This means for the cylindrical projections of u:

pun, v W m[Fnom)) = s(W N v Fno]) = (W Iany2mar © Inovi—on Nom v FN M) =
= pan N 2m M (Won N 2m v [IN v —2n N 2m v Fv v ]) (I11.33)

O

As any continuum measure implies that its cylindrical projections at coarse resolution must obey (I11.28)
the remaining task is to find these objects. Renormalisation is now merely a prescription, of how to obtain
the measure p:

Given an initial family of measures {M(NO,)M}N,M by some naive discretisation, we construct the sequence of
(0)

families ({Ng\?,)M}N,M)neNo inductively from i’y by the so called block spin transformation
N%I,X})(WN,M[FN,M]) = gjl\;,2M(W2N,2M[IN,MH2N,2]\4FN,M]) (I11.34)
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Note that (111.34) indeed defines an entire new family of measures from the old one, because 1. each measure
is completely defined in terms of its generating functional and 2. one performs (111.34) coherently for all M, N.
Given a fixed point family p} ,,, e.g. obtained by taking the limit of n — oo if it is convergent, we would
like to relate it with a continuum measure u*. Note however, that in general more work could be needed, as
cylindrical consistency, albeit a necessary criterion, is not sufficient to guarantee the existence of a continuum
measure. An improvement of this situation will be achieved in the next section, where we develop a Hamiltonian
formulation of renormalisation.
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III.B Hamiltonian Renormalisation

As the idea of renormalisation was to fix the quantisation ambiguities, which arise due to a regularisation while
constructing the history space measure, it is logical to use this tool also to fix the ambiguities which arise
during the canonical quantisation program. Although the ambiguities presented themselves there in a totally
different fashion, we already saw that there is a correspondence between the ambiguities in both schemes by
the Osterwalder-Schrader reconstruction and its inverse the OS construction.

In order to fix the quantisation ambiguities in the Hamiltonian formulation of a quantum theory, one could
hence go to the corresponding covariant formalism, construct a fixed point measure p* and perform OS re-
construction to obtain back the Hamiltonian framework. This is what is usually done in the literature. The
idea of this thesis is now to circumvent the construction of the history space time measure by transferring the
formalism of renormalisation directly into the Hamiltonian framework. Instead of performing the search for a
fixed point of (111.34) for the OS measure 1 we try to find an equivalent renormalisation condition for the OS
data (H, H, Q). This equivalent condition will be developed in the first subsection, by making the diagram in
figure I11.1 close.

Albeit it is possible to develop such a scheme (following the derivation from [128]), it will transpire that
the construction of the measure is needed as an intermediate step! Hence, the framework fails at its original
aim of simplifying the search for a discretisation error free quantum theory. Yet it motivates a renormalisation
scheme for a purely Hamiltonian renormalisation, which will also yield as fixed points cylindrically consistent
theories”. This alternative scheme was developed in [128] and we quote their results in the second subsection.

III.B.1 Path-Integral (PI) induced Hamiltonian Renormalisation

We assume that we are given a family of naively discretised canonical quantum theories described by the OS
data (7—[58},1{](\2),958)) labelled by M. Since the Hamiltonian is the generator of a contraction semi-group
with a continuous parameter, time takes necessarily a special role. By the OS construction we obtain a cor-

responding measure family ugf}, which has still spatially discrete support, while continuous in time. Hence,

we can define from this the cylindrical projections ug\??M for finite time resolutions labelled by NV in the spirit
of (l11.28) by introducing an injection map I purely for temporal functions. This however implies that the
history space measure is already cylindrically consistent in time. In other words: starting with the OS data we
obtain a measure where the renormalisation in time direction has already been taken care of!

For the remainder of this section, we will thus assume that all measures involved are renormalised in time.

We begin by introducing purely spatial injections maps I : Ly — Ly for each M. They are satisfying
the conditions from Lemma Ill.A.1.

Lemma II1.B.1. The spatial block spin transformation induced by the map In;_opr defined from Ipr by
(III.18) maps OS measures ,ugc}) to OS measures via

/‘SSH) (W [Fp)) := N’(QTZL\/)[ (Wont [Inr—2nm Far)) (I11.35)

for all Fay € [0,T) x Ly, In other words it does not leave the space of time translation invariant,
reflection invariant and reflection positive measures.

Proof. As Ip;_op acts at each time step only on the spatial arguments of Fy;, it commutes with time
reflection 6 and time translation T defined in (11.152).
Thus follows time translation invariance:

(n+1) _(n+1) _(n) I TF _(n) W TI F
pay UGS Wa[Ful) = gy W [TsFarl) = pony Wont[Invi—om T Far)) = pgyy (Wont [TsInr—on Firl)

= 1S U(s)Wont[Inganr Fa]) = iy (Want [Tarson Far]) = iy ™ (Was [Far) (ITL.36)

"The price to pay for this new Hamiltonian renormalisation scheme is, that the set of fixed points obtained as the limit
n — oo of some naive discretised theory might be very different from the fixed points of the measure induced renormalisation.
In the later discussed example of the free field one can see that the fixed points agree, however the trajectories in “theory
space” leading to them will differ.

8Note that we could also consider Fj; depending on multiple times, Fps € [0,T)"™ x Ljas. By decomposing into several
Weyl elements at each coinciding point of time however it is sufficient to show the invariance of the new measure for only
one time dependence.
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Time reflection invariance:

uS (R W [Ear) = 1S5 (War[0Fr)) = ulyy (Wenr Ini—2000Far]) = pyr (Wanr[01ns 20 Far]) =
= MQM(R Woni[Inv—omFul) = NQM(WzM Unm—omFul) = (n+ )(WM [F)) (II1.37)

Reflection Positivity:
uS D (W [Fa]* (R W [Far)) Zzau’”” ©[Font (Fip, 0Fa)]) =

= Z ZaMgTJL\BI(WQM[IM—ﬂMFa,M(FM, 0F)]) = Zzaﬂg?\/)[(WQM (Fo, v ((Inr—2nm Far)™, 01nr o0 Fiar)))

[e3 [0}

ué Wanm[Im—omFum]) (R Wy lIvi—omFa])) >0 (I11.38)

where we used the Weyl relations (11.98) and that for a free scalar field

Invisom Fyp = (Inp—senme Far)™, Int—somi Foort (Fags Fry) = Fau(Iv—om Faas In—om Fyy) - (T1139)

which is easily verified, using F* = —F and F,,(f, f') = f + f' and linearity of In;—onr. O

Consequently, we know that we can indeed use the OS reconstruction to obtain new OS data, which we call
accordingly (H\"T, AT oty

In the OS reconstruction of a measure uM) the Hilbert space 7—[ is the closure of the equivalence classes
[']#A'}) of ¥ with respect to the Null space \ induced by ug\/[). The W are here the finite linear combination

of the Weyl elements Wy [Fa] with T — supp(F') C Ry, i.e. of positive time support. Let us hence define a
map between two Hilbert spaces, neighbouring in the renormalisation sequence:

I s MY - M1 (I11.40)
[WM[FMH#(nJrD — [WQM[IMHQMFMH#M)
M 2M

(n+1)

Being defined on a dense domain in H}, ", its action generalises straightforwardly to the closure.

Lemma II1.B.2. The map J](\}}LQM as given by (II1.40) defines for each n an isometric embedding, i.e.

(JI(\:IL)—>2M)TJZ(V7IL)—>2M = id’HSC}""l) (I11.41)
Hence
P = Ji on (T3 o0 (I11.42)

are projectors for each n onto the subspace JMHQMH(W—H) Hé’;},

(P2(174)) P2(17\l4)a 2(173‘]1(\;}le = JJ(\:ILL2M7 (JJ(V?L2M)TP2(17\L/} = (JJ(\:ILL2M)T (111-43)

Proof. We compute the scalar product as given in the OS reconstruction between two Weyl elements in
HEC}H) to show the isometry of Jz(x?)—mM: (we make use of the Weyl relations for the second line)

(W (Farl) g, Wat il o by = i3y (Wt [Fr)) W03 ]) =

= Mé?v)f((WQM[IMa2MFM]) WQM[GIM—>2MFMD = ([Wam [IM—>2MFM]]#§]3, [WQM[IM—Q]V[F]/\/[”M(ZTE>H§n)

M

= (I WarlEatl] oo, T (Wt [Fig)] o D gycm (IIL.44)
1\/1 2M

The properties of the projection PQ(X[) follow now straightforwardly:

(P2(JT\L4))2 = JJ(\?LMW((JI(\/?LQM)TJZ(\;HQM)(JJ(\?LZM)T = PZ(JTCI) (I11.45)
The other two follow similarly. O
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Lemma II1.B.3. The determining equation for the Hamiltonian after a renormalisation step reads:

(8>0)
e P = (g e M (I11.46)

Proof. We show the property for arbitrary matrix elements in a dense domain:

Fr(n+1) n N
(War [Fadl] s € PP (Wag [ D] e Dy = iy (Wor [Faa]) Wir [0T5 Fiy]) =

= ngl\zj((WQM[I]LI%2MF]\/[])*W2JVI [Ini—2m0TaFy]) = ngl\zj((W2M[IMA2MFI\4D*W2M[HTBIJWH2MFJVI])

_gh™
= (WemlIn—am Farl] oo s PHzar [W2M[IM—>2MFJI\4]]M§;V)[>H$} =

n —BAM (n
= <J§\4L2NI [WM[FMHHSHI) € P J}\/ILQJV[ [WM[FJ/WH#&T;HWH (I11.47)

(n)
2M

O

Equation (I11.46) incorporates a lot of information. For once setting 8 = 0 recovers the isometry condition
for JZ(V}LLZM. Moreover taking the [-th derivative and afterwards evaluating at 8 = 0 yields

~r(n+1 n ~r(n n
(Hyr ™)' = (T sond) (H3iD T3 o (IIL48)

For [ = 1 it transpires that the whole sequence of Hamiltonians and hence also the limit fixed point will

be symmetric if the initial discretisations are. Moreover it seems that this equation should be sufficient to

determine I;I](\?H), however there are additional conditions arising for further [ > 2. For example there are two

ways we can express (IEIJ(;H)V by combining I =1 and [ = 2:

(Tt sz HSD 2 Ti a0 = N7 HS P HSA T4 a0 (II1.49)
Multiplying this with (J](\ZLLZM)T from the right and with J](\;)_>2M from the left yields
Py (Hyhp)* Payy = Py Hinr Py i Pay (II1.50)
which is equivalent to

0= Py (dyye — P Hyy Paiy = Py (P By Py =
= (P N (P ) (PR [Py )T = ATA (I1L51)
where we used that [PZ(;\L}]J- = ([PQ(JT\L/[)]J-)2 is also a projection towards the orthogonal complement.

It follows that for all ¥ € ’Hgfv)[ we have (U, ATAT) = ||A¥||?> = 0 thus A = 0. Consequently using first
A" =0 and then A =0 we get

Hy\ Pyt = PG Py = (P Hi3 PN = o H) (I1L52)
In summary we see that [ﬁé;@, PQ(TAL/I)] = 0 hence }AISX} preserves the subspace P;X}’Héﬁ}

A consequence of this relation is that one must (at least for the free field) think of the elements in ’HSC})
for example either as single field species at an increasing number of time (as n — oc) or multiple interacting

field species, but not as vectors in the span generated by the sharp time zero fields acting on Qgg)
We assume that would be not the case, then, at some n, a representative of the equivalence class is given as

N
[WM[FM]],L%T = Z Mewar [ far k]2 (I11.53)
k=1

with the spatial Weyl elements wj; at sharp time zero, some smearing functions fur and Ay € C. Then
follows

N

Tyt ont (Wt [Eutll o = 3 Mwns [Tarsonr[Far |23 (I11.54)
k=1
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i.e. for each m € Z% the excitation on all m’ € ZL,, with L%/J = m will be the same. (I11.52) implies now,
that this property will not change under time evolution, in other words if the field is constant on a block of
coarse resolution with respect to a fine lattice it will never develop excitations that could only be resolved with
the mentioned finer resolution. This property is certainly violated for the cylindrical projections of a continuum
theory.

We study this complications that arise due to the presence of the equivalence class [']u(") later in the
M

example of the free field: Albeit starting with 7—[5\2) being the span of sharp time zero fields, already after
one renormalisation step this will be no longer the case. Instead, we could label [[WM[FM}]#(") for the free
field as spatial Weyl elements at an increasing number of sharp times as n — oco. Due to thisf\:] however, the
’HEC}) do not qualify immediately as cylindrical projections by Iy; of a continuum Hilbert space spanned by
the continuum w[f]Q2. The dependence of the equivalence class is crucial for determining the structure of
the new Hilbert space Hg\ZH) during the renormalisation sequence. However this means we do not acquire
the wanted simplification regarding the renormalisation procedure, as we have to compute the history space
measure MS\ZH) at each intermediate step in order to determine the new Hilbert space HEC}H).

This drawback motivates to define a new renormalisation prescription which stays completely in the Hamilto-
nian framework and is simpler to execute, which we will present in the next subsection. But before we continue
with this, let us lastly summarise the path-integral induced Hamiltonian renormalisation:

1. Pick an initial discretisation family (’HE&), flj(\g), QESI)), labelled by M. Determine the history space mea-

sure HS\(/)[) via OS construction.

2. Determine the family M(MHH) via

Ng{fLH)(WJVI[FJ\H) = Ng})’[(W2M[IMH2MFJW]) . (IT1.55)

Use this to define the equivalence class [.]M%Tl) of the OS reconstruction and give rise to a map JI(\;LQM

such that it embeds H%ZH) into Hé?\/)j

3. Set Q%}H) = [1]%}"“) = (J](V?)_}QM)TQSE. Let H(Mn) be the span of the [WM[FMHMX}'“)' Determine

the Hilbert space measure duj(\;) by demanding that JZ(J;LQM is an isometry. Set

fr(n+1) _ ( 5(n) fr(n) 7(n)
Hy ™ = (Iaghone) " Hohr T o - (I11.56)
4. Start over at step 2 until you run into a fixed point (H%,, H,, 05,) and p, for n — oco.

I11.B.2 Direct Hamiltonian Renormalisation

Assuming a canonical quantum field theory in the continuum (H,I:I,Q) on a compactified manifold o =
[0, R)P, we might look at its projections onto a discretised spatial manifold, e.g. oy = Z¥,. We can follow
the construction of observables outlined above: Like in (111.12) we call the spatially discretised fields

dnr(m) := P[Xmel, wir[fau)(Oar) = wlln far](@) = exp(ig[Ing far]) (II1.57)

where € = €37 and € Zﬁ, fav € L. We had also already introduced the spatial injection maps I;. It
follows that the cylindrical projections vy; of the continuum Hilbert space measure v (which describes the
scalar product on ) must also represent a projective family following theorem II1.A.1, i.e. Yn € N

vam(wnm [fm]) = vorn (wor e [Inr—2n 01 frr]) (II1.58)

Moreover, let us introduce the map jas : Har — H with jarwng[far] — wliafar]. Since the continuum
theory exists, we can compute the matrix elements of the continuum Hamiltonian on observables of coarse
resolution M and use this to define an operator Hjs on the lattice: Vf, f' € Ly

(w[Ing F3,)0 Hw[Inr far] 2 = (war[fi) Q0 b Hinvrwnr [ far] Q)2 = (war[Fi) @0, Harwar [ far] Q) 2,
(I1L.59)

with Qp; := ju Q. These realisations lead us to the following definition of a direct Hamiltonian renormalisa-
tion: We follow in our notation closely the notation introduced in the previous section, so the reader may see
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how slightly yet crucially they differ:
Starting from initial OS data (Hg\(}),ﬂf\g),ﬁg\(})) where ’HE\?I) is spanned by the spatial Weyl elements
wpr[far], we define the maps

. 1
Iibon + MY o A

W [fM]Qg\}LH) — sz[IMaszM]Q%){ (I11.60)

Hence we can straightforward identify for the vacuum vector ( by setting fys = 0) that

.(n n+1 n
]5\4L2M§25\4+ )= Qé]\} (I11.61)

Without any recourse to a history space measure, the map j](\ZL2M is right now largely arbitrary as we have

not fixed anything. We now demand two conditions for jl(v?)—>2M' which in order to be fulfilled will determine
for each step n the exact form of the OS data of step n + 1.

Definition II1.B.1. We call the map j](\ZLQM defined by (I111.60) a renormalisation isometry iff
1. it 1s isometric, i.e.

G5 on) T35 a0 = idy e (I11.62)

2. it determines the flow of the Hamiltonian (and keeps it symmetric), i.e.
Fr(n+1 . Fr(n) .(r
Hy ™ o= (G5 one) " HAD 25 o0 (111.63)

It is easy to see that (I11.62) induces the mentioned cylindrical consistency condition (I11.58) for the Hilbert
space measure. Recall for this that vps( . ) = (Qnr, - Qar)n,, - (111.63) is the sufficient part of the stronger
condition (I11.46), however without imposing the remaining conditions. This helps us in circumventing that

the field content changes. Note also that this condition defines the operator on Hg&frl) which has exactly the

same matrix elements as the Hamiltonian ﬁég} when projected, which is a necessary condition in order to be

the coarse version of a continuum Hamiltonian as discussed in (I11.59).

We want to also to remark that the flow between Hamiltonians and vacua is consistent since

~r(n+1 n+1 .(n ~r(n) .(n n+1 .(n ~r(n n
Hz(w )Qg\/[ )= (JI(WL2M)TH§A/}JJ(\4L2MQEVI ) = (;71(\4)%2M)TH2(1\/)1951\} =0 (I11.64)

Let us finish this section with a quick summary of the direct Hamiltonian renormalisation:
1. Pick an initial discretisation family (%), A'?, Q(?) labelled by 1 and %'} spanned by was[far].

2. Set Q§\2+1) = (]](\Z)_QM)TQ;LV)I Set 'HE\Z+1) = Span{wQM[IM_}QMf]W}Q]w; fuv € L]w}. Set

vy ™ (wae [ far]) o= Vi) (want [Taro0s ar) (I11.65)
and for the Hamiltonian
r(n+1 .(n r(n) (n
A = G5 o) T HIN 38, o0 (I11.66)

3. Start over at step 2 until you run into a fixed point (%, H3,, %) for n — co.

II1.B.3 Relating to the Continuum via inductive Limits

Above scheme was derived assuming the existence of a continuum theory and motivated by staying as close as
possible to the path-integral induced scheme. To re-establish contact with the continuum, after having found
the discrete cylindrically consistent theories, we would hope to understand the family of Hilbert spaces as an
inductive limit. There are excellent accounts in the literature [140-146] so we will only briefly collect the basic
notions of inductive limits and apply them to our case by quoting from [128].
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Definition III.B.2. Let (Z,<) be a partially ordered index set. We call a system of Hilbert spaces
{Hi}icz an inductive system of Hilbert spaces iff for each i < j there exist isometric injections

Jisj o Hi = H; (HI.67)

with Ji; = idy, and consistency J;p = Jjp 0 Jisy for alli < j <k.
A family of operators { A; }iez with dense and invariant domains D; is called inductive system of operators
iff fori <j

Ji_>jDZ‘ C Dj, AjJi—>j = Ji_>in (11168)

Lemma II1.B.4. 1. For every inductive system of Hilbert spaces there exists a unique (up to unitary
equivalence) Hilbert space H and isometric injections J; : H; — H for each i € T such that for all i < j

Jidis; = J; (I11.69)

2. For every inductive system of operators there exists an operator A on a dense D C H, with J;D; C D,
such that Vi € L:

Ji A; = A J; (I11.70)
If, moreover, every A; is essentially self-adjoint with core D; then so is A on D.

Proof. 1. We call vectors ¢; € H;, ¥; € H; equivalent iff there exists k such that for any 7, j < k we have
Jiski = Jji;. Indeed, when it is true for one k it holds for all k' € T: Take |l > k, k' then by equivalence
for k we have

0= Jposi(Jisw¥i — Jjsithy) = Jisi) — Jjmpy = T si(Jisw i — Jjmwr)y) (IT1.71)

However, since isometries are automatically injective it follows: J;_,p/1); = Jj1r1Pj. We consider the equiva-
lence classes [);] and equip them with the inner product

(i), [y m == (Jimski, T ) 1 (I11.72)

where k is any 7,7 < k. This is independent of the representative because for any 7,7 < k' we find k, k' <1
and have by isometry and consistency:

(JiskWis Jjski)ay, = (ko1 JiskWi, JosiJjsu0i) 1, = (Jisii, Jj—ij)m, =
= (Jw 1w bis Jo—idjswbi)w, = (Jisk Vi Jj—ub)w,, (II1.73)

The inductive limit Hilbert space H is now the completion of the formal finite linear combinations of equivalence
classes.
The required maps can be defined as

Jihi = [i] (ITL.74)

Then, we have indeed for any 7 < j:
JiJimsji = [Jisjibi] = (0] = [Wi] = Jiy (II1.75)
where we used that ; and ¢; = J;_,;1; are equivalent (choose k = j > i). The J; are injections since
Jiy; = [1;] = 0 means that J;_,;1; = 0 for some ¢ < j hence 1; = 0. they are also isometric since (pick

k=1)

(Jithi, Jithiyr = ([i]; [il)w = (Vi Vi) (I11.76)

Thus, it remains to show uniqueness up to unitary equivalence. For this, assume that two inductive limits
(H,{Ji}iez) and (H'{J!}icz) have been found. We define

U:H —H
J{bi = Tt (I11.77)
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and extend by linearity to the dense domain of the finite linear combinations of the J;1;. It has the inverse
on its image: U~ (J/4;) = J;3; and is isometric (pick any i,j < k)

(Udiths, Udjihj)ae = (Jithi, Jibg e = (Jpiswtbs, JpJjswtbi)re = (Jimswi, Jjswtbr)m, = (Jivi, Jibs)n
(IIL.78)

and can therefore be extended to a unitary operator to all of H by continuity.
2. We define D to be the finite linear combinations of the vectors J;1;, ¥; € D;. As the D; are dense in H;
it follows that D is dense in . Then we define and extend by linearity

A (J) == J; A; s (I11.79)
This definition is consistent for suppose that J;i; = J;1); then for 7,5 < kit is J; 9 = Jj1%; and
A(Jipy — Jjy) = A(JeJisws — Judjsitby) = Ak (Jimwi — Jjsitby) =0 (I11.80)

Finally, by the basic criterion of essential self-adjointness, we know that (A; £ idy,)D; is dense in H;. It
follows that for any j

(A=£iidy)J;D; = J;(A; £iidy,)D; (I11.81)
is dense in J;Dj, hence (A £ idy,)D is dense in H and A is essentially self-adjoint. O

These concepts of inductive limits are now applicable in the context of renormalisation of theories, as upon
having found a fixed point (H},, Hy;, Q4,) by the direct Hamiltonian renormalisation the maps jar—2ns give
rise to the concatenations

JM—s2nM = Jan—1pf—2np © - O JM s2M (I11.82)

which are satisfying the conditions of (I11.67). There are numerous partially ordered and directed label sets
in this case, namely Z,, = {M := (2k 4+ 1)2™, n € Ny} for each k € Ny. Hence the existence of the
continuum Hilbert space H* is guaranteed by the previous Lemma, as well as the existence of embedding
maps jar : Hu — HF . If there is no dependence on k, i.e. H = H* VEk, we call the theory partially
universal.”

However, it is important to point out that while we have determined a family of perfect discretised Hamiltonian
operators obeying

J'Rf_,M/FIM/jMaM/ = Hy (I11.83)

for all M < M’, this condition is not equivalent with (111.68), i.e. the condition which would have guaranteed
the existence of a continuum Hamiltonian operator. Sadly, the latter condition is stronger than the one we
obtain from the Hamiltonian renormalisation, hence we are not obtaining a continuum Hamiltonian operator
via this prescription. Instead, we can construct a consistently defined symmetric quadratic form. Under certain
assumptions, we can hope to find its Friedrichs extension as a self-adjoint positive operator [186].

Hence, the situation in the direct Hamiltonian renormalisation is equally good as in the standard renormalisation
of a spacetime measure, where cylindrical consistency is a necessary criterion as well.

9We will later see an example for partially universality in case of the free field.
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II1.C Example: Klein Gordon field I - Derivation

In order to make the above formalism concrete we will know study a concrete example, namely the massive
free scalar field, also known as Klein Gordon field. Its continuum quantum theory has been excessively studied
in section I1.D of the last chapter. Now we will artificially discretise it and study whether the fixed point
theory obtained via both renormalisation schemes yields an inductive limit Hamiltonian which agrees with the
known continuum dynamics. By this we put both renormalisation prescriptions to a necessary test, which both
will pass: We will explicitly determine the corresponding fixed point structure and show that the resulting
Hamiltonian theories indeed correspond to the continuum theories constructed earlier.

Hence, we introduce as described above a spatial IR cut-offs R and work on finite lattices with M points
in each spatial direction. We introduce maybe a natural but still ad hoc discretised version of the Hamiltonian
and apply both the renormalisation procedures derived in the previous sections. For this, we can copy the
calculations from [129] and will do so in the following.

The common starting point for both renormalisation trajectories is a family of either Gaussian, reflecti-
on positive measures ,ug\g) or equivalently OS data (7—[5\9[),[?1(\2)795\3)) originating from some spatial (lattice)
discretisation of the classical continuum theory. In what follows, we construct such a discretisation explicitly
using a choice of the coarse graining map.

The fields at finite IR cut-off are supposed to obey periodic boundary conditions and the corresponding one
particle Hilbert space is Lr := La([0, R)”,dPx). In the presence of an additional UV cut-off we define the
one particle Hilbert space as Lrys := ¢2(Z%;) with Zps :== {0,1,.., M — 1}. These are the square summable

finite sequences fras with norm squared

R
||fMH2LM = GJ[\)/I Z |f]W(m)‘2a EM = M (11184)

D
meZLyy

which is the spatial version of (I11.16). In this chapter we explicitly state the dependence of the lattice spacing
on M, i.e. € = epr. Not also that the prefactor €% is consistent with the interpretation that fis(m) = f(mear)
for some f € Ly so that ||fallny = I fllLs-

Using the spatial injections Ip; and evaluations Ej; we already established for (111.35), we consider the

discretised classical fields

orr(m) = (I},6)(m) = / 4P Yonery (@) 6(x),  mar(m) = (Enm)(m) := w(meps)  (IILSS)

[0,R)P

Notice that (I11.85) defines a partial symplectomorphism

{mar(m): 630 )} = [ @2 ey, &) (@), 6300} = Xomens (' ers) =Ge (1L80)

The Hamiltonian (11.166) gets hence identified with following discretised family

B =5 S (rochimds(m) + — o on (m)(@)? - dnl(m) (11L87)

C
2 €
mezZb, M

Here we have defined wﬁ\? in terms of a suitable, self-adjoint (with respect to Lj) discretisation Ay of the

Laplacian, that is, if the continuum w is a certain function G = G(—ARg, p?) of the continuum Laplacian Agr
n [0, R)? then w!} is the function G(—Ayy, p?).

It is not difficult to check that (111.87) converges to

1
H:= f/ dPz [kym? + —pwh o] (ITL.88)
2 [0,R)P K¢

on smooth fields as M — oo.
The form (111.87) of the Hamiltonian motivates to follow the strategy of (11.167) and introduce discrete

annihilation functions
(0)
ay) = wM EAR M ~toy ] (IT1.89)
2h/~@




so that upon choosing them as the non-commutative algebra of observables we introduce the ordering

HY =he Y (a))* w) -aly (I11.90)
mezZb,

The quantisation of this system is now analogous to the quantisation of finitely many harmonic oscillators
and hence well understood. By promoting ag\g) to the annihilation operators dg\g) we introduce the vacuum Qg&)
with the property ag\(}) (m)QEBI) =0, Ym € Z%,. Consequently IA{QEBI) = 0. The corresponding Hilbert space
spanned by the polynomials of a%,(m) acting on the vacuum is found to be LQ(RMD,dVJ(\S)). We choose the
ground state representation €2p; = 1 and find up to normalisation (compare to (11.215))

D (drr) = explhrg(bar (W) dar)ar) doks” =
VO (gidarlfurly — o= Fifaear fan)ar (IIL.91)

where we will call ¢p; = hn¢2w§§) the covariance. Hence, we have constructed explicitly a family of OS data
(HO, H, 0% ) which certainly is not a fixed point family.

We sidestep the introduction of a temporal cut-off T" and its corresponding temporal renormalisation and

directly construct the Wiener measure family NS&) on the history spaces I'y; of fields ®,; corresponding to

the OS data constructed above. The construction is entirely identical to the continuum calculation, hence we
know that the Wiener measure family ugﬁ) is described by a Gaussian measure with the covariance

1
Ofp) = 222 (— 08 + (W) P) (111.92)

2

We set c=1 in the following subsections and restrict our attention to the case D = 1. The generalisation to
more dimension will be undergone in the section IlI.E.

III.C.1 Flow of the PI induced Hamiltonian Renormalisation

Following the general programme, the first step in [129] was to calculate the flow of the sequence of measure

families /1581) and its fixed point. As we follow them closely, we consider the maps I;_ o5 Which is an isometric

injection,

(Int—sont - faas Intsang = far) Lone = Toar © Intsang - fars Tone © Intsong * far) on
= (Ins - fors Ing - Frr) e = (Faes Far) Lo (I11.93)

where we used the isometry of I, and (111.18). Explicitly for m € Z&,,

(Tassons - fard(m) = D Xowrews (means) far(m') = far(|m/2]) (I11.94)

m’EZﬁ

where |m/2]% := |m*/2|, a =1, .., D denotes the component wise Gauss bracket.
The path integral flow is defined by

M%}Jrl) (ei‘I’M [FM]> — ’u;’;\}(ei‘bzn[ [IM~>2MFJW]) (111.95)

and it follows immediately that the flow generates a family of Gaussian measures with covariances CI(\?) since
the initial family is such. Namely we find'°

CI(VY[LH) = (T, ® Ingon)t Céﬁ; (1, ® Iny—som) (I11.96)

where the notation is to indicate, that no temporal renormalisation takes place.
In the continuum the kernel of the covariance is defined as

(F,CrF)pyor, = / ds ds’ / Pz dPy F(s,2) Cr((s,2), (s',y)) F(s',y)  (IILO7)
R2 [0,R)2D

10Note that this simple consequence, i.e. the new measure is again of Gaussian nature with changed covariance, is the
crucial point due to which the renormalisation can be carried out analytically. In general, the nature of the measure itself
can change drastically and such an easy relation may no longer be valid.
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It follows

<]1L2®IM'F1\/170R']1L2®IM‘FM>L2®LR: (11198)
= (Fa, [z, @ Ing)"Cr(1L, @ I Ft) Losna =2 (Far, Car Far) Ly

which shows that
CM((Sa m)a (5/’ ml)) = 6]_M2D <Xm6MaCR((Sa ')a (Sla '))Xm’6M>LR (11199)

Note that the continuum kernel family is automatically a fixed point of (111.96) due to In; = Iaps © Inr—ons-
Expression (111.99) tends to Cr((s, menr), (s',m'epr)) as M — oo.
Explicitly, we have in terms of the kernel of the covariance for the flow of the discretised covariance

(Fai, O3 Y Pa) oo = 68D / dsds’ Fai(s,my)Far(s',my)Cyy ™ ((s,m1), (8, mb))

D
ml,m2€ZM

= (11, @ Iny—om) - FMvc(n) Iz, ® Intsom) - Fr) 1o@Lpan

= &0 /deS' (Lp, © Ingsonr - Far)(s,m0) (L, @ Tngans - Far)(s',ma)CSR) ((s,ma), (s, ma))
my,ma
= G2 geay Faa (s, L /20) Ear (s /20 CSEH (s, ma) (s mia)
2

mi ’HLQGZ2DM

€2D n
= 212% Z /deS Far(s,my) Fa(s',ms) Z Céj\/)[((s,ml),(s’,mg)) (I11.100)
m},mh,ezb lm1/2]=m},|m2/2|=m}

from which we read off that for all F:

Cor ™ ((s.mh), (s, mb)) =272 %7 Cy((s.2m) +81), (5, 2m) +62))  (IIL101)
51,526{0,1}D

This condition describes the renormalisation flow and deducing its corresponding fixed point gives us the
Gaussian measure of the continuum theory restricted to spatially coarse observables.

A simplification can be achieved by making use of the translation invariance of the (discrete) Laplacian and
thus the corresponding covariances Cs((s,m), (s',m’)) = Cp(s —s',m —m'), a property which is preserved
by inspection under the block spin transformation (111.101). This suggests using Fourier transform techniques.

Recall that Ly is equipped with the orthonormal basis R=P/2¢ikrme e ZP | 2 € [0, R)P where kg = 2Z.

If we restrict @ to the lattice points © = mey, m € Z% then ehrm = gikmnm -, — 2% and we may
restrict n to Z%; as well, due to periodicity of the argument of the exponential functlon. Indeed, we may define

Fourier transform and its inverse on Ly by

— Z fM(n) eianm’ fM(n) — MD Z fM(m) e~ ikanom (IH.102)

nez meELy;

The discrete Fourier transform has the advantage that it diagonalises the Laplacian [Ajre*M™ -](m) =
= —Apr(kan)emm with Ay (kyn) € R. And if C’J(\Z) = G(—0?,—Ap, p?) then we have

[C](V[) Fa(s,m) = ek Z /ds C(n)(s—s m—m')Fy(s',m’) (I11.103)
m’ €L,
dko n 2 A 2\ i(ko(s—s')+kyun-(m—m'))

= > | 5= Fulko,n) Gk, —An(nkar), p*) €'* M

nezy,

dko z (K (s—s/)-‘rk n‘(nz—m/)) 2 A 2

= Z ds' Far(s',m/)[M~ Z 0 M G(ky, —Arn(nkar), p”)]

m/eZy neZl

If we define C\") (ko,n) :== R-PG(k2, — Ay (kpn), p?) we find:
n dk n
C](W)(s —s',m—m') Z / 0 gilko(s=s")thearn:(m—m ))C )(ko,n) (II1.104)
nezb,
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for the discretised family.
Since for general wg it is explicitly only possible to study the flow of the covariance in terms of its Fourier
transform we translate (111.101) in terms of the Fourier transform

n dk . o / "Ny Aln
C’](WH)((S m}), (s, m})) Z / =20 gilko(s=s")Hharl':(m—m")) CJ(WH)(ko,l/) (II1.105)
rezb
_ 92D Z / dko G (ko 1) Z pi(ko(s—s)Fhanrl-(2(m] —m5) +51—52))
i, T 51.82€{0.1}P
_ 92D Z / dkg Z G (o, I + 85 M) Ro (5= ) +kane (V05 M) (' —mi ) +61-02))
l/EZD 27r 51,52,536{0,1}D
=9272D Z eile/'(mllfmlz) / C;iljro Z C‘é?}(l/ + 53M)ei(k0(sfs/)+k2M(l/+631V1)'(51f§2))
ez, 81,02,63€{0,1}P
whence
C ) (ko 1) = 272P Z C{) (o, 1/ + 83 M )etham (U +03M)-(51-02) (I11.106)

51,52,536{0,1}1:'

We will now carry out the details of this procedure for illustrative purposes for the case D = 1 and the

Poincaré invariant choice
wr = \/—AR + p? (IH].O?)

More general models in all dimensions will be discussed in the last section of this chapter IILLE. For D = 1

(111.106) becomes with I’ € Zps

1 A(n

- Z Cé]\/}(k‘o, U+ (53M)[1 + COS(]CQ]\/[(Z/ + (53M))] (IIIIOS)
536{0,1}

]. ~(n A(n
- i{CéM)(ko, I[1 + cos(kanrl)] + C8%) (ko I + M1 — cos(kanl')]}

CA«](\ZLJrl) (ko, l/)

We start the flow with C’ﬁ)(ko,l’) := Cr(ko, ') where Cyy(ko, 1) corresponds to a naive discretisation of
the Laplacian. For it, we take a popular choice in D = 1:

(Anr - fu)(m) = %[fM(m + 1) + far(m — 1) — 22 (m)] (I11.109)

Going over to Fourier picture, we see that
_AM(l)eikM”‘l _ (AMeiann)(l) _ GX/IZ(Gian(l—&-l) + eian(l—l) _ 2€ianl) — 26];[2(COS(/€MTL) B l)eianl
Thus, from (111.92) and (111.104) with [ € Zy,

hrig 1
2 2¢,7[1 — cos(kal)] + k2 + p?

C (ko,1) = R™! (I11.110)

It is equivalent to study the flow of ¢y (1) := 2RCys(1)/(hikg) and it is convenient to introduce the abbrevia-
tions ¢ := ksl q := \/k3 + p%enr. Hence
2

(1) = S C;V(’t)] e (IIL111)

For reasons that will become transparent in a moment we rewrite (111.111) as follows: Let

ao(q) =1+ ¢%/2, bo(q) := ¢°/2,c0(q) := 0 (IIL.112)

then trivially
e?u bo(q) + co(q) cos(t)

A0y —
) =8 = alg) = cos(D)

(I11.113)
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The purpose of doing this trivial rewriting is that it turns out that the parametrisation by 3 functions a,,, by, ¢,
of ¢ in the Ansatz
A(n) I = 6?\4 bn(q) +Cn(Q) COS(t)
ey () = -3
¢ an(q) — cos(t)
is invariant under the renormalisation flow. Namely, by (111.108) (note ¢ = kypl — koyl = t/2,q =

VK3 + pPenr — k2 + p?eanr = q/2 and cos(kapr (I + M)) = — cos(t/2))

sy s bnt1(q) + enya(g) cos(t)
v ()= & ani(@) - cosd (IIL.115)
= %{é%}(l)[l + cos(kanrl)] + &5 (1 + M)[1 — cos(kanrl)]}
_ Sy {bn(Q/2) + cn(q/2) cos(t/2) bn(q/2) — cnlq/2) cos(t/2)
2(q/2)3 " an(q/2) — cos(t/2) an(q/2) + cos(t/2)
_ i 1 c cos a cos cos
+[bn(9/2) = cn(q/2) cos(t/2)]an(q/2) — cos(t/2)][1 — cos(t/2)]}

2
{2an(q/2)bn(q/2) + 2 cos®(t/2)[bn(a/2) + cn(a/2) + an(a/2)ea(a/2)]}

(I11.114)

[1 4 cos(t/2)] + [1 —cos(t/2)]}

€y 1
@ an(g/2)2 — 1[1 + cos(t)]

= eiM a C, anC, G, ancC COS
- q3 [2(177,((]/2)2 — 1] — COS(t) {2[2 nbn + bn +cn+ap rL](Q/Q) + 2[bn +cn+ap n](Q/Q) (t)}

where we used the double-angle relation: 2 cos(t/2)? = 1 + cos(t). We deduce the recursion relations

—_

ant1(q) = 2a,(q/2)" —1
bn+1(CI) = 2[2anbn +b, +c, + ancn](Q/Q)
ent1(q) = 2[by + cn + ancy](q/2) (I11.116)

The corresponding fixed point equations become coupled functional equations

a(q) = 2a.(q/2)* -1
bi(q) = 2[2a.by + by + ¢y + asc.](q/2)
clq) = 2Mb.+c.+acc](a/2)

The easiest of these three equations is the first one, as it involves only one function and we easily recognise
the functional equation of the cosine or hyperbolic cosine. Now, ag(gq) > 1 for ¢ > 0 and assuming this to be
the case also for a,,(q) we get a,11(q) = 2a,(q/2)?> —1 > 1 for ¢ > 0. It follows a.(g) > 1 for ¢ > 0 so that

ax(q) = ch(q) (I11.117)

Next we observe
do(q) = (b + ¢)(q) = 4[1 + 4. (a/2)][b. + e)(a/2) (IIL118)

which is a homogeneous linear functional equation as a. is already known. If we define [b.+c.](¢) = ¢" P(ch(q))
where P is a polynomial then we have a chance to satisfy the fixed point equation since g™ can take the factor
of 4 into account and the right hand side depends only on ch(g/2) as well as the left hand side. To see this,
remember that ch(q) = 2ch?(¢q/2) — 1.

Let P = ngv:o zrch®(q), then in terms of x = ch(q/2) the fixed point condition becomes

N N N
2" Z 2227 — 1]"' =4(x+1) Z 2l = 4{zy + vVt 4+ Z[zk + zk,l]xk} (111.119)
k=0 k=0 k=1

We may assume that zy # 0, otherwise decrease the degree of the polynomial. Then we must have 2N = N+1
i.e. N =1. It follows
220 — 21 + 2212°} = 4{20 + (20 + 21)x + 2127} (I11.120)

n=1, z1 =—2 = zq(ch(q) —1)=:d.(q) (IIL.121)

where z is a constant to be determined later.
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Finally we have

¢.(q) = 2(b. + ¢.)(4/2) + 2a.(a/2)e. (4/2) = 2d.(q/2) + 2a.(¢/2)ex(q/2) (I11.122)

which is an inhomogeneous linear functional equation as a,, d, are already known. The general solution will
therefore be the linear combination of a special solution ¢; of the inhomogeneous equation and the general
solution ¢y of the corresponding homogeneous equation. Explicitly

0 = —ci1(q) + 2q(ch(q/2) — 1) + 2ch(q/2)c1(q/2) = —[e1(q) + 2q] + ch(q/2)[2¢1(q/2) + 2q]  (111.123)

which is solved by ¢;(q) = —zq. This leaves us with

c2(q) = 2ch(q/2)c2(q/2) (111.124)

which is the functional equation of c2(q) = z’sh(q) where again 2’ is a constant to be determined later. In
total this means

ci(q) = 2'sh(q) — zq (I11.125)

To see which values z,2’ are chosen by the initial functions of the fixed point equation we notice that
do(q) = ¢°/2 and assume lim,_,o 2d,(¢)/¢> = 1 up to some n then also
2d, h(g/2) +1 2 2d,,(q/2
i 20nt1(@) _,8[ch(a/2) +1]dn(g/2) _ |, 2dn(g/2)

a—0 g3 q—0 q :,}IL% (q/2)3 =1 (IIL.126)

Thus also lim,_,0 2d.(q)/q®> = 1 whence z = 1. Finally we have co(g) = 0 hence lim,_,0 co(g)/q> regular. We
assume this to be the case up to some n i.e. ¢, (q) = O(¢*). Then

eni1(9)/4° = 2dn(q/2)/0° + 2an(q/2)cn(a/2) /4 (T11.127)

is also regular at ¢ = 0 hence so must be c.(q). It follows 2’ = 1.
We summarise: The fixed point equation is uniquely solved by

a.(q) = ch(q)
b.(q) = qch(q) —sh(q)
c(q) = sh(g) —¢ (I11.128)

II1.C.2 Comparison to the Continuum

We now compare this to the cylindrical projections of the known continuum theory. As those have been
computed first in [129] we quote their calculations.

The continuum theory is described by the covariance Cr = h”—d’( 0?2 — AR + p?)~1! or equivalently cp =
%CR = R(—0?—Ar+p*)~! which can now be directly compared to (111.111). The corresponding cylindrical

projection at resolution M is

ext (M, ® InlTer(ln, ® In])((s,m), (s',m))
(m+1)em (m'+1)em
= &f dx / dy cr((s,x),(s',y)) (T11.129)

mepns m’eM

CM((Svm)v (s’,m/))

where cg(z,y) is the continuum kernel. To compute it, we employ again Fourier transformation and use the
fact that the functions e, p(x) = "*7 /\/R, kr = 27 /R form an orthonormal basis on L = Lo([0, R), dx).
Hence

cr((s,2),(s,y)) = 02 — Ape +p%)” 15R(s,s’)6R(x,y) (TI1.130)
dk X /
_ / O S e urly) R(=02 — App +p?) ™06 o p(a)
nez
B /dko ei(ko(s—s")+krn(z—y))
o (nk’R)2 + k% +p2
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It follows

e ((s,m), (s',m')) = (IT1.131)
dko etko(s—s") /(m+1)6M . /(m'-‘rl)eM "
= dzx e'"R" dy e ""R™
JW Z / nk;R +k2+p2 [ menr ][ m’en Y ]
dk zk:o(s s") 1-6§ ) )
—2 0 n,0 / ikrpn(m+1)em ikrnmens
= Sno + —n0 (gikn - x
M nze;: / (nkr)? + k% + p? [GM ot ikrn (e € )]
% [€M6n 0— 1- 671 0( —ikpn(m/+1)en e_ikanlEM)}

ikrn

dko eilko(s—s NAkmn(m—m') 1-— 5n,0
= Z / (nkr)?+ k3 + p? [On.0 +2 (karn)? (1 — cos(karn)]

To compare this expression to éyr(ko,!), | € Zys we write n =1+ NM, N € Z and split the sum

neZ

(111.132)

dk eilko(s=s")+karl(m=—m")) 91 _ cog([l + NMk
o S (1~ cos([l + NM]kar)

) [+ NMkg)? + k3 + p? ([l + NM]kpr)?
E€Zm

where we declare the last fraction to equal unity at [ = N = 0. Comparing with the first line of (111.105) we
see that the sum involved in (111.105) coincides with the definition of éas(ko,1) .
We now carry out the sum over N by employing the Poisson summation formula

Theorem III.C.1 (Poisson Summation Formula). Consider f € L1(R, dx) such that the series ), o, f(y+
ns) is absolutely and uniformly convergent for y € [0,s], s > 0. Then

Zf ns) Z/dx e AT f(57) (I11.133)
nez nez

Beweis. See e.g. the book about Fourier analysis by Bochner [214]. O

In our case we choose

f(x) = ! 2(1 — cos([l + xM]kar)

([l + xM)kr)? + k3 + p? (I +xMlkar)?

to which the Poisson resummation may be applied as f is smooth and decays at infinity as 1/x%. We find with

= VEE +p’em

(I11.134)

N . 1 2(1 —cos([l + NM]knr))

CM(koJ) - NZG:Z ([Z+NM]/€R)2+]€2 _|_p2 ([l+NM]kM)2
= ¢ ” e_lgﬂNr 2(1 — COS([l + xM]kM))
- MNXG:Z / ! [l+fcM]kM) ([l + aM]kar)?
_ _i2n Nz 1 2(1—c0s(le+2mc))
= eMNZGIZ/dxe N (kml+2mx)? + ¢ (karl 4 27x)?

Y Z / o—iNa 1 2(1 — cos(kpl + )
(kml+ )% +¢? (kml+ x)?

Nez
. dx 2e7N*(1 — cos(x))

p— 2 Zk]\{Nl

= &Y e B o (IT1.135)
= 27 x2(22 + ¢?)

We have N N {(N—1) N J(N+1)

2(1 — —iNz —tNz _ ,—i(N—-1)z —iNzx _ ,—1 T

( cos( D" _ e - + £ - (I11.136)
x x x

For any N (111.136) is holomorphic in the entire complex plane and for N > 1 decays on the lower infinite
half-circle and for NV < —1 decays on the upper infinite half-circle. It follows that the integrand is holomorphic
everywhere in the whole complex plane except at © = +iq and the contour can be closed as described for
N # 0. Thus we find by the residue theorem

CiNe _ 2mi 2¢7 "V (1—cos(x)) -
/ dx 2e Nz(1 — cos(z)) _ 2r  @2(a-i0)  g——ig Nzl _€ INla(ch(q) — 1) (II1.137)
o 22 1P 2mi 2e7" (1—cos(w)) N < -1 ¢ '
27 z2(z+iq) r=iq
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For N = 0 the first term in (111.136) decays on the upper while the second decays on the lower infinite half
circle. However, the two terms are not separately holomorphic at x = 0, only their sum is. We thus write
the integral as a principal value integral lims — 0 where we leave out the interval [—d,d] and then close
the contour for the first/second term with a small half-circle of radius § in the upper/lower complex plane,
subtract that added contribution and apply the residue theorem. We find

/ dz 2(1 — cos(x)) 2mi(1—e") 5 dr 1—e ™ 1
— 2 = —t — lim
21 x2(2? + ¢2)? 21 22(z —iq) wm—iq 070 st pe[—m,0] 2z x 2+ ¢?
271 (1 — e'®) it dr 1—e¢™® 1
kL S im = -
27 x?(x +1iq) vmiqg 070 azseio, gefo,n] 2tz 22+ ¢
4 _1
_ ate h (I11.138)
q

It remains to compute the geometric sum in (111.135) with kpl =t

éMQ(Z) _ g+t e_; -1 N ch(Q)S— 1(_2 n i (e~ Nlatit] 4 o~Nla—it]y)
M q q N=0
e 9—1—ch 1 ch(g)—1 1 1
_ g+t - (@+1 (c;)3 T
_ q- sh(q) 46 ch(q) =1 2 —2e 9cos(t) — [1 + e 29 — 2e~%cos(t)]
¢ ¢ 1+ e729 — 2e~9cos(t)
_ aosh(@) | g1 sh(g
7 @ Ch(Q) — cos(t)
1 1
= 7 ohig) = cos(d) {Ich(q) — 1]sh(q) + [g — sh(q)]ch(q) — [¢ — sh(g)] cos()}
1 1
= P h(g) —cos() {lach(q) — sh(q)] + [sh(q) — q] cos(t)} (1IL.139)

Comparing with (111.114) and (I11.128) we see that we obtain perfect match! The fixed point equations of
the naively discretised covariance of the history field measure have found the precise cylindrical projections of
its continuum covariance [—0? — Ag + p?]~L. It is therefore clear that the fixed point path integral precisely
delivers the continuum OS data via OS reconstruction that we started from and that we artificially discretised.
Moreover, it is easy to see that the continuum limit limps o car(1) = [k2 + m? + (Ikg)?]~! coincides with
the continuum covariance.

III.C.3 Matrix elements of the Hamiltonian from PI induced Renormalisa-
tion

We carry out the explicit OS reconstruction of the measures ,ugl). This is taken from [129]. To do this recall
that these are determined by the covariances of their Fourier transform which up to a factor follow the flow
(I € Zpr), see (111.108)

f{c ") (ko, D)[1 + cos(t/2)] + &5 (ko, 1 + M)[1 — cos(t/2)]},

(0) b _ — I11.14
ey (ko, 1) 2[1 — cos(t)] + ¢*’ t=kul.q \/ZTkOEM (TIL.140)

We conclude that while cg\g)(ko,l) displays only one simple pole with respect to g2, the number of poles gets
doubled at each renormalisation step. For instance

65\741+1) (k07 Z)

€ 1+ cos(t/2) 1 — cos(t/2)

S O cos(t/2)] + /4 T A1 ¥ cos(t/2)] + @A) (IIL.141)

8 (Ko, 1) =

One can convince oneself that c(n)(ko7 1) displays 2" distinct simple poles in ¢2. Thus, in the parametrisation

i bn(Q) +cn (Q) COS(t)

A(n _
w (koo D) = 2 = @) — cos)

(111.142)
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a,(q) must be a polynomial of order 2" in g? whose poles can in principle be read off from the flow equation
(111.140). These poles are certain mutually distinct functions of ¢ as one easily sees from the inductive definition
(111.140). The flow equation (I11.140) for the covariance at resolution M is a superposition of covariances at
resolution 2M with merely ¢ dependent, positive coefficients 14 cos(t/2) (i.e. they do not depend on ¢). Since

cg\(})(ko, t) has its ¢ dependence only in the pole and a single positive coefficient, this feature is preserved for the

entire flow. We may therefore display an alternative parametrisation of (III 142) as follows: Let —[5\%7})]\,(25)]2

with N = —27=t 41, —27=1 £ 2...0,1,..,2""! denote the poles of c (ko, l) for n > 0 with respect
to ¢ (from the induction (111.140) it follows that the poles are strictly non—posntive) and §\" ()e2, the

corresponding, positive coefficient functions. Then, for n > 0

271—1 A(n) 2
6 (ko 1) — _gun®ey (I11.143)
M (n) 2
N=—2n—-141 q + [)\AIN(t)]

If we trivially extend QE\Z\, =0 for N >2""1 N < —2""! we may extend the sum over N to infinity

~(n) 2
R I (e
&y (koo 1) = % (I11.144)
Nez @+ v ()]

which now provides a universal parametrisation for the c(”)(ko, t). The flow is now in terms of the poles and
their respective coefficient functions. More and more coefficient functions are switched on from zero to a
positive function as the flow number n increases. We even know what the fixed point values of this flow are,
if we look at (111.132)

1 — cos(t)

(t+27N)?

The first question is, what null space of the reflection positive inner product for a covariance of the form
(111.144) results. It is convenient to introduce the renormalisation invariant lattice Laplacian

Mun® = (t+2aN)*, gign(t) = (I11.145)

(Anfar)(m) = far(m+1) + far(m — 1) — 2fp(m) (I11.146)

on Ljs which in Fourier space corresponds to multiplication by 2(cos(kpsl) —1) = 2(cos(t) —1). The functions

5\(") IMGE gﬁ;}v( t) can now be considered as the eigenvalues of corresponding operator valued functions of A,

which we denote by )\S\ng](&bg\, respectively. We also set

(n)
[wirn]? = L]ZQN] +p° (I11.147)
M

Then for the corresponding reflection positive inner product for functions Fy;, G of positive time support

<[ei‘I>M[F1\/I]}u§CIL)’ [eii’M[GM]]

(n)(

i®p[0-Grr—
ug\?)>?-£§§) = My e! P0G FM]) (I11.148)

n)/ i n) i dko o (s—s' g(n)
= ugw)(e <I)’”U‘m]”])/xgw)(e (bM[GM])eXp(—Z/dsds’/Tﬂoe ko( )<FM(8)7%GM(_S/)>LIW)
N kg + (wirn)?
n i n 3 dk i s+s’ o)
= ME\/[)(e <I>M[FM])M§M)(€ fI’M[GM])eXp(_Z/ deS//T,/:e ko (s+: )<FM(S) gMN) GM(S/»LM)
N

kz (WMN)2
= PN O exp(- Y [ as [ (Fuo)
N

GMN 67(8+S Jwnm N
We now extract representatives of the equivalence classes of the inner product (111.148) corresponding to fields
not at a single sharp time zero, but rather a countably infinite set of sharp times. To see how this comes
about, we compute, noticing the time support of G and dropping all labels for the sake of the argument

/dse WG(s,m) Z / o / ds e'Fosthatm) g=swll Gk 1)
Z / dko 1 eRMm G (ko 1) = — Zeikmmé(ko = —iw(l),1) (111.149)

2m w( —zko p

5/)M>LZM)

2wy N
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by the residue theorem. Here we used that G(s) = 0 for s < 0 implies that its Fourier transform G (ko) is
holomorphic on the lower complex half plane with at most polynomial growth at infinity. Hence the residue
theorem applies. It follows that the value of the first expression in (111.149) remains unchanged if we replace
G(ko, 1) by G'(ko,1) = h(ko,l) G(—iw(l),1) where h is a fixed function holomorphic in the lower half plane
such that h(—iw(l),l) =1, eg. h=1.

If we have finitely many frequencies wy > 0 labelled by N € Z then likewise we consider the functions

Gn (1) := G(—iwn(1),1) and can replace G ko, 1) by

G'(ko,1) =Y h(ko,1) Gn (1), ha(—iwn:(1),1) = On (I11.150)
N

A possible choice is
e~ ko _ e*‘rwN/(l)

(ko) = [l —m—mo (IL.151)
N’'#£N

where 7 > 0 is any fixed positive real number. (111.151) is well defined because the pole values wy (1) are
mutually distinct for different N and equal [. It is holomorphic everywhere and a polynomial in e~%07 where
the order coincides with the number of different frequencies wy reduced by one, in our case this number is
given by 2" — 1. Thus it becomes a constant at the lower half circle in the complex plane of infinite radius and
the residue theorem applies. We conclude that the function G’(s,m) itself, at the n-th renormalisation step,

has the form
on 1

= Z 6(s —r7) g-(1), gr € Las (TI1.152)

i.e. they depend on 2" sharp points of time rather than a single one, except for n = 0! It follows that
[e@M[GM]]HW can be identified with the representative
M

(n) ¢ i® ar[G )
(@) il (IIL153)
iy (1P 193))

or in other words
i)

e’id)M[GM] _ eid‘\'M[Ggu] (111154)

(n) ) (gi®n (G2

is a null vector with respect to the reflection positive inner product defined by HM) The OS Hilbert space
H(”) can thus be thought of as the completion of the finite linear span of the ¢ ®umlGul with G',; of the form

(111.152) and QY = 1.
We compute the corresponding Hamiltonian. This amounts to computing the representative of the equi-
valence class of e/®[Ts Farl for [y of the form (111.152). We have

(Ts-Fum)(s) =Fu(s—p Zés—ﬁ,m— fur = Zé BArT) fi (I11.155)

whence - ' .
Tp - Fa(ko 1) =Y e oW fr.() (I11.156)

T

Thus

— 7 — 7 )
Tﬂ~FM (k‘o, —Z hMN k‘o,l) TB'FM (—ZwMN(l),l)Z

= Z harn (Ko, 1) Z emwmn WBFTr) fr o)) (I11.157)

where hjpsn is defined as in (111.152) with wy replaced by wysn and we suppressed the renormalisation step
label n for notational convenience. If we decompose

han (Ko, 1) Z e ko B (D) (IT1.158)

we obtain

—/ / ~
Ts - Fr (ko,l) = Z ~korr Z ZhMN e~ BT L (1) (II1.159)

s
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Accordingly, the time evolution is described by the matrix

AR (B,1) Zh e~wmn D+ (I11.160)

or in position space by the corresponding matrix valued operator where wpsn (1) is replaced by the corre-
sponding operator. It follows that we can describe the time translation contraction semigroup on the chosen
representatives, reintroducing the renormalisation step label, by

iy (')

e_ﬂHj(\/’?) et Pm [Fm] —

@AY (8) Ful P I11.161
ug:})(ei@M[Axp(ﬁ)'FM]) ‘ e Z TTfM ( . )

where AS\Z) (B) is the purely spatial matrix valued operator whose Fourier transform is displayed in (111.160).
It is instructive to verify the semigroup law

A (B1) - AP (B2) = ASY (B + Ba) (I11.162)

which rests on the van der Monde identity for polynomials of degree d = 2™ — 1

. X — Ty
plx) = Z ar ", p(x) =pr, vo <71 < .. <20 = plT Z br H Pa— (II1.163)
r=0 r=0 r'#r r r

We prove it by applying (111.150) to hasn (warn (1)7,1) in
D AR (B DAL (Bal) =

= Z Ry (l Ze*‘*’MN Drr’ hM (D]e —warnr (77" p=wnin (DBL—wpy v (D)Bz
NN’

= Z P ( l)(SN,N/e_WMN’(l)TT e~ wmn(Br—wynr (D2 — A;\’/[Tﬁ(ﬁl + 52) (111.164)
NN’

As n — oo and for fixed finite M, the Hilbert space can thus no longer be thought of as described by a single
sharp time zero field but rather by sharp time fields at an exponentially increasing (with n) number of sharp
times. At the fixed point thus, the number of this sharp points of time is actually infinite. How can this be
reconciled with the fact that in the continuum the Hilbert space can be described by a single field at sharp
time zero? The answer lies in the continuum limit M — oco: If we inspect (I11.145) then we see that at fixed
[ € Zpr we obtain for the coupling “constants” gayn(l) — dno as M — oco. At the same time wasn (1)
diverges for all N except N = 0 and the time contraction for all modes except for N = 0 “freezes”. Thus in
the continuum limit, the theory is described by a single dispersion relation and thus the single sharp time zero
description that we are used to applies.

The description using fields at more than one sharp time that we have arrived at means that we cannot
express the Hamiltonian in terms of a single time zero field and its conjugate momentum. Thus our discussion
suggests to introduce instead an infinite number of sharp time zero field species ¢ and their conjugate
momenta 7y, that is, the non-vanishing commutators are

[maen (m), oy (m")] = ihdn N*Ommr, My m' € Ly (IT1.165)

At finite n of course we only have N € {—2""1 4+ 1,...0,..,2""1}, i.e. we have only d = 2" field species.
Accordingly, instead of Ly; = Io(M) we consider Ly; = Io(M)? as the one particle Hilbert space and the
Hamiltonian

Hy = 5 > [wu~n(m)Du((m,N),(m',N'))man (m')
(m,N),(m’,N")
+oun (m)En((m, N), (m', N"))grrn: (m')]
1

=: §[<7TM,DJM7TM>LM + {oar, Entdnr) Ly (1IL.166)

for certain operators Dy, Epy on Lps. Then we claim that it is possible to choose Dy, Fas such that the
Wiener measure corresponding to (111.166) reproduces the path integral measure. To see this, we drop all labels
for simplicity

H= %[@r, Dr) + (6, E)] (ITL.167)
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where D, E' are self-adjoint, positive and symmetric on Lj; and in general not commuting. We define annihil-
ators and frequency

.o —1 * /
a=—[k, ) — (k" ", m)], H=(a",w'a III.168
\@K @) — i )] ( ) ( )
Note that x,w’ are operators on Lj;. This leads to the identities
Kk =FE, (v )Wkt =D (IT1.169)
which are solved by
k=rl>0, K= \/El/Q\/E*1/2D*1E*1/2E1/2, W = (W) >0, w = kDk (I11.170)

Now a simple computation similar to the one for the continuum that generalises the choice kK = vw’ shows
that the Wiener measure corresponding to (111.168) yields

—|s—s'|w’

N(eitb[F]) _ e—%f ds [ ds'<F(s), == 5—— F(s')> (111‘171)

We now pick the sharp time zero Weyl elements to be

w[fiy) = et Zn emnliunlp o= gt Ay e L3 (II1.172)
and also War[Fi,] = [1y Wun|[Fiynls Warn[Firn] = ¢®¥~Funl Then the corresponding Wiener mea-
sure gives
e —[s—s|wly
1y (War[Fiy]) = exp( —72 / ds / ds' (Fi(s), ————F1,(s"))) (I11.173)
Kir

We can use our knowledge from the continuum theory to infer that the Hilbert space corresponding to the
reflection positive inner product of p, is labelled by time zero smearing functions Fy,(s) = 6(s,0)f;, and
that the Hamiltonian is defined by

I (P[00 fh
e_ﬁHxleid)IW[fll\d] _ /,LA[(e ZW[ OfM]>

- gionrle™ M i) (ITL.174)
M/]W(6<1>M[506 waz/u]))

To match this to (111.161) we perform a trivial relabelling between 7, 7', € {0,...,d — 1} and N, N’ €
{—2""1 +1,..,2"71} in order to write the matrix elements of A, in the form Ay ((m, N),(m/, N'); 3).
Then the semigroup property (111.162) implies that there exists a positive self-adjoint generator wys on Ly,
such that Ay (B) = e P“M . Next, for

— 2n71
Fu = Z‘ST'TfJTVI = Z d(Nt2n-1-1)r fMN (II1.175)
r=0 N=—2n—-141
we find a positive matrix By; on Ljs such that
/iM(eiq)M[FM]) _ e—i<fM7BMfM>LM (111.176)

If we now compare (111.161), (111.176) and (I11.173), (I11.174) we see that we obtain perfect match provided
that we pick
Why == wn, Kyp = Bu (I11.177)

Accordingly, the path-integral induced Hamiltonian theory does have an interpretation in terms of sharp
zero-time fields, however, at the price of introducing more and more field species at each renormalisation step.
These field species are mutually commuting, however, the Hamiltonian couples them to each other according
to the matrices Dgrys, Eras constructed above.

To perform a consistency check on this method, we show that it works for the naively discretised measure,
i.e. n = 0. In general we have

/ dk
~—2 T 0 1k (r—7") (n)
(A oy / 9 € Cyp (Ko, 1) (IT1.178)
with 7,7’ € Zon and
2
(Wit [? = 4" [1 — cos(27" (¢ 4 2xN))] + p (IIL.179)
M
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When we use this for (111.140), we obtain

N dk €2 _ 2
[&oyn] ™ = (/2702(1 _Cos(t%wQ 7 L= (%(1 — cos(t)) + p?) /2 (II1.180)

and as [AE\Z)]OO — =P we identify immediately w}, = wg\% and consequently

. 2 .
E= %(1 — cos(t)) + p?, D=1 (I11.181)

which is consistent with the naive discretisation of the Hamiltonian we started with.
We will also briefly comment on the case n =1 as this is the first non-trivial appearance of mixing time fields.
First n = 1 implies that » = {0,1}. To diagonalise x5; we note that (111.178) depends on the covariance

C‘I(\/l[)(ko,l), which is an even function in ky. We claim that the map
U(r,7) = er=DE=1m (111.182)

diagonalises # )7, which is easy to check. Consider e.g. the matrix element 7 = 0,7 = 1 of (UTkpU)(F,7)
then

1
/dko Z 61;77(7‘71)62'/60(7“77-’)62'71'-0611(\/1[)(k()’l) :efiﬂ/dko(eiﬂ' +1+67ik 767,]6)6‘4](\})(‘1{:0’1) =0 (111183)
r,r'=0

because it is the integral of an even times an odd function. Evaluating in this way:

va-2yt [ J dko2(sin(ko) + 1CY (Ko, 1) U _ (IIL184)
M 0 [ dko2(cos(ko) + 1)C\P (ko, 1)

2 dkoCY (o, 1) 0 o 1 <a2 0>
- 0 [ dko2(cos(ko) + 1)C P (ko,1) )~ warowan(@) \ 0 b

again because of odd times even.
We can read off directly the h’; 5 from

itho _ ef‘rwN(l)

h (Ko, 1) = (=) °

677’&)0(1) _ efrwl(l)

(I11.185)

Then we will use that w), = dzAn () |s=0 and transform this into the basis where £ is diagonal. After some
calculations one finds

. e d
iUwh Ut = ( iz ) (IT1.186)

and arrives thus at the end result

1 1 a’e abd wro(Dwari (1) a2 a'b 4
[ - T _

UDU o C wMo(l)le(l> < abd bQé ) ’ UEU B C a_lb_ld b_2é

(I11.187)
where the quantities ab, ¢, d, e are given as follows:
a = v/war (1)2(1 + cos(t/2)) + waro(1)2(1 — cos(t/2)) (I11.188)
b= wari (1)2(1 + cos(t/2)) (1 + cos(waro(1))) + waro()2(1 — cos(t/2))(1 + cos(wari (1)) (II1.189)
1

€ U o) (111.190)

d = i(e™M0® 4 §)(e™ D 1 §) (waro(l) — wran (1)) (II1.191)

e = —i(ewrao) gy (emor (D) iy, (1) 4 i(eT0m0 M — gy (em 1D 4 ) (1) (IIL.192)

Thus, we see that it is possible to write the interaction between the different field species explicitly However,
as the interaction becomes quite involved we refer from using this framework in the following and stick to the
direct Hamiltonian renormalisation, where the interpretation is more straightforward.
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III.C.4 Direct Hamiltonian Renormalisation

We now quote the direct Hamiltonian renormalisation from [129] in terms of the single canonical field species
¢ at sharp time zero.

Implementing Isotropy

As already remarked before, implementing isotropy of
j$L2M6i¢M[fM]Q§\Z+1) — €i¢21vl[IM~>2M'fM]Qgr]7& (I11.193)
is equivalent to studying the flow of the family of Hilbert space measures

V](‘;[LJrl) (ei¢M [fM]) — ué?&(ew“’ [IA14>2JW'fJW]) (111194)

Again it is clear that the family stays Gaussian if the original family is. Let (2w§\2))_1 be the covariance of
1/5\2). We have the basic identity (in the sense of the spectral theorem)

1 1
— = / %7@) (I11.195)
2wy 2™ k2 + (wyy)?

which, as in the previous section, can be written in terms of ¢> = (p? + k2)e3; and Ay (or t = kygl, 1 € Zyy
)

when Fourier transforming). We now make the self-consistent assumption that the covariance of I/](C; can also

be written in the form ) dk
— = [ Z2M(q, Ay (I11.196)
2w(n) 2m
M

If we compare this to (111.111) then we see that the work has already been done in the previous subsection.
Namely, precisely the flow of wj(c;) has been computed there, the difference with the current section is that
we restrict the smearing fields to the special time dependence Fi; = &g fas. The integral over kg could be

explicitly carried out using the residue theorem, in particular for the fixed point covariance in the form displayed
in (111.132), which now reads explicitly

dk . eir gch(q) — sh(q) + (sh(q) — g) cos(t)
* N — PO Ak ]{12 2 ksl * t) = M
cirlmon) = Y [ GRe k), Girla.t) = D
lE€Zm
(I11.197)
However, for what follows we do not need to do this.
Computing the direct Hamiltonian flow
The fixed point sequence is defined by the matrix element equations
iom ] m+1)  Fr(ntl) ida(fa]o(nt1l)
<€ jval M]QJVI ’HM e Ml M]QI\/I >'H§V7[L+1)
= <ei¢21w[IIVIHZI\/I'fI\/I]Qg’JL»)I’ I_f[Q(TJ\L} eid’zM[IMHZM'lew]Qg&>H;7E (111198)
Let us define 1
Ay 1= L) 0w — i) (II1.199)
Then }
V;\;)(ewmfm) — o H @) ) <QECIL)’ 6¢'¢M[fM]Q§\’Z>> (I11.200)

is the Fock measure labelled by (111.196) and Qg\z) is the Fock vacuum annihilated by (111.199). Then
e*i¢21vf[llw~>2hf'le\/j] a(erLL)[(m) ei¢2ﬂl[11\/l~>2]\/['f1/u]

= ag}&(m) — i [ pam[Ini—on - frg] s anve(m) ]

| nreDlE
= agM(m) +1 TQM([M;V)[} 1/211\/[_)2]\/] : fM)(m)]lHEC;) (III.QOl)
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We now prove by induction that

which is consistent with H{"Q'") = 0. By construction, (111.202) holds for n. = 0 and all M and we assume
it to hold up to n and all M. Then

<e7:¢2A11[A1—>2JVI'fM]Q(n), }AIQ(") ipan [In—2n- jM]Q(]\/)1>7.L<”>

— 6 o Z w21\/[ m, m <aé7jl\)4 ei(f;2k1[lﬂl—»2hf'fhf]gé7jl\)4’ ag’}& 674¢2IVI[IM—>2IM'fII\/I]Qg’J7&>

- Hihr

_ %” > Wl (mom') (Wi =2 - Tarsaar - fa)(m) (WS ™2 Tngcsans - fig)(m'),
x<eZ;Z[IM_,2M<fM]Qg%, ipona [Tar2nr fM]Q( )>7-L(")

= 221% <IM—>2M < fars Inr—ons f]/\/[>L2Jw <6i¢2M[IAH2M'fM]Q$/)[7 ei%M[IM%M.fIIM]Qg]l‘)HHé’ﬁ
Wk

= =50 far S (EOIPIQETTY e QD) )

. Z¢M[fM] ”+1) H(”+1) Z¢M[fM]Q("+ 1112
o (e >7“5\ZL+1) (111.203)
where we have made use of isometry of both Iy, _,ons and yMHQM Thus the matrix elements of H(nH)

consistent with (111.202). The fixed point Hamiltonian H}\} is then simply (111.202) with w(n) replaced by w},.
We claim that
Hiy = Jb Hedy (I11.204)

where Hp, is the continuum Hamiltonian and Jys @ H3; — H}; the isometric embedding of Fock spaces which
is granted to exist due to the equivalence of the fixed point family to an inductive limit Hilbert space family.
Indeed, in our case this is simply given by

Jypeiemlin] Oy = etPlnr ] (9)4 (I11.205)

This follows because the isometry check and Japs Jpr— o = Jar are equivalent to the corresponding statements
for Ins, Inf—2nr and to the statement (w},) ™! = I;rw(w}‘%)’lfM for the fixed point covariances of the Hilbert
space measures. To prove (111.204) we compute, using the same steps as in (111.203)

(eom iy [T Hpdy) e Qg
i <ei¢R[IZ\/I'f]\/I]Q*R’ ]f[R eidJR[IM'lew] Q}‘{>HE

h2 , ] ,
— ;¢ <IM e I - f]/\/1>LR <el¢[IM'fM]Q*R7 etoln - fa] Q*R>'H
h2:‘f : « . ’ «
T2 2ty fa) i (@905, etom il f ),
= (emlMlQy e tMUMD QY (I11.206)

as claimed. Thus, not only does there exist a consistent family of Hamiltonian quadratic forms but indeed
a fixed point Hamiltonian HF,. This Hamiltonian coincides with the one Hpy of the continuum because we
checked in the previous subsection that the fixed point covariances w}, are obtained from the continuum

covariance wys by [wi,] 7! = I]ijwl_%lIM.

It is instructive to check that
-1 . * \—1

-1 I11.207
Wit = lim () (I.207)
by using the explicit presentation (I11.139). To do this note that with ¢*> = (k3 + p?)e3, and t = kyl
we have q%[qch(q) —sh(q)] = 1 as M — oo and [sh( )—¢q] = 1as M — oo and cos(t) — 1 and

ch(q)ei\/{:os(t) k%—&-p?i(le)z' Note also that (III.132) is an instance of the theorem of Mittag-Leffler (see

theorem II1.E.1) applied to (111.139) that allows to write a meromorphic function as a linear combination of
simple pole functions and an entire holomorphic function.

_>
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III.D Example: Klein Gordon field II - Properties

The previous section presented an application of the renormalisation procedure. We have seen that a fixed
point of the renormalisation flow in both schemes corresponds to cylindrically consistent projections of a
continuum theory. However, while it was possible in this example to find the fixed point (ﬁj‘u,H}if,Q*M) by
merely studying the fixed point equation thoroughly, this might not be the case anymore in a general situation.
Instead, one could consider an initial naive discretisation (ﬁg\g)”i{g&), QE&)) and compute the flow of n — oco.
Obviously, the question arises whether this procedure would lead us to the same fixed point, as the one we
found by “looking” at the block-spin transformation. For this purpose this section will investigate the properties
of the renormalisation procedure as advocated above. Answering among others, how both schemes compare
to each other, how the choice of naive discretisation matters and whether the transformation (111.34) leads to
the known fixed point and if different choices than p =2 in Ip;_,,5r have impact.

These questions have been studied and answered in [130], hence in the subsections I11.D.2-111.D.5 we will copy
the calculations therein.

III.D.1 Comparison of the Renormalisation Flow schemes

Upon taking the continuum limit, the path-integral induced Hamiltonian flow agrees with the direct Hamil-
tonian flow, which is in case of the free scalar field a theory of a single field species. It might be surprising
that at coarse resolutions both fixed point theories do look very differently. However, this can be explained as
follows:

Given a continuum spacetime measure i, one can either first consider the cylindrically consistent projecti-
ons of the mentioned measure, 1y, and afterwards use the OS reconstruction on it to obtain the OS data
(Har, ﬁM, Q) at the same coarse resolution.

Alternatively, starting again from p we perform first an OS reconstruction to obtain the triple (I:I H, Q) and af-
terwards project this onto a coarse resolution, i.e. one constructs an (in general different) triple (%, HM, -
If these two quantities do not match, this merely implies that the considered diagram does not close. But
although the theories at coarse resolution look different, they still define the same continuum theory.

In case of the free scalar field this is exactly what happens, as we find that the flow of the path-integral
induced Hamiltonian renormalisation increases the number of fields species with each step n at finite resolution
M, due to the necessity to construct representatives with respect to the null space of the corresponding history
space measure. This is exactly, what has been circumnavigated for the direct flow: instead, it stays within a
single field species regime for all steps n at every finite resolution M.

But with both defining the same continuum theory, we would be in principle free to choose the scheme, which
is technically simpler to execute. Hence, by such practical implications the direct Hamiltonian renormalisation
s (at least for the free field) favoured.

Moreover, there is the conceptual advantage of the direct Hamiltonian renormalisation: namely, we would
like to obtain the matrix elements of the Hamiltonian at finite resolution. And as we have seen the finite
resolution Hamiltonian 1':[]*{4 of the direct flow is much closer to what we, intuitively, would imagine this object
to look like. In contrast to it, the path-integral induced flow has introduced an infinite number of field species
at the cylindrically projected level.

Hence, as the first scheme is presenting a more intuitive picture for the interpretation of the objects at finite
resolution, we will prefer to work with it in the following.

II1.D.2 Convergence and stability of the renormalisation sequence

Let us quickly summarise the results and definitions (111.194),(111.16),(111.102) and (111.108) needed and obtained

in the previous section for uj(\;}), the Hilbert space measure of the 14+-1-dimensional Klein-Gordon field of mass

p (up to numerical prefactors which are not important for what follows)
VP (wlfar]) = e o

(farscip fadu = €y > fm ) i) (mym') far(m')

m,m/E€Z g

dk
D mm’) s = (m—m) / Gho §~ gikart(m=—m') & (ko )
lEZm
n 1 ~lN
ko t) = 3 ((1 + cos(lag /2)E5%) (Ko, 1) + (1 — cos(lar /2)S) (Ko, | +M)) (I11.208)
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where kjs := 2. There we started the recursion with the naive discretisation (Ag\g)fM) =€y [ fu(m+1) +
far(m —1) — 2fp(m)] of the Laplacian and found that the recursion can be parametrised by three functions

Qn, by, cp of qmMm =/ k% +P26M

e (ko, 1) = i br(qnr) + cnlqnr) cos(tar)
7 s an(qar) — cos(tar)

(I11.209)

with tp; = lkps. The flow is then defined in terms of the recursion relations for the parametrising functions

an—i—l(q) = 2[an(q/2)]2 - ]-a

bn+1(Q) = [2anbn + by +cn + anC7L](Q/2)7

cnt1(q) = 2[by + ¢ + ancn)(q/2) (I11.210)
with the initial values

ao(q) =1+ ¢°/2, bo(q) = ¢°/2, co(a) =0 (IT1.211)

corresponding to the above chosen naive discretisation of the Hamiltonian. From these the existence of a fixed
point was found:

a*(q) = ch(q), b*(q) = qch(q) — sh(q), c*(¢) = sh(q) — ¢ (I11.212)

Let us now check whether this fixed point is actually a limit of the recursion or merely an accumulation
point. Moreover, the stability of the fixed point with respect to perturbing the initial values was not considered.
In what follows we supply the analysis from [130].

Convergence properties

A necessary condition for convergence of the flow is that
an(q) = 2an_1(q/2)* — 1 (I11.213)

with starting value ag(q) =1+ %qg really runs into its fixpoint

1 1 1
cosh(q) = Z qu" =1+ §q2 + ﬁq‘l + ... (111.214)

We will examine this by computing the flow of the coefficient of each power of ¢? separately. This maps the
problem of dealing with recursive functional equations to recursive relations of sequences, see e.g. [215,216].
One immediately sees that the constant and the quadratic term always remain the same under the flow, i.e.
aﬁf” =1, ag) = % for all n where a,(q) = Zi:; aﬁ{” k_In fact, it is easy to see that all odd powers of ¢
vanish and that a,, is a polynomial of order 2™ in ¢2. For the remaining coefficients we note:

Lemma IIL.D.1. Suppose f,g € R, f # 1. Then for a sequential recursive relation of the form

ap = fan_1+g (111.215)
we find a solution as:
g g
n=f"(lag — —— — I11.21
an = f"(ao 1—f)+1—f ( 6)
Beweis. It is obviously true for n = 1 as a1 = fag + ﬁ(l — f) = fap + g. Assuming thus the claim

holds for n it follows

ant1 = f <fn(ao 17 f f) + 1ff> +g=f""(ao - %) + % (IL.217)

O

The lemma can be extended to f = 1 using de I'Hospital's theorem.
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Lemma ITIL.D.2. Suppose that f(n),g(n) are sequences with f(n) # 0 Vn. Then a sequential recursive
relation of the form:

ant1 = f(n)an + g(n) (111.218)
is solved by
an = (ﬁ f(k:)) ao + > _90) (I11.219)
k=0 j=0 H?@:o f(k)
Beweis. Let A, == a,/([T1=5 f(k)), n > 1 and Ag := ag. Then by the recursion relation
Apir — Ay = Fﬂi(:;(k) (IT1.220)
hence
Ay — Ag = nf A — A = nf 90 ) = (ﬁ f(k)) Ao + S _9) (IIL.221)
§=0 j=0 Hi:o f(k) k=0 j=0 Hi:o f(k)
O

It is instructive to verify that Lemma I11.D.2 reduces to the previous one when f(n), g(n) do not depend
on n.

Since ag(q) is quadratic and the recursion is quadratic as well, we see that the highest power for a,(q) is
always 271, Now, we apply the Cauchy-product-rule

[eS) o) o) k
(Z aw’“) (Z bw’“) =D arjb | ¢ (I111.222)
k=0 k=0 k=0 \j=0

to get (using that all the coefficients of all odd powers vanish)

2

2n+2 27L+1 2n+2
— (k) k) (4 _ k— —k K
(@)=Y al gk =2 3 o (5) 1=2 Zam (h=d) | 9=kgk 1 (IIL.223)
k=0 k=0 k=0
So as long as k > 4:
k-1
n+1 Za(J) (k=i)o—k+1 _ 9—k+2, (k) 4 9 k+1 ZG(J) (k—3) (I11.224)
7=0 Jj=1
which is now a linear relation for a/”), i.e. we can apply Lemma [11.D.2. Now since all al( =0, Vi< Llnlr]ff)J
also our starting value is zero and we get:
m—1 k—1 m—1 1 k—1
k) = (2-k+2ym Z (27F+2)=(t+1) [ 9=l Zagj)agk—j) 5 —h+2ym— tz (aij)agk_j))
t=0 j= t=0 j=1
(111.225)
It is easy to compute, e.g.:
(a _ 1 —on
ay,’ = E(l —27°M) (I11.226)
and use this to claim
1
al?k) = i (1+0(2™),aZ ) =0 (I11.227)
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which is the above equation for k < 2. And assuming it holds for Vj < k

m—1 2k—1 m—1 k—1

.1 ; i 1 ; iy
(2k) _ —2k+2 m —2k+2 (4),,(2k—=3) _ o2(1—k)m 2(k—1)t L (25) (2k—2j) _
ay, (2 22 22% a, =2 22 2Zat a, =
t=0 j=1 t=0 j=1
m—1 k 1 1
= p-bm—t I~ L g o) (14 0@ I11.228
-2 2 2 i =gy (0@ (1 0@) (111225

We now expand the function of 2% appearing in (I11.228) as a power series Y, ¢;(27")? with some coefficients
¢; € R, such that the ¢; are independent of ¢ and finite. It follows:

k—1

a2k _ (2k)! 121 -kym 2(k—1)t
m 2k' (2)1(2k — 2j)! 2 2 ZQ +Z

j=1
k .
1 2k 2(1—iym—1 [ 1 — 92(k—1)m 1 _ 9—im
= - —9212 (1-kym—-1 | <« "~ Lo
(2k)! (]z_:o < 27 ) 1— 22(k—1) +Xi:c 1_9-i
2%k—1
1 2k —1 2-m2(k=1)=1 [ 22(k ) _q '
= — ] 9l (2 (k—1)m __ 1 S T g
(2k) (;) ( j ) 22(k—1) ] + Z i~y 5= )
_ L@Zkfl _ ); (1 _ (27m)2(k71) + 0(277”))
(2k)! 22(k-1) _ 1
1
= @h)! 1+ 0@2™™) (I11.229)
where we used ( " ) = »x(kki 51 to obtain line 2 and Pascals rule < k+1 ) = ( k ) + ( k > for
J e J J 7j—1

line 3 and Z?:o ( f ) = 2% for line 4.
Having shown (I11.227), we have also shown that the flow drives the initial value indeed to the fix-point as
n — 00.

Studying the flow of d,,(¢) = b.(q) + cn(q), however, is considerably more difficult. Although being
described by the linear recursion relation dy,41(g) = 4(1 + a,(g/2))d,(g/2), not knowing the analytic form
of the a,(q) entering in each step makes it analytically impossible to evaluate exactly whether dy = ¢3/2
flows indeed into d*(q) = g(cosh(q) — 1). Instead, we will present the numerical evidence, that it approaches
the fixed point rather fast, see figure I11.3. We plot the functional dependence as a function of ¢ for different
iterations in steps n. At fixed n the deviation from the fixed point is bigger for higher values of ¢ since a,(q)
is a polynomial of degree 2™. At fixed ¢ the deviation decreases as we increase n.

10t o~ 105k )
ot
1000 e Cosh[q] T T q(1-Cosh[q])
“‘::,—" ST a_10 1000} ‘.:::::/// d_10
100 p -,‘::’/,—"”‘—‘ a3 ,,-;’:':’:/ d_3
AT e a1 100 A — d_1
10 ,c’:’/ _____ a0 10 T d-0
.0
2 4 6 8 10 2 4 6 8 10

Abbildung II1.3: The flow of an(q) (left) and dy(g) (right) for ¢ € {1,10} in a logarithmic plot. We used dashed lines for
the iterations n = 0,1, 3,10 in different colours and compare this to the corresponding fixed point functions (a«(q) = ch(g),
d«(g) = q(1 — ch(g)) as solid blue line. The fixed point is approached from below extremely fast in both cases, such that
the blue line is almost indistinguishable from the orange dashed line for n = 10 in the depicted interval. The pictures have
been taken from [130].
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Stability properties with respect to initial conditions

While we have supplied analytical and numerical evidence that starting from the naive lattice Laplacian with
only next neighbour contributions the flow indeed converges to the fixed point found, the question arises how
stable the fixed point is under changing the initial discretisation of the covariance. In particular, the fact that
the flow studied in the previous section was parametrised by three functions only, rests on the form of the
initial discretisation. If we also consider initial discretisations that involve next to next neighbour contributions,
then a parametrisation by three functions is no longer sufficient as we will see. The most general, translation
invariant, symmetric form of the lattice Laplacian on a one dimensional lattice consisting of M points is given
by (note the periodicity of the function)

[M/2]

(Anfar)(m ; Z A () [ far(m + k) + far(m — k)] (I11.230)
6M

where the M coefficients Az (k) are such that for fy = Enf, f € C([0, R)) the Taylor expansion up
to second order in €y yields f”(meps). We call this a physically allowed discretisation. This gives the two
constraints

LM/2] |M/2]
S Auk)=0, Y Ay(k)k* = (I11.231)
k=0 k=1

leaving M — 2 free parameters for the allowed discretisations. As an example, consider the next to next
neighbour case, i.e. Aps(k) =0,k > 2 leaving one free parameter =

-2

(Ajfar)(m) = 5 244 ([Fm+ 1)+ f(m =1) = 2f(m)] +v[f(m+2) + f(m = 2) = 2f(m)]) (II1.232)

The case v = 0 reproduces the naive next neighbour Laplacian, thus v € R labels its next to next neighbour
type of perturbation.

As an example, we consider a choice for v within the next to next neighbour discretisation class which
makes Ay E)yr f agree with EpfAf up to order €3,. The power expansion of f(z % ¢€), € = ey and f(x % 2¢)
results in the following linear system:

f((m—i— e))— f((x)) 1 1/2 1;6 1//24 6? (( ))

flx+2¢) — f(x 2 2 4/3  2/3 2"z

fla—e)—f=) | | -1 1/2 —1/6 1/24 SO (x) (IIL.233)
f(z —2¢) — f(x) -2 2 —4/3 2/3 et f@(x)

If one inverts the appearing matrix, one can read of the contributions for f”' which are

(Af)(z) = f(z) = %@ (—f(x+26) — f(x —2) + 16f(z + ¢) + 16f(x — €) — 30f(x))  (IIL.234)

This corresponds to the choice v = —%.

Its eigenvalues in the Fourier basis are (using cos(2z) = 2 cos(z)? — 1)

iknz
(Aezkn)(x) _ 61262 <7eikn2 o efian + 16(ezkn + efikn) - 30) —
ez’kn.’c
= %a (cos(2kn) — 16 cos(kn) + 15) =
€
1, Ay
— _ﬁezknz ((COS(kn) _ 4)2 _ 9) = A(n)ezknm (111235)
€

Accordingly, the initial covariance is now, described by (recall ¢ = (k3 + p?)€3,, the appearing constants are
irrelevant for what follows)

N hk 3e2,
C(O) ko,l) = R—li‘b M
i (Ko, 1) 2 (cos(knml) —4)%2 — 9+ 363, (p? + k)
2
_ gl S (I11.236)

2 cos(kprl)? — 8cos(karl) + 7+ 3¢?
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Let C’I(J;) = hl{gﬁcg\?)/R. The renormalisation flow (for D = 1) is given by

n 1 ~(n ~(n
e ™ (ko) = 5 (11 + cos(hanel)Jeliy (1 ko) + [1 = cos(kanrd) S (1 + M. ko)) (IT1.237)

We claim that this transformation leaves invariant the following functional form parametrised by six functions
QAnyy -eey fn (t = le)

ei Fn(q) cos(t)? + en(q)cos(t) + d,(q)

C\(4) = A 111.238
M) = (q) cos()2 — bu(a) cos(®) + an(a) (ITL.258)

The initial data can be read off from (111.236)
ao=T4+3¢% bo=38, dy=3¢>, e0=0, fo=0, ¢g=1 (I11.239)

After one renormalisation step, the denominator becomes the product

2[c,, cos(t)? — by cos( ) + an)[c, cos(t)? + by, cos(t) + ay,] =

=2 (cZ cos(t)* + a2 + 2ancy, cos(t)? — b2 cos(t)?) =
=2(c%/4+ ¢ /Acos(2t)? + 2 /2 cos(2t) + ancn cos(2t) + anc, — b2 cos(2t) — b2 +a2) =
= [? /2] cos(2t)* — [b2 — 2 — 2anc,] cos(2t) + [c2 /2 + 2anc, — b2 + 2a2] (I11.240)

Remembering that under the renormalisation we have t — ¢/2, ¢ — ¢/2, we can read off the recursion
relations

Cns1(29) := cn(q)?/2 (I11.241)
bnt1(2q) == b7 (q) — calq) (en(q) + 2an(q)) (I11.242)
an11(29) 7= ¢n(q) (cn(q)/2 + 2an(q)) — b7 (q) + 247, (q) (I11.243)

For ¢, we can immediately see that n — oo flows into the fixed point ¢.(¢) = 0. Then the fixed point
condition for (I11.242) becomes b.(2g) = b.(q)?. This functional equation has the one parameter set of
solutions a > b, (q) = €*4. Our initial condition (111.239) started with a function by(q) that was even in ¢ and
(111.242) does not change this behaviour. Thus the only choice is: a = 0,b.(q) = 1.

Consequently, we find the fixed point condition for (111.243)

a+(2q) = 2a.(q)* — 1 (I11.244)

already familiar from the next neighbour discretisation class and which is solved by the functions cos and cosh.
Looking now at the numerator from (111.237)

2(1 + cos(t/2)) [ fn cos(t/2)* + e, cos(t/2) + dy] [cn cos(t/2)? + by, cos(t/2) + an] +
+2(1 — cos(t/2)) [ fn cos(t/2) — e, cos(t/2) + dp] [cn cos(t/2)? — by, cos(t/2) + a,| =
= [fnCn + fabn + ency] cos(2t)*+
+ 2[fncn + fubn + €ncn + fran — enby + dpcyn + enay + bydy] cos(2t)+
+2[fncn/2+ fobn/2 + encn/2 + fran + enby + duncy + enan + bpdy, + 2a,d,] (I11.245)

Hence, the remaining recursion relations are

fn+1(2q) := (facn + fabn +encn) (9) (I11.246)
ent1(2q) :=2((fn +en +dp)cn + (an + bp) fr + enbn + dpbyn + enan) (q) (I11.247)

1 1
dn+1(2q) =2 (2(2dn + foten)en+ 5(2an +bp) fr + 2and,, + €,by + bpd, + enan> (q)  (II1.248)

Plugging in the already known results (i.e. ¢, =0, b, =1 and a. € {cosh(q), cos(q)}) we find that the fixed
point of f,, must obey

f+(2q) = fu(q) (111.249)

The only scale invariant function in one variable is a constant, i.e f, = K. To see which value of K is picked by
the initial conditions it is sufficient to compute the flow at ¢ = 0. We notice that dy(0) = eo(0) = fo(0) =
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and that (111.246)-(111.248) is a homogeneous system of equations of first order as far as the functions d.,, e, fn
are concerned. This means, by induction, that the values of d,, e,, f,, at ¢ = 0 remain zero for the entire flow.
It follows that: K = 0. The remaining fixed point conditions reduce then to those for the next neighbour class
discretisation, i.e. compare to (I11.210)

2€4(2q) = 2(2 4 ax)es + 2d,, d.(29) = (2a% + 1)ds + (as + 1)(2e.) (I11.250)

It follows that both the (unique) choice from the next neighbour class and the above choice from the next to
next neighbour class have the same unique fixed point.

Concerning the convergence of the system towards the fixed point, the situation is more involved than for the
next neighbour class. While by similar methods ¢, (q) is explicitly computable as

en(q) = 2~ Tizo 2t = g1-20%" (IT1.251)

it turns out that if we start with the initial values from (111.239) one finds that the flow of a,, by, dn, en, fn
for each coefficient of the respective power series diverges. Consider for instance a,(0). As ¢, (q) approaches
zero exponentially fast this means the for higher iterations we approach for a,(0) the recursive equation
ant1(0) = 2a,(0)% — 1. Let 6, = a,(0) — 1 then 6,11 = 25,(2 + J,). This means that the error 4,
grows exponentially, i.e. a,,(0) appears to be a relevant coupling in the terminology of statistical physics. For
starting values |ag(0)| > 1 the sequence diverges. For starting values |ag(0)| < 1 the sequence displays chaotic
behaviour and does not converge to the fixed point but there may be a subsequence that does. Our chosen
discretisation picks ag(0) = 7 so certainly a,,(0) by itself does not converge.

Note however, that the convergence of the coefficient function sequences a,, .., f, is only sufficient for
the convergence of the covariance. Indeed, since the covariance is a homogeneous rational function of those
six functions, that is, a fraction with both numerator and denominator linear in those functions, after each
renormalisation step a common rescaling of those functions by any (non vanishing) other function such as a
(non vanishing) constant leaves the covariance unaffected. It turns out that a common rescaling by b,,(0) after
each renormalisation step leads to modified sequences

(I11.252)

which now converge as the numerical evidence suggests. Even more, the convergence takes place independently
of the value of v except for v = v9 = —i which plays a special role as the discretisation of the Laplacian
blows up here.

We plot both the individual functions at ¥ = —1/16 and the total covariance at two values of  smaller
and bigger than . The convergence of the covariance is faster for v > g since for v < 7 the denominator
can become small. However, the position of those minima moves to infinity as the flow proceeds. It is clear
from this section how one would repeat the analysis, e.g., for the next to next to next neighbour class where
one would have a two-parameter freedom. We leave this for future work.
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Abbildung III.4: The flow of the rescaled al,(q) (left) and b, (g) (right) for ¢ € {1,10} in a logarithmic plot. We used
dashed lines for the iterations n = 0, 1, 3, 7, 10 in different colours and compare to this the corresponding fixed point functions
(ax(q) = ch(q), b«(q) = 1) as a solid blue line. The fixed point is approached from below extremely fast in both cases, such
that the blue line is almost indistinguishable from the orange dashed line for n = 10 in the depicted interval. Note that we
do not display ¢}, (q) which approaches zero exponentially fast. The pictures have been taken from [130].
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Abbildung II1.5: The flow of the rescaled d’,(q) (left) and e/, (q) (right) for ¢ € {1,10} in a logarithmic plot. We use
dashed lines for the iterations n = 0, 1, 3, 7, 10 in different colours and compare to this the corresponding fixed point functions
(d«(q) = qch(q) — sh(q), e«(q) = sh(q) — q) as a solid blue line. The fixed point is approached from below extremely fast in
both cases, such that the blue line is almost indistinguishable from the orange dashed line for n = 10 in the depicted interval.
Note that we do not display f},(g) which approaches zero exponentially fast. The pictures have been taken from [130].
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Abbildung II1.6: The flow of the total covariance C(")(q,t = 2r/10) as function of ¢ € [1,20) for various iterations
n = 1,3,5 of the RG map. On the left the naive discretisation to start the flow with was v = 1/3 > =0 and on the
right it was v = —1/3 < 4p. On the left, we find that the fixed point is approached very rapidly and on the right we see
that, although the number of poles grows, they get shifted towards infinity for increasing n. The pictures have been taken
from [130].

III.D.3 Universality Properties

The flow - and correspondingly the final fix-point - of the measure family imposes the cylindrical consistency
condition on the coarse graining maps, hence only a certain subset of all possible coarse graining maps Iy ons
can be considered. However, it transpired in [130] that the block-spin-map considered so far is not unique. In
this subsection we quote the investigations on other suggestions from there, e.g. the deleting-map, which is
also cylindrically consistent. Moreover, in this subsection we study the latter in the context of direct Hamil-
tonian renormalisation. In the following subsection, I11.D.4, we will make the comparison to the literature and
compute the fixed points of deleting and block-spin map in the path integral context in the formalism which
is used in the standard literature.

To review the notation, we consider the discretised Weyl element smeared with the test function fy;:

walful =exp (i Y du(m)far(m) (I11.253)

meZnr

which allows us to define the generating functional of the Hilbert space measure vy, as:
wnlful) = [ dvas(8ar)e i) (ITL.254)

where in practice dvar(¢M) is a suitable weight function times M-copies of the Lebesque measure in ¢z (m).
The map (Ins—on far)(m) = far([m/2]), m € Zaps which we had considered so far allows us to rewrite
the cylindrical consistency condition

v (war[far]) = van ar (wan e [Ing—2n 1 for)) (I11.255)
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eg forn=1as

/ dvag (gar)e'® ] = / dvapr (fang)e' 022 Tamzan ol =
_ / dvant (Gang )6 Zmerass J2a(lm/2])d2as (m)

:/d,U/QJW((bQAI)eiZm/EZM fM(m/)(¢2M(2m/)+¢2M(2m'+1)) (111.256)

which shows that I;_,ons indeed represents a block-spin-transformation in the usual sense.

However, the flow of measures certainly depends on the chosen block-spin-transformation and thus also
the fixed points could depend on it. The degree of independence of the choice of such a map Ip_2xs is loosely
referred to as universality. For example, the deleting map is defined by

I11.257
0 else ( )

(IﬁiszM) (m) = {

As one can check, this map passes the cylindrical consistency condition from Lemma Il1l.LA.1 for any a € R
Del Del Del
L5 ot g © IniSonng = 137 o oy (T11.258)

However, the only way to guarantee that this map is isometric is « = D /2 because

(fars o) v = €5y Z Far(m) far(m) = (I onr fors T onr for) v =

mezZy
= D 22 fa(m/2) fa(m/2) = 2Pl " far(m) for(m) (111.259)
mE2Z2DM mEZﬁ

We refrain from constructing explicit evaluation and injection maps, since they are irrelevant for determining
the fixed point as well as taking the inductive limit. We will study it below and compare with the transformation
used in the previous section.

The set of coarse graining transformations satisfying cylindrical consistency is infinite (e.g. one could use
Inr—par instead of Ips_,opr where p is any prime number). Yet, these are indeed non-trivial conditions, and
not all renormalisation-flows studied in the literature fulfil these conditions. E.g. in the literature it is standard
to consider the approzimate blocking kernel (see e.g. [106,112-114] and reference therein)

it (I on Farl . /dq';]wefQW[ZmEZNI(J)M(m)*%Z,n/522N17Lm//2J:m $an (m)]? Gidar (] (I11.260)

For kK — oo the exponential tends to the J-Dirac-distribution and reproduces the renormalisation map,
Ip—onr = limy 00 15,95, Which as we know satisfies the cylindrical consistency condition.

We review the renormalisation flow based on the approximate blocking transformation in the next section.

To see that our renormalisation flow n +— 1/1(\:}) is consistent with the flow used in the literature (which we

will be defined in (111.272)) in terms of action functionals we write dv{1™ (¢as) = AM Gppe=B53 T (0M) with

S’](\ZH)WM) being a function of ¢s (“action functional™), then:

Ry R A et K e

= /dMg’M (/ dyéﬁ/}(¢2M)6_2K[Z""EZ(¢;M(m)_%Zm"EZszU”'/?J:m ¢2M(m,)]2> ¢ioli] (II1.261)

Cylindrical Inconsistency of the Approximate Blocking Kernel

We check whether (111.258) holds for any oo > k > 0. If true, then a necessary implication would be that

eiam Iy an fia] 2 gidant[T5a ani©Tie 2 fur] (I11.262)
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which reads explicitly

/ dQM(;SgMe_QK' 27716221\/1 (P21 (m)—3 ZmIEZ41w,L7n//2j=m banr(m'))? X
x / dM ' o2 Toneang 90 (M) =3 Tz oy 1212 P21 ()
z / dM o2 Emeny 00 =T Tonszyng i r1=m 100 (7)) il [Faa] (I11.263)

We evaluate the Gaussians on the left hand side:

/dzM@MeXp(fgﬁ Z bant(m)? — k/2 Z Gani(m)?)x

mMEZLan mEZzn
xexp(—s/2 Y Gan(2n)dani(2n + D) exp(-26 Y dani(m)A(m)  (IL264)
n€Znm meEZam

where we defined A(m) =3, ez, \mr/2)=m Pans (M) + &y ([m/2]).
We perform the integrals over q~52M~(2n + 1), n € Zy first and then perform the remaining integral over
bonr(2n), n € Zyy, denoted by d™ ¢oyy, resulting in

M
/dM§£2]M /z% /105 ey, (BOaar (2m)+2A@n+1)? —55/2 5 e, banr (20)° =25 5,0z, Banr(2)ACR) _

M
| 2m /407T % Toezy ACnHD? 3855, 0 (2A(20)=1/5A(2n+1))? (IT1.265)
oK 99k

It is transparent, that e.g. the coefficients of the ¢),(n)?, n € Zys appearing in the exponent of the last line
above do not sum up to —2x. It follows that I}, _,,,, does not fulfil the cylindrical consistency condition for
any finite k and we exclude it from the list of acceptable blocking kernels.

M
_ /21 2'*@/527,62,” A(2n+1)2/d]w¢ ez (Z)gM(2n)2(1/4075/2)n72n6ZM Ganr (2n)(2kA(2n) —k/5A(2n+1))

Continuum theory for different blocking-kernels
Both the deleting kernel and the kernel we used so far are cylindrically consistent. How do their flows compare

to each other?

To answer this question, we investigate the path-integral induced flow of the covariance
Del, Del
Cu " = (1, © Iion) T Cong (1, @ I 00) (I11.266)
which can be computed using the same methods as before:

<F‘]\/[7 CDel (n+1)F

= Z /ds/ds X
7”17m2EZ2M
X (L ® I o Par) (s,m) (Lop @ T on Far) (s, ma) Con ™ (5,ma), (5, ma)) =

22a
= 5 | ds / ds' 3" Fa(s,ma)Fa(s',ma) O™ (s,ma), (s, ma)) (I11.267)

mi1,ma €LY,
Which tells us that the flow of the covariance is given by

Ot ((s,ma), (8", ma)) = 220 DY Ope ™ ((5,my), (51, mo)) (I11.268)

and consequently, also for their discrete Fourier transforms. We find this to drive the D = 1 starting covariance
1 he 1

OO (ko,1) = R~} 111.269
ar (ko,1) = 2 ¢, 2(1 — cos(kl)) + k2 + p? ( )
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to zero or infinity unless & = D. This demonstrates two things: First, the isometry of the coarse graining map
is not a necessary condition in order to define a suitable flow. On the other hand, by far not every map defines
a meaningful flow.

Picking a = D we compare the continuum limits M — oo of both fixed point covariances computed by
the block spin and deleting kernel respectively

hk 1 Del
lim Cpy(ko,l) = & 557555 = i O (ko I11.270

W Car (o, 1) AR+ K2+ (2r)E M M (ko, 1) ( )
Thus the two continuum theories they define are identical when o« = D. Note that, trivially, the cylindrical
projections of the same continuum covariance with respect to two different projections corresponding to dif-
ferent blocking kernels are of course different.

I11.D.4 Comparison with the literature

To show that the work from the papers [128-131] is indeed original, we must make a comparison to how
renormalisation was treated in the literature earlier on. The mainstream focused of course on the path integral
renormalisation based on seminal work by Wilson, Bell and Hasenfratz et. al. using the example of the massless
2-dimensional Klein-Gordon field and the averaging blocking kernel [106,112-114]. Their methods are quoted
below, once for their own applications and afterwards for their applications in [130], where one considered for
the first time also the deleting blocking kernel introduced in the last subsection.

We start with the Euclidian action for free massless scalar field in d =1 + 1:

i

2 RD+1

S = dthx[Liﬂ — cPw?P] =: g/d% OGO
C

and a discretisation thereof (eps := 1/M):

Su(dm) = ﬁﬁM Z Z Dpr(m GM(m n) P (n) (I11.271)

nGZM mGZM

where M is the UV cut-off, that is, we consider a periodic lattice of unit length in each spacetime direction.
The discretisation is translation- and reflection invariant G%,(m,n) = G3,(||[m — n||). The transformation of
Euclidian actions

C. e BSu(Pan) . /(H dé)QM(m))e—ﬂszM(@zM)6—2/1 Zneﬁvf (®rr—3 Zn’G@M n=tnt2)) P2n0)? (I11.272)

defines the approximate block spin transformation, where C' is some unimportant, ®,;-independent constant
and the exponential on the right hand side is called the averaging blocking kernel that relates the fields ®
on the coarser lattice to those ®5,; on the finer. In the limit Kk — oo the kernel becomes an exact Dirac
Distribution, which fixes the new ®,; to be an average of all the fields in the old block.

The action is diagonalised using the discrete Fourier transform: ®,/(m) =: 1 Y, ekl m, (1) and
G3(r) = 3= 2, ekl G2 (1), with kpy = 2% 1 € Z3,. We obtain
ar Y, Pu(m)Gi(mn)@y(n) =€l > Pu()Gh (1) Par(—1) (I11.273)
n,mEZ?\l l622
In the literature [106] one considers the Hamiltonian H(¢) = 1 [dz¢(—A)¢ and plugs its discretisation

straightforwardly into (111.272).

Averaging Blocking Kernel

This is a recapitulation of the strategy from the literature introduced by [106] and refined in [114]. In order
to find the fixed point, one studies the generating functional Z(8J) of J € Ly,

Z(BJ)

1 / A yge 7 Dmnes, P OMGR (mom)@ar(n) By Tcnz Tn () e ()

*/dq)Me_Eelw lezf\l S ()G (D) as (1) +Ber Taar (D)@ (1) (111.274)
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with Z being the partition function and d®,, is the M?— dimensional Lebesgue measure. In a first step, one

shifts the variables

- Ju(l)
Op(l) = =5 + X () (I11.275)
G ()
such that the integral over the Y, can be computed and cancels the factor 1/7:
- o2 5 st B, - )
M M 2 G2
lezy, €z, 1
354 (D) I (—1)
B A 111.276
P | 58eu 52 & () ( )
eZI\/I

If we expand this expression and (I11.274) both to second order in Jy, we get:

Z I (=) T (— )/dQEMi’M(l)Ci)M(l/)eXP 56?\4 Z Oar(lo) G (l2)Dar (1)

LIez?, €23,
3 L 1
= 55611\4 > T (=1) = (I11.277)
lez?, G ()

Since this expression holds for all Jar it follows

-1

—Sen X1, enz, Prm(12)Ghy(12) P (—12) 3 o(l+1")

— [ dDp D p (DD (1 M iz eny M ( ) N I11.278
/ m@u ()Par(l)e 2Bet &0 ( )

This can be used in order to compute the 2-pt-function, which we translate into Fourier space:

(@ ()31 (1)) = 5 [ dBsrar (0)3s (') exp(~ 51 (1)

M2 S ettt [ sy (ge Bl By PG R (111279
LIez?,

) - 1
esz(ln—‘rl n )5(l + l/)Aii —
Z G2,(1) 28

Li'ez?,
‘ a1 Lk s 1
= 3 et (3> ~ / B — (3) (I11.279)
Q2,(1) \28 [0,2x)2 (27) exr G (k) \25

The approximation in the last line becomes exact in the continuum limit M — oo in which we may replace

kayl =2ml/M by k € [0, 27].
For the renormalisation flow defined by (I11.272), we can compute the 2-pt-function of the coarser lattice
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in terms of the 2-pt-function on the finer lattice:

(Bar(n), Dar(n'))nr = (I11.280)

= %/d(IJM (<I>M(n)<I>M(n’)) exp geM - 7221\4 q)j\/[ ) (m m )(I)M( ) =

= Z—lc/d‘I)M (‘I)M(n)‘I)M(n’))/d‘I)QM exp —2K Z (<I>M(m) —i Z (I>2M(m//))2

mezZ?, m’ €22, ,m=m" /2]

X exp —§€§M Y Pon(m)Gay(m —m')Donr(m) | =

m,m’EZ%M

1 B
e /d(I)QM oxp _§€§M Z P (m)G5p (m/ — m ) Papr(m”) | %

m’,m'" €Zam

x/dq)M (Par(n)®ar(n')) exp [ —2r Z (@M(m)—% Z Popr(m’))?

meZn m/€ZLanr ;m=|m’/2]

where we used (111.272) in the second step. Here the appearing integrals over ® () are all Gaussians (except
for i = n,n’) and cancel with the constant C. The remaining give back the normalisation /7 /(2k) twice for
n # n' and once if n =n'. Thus (I11.280) becomes

1 2% 1 2\ 2

_ 1 —BSanr (®anr) | 2B 1 L / —2kd

=7 /d‘I)QMB MM - (1—6,n) 5/622 16(1)21\/1( m)Popr(m’) (/d¢€ ) +
m,m oM

i ﬁénnll()’ > Pau(m) @z (m) ( / d¢e‘2“¢2> ﬂ/?&n,n/ / d¢¢26—2n¢2>

m,m’EZ%M

1 . . 1
=1 > (D21 (1) B2ns (020t + O (I11.281)
m,m’€Z3,,,n=m/2|,n'=|m’ /2]
Iterating this transformation j—times yields
(@ar(n)®ar(n))ar = (I11.282)
2j
1 . - 1 1 1 1
= <4> Z (Do (1) Poipg (0')) s ns + — 1 1+~ ittt F)(Sn,n

m,m/€22; n=|m/27|,n/=|m’ /27 ]

Simultaneous with the limit j — oo, we consider the original lattice to become infinitely fine, such that the
summations in the first term on the right-hand side go over to integrals for which we must absorb the factor 277.

Moreover, it is assumed safe in [114] to perform the limit of the 2-pt function separately and plug in the
standard p% propagator for the infinitely fine lattice. Following their strategy, we arrive for large j at

1/2 1/2 oo g2 ip-(ntz—n'—z')2en 1
. pe
Dy / d 9:/ / + —dnn 111.283
(®2r(n) 1/2 1/2 —oo (27) p? 3K ( )

Now we compare (111.283) with (111.279) - which was the 2-pt function at a fixed point - by diving the p;
integration into a summation of the integer I; and an integration over k;, i.e. p = k + 2wl such that:

/ﬂ' P’k eik:(nfn) 1 3 —
_r (2m)2 G2 ( )2ﬁ6M

o 2 1/2 —1/2 T d?
d I{/‘ . ’ ’ d k ; n1
_ J ik 2r) (- —a) / @F gik(n=n') — (111284
/0 (271.2 Z k+27‘rl / 33/1/2 ve - -7 27Te 3 ( :
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It follows:

1 2ﬂ/3 — (1) [ei(k+2wl)w]£/12/2 [e—i(k+2wl)m/]i/12/2 )
2,62, (k ) (k + 2ml)? (k/2 + ml)? 2 2i
1
2,6’/3 sin(k, /2 +wl,)?* 28
_ 26 T11.285
Z k+27T12H (ku/2+ ml,)? +3/€ ( )

leZ2

This is the final expression for the covariance at the fixed point as found in the literature.

Deleting Blocking Kernel

Now, we repeat the analysis of the previous paragraph for the deleting kernel

o2 Corezz, (Par(m) —@2nr (2m))? (I11.286)

In the previous section it was applied only in the spatial direction, but in order to relate with the literature we
will use it here in the covariant context.

We compute the flow defined by this kernel by looking again at the 2-pt-function on a coarse lattice in
terms of the 2-pt-function on the finer lattice:

(@ar(n)®ar(n'))ar =

= %/d@M (®ar(n)@ar(n')) exp 726%1 Z @ (m) (G2 (m —m')®pr(m') | =

m,m’GZ?w

1 /
x exp | —2k Z (®pr(m) — Paps(2m))? — % Z Bopr(m)G2y(m —m)®ops(m)
meZ?\/{ m7m/€Z§M

1
—7/d¢2M€Xp —% XE:ZQ Dons (M) GEpp(m —m ) @ans (') | %

X /d@]\[ (CDM(n)CI)M(n'))eXp —2I€ Z (@M(m) —CI)QM(Qm))2 (111287)
mEZ?W

where we used (I11.286) in the second step. The integrals over @55, (m) are all Gaussian, except for m = n,n/,
and cancel with the constant C. The remaining integrals return two or one factors of the normalisation

7/ (2k) and (I11.287) becomes

_ (ﬂl)Z/dq)QMe[}S'zM(@zM) 1_ ! H /d(I’M
2K

X (Par(t) — Panr(24) + Ponr(2i)) e” Zi:"»"’@M(i)f%M(%))er
+ 0nny[ 5o B /dq’M (®rr(n) — Bonr(2n) + Paps(20))° 6_2”(‘1’”1(")“1’”1(2"))2)
K
= (®(2n)(2n))2nr + 4H5nn (I11.288)

After j steps of iteration

(B 0s () D ar ()9 = (D5 pr (271) Do ng (270)) + 437”5”’”, (IT1.289)

In the limit j — oo the last term is problematic unless we take first the limit x — co. Note that @y, ,(2/n) =
D(27neyips) = P(nepr) in terms of the continuum field. For the 2-pt-function in the continuum we take the
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standard 1/p? propagator. In total

i i / — = dp 1 11’(”4‘*—” —3)(2em)
(ar(n)®ar(n))m = oo 2 (111.290)

Now we compare this to (I11.279) by diving the p integration again into a summation of the integer [ and an
integration over k, i.e. p = k + 27l, whence

T Ak ipn—nty 1 3 / {(k-+-20) (n—n)
T pik(n—n’) _ — e’ Ton=n I11.291
/,, o e &2 (k) (266%1) . Z k;+27rl) (IT1.291)
1 25/3
B o LS 111.292
ERe) IGZZzM (k + 2r1)? ( )

We see that the determining equation for G s looks different than in case of the averaging blocking kernel. This
was to be expected, since, to the best of our knowledge, there are no indication that the universality properties
of the renormalisation group should improve, when considered in the covariant setting. The advantage of the
deleting blocking kernel over the averaging blocking kernel, which has been considered e.g. in [114], is that it
presents a cylindrically consistent fixed point. The averaging blocking kernel is only consistent if we perform
the limit kK — oc.

In summary, in the case of the free field the search for a fixed point of the renormalisation group flow could
be finished analytically in the covariant setting. However, an immediate drawback of the strategy here is that
it requires explicit knowledge of continuum 2-pt function, e.g. in (111.283). For the application we have in
mind, this information will in general be not available and we would rather follow the strategy of the direct
Hamiltonian renormalisation as discussed in subsection II1.C.4 Direct Hamiltonian Renormalisation.

I11.D.5 Perfect Lattice Laplacian

The adjective “perfect” is used in renormalisation theory in order to characterise quantities at finite resolution
of the fixed point theory. For instance, the family of fixed point covariances labelled by the finite resolution
(lattice) parameter M in the free field theory case defines an effective covariance which can be interpreted as
the result of integrating the spacetime Weyl element against the exponential of an effective action at the given
resolution. This action is called “perfect action”, actually a whole family thereof. In this section we investigate
the family of “perfect Laplacians” which can be extracted from the family of fixed point covariances and study
the decay behaviour of the contribution of lattice points in r-th neighbour relation to a given lattice point.

To avoid confusion, in the literature the term “perfect lattice Laplacian” mostly refers to the Euclidian
d'Alembert operator, i.e. the operator [J = 97 + A involving time where A is the spatial Laplacian. In our
case, we are more interested in the “perfect spatial lattice Laplacian” which refers to A. These two quantities
are defined in terms of the finite resolution operators given by the fixed point theory. We have direct access
to the fixed point family of spacetime covariances

M = Cyp = (1, ® L)' (p° = 0) ' (12, ® Inr) (I11.293)

of our renormalisation flow whose Fourier transforms CA']Q(/@O,Z € Zpr were explicitly computed. We can

); 1
now define the perfect Euclidian d'Alembertian as —0%, := (C%;) ™! — p?. Recall the continuum covariance
(dropping all prefactors, €y = %, ky = ?77})

C= %(—af —A+p?)t (111.294)

The initial datum for the RG-flow was defined in terms of the naively discretised Laplacian, i.e. (Ag\(/)[)fm)(m) =
(far(m+1) + far(m — 1) — 2far(m)) /€%, with covariance

C](S)_f( 92— AY) +p?) (I11.295)

Its flow in Fourier space gave the fixed point

1 (cosh(g)gq — sinh(q) + (sinh(g) — g) cos(t))
q cosh(q) — cos(t)

2 .
—-Cy (ko 1) = (I11.296)
M
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with ¢ = kar, ¢* = (k§ +p?)€3,. The Fourier transform of the perfect d'Alembertian family M — O3, is given
by the inverse of (111.295):

¢°[ch(g) — cos(t)]

O, 4= e 111.297

¥ Ghg)q — sh(a) + (sh(g) — ) os(l) (207

The partially discrete kernel (O3, Far)(s,m) =: [ds' Y ey Ois(s =5, m—m/)Fr(s',m') reads explicitly
dko 1 knelr+isk —2 q°[ch(q) — cos(t)]

O (s.) = /7 1 ikarlr-tisko 2 _ o I11.298

S ) P = g sh(g) + ohle) — e L9

We want to find out whether that (%, (s, ) decays exponentially fast with the spatial neighbour parameter
r. To do this, we define the forward and backward lattice shifts as follows

G (m) = fFim+k),  (67%f)(m) = f(m—k) (I11.299)

with k = —|M/2], ..., | M/2] which implies (6+)" = 6™ and §76~ = §~6T. Note that §TF+aM — §+k for
all « € Z.

Now cos(t) is an eigenvalue of ? := [0 4+ 6~|/2 in Fourier space
_ 1 . o .

(0e™ ") (m) = 5(6”””” + ") = cos(t)e'™ (I11.300)

so that
dko sk o o q°*[ch(q) — 7] K

Oy (s, 2/— e'sro —€ - o) (r I11.301

1\4( ) o ([p M ch(q)q ( )+( ( ) ) ] 0)( ) ( )

where 7 — K55, = K§(0,r) is the Kronecker § supported at 0 and the operator 0 acts on the variable

7 in this formula. Similarly, we may introduce the operator Q2 := €3,(p* — 92) and the function A(Q) :=

(sh(Q) — Q)/(Qch(Q) — sh(Q)). Then

Q° ch(@) —

Qch(Q) —sh(Q) 1+ A(Q)d ] So® Xd0)(s,r)  (1I1.302)

A (s,7) = ey (O — 02)(s,7) = (1Q° —

where g is the Dirac § distribution for the temporal degree of freedom.

The first term in (111.302) gives a contribution on r = 0 only. Hence, to study the decay behaviour for
spatial directions, we focus on the second term: By integrating respectively summing (111.301) against time-
independent functions f(s,7) = far(r), f'(s',r") = fj,;(r") we obtain 8, o, in other words Q* = ¢¢ := p?e3,
and

(f".O0f) = (far, Ahefar) m (111.303)

The idea is now to expand its denominator into a geometric series with respect to the operator 0 and to extract
the coefficients of %, To expand it into a Neumann-series, we must check for convergence of the series. This
will be guaranteed if ||A(go)?|| < 1 in the operator norm ||.||.

First, note that A(g) < £ for all go > 0, because

2(sh(qo) — q0) < qoch(qo) —sh(qo) <
3sh(qo) < qoch(qo) +2q0 &

3 2n+1 1 2n+1
; mqo < ; (2 ) + 2qo (111304)

which can be checked by comparing all powers of gy separately.
Since 0% are norm preserving, we use the Cauchy-Schwarz inequality to see that |[d|| < 1. Thus, on the
functions of independent time support

[1A(g0)0l = [A(go)| - [l < 1/2 (I11.305)
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and we can expand (111.302) into a geometric series.

This gives
qujl)(q_o)ab = (ch(g0) =) Y (=0A(@0))™ = D (—A(a0))™ (ch(go)2 N[5+ + 67V — 27N 15+ + 7]V =
N=0 N=0
=3 A2 (ch(qe)i (N Yoo LSS (N 0 )5+k5—<N+1—k~>> _
N=0 k=0 k=0
i <ch<qo> S () caw -3 (L) (A(QO)/2)2n1> ¥
TEZ n=0 n=1

S ) a5 (L) (—A(QO)/2)2n>
n=0 n=0
(I11.306)

+ ié”’”’l (Ch(QO) 3 ( 2:—:7"1 ) (—A(q0)/2)*" " — % i ( 2::7“1 ) (_A(QO)/2)2n> !
(

where have chosen 2r :=k— (N —k) = N =:2nand 2r := k— (N+1—k) = N =: 2n — 1 respectively for
the even powers of 6 and similar for the odd contributions. During this procedure, we used Fubini's theorem
to exchange the summation order of r, n.

Indeed, for A(q) < 1/2 each sum over n converges separately:

= n=0 n=0
n+r [e’e] .
n n 2r+3€7 1
I P (E) <N grert (f) =2 °* 111.307
Z (1 + r/n) 8/ = nz:% ¢ 8 8—e ( )

where we have used a standard approximation for the factorial, i.e. (n/e)”e < nl, and summed a geometric
series. Thus, the inner sums over n in (111.306) are finite. The convergence and

s 2n > 2n [ 2k +2r
2n __ 2n __ 2k-+2r
E (n—l—r)z —E (n—r)z —E < I )z (I11.308)

n=0 n=0 k=0

allow to identify the series with a generalised binomial series By(z). These kinds of sums were introduced by
Lambert in 1758 [217] and he showed later that its powers r € Z obey the following property [218]

. [ th+r r
Bi(z)" = ( A ) o Tzk (I11.309)
k=0

Vt € Z and z € R such that the series converges. A modern proof of this statement can be found in [219].
Further, we quote the following identities from [220]

2k +r 1-y1-4z
m Z( > 2, By(z) = T Y (IIL.310)

Using this, we can compute the series explicitly: Let s € {0,1}

(205 Y =3 (T a2 (a2 =

n=0 k=0
_ (Ag)/2)> % e (Al@)/2> % ( 2\ e
- A = SR () T AR -

(II1.311)
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For finite qp, we have 0 < A(qp) < 1/2 and the logarithm is always well-defined and negative, since it holds
that 1 — /1 — A(qo)* < A(qo).

Thus, the perfect spatial lattice Laplacian is on the subspace of functions of independent time support explicitly
given by

en A =(q5 +

(J?A((Jo)l )1 (II1.312)

qch ) —sh(qo)

- A(g)?
- quh(QO) - S(;l(qo) (ch(q0)A(qo) +1) - (Z st2r

e|r|@<qo> o) L o elrl®(a)
1= /1 - Alg)?

Lastly, we must account for the periodic boundary conditions. Remembering that the lattice identifies the
points r and r + aM with a € Z, we add all corresponding contributions together. For the even powers of
the shift operator:

Z Ir1©(q0) U‘i/:‘ﬂ Ir|e( )Z l[©(g0) U‘i/:‘ﬂ Ir|©(q0) 2
62r6r(~)qo — 527‘67‘@(10 eMa(—)qo — 62rer(~)qo[ _1]
= r=—|M/4] a€L r=—|M/4] 1- (m - A(qlo)z —1)2M

and the same geometric sum appears for the odd powers. For big lattices, i.e. M >> 1, we see that due to
0 < A(qo) < 1/2 the term in the brackets |[...] approaches 1 very fast.

In total, we conclude that the perfect spatial Laplacian decays exponentially with r and has a damping factor
of ©(go = pe3;). So, although it features non-local contributions, these are highly suppressed.
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III.E Example: Klein Gordon field III - Rotational Invariance

Along the lines of [131] we will now study the natural extension of the toy model “Klein Gordon field” from
the previous sections to multiple dimensions. Hence, we keep the general action:

1 1.
= — dtdP x[-¢? — cowe] (111.313)
2K RD+1 C
with (n =1,2,..)
1
w? =wi(p,A) = T (—A +p*)" (111.314)

where p = %€ is the inverse Compton length. Following [129] we will study here the Poincare invariant case

with n = 1, other models with n # 1 can be studied with the methods developed for n = 1 by contour integral
techniques.

After performing the Legendre transform, introducing the IR cut-off and discretising the theory for various
resolutions M, one considers the lattice Hamiltonian family (& = 1)

Hyy = 2m2 <neﬁwfw<m> n %mm)(wﬁd - ¢M><m>) (I1L315)
with (7 := ¢/k)
om(m) = / AP xXmey (©)0(x),  mar(m) = (Eaym)(m) = w(menr) (1IL.316)
[0,1)P

and w3, = w?(p, Ayps) is to be understood in terms of A the naively discretised Laplacian, which reads e.g.
in two dimensions:

(AE&)fM)(m) = 6%4 (fu(m+te)+ fu(m+e)+ far(m—er) + fa(m —ex) —4fpy(m))  (I11.317)

with e; being the unit vector in direction 7. One can write down the explicit action of the coarse graining map
for projecting a lattice on a finer version with twice as many lattice points:

(Inrsonm far)(m) = Y~ Xewveans (me) far(m') = fM(L%J) (ITL.318)

m’EZﬁ

where |z] denotes the component wise Gauss bracket. According to the same argument as in the one dimen-
sional case, the cylindrical consistency condition (111.58) demanded that the measures on both discretisation,
M and 2M, agree. Being a free field theory, one can show that the measure can be written as a Gaussian
measure described at the fixed point by a covariance ¢}, thus (111.58) reads explicitly

e_%<IJMA>21Mf]\47(3;1\/[[]&{4»21&1]01\4)2]&{ _ e—%(fM,CLthvf (111319)
Thus by studying the flow defined by
C§\Z+1) = IIT\/I—>2MC(271LV)IIM—>2M (1I1.320)

we know that the existence of a fixed point ¢}, describes a Gaussian measure family, which is equivalent to
corresponding Hilbert spaces H}, with vacua 2}, which are all annihilated by the correspondingly defined
Hamiltonians Hj,.

III.LE.1 Determination of the fixed point covariance

We quote the calculations from [131]. The flow defined by (111.320) may lead to various fixed points (or none at
all) depending on the initial family CS&). Thus, the naive discretisation should be of such a form that it captures
important features of the continuum theory. For example, we will demand the covariance to be translation

invariant, which is a property of the discretised Laplacian and will remain true under each renormalisation
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step.
We begin by rewriting (111.315) in terms of discrete annihilation and creation operators

W(O
ay} (m) o) qu 0 —mpr (m (I11.321)

w12 .= p* — A (I11.322)

where

which after some standard algebra displays the Hilbert space measure as:

vAP (warlfar]) = var (#9400 ) = exp ( L S fM>M) (I11.323)
Hence our starting covariance is given as:
&) = %[wgp} (T11.324)
Using the discrete Fourier transform (ky; = 27)
faa(m) =Y fau@e™tm f () = M7P Y7 far(m)e (II1.325)
ezt mezb

we diagonalise the discretised Laplacian appearing in wj(\g). Thus, the initial covariance family becomes in
D = 2 (dropping the factor = in what follows)

hkr

&9 0) = . -
\/—6%(2 cos(karly) + 2cos(kprle) — 4) + p?
M
dk‘o 6?\/[
= — I11.32
/R 2m (k3 + p?led; + (4 — 2cos(knly) — 2 cos(karls)) (I1.326)

with [ € Z2%, and we used the residue theorem. We rewrite the integrand of (111.326) as (t; = kali, ¢* =
(k§ +p*)€rr) )

. 1 €

Cg\(/J[) (ko, l) =5 2 M 2

2 [¢?/4+ (1 —cos(tr))] — [-¢?/4 — (1 — cos(t2))]

Since 1+ ¢?/4 > cos(t),Vp > 0,t € R one deduces that the first of the square brackets in (111.327) is always
positive, the other one always negative. Consequently, they lie in different halfplanes of C. This can be used
to artificially write this as an integral in the complex plane, by inverting the residue theorem: Given 21,25 € C
with Re(z1) > 0, Re(z2) < 0 and a curve 7 going along ‘R from +ioco to —ioo and closing in the right plane
on a half circle with radius R — 0o, we can write:

(I11.327)

515 PP S SR (I11.328)
S (2= 21)(2 — 22) 21 — 2o

since the integrand decays as 22 on the infinite half circle. We have chosen the orientation of « counter clock
wise. Note that this seemingly breaks the symmetry between ¢; and to. However, this is only an intermediate
artefact of the free choice of v which will disappear at the end of the computation.

Substituting z — z/2 the initial covariance can thus be written

2 2

~(0) 1 M €M

iy ()= % dz— . (111.329)
M v 8mi 6?\4(%—2)/2—‘1—1—003@1) 2 (55 il +2)/2 41— cos(ta)

In order to shorten our notation, we will introduce: ¢7 5(2) := €3,([k§ + p®]/2 F z). The starting point of our
RG flow is now factorised into two factors which very closely resemble the 1+1 dimensional case. This is the
promised factorising property.

Let us now focus on the precise action of the map (111.320), by writing it in terms of its kernel cg\? (m}, mb) =

(n)
cp (my —mp):
D () — ) = 272D 3 M @2m) + 6 — 2ml + ") (I11.330)

§7,6"€{0,1}D
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and correspondingly for the Fourier transform for D = 2

St =2t 3T R oMk M (=)
5,5’,5”6{071}2
1 B _
= Y N+ M+ 5 M) (ke (rHa Gres 0
51,626{0,1}

+e—ik2M(l1+12+(51+52)M) +€ik21v1(l1—lz+(51—52)M) +€—i’€2M(ll—l2+(51—52)M)

+26ik2M(12+521\4) +267ik2M(l2+52M) +26ik2M(l1+61M) Jr2671'1621»1(l1+611t{) +4) (111.331)

where we wrote explicitly all 16 terms stemming from the different combinations of (6’ — 6”).

1 n
=5 > &S Iy + 61 M, Iy + 55 M) (4 + 4 cos(kany Iy + 65M)) + 4 cos(kany (I + 61 M)) +

41,02=0,1
+2 COS(kQM(Zl + 51M) —+ kgM(lg —+ 62M)) —+ 2COS(]€2M(Z1 —+ 51M) — kg]w(lg + 52M)))

1 n
:27 Z ééjy)j(ll +(51MJ2+52M)><
51,00=0,1
(1 + COS(k)Q]w(lQ + 52M)) + COS(k‘gM(ll + 51M)) + COS(k)Q]w(ll + 51M)) COS(k’ij(lg + (SQM)))

1 n
== 3" (1 cos(kare (I + 8. M)) (1 + cos(kanr (lz + 62M)) 5y (1 + 61 M, I + 6 M) (I11.332)

61,02=0,1

where we have used in the second step, that 2 cos(z) cos(y) = cos(z + y) + cos(z — y).

One realises that both directions completely decouple in the renormalisation transformation. Since the
initial covariance factorises under the contour integral over  this factorisation is preserved under the flow
and implies that the flow of the covariance in each direction can be performed separately. At the end we
then compute the resulting integral over z along 7. In addition, the decoupling of the flow (111.320) and
the factorisation of the initial family of covariances (111.329) for the naive discretisation of the Laplacian are
features that occur independently of the dimension D. For the decoupling this follows immediately from the
corresponding generalisation of (111.331) as the sum over ¢’, 6" is carried out on the exponential function which
contains both linearly in the exponent. For the factorisation we note the following iterated integral identity for
complex numbers k;, j = 1,.., D with strictly positive real part

1 X _ dz dZQ dZD,1 1
— = (2m)P 1% ! yf }ﬁ 111.333
ki+. +kp ( 7”) 5 21 — k1 N 29 — ko ’Y zp—1—kp_1 z1+..+2p_1+Ekp ( )

in which ~ is always the same closed contour with counter clock orientation over the half circle in the positive
half plane followed by the integral over the imaginary axis. Because of that the real part of each of the
integration variables z; is non negative so that the last fraction has a denominator with strictly positive real
part. Accordingly, the only pole of the integrand for the z; integral in the domain bounded by  is k; and
the claim follows from the residue theorem. It transpires that the strategy illustrated for the case D = 2 also
solves the case of general D and it therefore suffices to carry out the details for D = 2.

The flow now acts on the integrand of the contour integral and we can do it for each z separately. The
flow in each direction is thus described by exactly the same map as in the one dimensional case in [129]. We
can therefore immediately copy the fixed point covariance from there. We just have to keep track of the z
dependence. In direction ¢ = 1,2 the covariance can be parametrised by three functions of ¢;(2) (t; = kasls,
l; € ZM)

e G bal@(2) T ealaz)) cos(t)
(ool 2) = T e — cos(t)

%

(I11.334)

The initial functions are

2
412

3
ao(qr2) =1+ 5 bo(g1,2) = !

di2

2 )

co(q1,2) =0

Before plugging in the fixed points, however, one has to check whether the flow will drive the starting values
into a finite fixed point, i.e. all the numerical prefactors that are picked up in front of the covariance should

91



cancel each other. Indeed, one RG steps corresponds to

A A(n 1 A(n
(2mi)é ( +1)(k;0,l) -1 315 dz Z (1 + cos(kapr(lh + 51M)))C;A2[(k07l1,z) X
v §1=0,1

< |37 (1 + coslhanr(lz + 02M)))é5) (ko, o, —2) (I11.335)
5,=0,1

Note that ep; — €2ps = €pr/2 whence

2 2 2
p°+k 1 p+k
Q% : ?\/1( D) ! $Z)4)76M(

1 F2)=qi 2/4 (I11.336)

Collecting all powers of 2, we get 1. minus two from the €3, in the numerator of the factor for both directions,

that is altogether minus four; 2. the RG map gives an additional minus two because of the 1/4 prefactor; and

3. due to (111.336) the factor (]1_3(12_3 gives a power of plus six. Hence the overall power of two is zero.
Accordingly, we find the same fixed points as in [129]:

a*(q1,2) = ch(q12) (I11.337)
b*(q1,2) = q1,2¢h(q1,2) — sh(qi,2) (I11.338)
¢ (q1,2) =sh(q1,2) — 1,2 (II1.339)

where we write shorthand for the hyperbolic functions: ch(q) := cosh(q) and sh(g) := sinh(g). Thus we find
with t; = kpl;

éif(ko,l)=—<él]”.) yg i ] %%‘Ch(qy‘)—Sh(Qj)+(Sh(Qj)—Qj)COS(tj) (111.340)

2mi Pt ch(g;) — cos(t;)

Note that it is not necessary to pick a square root of the complex parameter ¢7 ,(z) = e%u(k otp® F z) since
the integrand only depends on the square, despite its appearance (in other words, one may plck the branch
arbitrarily, the integrand does not depend on it). It follows that the integrand is a single valued function of z
which is holomorphic everywhere except for simple poles which we now determine, and which allow to compute
the contour integral over ~ using the residue theorem.

There are no poles at ¢7 , = 0 since the functions [gch(q) —sh(q)]/¢®, [sh(q) — q]/q* are regular at ¢ = 0.
Hence the only poles come from the zeroes of the function ch(g) — cos(t). Using ch(iz) = cos(z) and the
periodicity of the cosine function we find ig = +[t + 27 N] with N € Z or ¢*> = —(t + 2w N)2. In terms of
g5, J = 1,2 this means that

ti: + 2w N)? t; + 2w N)?
(k2 +p))/2F 2 = ,(Jt# & 2=2y :i[(k3+p2)/2+(ﬂ+€+)] (I11.341)
M M

It follows that the second factor involving g2 has no poles in the domain bounded by 7 because they all lie
on the negative real axis while those coming from the factor involving ¢; lie all on the positive real axis. We
will denote the latter by zx. The poles coming from the zeroes of ch(gq;) — cos(t;) are simple ones as one can
check by expanding the hyperbolic cosine at zy in terms of z — zp, in other words

lim c AN = lim 71 = lim 201(2) = — 201 (zn)

soen ch(qi(2)) —cos(ti)  ==en sh(qu(2))gi(2) — ==av sh(qi(2)[af(2)]  &sh(ar(zn))

which is again independent of the choice of square root. We have used de | Hospital's theorem in the second

step. Note that q1(2x)% = —(t1+27N)? implies g2 (2n)? = ¢*+ (t1 +27N)? := g3 where ¢? := €3, (k3 +p?).
Performing the integral we finally end up with:

(I11.342)

(t)
Z cos(ty) 277N+t1) (IIL.343)
NGZ

L V@ +(rN + tl)z[ch(\/qQ + (27N + 11)%) — cos(ta)] + sh(v/¢? + (27N +1)?)(cos(t2) — 1)
(4 + (27N +#)%)%2[ch(v/¢* + (27N +41)%) = cos(ts)]]

One sees that everything remains finite for e — 0 as the individual parts contribute with inverse powers of €);:
(cos(t)—1) goes with O(e3,), since t = 2me 1 depends linearly on ). So does g and thus (¢*+ (t+27N)?) =
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O(€%;) if N =0 or a constant else.
We split the sum in the nominator of (111.343) in two parts. In first term we can explicitly compute the sum
and obtain:

t)—1 h(q) — sh h(q) — t
oY (cos(t) — 1) _ lgeh(g) —sh(g)] + [sh(g) — q] cos(?) (IIT.344)
oo, 2nN +1)%(¢? + (27N +1)?) ¢3[ch(q) — cos(t)]
for ¢ > 0, and in our case we know that t = i}rhl € Zpr- To prove this let us first check the degenerate case

of [ = 0, which will cause the sum to collapse. Only the term N = 0 will remain:

—1/2- 12+ 1/40 4 1 _ !
_2NZZ (N + AP + (RN + AR =0 W'NZGZCSWH/M’O) T
on the other hand:
[ach(q) — sh(g)] + [sh(q) —g]cos(0) _ gqch(q) —q _ 12 (IT1.346)

¢*(ch(g) — cos(0)) ~@*(ch(@)—1) ¢

Hence, the claim is true for t = 0. For ¢ # 0, we invoke the following theorem due to Mittag-Leffler:

Theorem III.E.1. (Mittag-Leffler) Let a1, as,... be a sequence with no finite convergence points and

let Py be polynomials without constant terms. Then there are functions meromorphic in the whole plane

with poles precisely at ai and corresponding singular part Py (Z}ak

). In other words, the residual of n-th

order in ay, is exactly the prefactor of the n-th power of P,. The most general such meromorphic function

may be written as
Py —h I11.34
E ( . ) k(2) (II1.347)

with g being entire, i.e. everywhere analytic, and hk are suitably chosen polynomials, in such a way, that
the convergence of the series is ensured.

Proof. The proof can be found in most standard books on complex analysis, e.g. [221].

It implies that any given meromorphic function f(z) in C with poles a; and corresponding principal parts
of the unique Laurent expansion of f(z) in a neighbourhood of a; can be expanded in this series, where g(2)
is determined by f(2).
We apply this theorem onto the function:

V22 + Pch(V22 1 ¢%) — sh(y/22 + ¢%) + [sh(v/22 + %) — /22 + ¢?] cos(t) (I11.348)
VZ+ ¢ (V22 + ) - cos(t)]

which has poles in an = +i4/¢? + (t + 27m)? of first order:

1 1 t+2rN
Res = : 111.349
o (Ch(\/m) - COS(t)> +i\/q2 + (t +27N)2 sin(t) ( )

Thus the sum of the P, (—) becomes:

f(z) =

Z sh(i(t + 27 N)) cos(t) — 1

: — X
= sin(t) 3(t + 2w N )?

1 1 1 1
X
<+i«/q2+(t+27rN)22i\/q2+(t+2ﬂ']\7)2 —i/@ + (t+27N)2 2 +i\/q2 + (27N)2 )

72 cos(t) — 1 1 B 1
(t+27N)2 /@2 + (t+27N)2 \ 2z — i /@ + (t+27N)2  2+1iy/q? + (t +27N)?

NezZ ~
Z cos(t) — 1 2+ + (t+27N)? — 2 +1i/q? + (27 N)?
o t +27N)2,/q2 + (t + 27 N)>2 22+ (¢ + (t+27N)?)
_ Z cos(t) — 1
i, (L+27N)2(2% + ¢* + (t +27N)?)
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As this sum is already convergent for every z, we can neglect all the counter terms hj and set them equal to
zero when applying the Mittag-Leffler theorem. Consequently we know of the existence of an entire g(z) such
that:

cos(t) — 1

-2
NXG:Z (t+27Nm)?(22 + ¢%> + (t + 27N)?)

Writing z = x + iy it is easy to see, that the infinite sum tends to 0 locally uniformly in x as y — £oo. The
same is true for f(z) since it consists of four terms, each going either as v/22 + ¢ orvz2Ztec . Thus,
the same is true for g(z) which is therefore bounded and entire, hence by Liouville's theorem constant. Since
g(iy) — 0 as y — 400 the constant is zero. Lastly, we choose z = 0 and the claim (I11.344) is shown!

(I11.350)

We end up with

&, (ko, 1) =€2 lgnch(gn) —sh(gn)] + [sh(gn) — gn] cos(ta)
MATD M ax[ch(gn) — cos(t2)]
92 Z cos(t;) — 1 1 gnch(gn) —sh(gn) + (sh(gn) — gn) cos(tz)
M (27N +t1)? g3, ch(gn) — cos(tz)

(I11.351)

The result has no manifest symmetry in ¢; <> to but from the derivation it is clear that it must be. Note
that each term in the sum remains finite for ¢ — 0 as the individual parts contribute inverse powers of ep:
(cos(t) — 1) scales as O(e3,), since t = kgresl depends linearly on €)s as well as ¢ = €2,(p? + ko)?. Thus
(¢®> 4+ (t+27N)?) = O(é3;) if N =0 or approaches a constant else.

III.LE.2 Consistency check with the continuum covariance

The mere existence of a fixed point measure family described by the covariance (111.351) of the flow induced
by (111.320) does not necessarily mean that it has any relation with the known continuum theory. We will thus
invoke the consistency check also presented in the section I11.C. Example: Klein Gordon field I - Derivation,
which consists of looking at the cylindrical projection at resolution M of the continuum covariance ¢ := %wil
in D = 2. The details are taken from [131]. Using that the covariance is given by (I11.314), we find its projection

to be

enr(m,m') = e (It e Inp)(m,m/) =

(m1+1)enm (ma+1)enr (mi+1)em (mb+1)en
26&4/ de1/ dSUQ/ dy1/ dys c(z,y) (I11.352)

/

mien maen mien mhen
see [129] for more details. Using that the e,(z) := %e™**"* kp = 21/R define an orthonormal basis of
Lr = Ly([0, R)?,d?x) one finds the resolution of identity
1 i T—Yy)n
B2 > et — §p (@, y) = Or(w1, y1)0R(22, y2) (I11.353)
nez?

We use this to write the covariance as

C(xvy) = 1 (_ARI +p2)71/2 63(33,@) = /
1

dko 1 k ( )
=/ > enr(y) (—Are +1°+ k) enrlw) = R2 > ety PR TR
nez? nez?

dkg

5o (- ARl+ko+p) " on(e,y) (I1L.354)

Now we can perform the integrals, e.g.

(m14+1)enm ) 1 . .
/ dpyeiGmma o (elkRn1(m1+1)61u _ esz’ﬂlmlﬁM) (I11.355)
mi€en
where the case n; = 0 is obtained using de |'Hospital. We find with ky; = 27/M
1 [ dk 1 (m1t+)enr
ev(m,m') = et — / 0 / drqef@mme | 5 111.356
M M R nz eyl W . 1 ( )
(ma+1)ens (my+1)enm (mby+1)en
x / dzse’ i(2m)naws / dyle (2m)n1y: / dy2€ (2m)n2y2
moens men mhen
dko 1 ikpn-(m—m' 4
=R~ / Z PR PR etham( ) m[l — cos(kpmny)] [1 — cos(kprng)]
ne Mne
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We proceed exactly as earlier and thus split the sum over n; = l; + M N; with [; € Zys and N € Z?

dk,
e (m,m’) / 2N ethullmem) N (I11.357)

mez2, NeZ?
[1 — cos(knr(lh + MN1)] [1 — cos(kps(l2 + M N3)) 4
(I + MN)?k; + €, + k5) kg (o + MN1)2(lz + MN,)?

from which we read off the Fourier transform of cj;(m) = R~2 ZleZ‘fu ekralbme, (1)

ear(ko, 1) = €4y Y x (I11.358)
Nez?
" [1 — cos(knar(lh + MNy)] [1 — cos(kp(la + MN3)) 4
(I+ MN)2k2, + ¢? k3;(ln + MNyp)2(l2 + M No)?
Using the contour integral idea as in the previous subsection we obtain
1 —cos(kn(l; + MN;)) 2
C]\/[(k?07 % } (111359)
]1—1[2 NXE:Z M1+ MN;)2k3, + q;(2)2 k3,(L; + MN;)?

where ¢;(z) is the same as in the previous subsection. Now the two sums of the formula above are exactly the
same that occurred in (I11.134) with ¢? replaced by q;(2)? and ¢ replaced by t; = Ljkas. Thus, we can copy
the result from there and find

75 o T L ae)eh(a) - shiay) + [sh(a;) — g oslty)

(I11.360)
P 1 " qj ch(g;) — cos(t;)

e (ko 1)

with ¢; = g;(z). Comparing (I11.360) and (I11.340) we see that both agree, thus the fixed point covariance
family indeed coincides with the continuum covariance family.

III.LE.3 Fixed points of the free scalar field for changed RG-flows

The aim of this section is to change the block-spin-transformation we have used so far and to check whether
the fixed point is changed as well. For this, we quote from [131]. As has already been discussed in the third
subsection of III.D. Example: Klein Gordon field II - Properties not every coarse graining map fulfils the
cylindrical consistency relation which induces a corresponding relation on the family of coarse grained measures.
Note that coincidence of continuum measures with their cylindrical (finite resolution) projections can only be
deduced if one uses the same blocking kernel (which defines those projections). Thus, it a natural question to
ask whether other maps of the kind Ip;_, 5/ apart from M’ = 2M will also lead to physically relevant theories.
Due to the cylindrical consistency property of I/, it is apparent that this is the case for all M’ = 2" M
for n € N. A natural extension would be to consider powers of any prime number. In this section we present
how at least for the choice for M’ = 3M and M’ = 5M this indeed gives the same fixed point covariance
and argue that it should be true for every choice of prime number. This would be useful because the set
N is partially ordered and directed by <, but given mi,ms € N we do not always find mg > my, mo with
ms3 = m12"1 = m22"2.
If one considers Ip;_,,p With w € P a prime number then the coarse graining map is given by

Eni—unt farl (m) = far(1=2]) (I1L.361)

where |.| is the component wise Gauss bracket. This map is easily checked to be cylindrically consistent, i.e.
Lk ngsurting © Ingsurar = Inpsurting. To see this, we note that [m/uf] = m/ if m = m'uF +r, r =
0,..u* — 1 so that ||m/ul]/u*| = m/ for |m/u!] = m'u* +r, k=0,.,u* —1 that is for m = (m'u* +
rul+s, s=0,.ul —1lie m=mut +¢ t=0,., v —1ie m' = [m/uFt].

We now use these maps on our Gaussian example. For their covariances this implies

N Cr V) =E2 3T far(mh) far () CLr Y (mfy, md)

D
my,mLELY,

= <IM—>quM7C$)ﬂM—>quM> = el Z fM(L%J)fM(UZQ

my1,mo€ZD,,

2D
:Z% > far(mh) far(mb) > c\™ (my,my) (111.362)

mi,mLHeZY Lmi1/ul=m7,|[m2/u]=m;

DCS) (my,ms)
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This allows to deduce by direct comparison:

CGr b m) =uP 3T O + 8w +8") (ITL363)
§',6"€{0,1,..,u—1}D

Again we employ translational invariance, i.e. C](\Z)(ml,mg) = C](\:})(ml — mg) and find for the Fourier

transform: (kps = 37 = ukynr)

O mi,my) = 3 eI

ezt
=y 2D Z C(’}&(Z) Z ptkunrl-(u(my —miy)+8'~5")
lezp,, 6,67 €{0,1,....,u—1}P
—y 2P Z eikarl’ (my—mj) Z Cﬂé?&(l/+5M)ez‘kuM(l’+6)~(6/—5”)
rezb §1,6",6€{0,1,...,u—1}P
(I11.364)
whence
Oty =u? S O+ oM) ﬁsm ua i + M) (IT1.365)
M - .
5e{0,1,....u—1}P i=1 sin(gkun (I + 6:M))?

where we have used that the exponentials decouple, and that the geometric series can be performed explicitly

. , 1— iau 1— —iau sin(%a 2
) e Py (30 (ITL.366)
6,6'€{0,....u—1} —e —e sin(5

Since (I11.365) states that the flow decouples in general and since we can write the initial covariance also in a
decoupled form, this allows us to limit our further analysis to the D = 1 case without loss of generality.

The following explicit calculations are performed for the prime u = 3 as this illustrates what needs to be
done also in the general case. The initial data of the RG-flow is given for D = 1 with t = kyl, ¢? = €2, (k3 +p?)
by

2
M
= II1.
CM ) (ko, 1) = 2(1 = cos()) + (II1.367)

In order to compute this flow, it is useful to recall the trigonometric addition theorems for the cosine function

1
cos(x) + cos(y) = 2 cos (x;ry) cos <:c2y> , cos(zx) cos(y) = 3 (cos(z —y) + cos(z +y)) (I11.368)
to note the following explicit values
1 1 1 1 2
COS(EQW) =35 COS(§27T) =5 cos(§27r) =—= (I11.369)
and to employ the Chebyshev recursive method, which states that for V € N:
cos(Nz) = 2cos(x) cos((N — 1)x) — cos((N — 2)x) (I11.370)
which is an easy expansion into exponentials and finds application in what follows for the case N = 3 and
x — x/3 to express cos(x) = 2 cos(x/3) cos(2/3x) — cos(x/3).
Equipped with these tools, we start to compute the RG flow of Iy;_,35, by finding a common denominator

of the sum in (111.365) assuming ¢(™ could have been written in the form

i bn(Q) +cn (Q) COS(t)
@ an(q) — cos(t)

& (ko 1) = (TT1.371)

with suitably chosen functions a,, by, ¢, of g as we already know is true for (111.367). Then, the common
denominator after one renormalisation step is generated by the linear combination of the of the three fractions
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n (111.365) and is given by:

e (] - ()] - 53]

= 40()® — an(q)? {c ()—!—cos(t 12ﬁ)+cos<;+§27r>]4
(o) oo ) o )
_ {cos (;) cos <§ + ;%) cos (3 3%)} )

Each of the three prefactors in front of each power of a,(q) can now be evaluated precisely with the methods
stated above. We obtain:

[ t t 1 t 2

_cos (3) + cos (3 + 327T> + cos (3 + 3277)] ) =0 (111.372)

-cos i cos L + 12 + cos t cos t + 22 + cos L + 12 cos t + g2 __3

3 337" 3 337" 337" 3737, 1
(I11.373)

I t t 1 t 2 1

_cos (3) cos <3 + 327r> cos (3 + 327r)]c =1 cos(t) (I11.374)

So we get for the denominator
1
1 ([4an(q)® — 3an(q)] — cos(t)) (I11.375)

which is again of the form that (I11.371) had. Moreover, we note that the ¢-independent part of (I11.375) is
exactly the right hand side of the triple-angle formula for cos, cosh:

a(3q) = 4a(q)® — 3a(q) (I11.376)

hence with the choice of a(q) = ch(g) we have found a fixed point for the flow induced onto the a,(q).
For the numerator, we continue in the same manner. After some pages of calculation, one finds it to be given
by

(344 cos(t/3) + 2cos(2/3t))(by, — cp - cos(t/3))(an — cos(t/3 + 2w /3))x

X (an —cos(t/3+2/3-2m))(3 + 4cos(t/3 + 27 /3) + 2 cos(2t/3 +2/3 - 27))(an — cos(t/3)) x

X (an, — cos(t/3))(an — cos(t/3 +2/3-2m))(3 +4cos(t/3+2/3 - 2m) + 2cos(2/3t +4/3 - 2m)) x
X (b, — ¢y - cos(t/3+2/3 - 2m))(an — cos(t/3 + 27/3)(by, — ¢y - cos(t/3 + 27w/3)))

3 3
=...= <_4 + 6a, + 9ai> by — 6an(1+ an)c, + 1 (4(1 + an)bn — (3 + 4a, + 4a2)cy,) cos(t) (I11.377)

Thus, also the numerator is cast again into an expression of the form b,, 11 +¢,1 cos(t). We can already make
use of the fact, that at the fixed point one has a = cosh(q). Making an educated guess and trying whether

b = qch(q) —sh(q), c=sh(q) — ¢ (I11.378)

are solutions of the fixed point equation determined by (I11.377) one uses the triple-angle formula for the sine
function
sin(3x) = 2 cos(z) sin(2x) — sin(x) = —2 cos(2z) sin(z) — sin(z) (I11.379)

and obtains indeed by plugging (111.378) into (111.377):

3(1 -+ cosh(q))(geh(q)) — 1(3 -+ 4eh(q) + 4ch(q)?)(~sh(g) + ) = 5 [3q + sh(3q)] (111.380)

and

(=5 )+ 9eh(4)*) (chla) = sh(e) ~ Geh(a)(1-+ ch(e))(~sh(g) +) = 5 [3ach(34) ~ sh(30)
(I11.381)
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which presents indeed the triple angle formula, up to the common prefactor of 3/4. The factor 1/4 gets
cancelled by the pre factor of 1/4 in front of a,, in (111.375). The factor 3 cancels against a factor 3~! which is
obtained as follows: the map itself was defined with a prefactor 372, the factor ¢~2 gives 3% and the €3, gives
372 which altogether gives a factor 3~1. Hence we have indeed found exactly the same fixed point under the
under M — 3M coarse graining map as we found for the M — 2M coarse graining map!

We did the same calculations also for the prime uw = 5 which is considerably more work, but all steps are
literally the same and also the fixed point is the same. For reasons of space, we do not display these calculations
here and leave it to the interested reader as an exercise. For the general prime we do not have a proof available
yet but hope to be able to supply it in a future publication. However, we do not expect any changes. In any
case, for whatever primes the fixed point stays the same (it holds at least for u = 2,3,5) the statement is
also true for all dimensions due to the factorising property. This factorising property also makes it possible to
study in higher dimensions more complicated hypercuboid like coarse graining block transformations rather
than hypercube like ones. In order to illustrate this, we give some details for the case D = 2 dimensions of
a rectangle blocking with w3 = 2 for the first direction and uy = 3 for the second. The map is consequently
Iin, Mo)y— 20y 30M2) = Ingy—2m, X Ing, 30, The naively discretised Laplacian on a lattice with different
spacings €z, , €nr, is given as (here: 2ep, = 3epr,)

(Anrfur) (m) = (111.382)
= gi (fu(m+e) + fau(m—er) —2fu(m)) + GQL (fa(m+e2) + far(m —e2) — 2fa(m))
My Mo

Hence the same strategy from (111.328) works again and gives us:

1 1
D (ko 1) = (6(2cos(lell) 2) — 5 —(2cos(kas,la) —2) +p° + I<:0> (I11.383)
M, Mo

1 1 1
— Q@ dz
2mi Jy, 2+ (kG 4 p?) (kan i) 2z — (kg +p?) 2 2; (karyl2)

1 €M S
= — dz L 2
2374 §£ i, (2 + k5 +02/2)/2 +1 = cos(kar, l1) €4y, (=2 4 kG +p?/2)/2 + 1 — cos(kar,l2)

So both directions decouple and vyield, as already shown the same fixed point! It remains to compute the
integral which is exactly the same as (111.340).

A further immediate consequence is that at this fixed point, one could also consider the flow of arbitrary
concatenations of different coarse-graining maps, independently for each direction, e.g. ...Isanr—s1om Lonr—s6nr
Ipr—opr-.- and we see that all of them have the same fixed point. We conclude that the fixed point is quite
robust under rather drastic changes of the coarse graining map.

III.E.4 Rotational Invariance of the lattice fixed point theory

We now turn our attention towards the much discussed question of rotational invariance [114,212,213,222-
225]. By this we mean that most Hamiltonians for continuum theories on Minkowski space have SO(D) as
a symmetry group besides spatial translation invariance. On the one hand, a fixed lattice certainly breaks
rotational invariance and in the case of a hypercubic lattice reduces the invariance to rotations by multiples
of +m/2 around the coordinate axes. On the other hand, it is clear that the cylindrical projections of a ro-
tationally invariant measure in the continuum with respect to smearing functions adapted to the family of
hypercubic lattices in question must carry an imprint of that continuum rotation invariance. In other words,
there must exist a criterion at finite lattice resolution, whether the corresponding lattice measure qualifies as
the cylindrical projection of a continuum rotationally invariant measure.

In this section we identify such a notion of rotational invariance at finite resolution at least for the case
of scalar field theories. This has been done first in [131]. We then successfully test this criterion for the fixed
point covariance &5, (ko,! = (I1,12)) in D = 2 for the free Klein Gordon field. Due to the factorisation property
and due to the possibility of presenting any rotation in terms a composition of rotations about the coordinate
axes, we can reduce our attention to two spatial dimensions. For this purpose, we will adopt the strategy
from II1.D.5. Perfect Lattice Laplacian and smear the covariance with some time-independent test functions
f(s,r) = far(r), f/(s's7") fr (') to obtain dx, 0. Hence, in the remainder of this section, we suppress the
label kg for most of the time.
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We follow closely the calculations from [131]. This presents an example for how the Hamiltonian renorma-
lisation scheme is able to detect the restoration of continuum properties of the classical theory which upon
naive regularisation were lost in the quantisation process.

The lattice rotational invariance condition

Given the IR-restricted compact submanifold of o, i.e. the D-dimensional torus or with periodic boundary
conditions and length R, one must be precise what one means by rotations. In order to rotate the system
around zy € or one uses the Euclidian metric on the torus to identify all points as a set .S, which have
distance r > 0 to the central point xy. We then choose S, in order to construct a representation of SO(D) on
it, e.g. in D = 2 one has IT : SO(2) — GL(og) with TI(27) = id and II(«)II(8) = II(« + B), where we label
the elements of the one-dimensional SO(2) by «, 5 € [0,27). Without loss of generality we will consider in
the following o = 0. Indeed, upon considering a chart in Cartesian coordinates that includes some complete
S, with » < R/2 this means we can write the action of a rotation on one of those S, as a matrix (z € S,.)

() z = ( cos(a)  sinfa) ) ‘x (11.384)

—sin(a) cos(a)

Note that the rotations for S,> i /2 are not described by a linear transformation due to the non-trivial boundary
conditions. However, any r < R/2 will serve our purposes.

In the remainder of this section we limit the analysis to D = 2 as, once rotational invariance is established
for all rotations in an arbitrary plane, any other rotation can be understood as multiple rotations in suitable
planes. Further we employ the ideas of [212,213]: instead of considering arbitrary angles in [0, 27), it suffices
to show invariance under rotations of only one angle 6 given that 0/(2r) is irrational. This is because the

sequence
N —[0,27); n+— 6, :=n-60 mod 27 (I11.385)

lies dense in [0,27), i.e. V0’ € [0,2m) there exists a partial sequence j — 0,,;, — 6’. Hence we can define the
rotation by the angle 6’ as
(0) := lim TI(0)™ (IT1.386)
O, —0"
It follows, assuming suitable continuity properties, that invariance under all these angles would be established,
once it is shown for §. In this paper we specialise to the angle 6 defined by cos(§) = 3/5,sin(f) = 4/5 as it
is indeed irrational. A proof for this and further properties can be found in [213].

By the above considerations we can give meaning to the term rotational invariance as a condition on
the continuum Hilbert space measure v. It is called rotationally invariant provided that for any measurable
function g we have v(g) = v(r(0)* - g) where (r(0)* - g)[¢] = g[r(0) - ¢] and [r(9) - ¢](x) = G(II(—0) - z).
Since v is defined by its generating functional, we may restrict to the functions g = w[f] for which in case of
a scalar theory r(0)*w[f] = w[r(—0) - f]. We now translate this into a condition on the cylindrical projections
vy of v defined by var(was[far]) := v(w[Ins far]) where

(Inefar)(x) := Z T (M) Xomens (%), Xmen () = H X[maeM,(m“-&-l)eM)(xa) (I11.387)

2 —
meZy, a=1,2

It follows that 7(—6) - In; f,, cannot be written as linear combinations of functions of the form Iy f}, because
r(—0) - Xne,, is the characteristic function of the rotated block. Hence the rotational invariance of v does not
have a direct translation into a condition of the vj;. While we can define a new embedding map by

Ig]u : LA,{ — L (111388)
Pare on fal(@) =Y Far(m)Xomey, (T1(O) - ) (I11.389)

2
meEZL i

the renormalisation flow defined by it may result in a fixed point covariance family cj,, different from cj,.
It is therefore a non-trivial question to ask what one actually means by rotational invariance of a discrete
lattice theory or more precisely of a family of corresponding measures.

The idea is to consider both families (i.e. the unrotated theory described by the covariances ¢}, and the
rotated one described by the covariances ¢}, ,) as coarse-grained versions of common finer lattices with spacing
€spr which is why we chose the above particular angle 6. The rotation of the coarse, unrotated lattice is a
sublattice of the fine unrotated lattice called discrete rotation and is defined by

Dy : 73, — 72, m = T1(0) - m (I11.390)
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This map can be extended to
DgZ2,; — 72 m — |T1(0) - m ] (II1.391)

which maps the whole rotated finer lattice into the unrotated finer lattice.

Cu / Com
T T

k * * . 0 * 9
Chp o= Iy s Cin I sm Cont = sssna ' Cosnr L5

—Dg—)

* *
5M C@5M

Abbﬂdung II1.7: Fixed point covariances Chrs Cpap on lattices rotated relative to each other by the irrational angle ¢
(such that cos(f) = 3/5) can be related by a common refined unrotated lattice and a map Dy, called discrete rotation.

The condition that we are about to derive holds for general measures, but we also note in tandem the
corresponding specialisation to Gaussian ones for a later test on our model free theory. Suppose then that v*
is a rotationally invariant (Gaussian) measure, that is, for its generating functional (covariance) we have

v (wlf]) = v* (w[IL(6) - f]) (c" = 1L(6) " TI(6)) (I11.392)

This means that for the cylindrical projections we have the identity

vir(wa[fu]) = v (wlly far]) = v (wI(0) Iar far]) (chy = [T(0) 0] " [T1(0)101]) (111.393)
Now
(TH(O) Tas far) (@) = > far (M) Xom,en, (TH(O) " - ) (111.394)
meLy,

Let By, a be the square (block) of which X, ¢,, is the characteristic function. Then

(H(Q) : Xm,EM)(‘r) = Xm,enm (H(e)_l . (,C) = X1(0)-Bym, M (LL') (111395)

is the characteristic function of the rotated block of the coarse lattice with base (lower left corner) now at
II(0) - m € Z2%,,. Since we have the disjoint decomposition

BmaM - Um/engﬂBva Bm/,sM (111396)
we have
11(0) By,ar = > IH(0) B 51 & ) By sm (I11.397)
m! €22 0Bt m/ €22, N By,

where we have replaced in the last step the rotated blocks of the fine lattice, which before rotation compose the
unrotated block of the coarse lattice, by those unrotated blocks of the fine lattice with the bases at the points
defined by Dy. This is an approximation only, but it is better than one might think because the difference
between the two functions only affects those blocks Bp,.;m/ 50 Which intersect the boundary of Brygy.m, -
We will come back to the quality of this approximation below.
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In any case, the last line in (III.397) defines an embedding 19, 5., : La — Lsa by

Ismefa) (M) = > S pgemr >, Smren,, p far(m) (IIL.398)

m' €L, mez3,
such that Ispr o 19, .5, approximates I1(6) - I, in the sense specified below. Thus
vir(wn[far]) = v (wlTsn Iy sas far]) = viag (wsar [Ty S sar far)) (111.399)
or for the Gaussian case
chr = [(Isar o Irsng) e Usnr o Iy sar) = [Trossn) s sn (I11.400)

To write this just in terms of a single measure (covariance), we use cylindrical consistency
vir(wa[fa]) = v wsne [T ssan fu]) or e = Iy sasia T to find

Vin (wsnr (I3 Ssar far]) = ving (wsne [T 50 fr]) (1IL.401)
or
I;/[—>5]\/[C;MIMH5M ~ (I]@HSM)TchIMHf)M (I11.402)

as a lattice version for rotational invariance for (Gaussian) measures for scalar field theories.
To specify the quality of the approximation depends on the details and properties of the corresponding
measure family. The following result is targeted to the class of Gaussian measures.

Lemma IIL.E.1. Suppose that c* is the covariance of a rotationally invariant Gaussian measure whose
kernel is differentiable in the sense of distributions. Then

{em — [I?\/I—>5M}TC;MI§J—>5M}(m17m2) = 0(6?\4) (I11.403)

for all my,mq € Z3%,. The coefficient of €3, is independent of M. Note that ci;(my,ma) = O(e};) in
D =2.

Beweis. Let Bme = Umrez2,,nB,n s BDomv 5m and S8 v = 1(0)Bpr N Bfn’M. Denote AfnfM =
I1(0) B, as — anyM and Ag;M = Bfn’M —S&’M. The sets Afni’M are homeomorphic since Bme consists of
the squares of Z2,, whose lower left corner lies in I1(6) B, as. Thus B?, v lacks parts of I1(0) By, i at the
left two boundaries of I1(6) By, as while BY, ; exceeds I1(6) By, as at its two right boundaries. Hence Am o
are complementary disjoint sets whose joint measure is equal to the measure of an integer number of squa—
res of the lattice Z2,,. They also have the same Lebesgue measure because I1(6) By, M has measure €2, due
to rotational invariance of the Lebesgue measure and Bm ¢ has measure 522, = €3, because Dy is injec-
tive as is easy to check so that Bm7M consists of 25 squares of the lattice Z2,,. Let h : AiiM — Am’M
the corresponding homeomorphism which can be written in the form h(z) = z+g(x)ep with [|g(z)|| < V2
as the maximal distance between points in the two sets is v/2¢. Then by rotational invariance we obtain
the third line in:

{cm — IM—>5M} C5MIM—>5M}(m17m2 =

- {/mM P /szde / / d*y}e(z,y)

ml M
de / d*y}e(z,y)
B9

s

T(0) By, m T1(6) By, m Bfn,l,]% mo, M

= {/ de/ d2y+/ d2sc/ d2y+/ d2x/ d?y
S8 A A% S0 Af,jl v Afn;M

o+
M mo, M mq,M mo, M
d2y—/ d2$/ d*y}e(z,y)
A A

dgx/ d2y—/ d233/
A AN sy

my, M fn;,]% mo, M mq, M mo, M
= [ @, @ilelay) - cyrowan+ [ @[ Eyletay) - olo+ gl v)
50 Al AOT 59
mq, M mo, M mq, M mo, M
+ / \ d*z / d*yle(z,y) — c(z + g(y)ear, v + 9(y)enr] (I11.404)
Amt,]\{ Afr;; M

from which the claim now follows by considering a power series expansion of c.
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The lemma does not tell us anything about the size of the coefficient of €3, and thus of the actual quality
at given M, however, assuming that the coefficient is finite, for sufficiently large M the approximation error
is as small as we want compared to the value of the discrete kernel ¢}, (mq,mz2).

We translate the approximant ¢4, := [I9, 5] cEn 1950 Whose coefficients are explicitly given by
(using translation invariance and (111.398))

1
Chro(m) = = > u(Do(Bm+ (61— 62))) (I11.405)
51,626{0,...,4}2

into the corresponding Fourier coefficients over which we have better analytic control

coar(m) = Y e*mlmeg, (1) (I11.406)
lez?,

1 7, m A*
LY ernemaemg, ) -

llEZgJVI 61,626{0 4}

:5% > 3 et D) Emsi e () =

'€z, 61,62€{0,...4}2

1 . , _
== Z Z eikarl-m gika Mo-m Z elk51\x[(l+M§)-(51*62)é;M(D9(Z + M)

lezy, 0€{=2,...,2}? 61,62€{0...4} P

where we used the fact that Dy is a bijective map to obtain the third line, as well as for the fourth line, where
we have relabelled Dyl’ — I’ and split I’ = [ + Md. We have chosen the interval § € {—2,...,2}? because of
its symmetry regarding rotations around the point x¢y = 0, which are considered here, using the periodicity of
the boundary conditions. Performing the sum over §1, d2 and comparing coefficients we obtain

1 sin(25AL[1; + M 6&;))?
con (D) = — Dg(l+ M6 I11.407
CGM( ) 54 66{22:2}211_[1 Sll’l k5M l T Mo, ])2 SM( 9( )) ( )

which can now be readily numerically compared to ¢}, (1) (after writing it as an integral over ko).

We remark that for rotational invariance under an arbitrary angle 6’ we pick an approximant n - § mod
2m for sufficiently large n € N. Then, the whole analysis can be repeated using the M — 5" M refinement
since II(6)™ is a matrix with rational entries with common denominator 5". Since the sets Afj%n involve an
order of 4 x 5" boundary squares of respective measure €, ,, = €3,5 " the relative error here would even
be smaller, i.e. of order 5 "¢,,.

III.LE.5 Numerical investigation for rotational invariance

In this subsection, we test our criterion numerically using the fixed point theory in D = 2, which we know to
be rotationally invariant in the continuum. We do not perform this numerical investigations anew, but cite the
work from [131].

First, we verify that the family of covariances ¢}, is invariant under rotations by /2. It suffices to consider
the rotation II(7/2) and apply this to (111.340) which is symmetric under exchange of t; < t5 (since we could
have interchanged the roles of those in the contour integral). We have

(r(m/2) fars e (m)2) far) v =
= €n Z I (M (7w/2) - m) fr,, X (7/2) - m") Z eiknm-(mi—ma)gx (1) o)

m,m’/€Z3, =

*GM Z far(m) fr (m”) Z ik Tl(n/2) ™ (m= m)CM(nlaWZ)
m,m'€L3, nez?,

=eir Y fulm)fy(m) Y e (Mr/2) 7wy (W(r/2) ™ n)2) - (TIL408)
m,m’'€Z3, nez?,
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Abbildung IT1.8: The covariance cyr(m) of the fixed point theory in D = 2 spatial dimensions. We have chosen the IR
cut-off R =1, mass p = 1, and ko = 0. The torus [0, 1)? is approximated by a lattice with M = 40 points in each direction,
where the point m = (0,0) lies in the centre of the plotted grid. As one can see, the contributions from next neighbour
frequencies are highly suppressed.

Abbildung III.9: For lattices of size M = 10, 40, 80, 160 the relative deviation Aé}, (1) = [|&5; — ¢ l/Enr)(ko = 0,1) is
plotted for [ € Z%\/[ with mass p = 1 and IR cut-off R = 1 . High values of A¢é}, indicate non-invariance of the covariance at
given resolution under rotations. (The grey data point lies outside the plotted range of [0, 1), with numerical value ~ 40.)
We find that the relative deviation is non-vanishing everywhere at finite resolution, however it decreases with M ~! because
S — Conr O(e?w) ~ & e+ This is the approximative behaviour of a rotationally invariant fixed point theory. For
M = 160 the computed covariance features already rotational invariance to a high precision.

Thus, for 7/2 equation (111.403) becomes the condition:
&ir(ni,me) = Ep(—na,my),  Vn = (n1,ng) € Z3; (II1.409)
which is fulfilled in case of the free scalar field (111.340) due to its symmetry and cos(—t;) = cos(t;).

We will now investigate numerically whether the fixed point covariance satisfies the criterion for rotational
invariance (111.403). As a sufficient example, we consider the afore-mentioned irrational angle 8, such that
cos(f) = 3/5. Moreover, we will set the IR cut-off to R = 1 for simplicity and without loss of generality the
number of spatial dimensions to D = 2. As the value of the mass p and the parameter kg in (111.351) only
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appear in the combination ¢ := (p® + k3)€3,, it suffices to fix the latter one to account for both. Here, we
choose ¢? :=p? + k2 = 1.

First, we present the covariance ¢}, itself for M = 40 in figure 111.8 where the point m = (0,0) lies in the
centre. Due to the periodic boundaries the values on the corners do agree with each other. One can see that
the next neighbour interactions drop rapidly with m € Z2, = {0,1,..., M — 1}%. The same is true for its
Fourier transform ¢},. Moreover, the covariance at finite resolution is not invariant under arbitrary rotations,
but, heuristically, it appears that the asymmetry could be smoothed out with increasing resolution M.

Next, we consider the quality of the approximant to the rotated covariance as M varies. This approximant,
Chg. is the Fourier transform of (111.407) and should agree with the unrotated covariance ¢}, up to a mistake
O(€5;), given the fixed point covariance restores rotational invariance in the continuum. As the same must be
true for their Fourier transforms, we consider ¢}, and ¢}, on lattices of different size M and study whether
their deviation decays appropriately. Both covariances are of order O(e%,), hence their relative deviation should
decay with O(epy):

Acp (1) := 1% (0.0 — Gro (0D O(enm) (I11.410)

¢ (0,0)

That it decays indeed fast, is shown in figure 111.9 for lattices of size M = 10,40, 80 and 160. Although at low
resolution the covariance features a high discrepancy with the approximant ¢}y, the relative deviation Ac},
becomes smaller as the resolution of the spatial manifold increases. Only in a neighbourhood of the centre
of the grid, i.e. the point around which we rotate, the approximation fails. But, this neighbourhood shrinks
linearly with the resolution M. For M = 160 the computed covariance already features rotational invariance
to a high precision.

To study the decay behaviour of Aé}, (1) further, one could now consider the characteristic function xp of a
region B C [0,1)2 and compare, for different resolutions M, the mean Aéys[x5] of the relative deviation in
this region, i.e. the mean of A¢3, (1) over all [ € Z3, such that supp(x;) C B. For example, for [y = (0,2) € Z2
let the support of x;, be the region of interest, i.e. on resolution My = 5 we have Aép[x1,] = AéE(lp). At
any other M € 5N, we consider the refinement in Z3,, i.e. the points &1, +§ for & € [0, M /5 — 1]*. We find
that the mean

1

M[Xzo] = W

M
> Ad( +lo+9) (I11.411)
5€[0,M/5—1]2

is decaying with M1, see figure 111.10 for two examples. It confirms that (I11.403), i.e. the condition for
rotational invariance, is satisfied up to an error of €y = M ! to a very high precision for the considered
examples and thus indicates that rotational invariance will be recovered in the continuum.
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Abbildung III.10: The decay behaviour of the mean Aéys[x] of the relative deviation over a region with characteristic
function x is presented. For two distinct regions, we compute it at different resolutions M. On the left, X (g 2y is the
characteristic function of this block that can be associated with the point mg = (0, 2) on resolution M = 5. The values for
Aépr[x] are shown in blue and we approximate the decay behaviour by the function f(M) = 3.5 M~ (in orange). Similarly,
x = 1 is associated with the whole torus [0,1)? and is presented on the right. Here, the decay is best approximated by
F(M) = 140 x M~ in orange. These two are arbitrary cases, however we expect the decay to be of this form for each
region. This confirms that the decay behaviour is sufficiently fast to account for a rotationally invariant fixed point theory.
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Kapitel TV

General Relativity

Some of the best verified theories of modern physics are the two theories of relativity published by Einstein
in 1905 and 1916 [15, 16]. Firstly, Special Relativity set the stage by proposing that the speed of light should
always be constant in every inertial frame. This presented a radical, yet extremely simple interpretation of the
involved formulas other physicists (such as Lorentz) had developed at the end of the 19th century to explain
the nature of the universe [226-230].

In consequence, no massive object can be accelerated to the speed of light c¢. Approaching it, the energy of
further acceleration would mostly increase its (relativistic) mass. Hence, only the massless light ray can travel
at ¢, and not even an interaction between particles, like electromagnetism, can exchange information faster.
Mathematically, this was achieved by not treating space and time separately - as one was used to - but as
a joint object: spacetime [231]. By treating time as a new coordinate, special relativity proposes to use the
Minkowski metric 7,,,, with diagonal entries (—c?,+1,+1, +1), which ensures the constant nature of the speed
of light. This is known as a metric with Lorentzian signature, a perfect description for a special relativistic
world.

The theory of General Relativity (GR) followed when Einstein introduced a possible foundational principle for
a theory of gravitation, known as the equivalence principle. Einstein stated in 1907 that it assumes “the
complete physical equivalence of a gravitational field and a corresponding acceleration of the reference
system” [232]. A common example is that being at rest in a closed room on the surface of the earth (where we
are exposed to a gravitational field) is physically indistinguishable from being inside an accelerated spaceship.
Now, since in general accelerated frames the Minkowski metric tensor is transformed into a metric field g, the
idea arose that the gravitational field is described by a general Lorentzian metric field g. Of course, gravity
must be influenced by and in return influences itself the planets and stars, which are the constituents of the
matter in the universe, described by the energy-momentum tensor T'. This influence is captured in the famous
Einstein field equations

1
R, — 3 Rguw = kT, (Iv.1)

with the constant of proportionality, «, called the gravitational coupling constant. The left-hand side consists
of involved functions of the metric g, the object by which we measure distances. “Distance” is a concept that
is tightly connected with geometry and thus (IV.1) contains R, the geometric curvature of spacetime. Indeed,
these formulas tell us that matter curves spacetime and the gravitational force is nothing more than a purely
geometrical object. The mathematical framework needed to deal with geometry will be explained in section
IV.A. Differential Riemannian Geometry.

To view the consequences of such an identification, let us look at two examples: A light ray is an object of no
mass (hence the only object travelling at the maximal velocity ¢) so it should not be affected by gravitational
force as Newton understood it (for him, the gravitational force between two particles was proportional to
their mass). Yet, if gravitation in truth changes the curvature of spacetime, it is reasonable to assume that
light will follow the curvature and deviate from its original path. This was confirmed by Eddington, who saw
during an eclipse that stars near the sun shifted their position to a degree only explicable by the theory of
GR [233]. Another example (which we will come back to later in IV.D. Ezxample: Cosmological Models) is
the Friedmann-Lemaitre-Robertson-Walker (FLRW) model for our universe [20-32]. These special solutions
of (IV.1) allow for various possibilities of the shape of the universe. For example, it could be looking like
the three-dimensional pendant to the surface of a sphere. A sphere, as an object with positive curvature, is
drastically different from an infinitely spread plane. E.g., launching a rocket which travels always in the same
direction would allow the rocket to return automatically back to the point it started from only in the first case.
Having ascertained that geometry describes how the gravitational effects in our universe look like, we will start
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to investigate the Einstein field equations further. An important property of them is that their physical effects
are independent of the coordinates. This is a rather intuitive property: imagine two people looking at the same
experiment under different angles. Although what they individually see differs, the physical observations they
describe will be the same. Since GR is a theory defined on a spacetime, we point out that this works also
for the time axis: if everything stays the same and we consider the same observer, it doesn't matter whether
we measure an observable, i.e. conduct an experiment, with respect to clocks running at different speeds.
Switching between two frames of observation is commonly referred to as a change of coordinate systems or a
diffeomorphism. Hence, GR turns out to be diffeomorphism invariant.

However, the formulation of GR also comes with a drawback. Namely, it could allow for solutions featuring
closed causal curves, i.e. time-travel possibilities. We want to avoid those possibilities and ask for situations
where we have a well posed initial value formulation. This means that the spacetime is predictable knowing
the initial data of the metric on a spacelike hypersurface o. Then, one can show that our whole spacetime
looks like o x R where the real line takes the role of label for the spatial hypersurfaces [40, 234, 235]. Hence,
we might call it coordinate time in the following.

This assumption - a physically sensible one - allows us to rewrite (IV.1) in its initial value formulation. This
will be done in section IV.B Hamiltonian Formulation of General Relativity, where we will derive the
corresponding Hamiltonian theory [56], i.e. we will find a function H(t) with which we can compute how
all observables evolve in the coordinate time t. In other words, this function is a Hamiltonian generating
translation in time. However, we had established that GR is invariant under diffeomorphisms, hence especially
under time translations. But then the generator should vanish. Hence, if we are discussing a solution for GR,
it must necessarily be true that H(¢) = 0 for all ¢. And indeed, we will see that the Hamiltonian is constrained
to vanish. This is a rather unsatisfactory realisation often called the problem of time. A vanishing Hamiltonian
should imply that there is no time evolution of physical observables and everything will remain “frozen”, which
is in drastic contrast with our everyday observations.

To resolve this seemingly contradicting result, we must look at the detailed structure of the Hamiltonian,
which has two constituents

H(t) = @ de ( ngometry(xa t) + Hmatter(x) t) ) = 0, (IVQ)
o(t

where the first term evolves only the gravity part, which we remember to be just geometrical effects, and
the second contains the interaction of gravity with the matter of our universe. As such, it derives from the
right-hand side of the equation (IV.1). Assume for simplicity that we would have a universe where the only
matter appearing is some simple clock. Whenever the clock ticks the matter Hamiltonian changes and, since
the whole of (IV.2) must be zero, consequently the geometry must change. So, we see that time evolution
happens if we can relate it to a certain clock measuring it. This so-called relational formalism faithfully des-
cribes how we experience time in reality: we cannot grasp time itself, but we can observe how far the pointer
of a clock has moved during a measurement. We should not give too much weight to the coordinate time ¢,
but rather we should label evolution by some value of a suitable clock matter field, which we will call ¢.

A question, giving rise to a lot of debate, is what exactly the Hamiltonian for the clock field should look
like. Many proposals exist, which can be applied in various applications. We will present here one, which is
very often used in the context of isotropic spacetimes: In principle, everything can work as a clock and thus
the galaxies, thinly spread in the universe, with all the star formations happening inside them make perfect
candidates. However, they are far too complicated to be used for actual computations by which we would like
to describe the evolution of our universe. So, one must find a simplification that is feasible and yet possesses
the key features of a “galaxy clock”. For example, studying the sky our observable universe looks extremely
isotropic, i.e. it is symmetric in the sense that in every direction we see approximately the same density of
galaxies. This is also visible in the famous cosmic microwave background, which is isotropic to roughly one
part in 100.000 [20, 21]. We conclude that we occupy no exceptional point in space, a concept which has
become known as the cosmological principle. Hence, the whole universe should look isotropic everywhere and
thus also our clock field should obey this symmetry. When studying isotropic spacetimes we will hence, among
the many approximations which have proven themselves useful, restrict our attention to a homogeneously
spread, free massive scalar field, which in the literature is also called Klein-Gordon field and which we have
already encountered in the previous chapters. Using it as a clock field we compute an explicit example for our
universe at large scales in IV.D. Example: Cosmological Models.

This clock field has proven useful for many cosmological applications, for example a generalisation thereof is
one of the standard techniques to describe inflation [236]. A remarkable property of this scalar field clock for
the case of an isotropic universe is that, with each passing instance of the coordinate time ¢, the value of the
clock ¢ will strictly increase, which is indeed a useful property for a clock. However, it also means when looking
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at (IV.2) that with a changing matter field the geometry part must change as well, hence excluding a stable,
static universe, which is isotropic. This is in agreement with today's observations of the galaxies drifting apart.
As the universe expands, this implies in consequence that at some point in the far past there must have been
a moment where the universe was infinitesimal small. All matter was condensed in a single point with infinite
energy density, the famous Big Bang singularity!

A singularity, like this one, is an indication that the theory left its domain of validity. In particular, we
would expect that the epoch where the scale factor of the universe was very small is in truth dominated by
quantum effects. Hence, to resolve the singularity we will discuss a possible candidate for a theory of quantum
gravity in the last chapter of this thesis, V. Loop Quantum Gravity. For the approach discussed there, it is
necessary to express GR in new variables which will be introduced in IV.C.1. Ashtekar-Barbero Variables.
Instead of using the metric g itself, Ashtekar built two functions containing it, (AL, EY). These are covector
and vector fields on o, indexed by I, J = 1, ...3, which form a canonical pair [53-55], i.e. their Poisson bracket
is proportional to a Dirac § distribution:

I b _ BB hs3)

{ Aa(2) , E5(y) } = 050207 (2, ). (Iv.3)
The constant 8 # 0 can be any non-vanishing complex number, labelling a whole family of possible choices.
Indeed, under certain constraints (i.e. vanishing of a specific function G (AL, E/) = 0 called Gauss cons-
traint) this formulation becomes equivalent to GR. Moreover, the Ashtekar-Barbero variables have the form
of a gauge theory, i.e. we can now use the whole mathematical toolbox known from other gauge theories
like, e.g. electromagnetism and quantum chromodynamics. As mentioned, we will see the advantage of this
especially in the last chapter of this thesis, where we will aim at a possible definition of a theory of Quantum
Gravity. Thanks to the formulation of Ashtekar, this ambitious program can be carried out in exact analogy
to the experimentally verified quantum gauge field theories.

IV.A Differential Riemannian Geometry

In this chapter we collect the basic notions from differential geometry. Textbooks covering further details are
for example [237,238].

IV.A.1 Manifolds and Tensors

Definition IV.A.1 (Manifolds, hypersurfaces). An m-dimensional C* manifold M is a topological space,
i.e. a set of points, with a collection of open subsets (Uy)rez (with arbitrary index set T) such that
1. M =UjezUy, i.e. the subsets form an open cover of M.
2. There exists a homeomorphism xy: Uy — x;(Uy) C R™ called chart.
3. For all1,J € T withUyNUy; #0, the map x1—y :=xy0x;" : 21 (UrNU;) = 2;(UrNUy) is a CF
map between open subsets, i.e. xy_; is k-times continuously differentiable.
A subset o C M of an m-dimensional manifold M is called a hypersurface if
1. o is equipped with the induced (subspace) topology of M, i.e. its open sets are given by Vi := o NU;
where Ur C M are open.
2. The dimension of o is dimo = m — 1 and for x, := x|y, the map &';_, ; == o/, oy~ " is C*.
3. There exists an embedding map ¢ : ¢ — M such that ¥(Vr) is open YVi and o — (o) is an

injection, i.e. not self-intersecting.

In the following we consider functions f : M — C which are smooth, i.e. f € C®, iff fo xj_l is smooth on
xr(Ur) CR™.

Definition IV.A.2 (Vector fields, one-forms). A smooth vector field v on M is a linear map
v: C®(M) = C®(M)
[ olfl, (IV.4)

such that v[fg] = v[f]lg + fvlg] and annihilates constants.
The space of all smooth vector fields shall be denoted by T*(M), on which we define the linear maps
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w: THM) — C°°(M), which are called one-forms. Calling Ty (M) the space of all one-forms we define
the exterior derivative d as the map

d:C= = Ty(M)
f=df st.df[v] :=v[f] (IV.5)
for all v € TY(M).

In any chart (U, x) we can consider at each p the components 2V := x(p)” € R™ and the special vector fields
0, defined by the condition

(Ouz”)(p) = 4. (IV.6)

Indeed the 9, form a basis of T (M) as for all v one can express v(p) = v*(x)d,, which is independent of
the chart in use. Similar we find a basis for T} (M) as dz” so that

(dz"(0,))(p) = 9y, IV.7)
In particular we find for all f € C®°(M)
df = (8,f)da” (IV.8)

Definition IV.A.3 (Diffeomorphisms). Let (U, x5)rez be the charts of an m-dimensional manifold M.
A map ¢ : M — M is called C* iff for each I,J € T the map xyo o x;l is well defined and also C*°.
If ¢ is C™ and has an inverse which is also C*° we call it a diffeomorphism. The diffeomorphisms of a

manifold M form a group which is denoted by Diff (M).

Definition I'V.A.4 (Tensor fields, n-forms). An (a,b)-tensor field ¢ : T (M)... Ty (M) xTH(M)..T* (M) —
C>® (M) is a functional, linear in each entry, which writes explicitly

t(p) = 0 (P) (O © o @ Oy, @ da™ @ ... © da™) (p) (IV.9)

where th1 e € R and transforms under a change of coordinate systems xy,x; according to

(o)t @r(p)) = (95 sttt (9) = ()% s () (H Oy (b ) ( et )

k=1 5‘x (p) a7 (p)
(IV.10)

where ©7_, ; is called the pull-back of a diffeomorphism! between both charts, such that xj = @r_joxy.
The space of all tensor fields of type (a,b) is denoted as T (M).

The special case of w € TP (M) is called an n-form iff its component functions w,,, ...
On their space, Q, (M), we define the exterior product by

A le (M) X ka(M) — Qn(M)
w1 X wg > (w1 Aws) (IV.11)

are totally skew.

Un

such that

1
(w1 Awa)(v1...0) = (T E sgn(m)w1 (V1) -+ Vr (1) ) W2 (Ve (kg 1) -+ Ve (n)) (IV.12)
Y res

with n = ki + ko and ™ € S, is a permutation. The exterior derivative d : Q,(M) = Q,11(M) is given
by

n

w(vo, - vn) = > (=1 vklw (o, oo P oo vn)] + D (=) (g, vi], Vo i s s o v), (IV.13)
k=0 k<I=0
where [v, w][f] = vw([f]] - wlv[f]].
The definition of d is in agreement with (IV.5) and implies moreover d(w; Aws) = dw; Aws + (—1)*1w; A dwsy
for w; € (M), dw,, = 0 if m = dim M and d? = 0.
In the following, if a tensor field ¢t € T,*(M) is defined globally we will employ the abstract index notation
tyi-pe and drop the index I of the locally defined component functions.

n physics jargon this is called a passive diffeomorphism, i.e. a map between some of the various coordinate systems.
Later on, the phrase diffeomorphism invariance of e.g. an action will mean that such smooth changes of coordinates do not
affect the value of the action functional.
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IV.A.2 Metric and Spacetime

Definition IV.A.5 (Metric). A metric tensor field g € T9 (M) is a symmetric, non-degenerate tensor
field?. As n, the number of negative eigenvalues is independent of any chosen basis we call the metric of
Lorentzian signature if n = 1 and of Euclidian signature if n = 0. We call the pair (M, g) a spacetime.

As g is non-degenerate there exists its inverse g—! whose components will be simply denoted g"”. Hence
9""gup = 0,. For a vector v** we will adopt the notation v, := g,,,v" for its dual, and similar for tensor fields.

Definition IV.A.6 (Covariant Differential). A map V' : Tj(M) — Tp (M), thlbe sV, | 51 be
is called affine connection or covariant differential if it obeys the following propertzes

1. Linearity: for all t1,t2 € T(M) and z1,22 € C:

V/(thl + thg) = Zlv/tl + ngltg. (IV14)

2. Leibniz rule: for all ty,ts € T(M):

V' (t1 @ t2) = (Vt1) @ ta + t1 @ (Via). (IV.15)

3. Commutativity with contraction: for allt € T(M):

V' (tyw, v, .]) = (VO [hw, v, ]+ o+ [, Vi, v, ]+ o+ w0, Vi, ] 4 (IV.16)

4. Consistency with the notion of tangent vectors as directional derivatives on scalar fields: for all
f€C>® andve T M):

o[fl = vV, f IV.17)

5. Torsion free®: for all f € C:

ViV, f=V,V.f. (IV.18)

The existence of such covariant derivatives is found by considering (Vot),,bﬂy1 1y, = Othlhe [Ox¥e+1 which
obeys all five criteria. However, uniqueness of these operators is in general not given. We will define the
components of V' acting on a vector field 9, as

.0, 8V. (IV.19)

nv

It follows then from V'(d,[z"]) = V'(dz"(0,)) = 0 that V), dz" = —T'}, \dx” and combined with (IV.17) we
can write the explicit components of (I1V.16) as

V;t’;ll /*"a = t#l _|_ Z Fﬁlﬁtlylll kP Ha __ Fﬁyl t:l.ll;;lapyb (IV20)
=1

Definition IV.A.7 (Curves, tangential vectors). A smooth curve in M is a C*° map c: [a,b] CR —
M, 5+ c(s). For each c one may define the tangential vector field v, along c as

dx’ ()
Ve(s)[ -] 1= (és,) ~0uC) Laretsy (IV.21)

Given p := ¢(0) we would call ¢ the integral curve of v through p. Conversely, given a vector field v and a
point p there exists a unique integral curve c; of v through p and we assign to it a one-parameter group of
diffeomorphisms

v v
©o(p) == cp(s) . (IV.22)
2In physics jargon one uses sometimes the notation ds? = g = g, dz¥ ® dz¥ when expressing the metric in a basis and
calls ds? the line element.
3This condition is sometimes dropped. However, when talking about GR, it can be used to ensure that one can assign
for a given metric g a unique (torsion-free) connection V, which is compatible with respect to g, i.e. Vg = 0 (see theorem
IV.A.1).
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Definition IV.A.8 (Lie derivative). Given a smooth vector field v, we define the Lie derivative of a

tensor t € TH(M) to be

d U\ *

€ow=(5) (row. (1v.23)
s=0

A tensor field t is said to be invariant under a diffeomorphism @ iff ©*t =t and symmetric under the

flow of v iff L,t =0.

Since L, is linear in v we consider for the moment the coordinate system x; in which v® = 8/8:5}, in which
(IV.23) explicitly reads

0
(ot = gorthicty (v.24)
Thus, for a vector field w it follows:
0
Lowh = @w“ = v’ wt —wd,v* = [v, w]* (IV.25)
I

which is independent of the choice x;. And consequently also L, f = v[f] for f € C°°, which implies for a
one-form w via Leibniz rule
wh Lywy, = Ly(wuwh) — wy[v, w = vw,w!] = w, 0" Viw! + w,w” Vot = wh (v V w, + w,Vv")
(IV.26)
which has to be true for all w and hence uniquely determines £,w. Continuing in this manner inductively we
find:
Corollary IV.A.1. Lett € T#(M) and v € T'(M) then for any covariant differential V' it holds:

a

b
Lothlhe = otV hila — Zt;‘;;;g‘k“--ﬂavgv“k + Zt‘“'“"“ v, ot (IV.27)
=1

.Uy KoV b IJ1~~~}/1MV}>
k=1

Given a covariant derivative the notion of parallel transport of a tensor ¢ along a curve with tangent v is
VIV =0 (IV.28)
Concretely, for a vector w(p) this means v"9,w” + v"T'}, w? = 0, which is an ordinary differential equation.

Hence, given w"(p = ¢(0)) this defines for all parameters s of the curve uniquely w*(c(s)), the parallel
transported vectors®.

Theorem IV.A.1 (Levi-Civita Connection). Given a spacetime (M, g) there exists a unique (torsion-
free) metric-compatible covariant derivative V, i.e. Vg = 0. We call it the Levi-Civita connection and
its components the Christoffel symbols, which are given by

1 [oa
FZV = Egp (8ugl/o + auguo - 3gg;w) (IV29)
Proof. First we use the torsion-freeness on V|V, f = 0,0, f — ', V|, f to get

QFflMV;f = [0, 0] f =2 0,0, f =4,V f (TV.30)

displaying the symmetry property I'/,, = T, | for a coordinate system. Requiring Vg = 0 implies by (IV.20)
0= vpg/u/ = 8pg;w - Fgugau - FZVQW (IV.31)
~ FVPM + F/,Lpll = OpGuv (IV32)
We switch in (IV.32) the indices p <> 1 and add it to itself and subtract moreover a cyclic permutation of the

indices of (IV.32), too. Using (IV.30) with I',, =T, +T7

2Ly = 0uGup + 0uGup — OpGur — Copw + Copp + Cupw (IV.33)

Dividing by two and multiplying with the inverse metric gives (1V.29), if we are in a coordinate system (where
e, =0 for all u,v,p). O

4Sometimes, one wants that the scalar product of two vectors at a given point, i.e. g, wH@", does not change if parallelly
transported along a curve with tangent field v. Thus w#,@w" are separately transported via (IV.28) and we require

U"V;(gij”w”) =0
After applying the Leibniz rule, one sees that is this true for any curve if only if V;gu,, = 0. This motivates to consider the
following Levi-Civita connection.
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IV.A.3 Riemann Curvature

Definition IV.A.9 (Riemann curvature, Ricci scalar). Given a spacetime (M, g) and its metric-compatible
Levi-Civita connection V the Riemann curvature tensor in Ts (M) is defined by its components

o o A o
R 28[“Fy]p + 2Fp[,u.FI/])\ . (IV34)

prp =

The following contractions are called the Ricci tensor and Ricci scalar respectively

R,, = R°

nop?

R=g"R,,. (IV.35)

The action of the Riemann curvature tensor on one-forms w can be written more compactly as

QV[HV,,]wp = 2V[M(8y]w — Fa]pwa) = p[ua 26“(1““ wc,) + 2Fp[/tru})\w¢7 =
- (_28[#Fg]p + 2F [ FV])\) R HVP (IV.36)
where we have used several times the beforehand established symmetry property F[ ) = = 0. Thus for any

vectorfield v follows by the Leibniz property

0 =2V, V,(wv”) = 2w,V [, V,jv° + 20V, V,jw, = w,(2V[,V,)v” + v’ R,

wp) (IV.37)

which gives the general action of R, , on vector fields and, by using metric compatibility of V, this yields

finally the following symmetry property:

A — v‘)ﬁ)‘(gpaR‘L,,A + ga)\Ra/u/p) :

(IV.38)

0= V[,V 9p00”17 = P07V, V1 9p0 — gp(,v"R”WAf/\ —gp(,ﬁ”RpW)\v

Moreover, we can relate R, , with the parallel transport along curves. Consider two commuting vector fields
. . 2 1 2

k', k2, i.e. tangents of some coordinate system x}g,zg and the integral curves clgl,clg ,c’C“kQ(ATZ), ]:kl(Ayl)

with Az!, Az? € R. Hence e.g. along c we find Q:S = 0. For all one-forms w we transport the vector v*(p)

along the Ioop formed by those curves. The displacement along the first segment is to first order in Ax':

v'w, (Azt,0) — vw(0,0) ~ Axs(aal viw,)(Az' /25,0) = Az ()" V vlw,)(Azs/2,0) =
Lg

= Azg(v” (K")"V w,)(Azg/2,0) , (Iv.39)

where we used in the last step the fact that we are parallel transporting v, (1V.28). Similarly, one finds that
to first order in Az%

(Uy(kl)uvqu)(Ax}S/Qv AI%) =
= 0" (k")"V w, (Azg/2,0) + Am%((kZ)“Vuv”(kQ)“/V“/wl,)(Axklg/Q, Ax%/2)  (IV.40)

Now, the k!, k2 were chosen such that they commute with each other. It follows that dv®, the displacement
of the vector v after going along the whole loop, reads:

§(vwa) = AzkAxke” (K (k) V[,V w, (IV.41)

which has to be true for all w and thus displays a connection between the displacement of 6v* and R, ,.
Hence vanishing of the Riemann curvature is the condition for parallel transport of vectors along a curve to
be trivial®. If that is the case, we say that the connection V is flat.

IV.B Hamiltonian Formulation of General Relativity

We now turn to vacuum® GR, which we will define on some orientable, globally-hyperbolic” 4-dimensional
manifold M = R X o with M = ¢ and whose degrees of freedom are given by the components of the metric
tensor field and whose action is the Einstein-Hilbert action [16,239].

5Equivalently the (later-introduced) holonomy (IV.152) of the curve is trivial

61f one would add a matter Lagrangian £, to the Einstein-Hilbert action, one obtains on the right hand side of (IV.43)
the corresponding energy density tensor 871'GTW,/C4.

7This means there exists a Cauchy surface o, i.e. a hypersurface such that g, is completely determined by the initial
conditions on o. By Gerochs splitting theorem follows automatically that M 2 R X o, i.e. we have not neglected anything
with this assumption [40, 234, 235].
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IV.B.1 Einstein-Hilbert action

Theorem IV.B.1 (Einstein-Hilbert action, Einstein field equation). The field theory of the metric tensor
described by the Einstein-Hilbert-action

1
Spr = — / d*z R y/—det(g,.) (IV.42)
K Jm

where k = 16mGc™* is the gravitational coupling constant, can be cast into the following set of differential
equations, called Einstein field equations

1
R;,w - iRg;u/ =0 (IV43)

Proof. We start by calculating the variation of the Lagrangian (g := det(g,.)):

5(R\/9) = vV—=9g""(6Ru) + V=g R 09" + R6\/—g (IV.44)

As one can show, by expressing the determinant as contractions with the Levi-Civita symbol, it holds dg =
99" 04, and thus

1 1
_ 1224 [ —
\[ 2 \/79(.9 59;;1/) 2

Since (5I‘ZV is the difference of two connections it is a tensor. Hence, one can compute

oV/—g = V=9(9w09"") (IV.45)

Vu(0TL,) = 0,1, +T%,6T5, — War (IV.46)
and it follows

Vu(6T%, = V,(0T%,) = 20(9y, L"), + T4, 0T, — T, 0T%),) = 6R%,, (IV 47)

[w l/](7
Moreover, we can replace the density one vector field divergence V,, with J,, and get
V99" bR, ,, = \/—gV p(g"6TY, — g"°6T,) = 0,n/—g(g" ST, — gh*oT7,) (IV.48)

which is a total derivative and hence gives, due to Stokes theorem, only a boundary term, which vanishes by
definition of M. The remaining terms account to:

1 1
6SEH = E/d4l‘ 69#1/\/ —g (RMV — 2Rguy> (IV49)

which yields the Einstein field equations as extrema. O

IV.B.2 Arnowitt-Deser-Misner Variables

Good references for further details on the Hamiltonian formulation are [50, 244].

Definition IV.B.1 (Spatial metric, shift and lapse function). Upon splitting M into a foliation of non-
intersecting hypersurfaces oy = o4—g =: 0, we use the parametert € R as a coordinate and upon choosing
a set of spatial coordinates x*, a € {1,2,3}, we may express the metric tensor as

9= gu dz* @dz” =: (—~N? + ¢y N*N®) dt @ dt + 2N*qap dz® @ dt + qap dz® @ da® (IV.50)

Here we call N = N(t,x) the lapse function, N® = N%(t,z) the shift function and gup = qab(t,x) the
spatial or intrinsic metric on o.

Due to M = R x o there exists a set of diffeomorphism ¢; such that o, = ¢;(0). We define the vector fields

0 0
T(p) = %(taw) |<p(t,m):p7 Sa(p) = T;;(tu‘r) ‘cp(t,z):p (IV51)
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Theorem IV.B.2. Given (M =R X 0,9) and (o, p+(0)) as before. If we split T into a normal and a
tangential part (i.e. n*g,,, S, =0)

T=Nn+N°S, (IV.52)
where n 1s the unit timelike normal of oy (i.e. g, (p)n*(p)n”(p) = —1). Then, we can choose N and N*°
as lapse respectively shift fields and

Qab(t7 l’) |t:0: (w*q)ab(tv :C) = (SSS}I)’Q/LV)(p) |p:g0(t:0,w)7 Quv ‘= Guv + n,ny (IV53)
Proof. First:
t,x)" t, )t
ot = &p(a,t 2apTn a@é ’f) dz® = (n"N + N°S™)dt + SPdz® (IV.54)
x
Then using n,, S}y = 0 and ntn, = —1

Guv da# @ dz¥ = gy, [(W*N?n¥ + N*N°SESY + 20 Sy N°N) dt @ dt +
+2(SEnY N + N'SESY) da® ® dt + S¥Sy da” @ da’]
= (=N? + N°N°qup) dt @ dt + qup N dz® @ dt + qap dz @ da® (IV.55)
which was the claim. O
Note also g,,n* = n, + (n,n*)n, =0 = g,,n", a property by which we call g,,,, spatial. With ¢£, = q,,,g"”
follows qf, = q,..9"" = Guv (¢7P +n¥nP) = qu,¢"" . Thus, we can use either g or ¢ in order to raise and lower

indices of ¢ and indeed of any spatial tensor t1:La, i.e. with n”itflhe =n , thl-le =0 for all 7.
From this follows quickly that

det(p*g) = —N?det(qap) (IV.56)

Theorem IV.B.3 (Extrinsic curvature). Given the same structure as before. Consider the extrinsic
curvature K, which is the spatial projection of the parallel transport of the normal n, i.e.

K = a4,V pno (IV.57)
Then it holds for Kqp(t, ) |i=0:= (¢*K)ap(t = 0,2) that

1.
K = ql“/KHu — qabKab’ Ko = N (Qab — (ﬁﬁq)ab) (IV.58)

Proof. For the first property it suffices to ensure that ¢®°, the inverse of q,;, fulfils:
q" = q**SHSy (IV.59)
For this: ¢"“n, = ¢""n, = 0 due to S¥n, = 0 as S¥ is tangential. As for the spatial-spatial components:
(4" Qupor St SE = 4 SESY = dab = 4 actva = (4°°S29)4uplon Si Sy (Iv.60)
For the second property we notice that
(L0n9)pw = 1V o + Vyuny, + Vyn, =2V, n,) (IV.61)

which implies

1 1 1 1
K;w = §qﬁq3(ﬁng)po = 5 (QZQE(CnQ)pa + qzqg(ﬁnnpno)) = §qzqg(£nQ)pa = i(ﬁnQ)uV (IV'62)

since ¢7n, = 0 and (£,q),- being already spatial, since
NP (Lnq)pe = n1"0kqpo + 1 (0,1 )qro + 1 (05n™)qpr = 10, (N"qrs) = 0 (IV.63)
Now we use that 9,T" = 9,00p" = 0p0! = OpS¥ and the chain rule S¥0,, = 0,, T*0, = 9, for:
5658 (0uT")qup = Sy (0aTp)avp = 00(S§ S5qvp) — S5O0y )avp — S5SE (Bogup)

= Ooab — SUSY (Doduv) — S (TP )apu = Gub — S Gy — SUSL(O,T")gp  (1V.64)
= 2SéL Séj) (a‘qu)qyp - qab - S#S}l]’qyu (IV.65)

a
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which implies
SaSaLrgu = SESYT0pqu + 255 S5 (0. T7)aw)p =SSt Ooquv + dav — S4St dup = dav (IV.66)
Also note that for S := S,N¢ it holds:
S6Sy (Lsq) v = S¢Sy (SEN)0pquu + 258 54 4p(1,(8,)SEN®)
= N(eqab) = N Gy (55 55) + 255 Sy 4p(w (8,9 N°)SZ — N9, 5¢)) =
— N(uus) + 20N ye — 2N G (0:5L)SY + 2N G S5y (9,57) =
= Lx§qab — 2N G S(,(0a) SE) + 2Nqpu S(3,(90)SE) = L§qab (IV.67)

We can now plug (IV.67) and (IV.66) together into the spatial pull-back of (IV.62) and obtain the wanted
result

1 1 .
Kop = SZLS[I;W(‘CTQ - LSQ),UJ/ = ﬁ(Qab - (‘CNL])ab) (IV68)

O

Definition ITV.B.2 (Spatial Ricci scalar). We define the Ricci scalar of spatial geometry® as:
R® = —K? 4 K, K" 4 ¢"°¢"° R®) (IV.69)

ouYp
with RS,‘QW, being the Riemann curvature from (IV.34) for (M,g).

Lemma IV.B.1 (Codazzi equation). The relation between the four-dimensional Ricci scalar and spatial
Ricci scalar is as follows:

RW =R®) 4 K, K" — K? — 2V 0" (IV.70)
with v* = n*V,n* —nt*V, n".
Proof. From its definition (IV.34) follows that (R(4))"Wp = f(R(4))"Wp and we had already seen that
RS, = =R, in (1V.38). Hence with (1V.36):
vo 4 o vo v, o 4 . 4 v, o vo 4 _
qHPq Rg'p?z/p - (gl»l«P + nﬂnﬂ)(g +n'n )Rt(y;zup - R( ) + (gll«ﬂn n- + g nunP)Rz(fp?up -
= RW +2¢"°n"V |,V n, — 26"V, V, n, =
=RW 42V, (n"V,n# — 0V, n") — (V' )V n” + (V) V,n") =
= RYW 4 V,(n"V,n" —n"V,n") (Iv.71)
O

Using that K, K" = K., K under pull-back, (IV.56) and that V,v* is a total derivative and drops
out in an integral over M we can rewrite the Einstein Hilbert action:

Sgy = 1 / dt / Bz N+/det(q)(R® + KK — K?) (IV.72)
K

One can perform a Legendre transformation of the system to obtain the associated Hamiltonian theory [56].
For this one introduces the following canonical momenta (i.e. {gus, P*4} = mé(caég)(S(?’) (x,y) etc.):

1 1 1 1
= —Sgg =0, 0= —8Spn =0, P® .= — Spy = =\/det(q)(K® — K¢®) (IV.73
mi= = SeH Ta = s Spn Sam EH = (a)( q*’) (IV.73)
Theorem IV.B.4. Action (IV.72) is equivalent to the Hamiltonian density with Lagrange multipliers
v, v¢

Hen = / P (70 + 70 + N°C, + NC) (IV.74)

where the (spatial) diffeomorphism constraint C, and the scalar constraint C' are given by
Cy :=P*dyqp. — 20, P° (IV.75)

P2 det

__F (parp, - Ty VAU gy (IV.76)

\/det(q) 2 K

8Indeed, it can be shown that this is the usual Ricci scalar (IV.35) of the spatial geometry on o with a unique covariant
differential D compatible with gy, i.e. R®) = R(q) := q°*RS, ().
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Proof. Note that we can invert P by taking the trace: (¢ := det(q))

P = quwP® = —sz = K= L (peb abg) = K%K, — K? = ’iQ(P peb P—Q) (IV.77)
‘= {ab — e q - \/a q 2 ab - q ab 9 .
With the extremal values vqp = Gap = 2N Kqp + (L5 q)as follows
ab K ab P2 ab
P%vy = 2N7(Pabp — 7) + P (ﬁﬁq)ab (IV?B)

NG 2

which implies for the Hamiltonian density

Her =/ Bz (v + mv® + P™vap — L(qab, N, N va0)) =

2
:/ 3z <7rv + w0 + P (L 5qu) + N(%(P“bpab - % — \,/ER@))) =

:/ A3z (7711 + 70 + PPNV qup — 2P“ch(bVa)Nc + NC’) (IV.79)

where one can use integration by parts on P“ch(g,Va)Nc in the last line and that the covariant derivative can
be replaced with the standard derivative for density weights zero to obtain the claim. O

The name diffeomorphism constraint is indeed justified: By introducing the notion of smeared quantities, e.g.
C[N]:= [d*z N*(x)C,(x) one can find that

{CINT, qav} = (L50)ab; {CIN], P} = (L5 P)™ (IV.80)

So C_"[ZV} generates diffeomorphisms of ¢ along the integral curves of N on 0.

Lemma IV.B.2 (Hypersurface Deformation Algebra or Dirac Algebra). The constraint analysis® of
(IV.74}) starting with primary constraints m = w, = 0 yields the Hypersurface Deformation algebra as
secondary constraints:

{CIN],C[N']} = - C[[N, N'| (IV.81)
{C[N],C[f]} = — C[N[f]] (IV.82)
{Clf),Clgl} = — Cla~*(gdf — fdg)] (IV.83)

In other words the complete Hamiltonian density (IV.74) is constrained to vanish'®.

Proof. It is straightforward to see that 0 =7 = {H,n} = C and 0 = 77, = {H, 7w, } = C* = 0 drop out
as the secondary constraints. It remains to show that their algebra closes, which is quite technical and, hence,
we refer to the literature, e.g. [50]. O

IV.C Connection Formulation of General Relativity

The following subsections address the first steps towards defining a theory for Quantum Gravity. For this we
want to follow the Dirac programme introduced in chapter Il. However, for the ADM formulation introduced
in the last section nobody has succeeded so far in finding (in all generality) a rigorously defined, background
independent representation of a suitable quantum algebra which also supports the Hamiltonian constraint
operator.

But the situation changed drastically when Ashtekar introduced new canonical variables in 1986-88. Hence,
in this section we follow his strategy to rewrite GR in the connection formulation and introduce a possible
candidate for an algebra of observables, i.e. the holonomy-flux algebra.

9This physical procedure to treat singular Lagrangians was originally worked out by Dirac: If a function f is constrained
to vanish for a system at all times, it follows that also its time derivative has to vanish, f = {H, f} = 0. However this
condition may yield a further (so-called) secondary constraints, for which the same argument must apply. The whole set of
conditions obtained by this iterative procedure is called the constraint algebra.

10This is known as the problem of time in GR. It comes about as the Hamiltonian density H only generates gauge
transformations and not an observable time evolution. A way out of the situation is to couple GR to some matter fields,
which can serve as clocks [147-153]. This yields a physical Hamiltonian which is in general different from H. We will come
back to this strategy in section IV.D where we will use a massless scalar field (IV.208) as reference frame.
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IV.C.1 Derivation of the Ashtekar-Barbero Variables

With the intent of ultimately defining a theory of Quantum Gravity, major developments were made when
reformulating GR in terms of a gauge theory of Yang-Mills type. Originally motivated by the discoveries of
Sen [57-59], this was achieved first by Ashtekar [53-55] and later improved by Barbero [60,61] by making
explicit use of dim M = 4 as will be reviewed in the following.

Definition IV.C.1 (3-bein & co-3-bein). One defines the co-3-bein fields €1 on o (with spacetime indices
a and internal indices I = 1,..,3) such that

Qab = 51Jeéeb‘] (IV.84)

Note that tensorial indices are pulled via qqp while we define internal ones to be raised and lowered with
0ry. Since also qqp is by definition invertible there exists an inverse, called 3-bein e}, such that

I._ la,J _ ab_  _ I,a _ b _ a K Lb _
efey = dr5e ey = q“qp. = 04, €,e7 = efqape; = €efe, Oxreyer =01 (IV.85)

This will always be possible as one can see by counting the degrees of freedom: ¢, has 6 (due to being
symmetric), while el has 9 dof. This reflects that we have introduced some gauge degrees of freedom, as g,

is invariant under local SO(3) rotations el +— O%(xz)e] since 6;,0% (2)0F (z) = Sk 1.

Definition IV.C.2 (Spin connection). Let D be the unique covariant derivative which is compatible with
the spatial metric qqp, i.e. Dg = 0. We define its extension acting on generalised tensors with additional
internal indices by

P
. o . M an
Daty! iy g g, = (Datyigr) o+ Do Tale 0y B0 S, (IV.86)
i=1
where the spin connection I' is given by
1
Thi= ——e7Reb (Opel — Oaef + e5el Dpell) (IV.87)

2
Lemma IV.C.1. For the spin connection defined in (IV.87) holds

Dgef =0 (IV.88)

Proof. Assuming D.e§ = 0 we determine the structure of I'cjx := FeLeJLK. First note that I'c(yx) = 0
since

sy = 0610 + T 700k + Toik0sr = Debyc = De(€5€kcqap) =0 (IV.89)
Also note for the connection associated with D, i.e. I'ype = %(&qac + Oaqve — Ocqap) that
D[ae;)]] =0= a[ae,;’] + F[aJKeg]( - F[Cab]e;,] = 3[(16,{] + F[aJKeg]( (IV.90)
By defining vy := 26‘[1Keli]8aeb,] and 'k j1, := e%T'q 1, it can be rewritten:
0=rsxr + s — Tk = 2e%el (8[aebJ] + l"aJL/efl — I‘bJK/ef/> (IV.91)
Using I'c(sk) = 0 gives

s =Trsr —Toix)+ Trox —Trrs) — Coxs —Tikr) = —(Voxr +voox —vxrs)  (IV.92)

Upon plugging together:

1 1 1
—Ff = §€LJKFaJK = §€LJK(6(IZVIFMJK) = —EELJKQIZW('YJMK + Yk M — YMET) =
ez]zw LIK ethVI LIK(4.b _c b ¢
=€ Qurym — k) = e (depreein Ovecs — 2ef e Obeenr) =
b
= —765( eL']K (28[aeb]J — 636%8{;62”) (IV93)
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Definition IV.C.3 (Ashtekar-Barbero variables). The Ashtekar-Barbero variables coordinatise the pha-
se space of an SU(2) Yang-Mills theory, described by an SU(2) connection (gauge potential) A7) :=

eJKLA((lKL)/2 and a non-abelian electric field ES, which satisfy the algebra:

(5 (2), B ()} =0 (1v.9)
{A7(z), A (y)} =0 (IV.95)
1B (2), AR 1)} =" 61645 (2, ) (1v.96)

with 8 € R — {0}, the so-called ITmmirzi parameter. This phase space is subject to the Gauss constraint:
Gy =D,E% =0,FE%+ ejx AKE} =0 (IV.97)

Theorem IV.C.1 (Ashtekar, Barbero, Sen, Immirzi, 1986-94). The phase space of the Ashtekar-Barbero
variables becomes identical with the phase space of the ADM framework of GR under the identification:

det
Al =T 4 BKpeh, E4% :=| det(e) | %, (e*ee) = WEJKLEE‘{EE) (IV.98)
etlq

with det(e) := det({el}]). This results in

1

(A E):= 0" "EIEY, ————
(2 ( ’ ) J I(| det(l?)|’

P**(A, E) := i(@““@b)d — Q*QN (Al —T))QueES (IV.99)

having the same Poisson brackets as P, qu as long as the Gauss constraint Gy = 0 holds.

The astonishing fact is, that this works only in D = 3 dimension: the connection is valued in the Lie algebra
of SU(2) = so(3) which has dimension $D(D — 1) = D. Thus, one has as many A-fields as E.
Proof. Notice that det(E) = det(e™!) | det(e) |3= + | det(e) |*=| det(E) |= det(q), which can be easily
checked if written as e-contractions. Hence

_ | det(e) 2

@ = L eseld™ = ¢ = {Qu(e). Qua(w)} =0 (IV.100)

In an intermediate step note that
a b e IJK rra b e
€avc E{EGE% = det(E)er sk, e "R ETESEL = det(E)eape (IV.101)

as either I = J and similar imply 0 = 0 and {IJK} = 0{123} implies ¢?*E!E] EX = ¢**ElE2E3x
sgn(c{IJK}) = det(E)er k. The same argument holds of course also for exchanging spacetime and internal
indices. From here one deduces that
Jabe _ 1 det(e) | sxp b e _ sgnldet(€)) jxr b e
= —— FEp B = ———= Er B IV.102
€a€ det(E) € K&r dot(q) € KEL ( )

as was claimed in (IV.98) and furthermore

1 , k3 k3 det(q)
J _ L ILK papb 40 pe _ _ KD 1Ly apb _ _ fabJ _
{Ad,det(E)} 26 EIEL{Ad7EK}6abC 4 € eadeIEL 4 fsgn(det(e))
k03 KB
=—3 det(e)e] =: —5

€abd€
det(E)E;] (IV.103)

With this and T = ' (e) | pa|det(e) e One evaluates

_

Bk
-

Bk
1 1 .
= (@Q" — Q" Q) QemQnsQug (57 Q™ + Q57 — 5Q™"62) ()0 (w,y) =

{P(2), Qer(v)} (Q°Q" — Q" Q) Quy ES) (@){ A (), Qes(9)} =

(Q°QV? — Q™ QN Quy ES) () Qem (v) {AL (), Q™ (4)}Quy (y) =

1 1 .
= 5(QQ" - Q" Q)(Qe(cQa)s — 5QesQue) ()0 (w,y) = 5630 (w,y) (IV.104)
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Prior to the last bracket let us state that

) )
—F(E) := 3z TEES =1 IV.105
s P = s [ e TEES (1V.105)

~
~

since (e := det(e

BosTL — % e | E75 (5(2el et dhed + cheetinel) — (5ed el (20ed) + e5elelt et ) =
= Ll 75 (5(eleet )oned + el dnie] — 26e)elone] — (e el eheGanelt) =
= Ll 7 (cheetiine] — o(eel)ekenelt + (el )apel chees) =
— L (etocd0ye] + ekt Buedl)(sel)) =
- ezbc(_egab5eg — (Opec")des") = _$85(6'015Ej) = d(e” N dey) (IV.106)

where we have used again a version of (1V.101) to obtain the fourth line. But by being a total derivative the
term drops in the integral yielding (I1V.105).
Finally the third bracket:

{Pt(2), P ()} (Br)? = (Q““ B} — Q™ ES)(2)(Af — TF)(){4! (@), (@B - Q“EL)(v)} -
— (@B ~ @ EBL)w)(4] ~ TD)(@){Af (v). (@B} — @ E5)(x)}+
+(Q°CEY — @ ES)(2)(Q B — QB ) (y){A] - T))(@), (AF —-TF)»)}  (1v.107)
where the last bracket is found to vanish due to (1V.105):

{(A] =T)(2), (AF —=TF)()} = {Al(2), AF ()} + {A] (2),TF (9)} — {T] (2), AF (9)} + {T], TF} =

L G OO LY R Y L By
2 \0B5(x) 6EL(y)) 2 \AE(2)dEL(y) OEL(y)dES(x) B

—0 (IV.108)
After some calculation one finds
4]
{Pab(l‘), PCd(y)} _ Elxﬁg) (QacG[bd] QadG[bC] + chG[da] _ deG[ac]) (IV109)
with (using 1V.102)
1
Gl = gSEEY (AF — = ¢ EYer i (Al —T)ES IV.110
5B B T 1 tE) deLik( E% ( )
However, since Dyej = 0 = Dgel =0 = D,EY =0 it follows
D, E% = 0,FE% +Tte; kB = 0= epyr (Al —TES = 0.ES + ey ALES = G (IV.111)
In other words GI9®! (and thus (1V.109)) is zero if the Gauss law (IV.97) holds, which was the claim. O

Theorem IV.C.2. The Hamiltonian density of GR, given by (IV.75) and (IV.76), can be rewritten in
terms of the Ashtekar-Barbero variables as

C, = %Fjb(A)Ef} (IV.112)
4 J 1+ 62 M N abe J
€= 5 (P — 5 Sennl V. Coll) AYYHV,Coll]), AN} ) e (v.A2) (V13

where the spatial volume V, the curvature of the Ashtekar connection 7, (A) and the Euclidian part of
the scalar constraint, Cg, are explicitly

Ve /d% /T aet(B) | (IV.114)

F(A) := 20, A + €’ i AN AY (IV.115)
4 Ee E®

Cp := ——sgn(det(e))F? e2*<{V, A‘] = —F"e KL IV.116

B =355 (det(e)) Fope™{ } = =Fesxe d0i0) ( )
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This theorem bears significant importance for the (later discussed) purpose of developing a quantum theory
of gravity: It allows to express the physical constraints without the problematic factor 1/ det(g). We will later
see that this is the key for a rigorous quantisation of the Hamiltonian of GR in Ashtekar-Barbero variables in
the way originally intended by Dirac.

For the proof of the theorem we need first the following Lemma due to Thiemann [74,75].

Lemma IV.C.2 (Thiemann identities). It holds

{(v,Al} = ?sgn(det(e))eJKLeabclEdgf(zE)' (IV.117)
{V,Ce1]}, A} = B ~sgn(det(e)) Kape’ (IV.118)

Proof. We already computed in (1V.103) that {47, det(E)} = —% det(e)e]. Thus follows with (1V.102)
that

V. 1., 1 sxL.  E%ES
= —e;, = —sgn(det(e))e €abe———= IvV.119
57 = 364 = pronlaet(e)e’ e L (IV.119)
which is the first claim. Also with C[1] = sgn(det(e))/(k) [, d*zF] e**“eké;1 we compute
0Cg|1 2 4 abe 2 ade 2 Lde
sgn(det(e))éAj([x]) = —E(;[‘ée b 0ueldyL + ;qKM%Aff edeels, ) = —e (e AKel + 0,ef) =
2
:—;eadC(AKGJKLB —F CJKLe + 0, 6 —|—F CJKLeL)
2 2
= —;eadc(ﬁKabel}(eJKLecL + DaEg]) = —EeadcﬁKabel;(éjKLef (IV.120)

From both follows:

Bk oV 0Cg[1 ade
K:={V,Cp[1]} = 5 / dx SE) 6A§([a:]) = —ﬁ2/2sgn(det(e))/gd3;v ejKabel}((ef(ej\/[)eJMLefe de —
= B%sgn(det(e)) / >z Kabel}(ef( det(e)d§ = B2sgn(det(e)) / Bx Kapeb BY (IV.121)

Now one can easily see with (1V.105) that

g 3 b a Bk 8 3 K pa
sgn(det(e)){K, A} = = 5E“( ) /d y Kapex B = = 5B (/d x(A; Ef, — F[E))
3 3
52 (A —T7) = %Kubeg‘, (IV.122)
which finishes the Lemma. O

Proof of theorem IV.C.2. Before looking at the expression which will turn out to be the diffeomorphism
constraint in Ashtekar-Barbero variables, let us look at the following equation (for any vector field v):

Do Dyv! = DTy esnrcv + (Dyve)”) = (IV.123)
(D[an]vc) + GJJMK(F[G (Db]’l}c)K F[b (D ] ) + (8[(11“{,‘]4) F{ F ]GKNL'UL)
= (D, Dyve)” + (0aTh esnrvf + Ty T excspeniir vl =
1 1
= Ryane(q)q™v] + ((3[aré\]4) + Fé\/[FszEKNMQ)E]ML'U ‘R, (q)v] + §F£(F)6JKLUCL

where we defined FX (T'), the curvature of the spin-connection. As the left hand vanishes for v/ = e/ this
leads to

1 det(e
FJ(T)EY, = SELK TEYe5 €% Raape(q) = det(e) /26 Ryape(q) = —#ebcdRa[bcd] =0 (IV.124)
since for all one-forms w:
0 = (d*w)ped = 2VpVewa) = Vi Vewq — VieViwg = Rpeqw (IV.125)
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The curvature of the spin connection is related to the curvature F, = F, (A) by
Fjy =20, A + esx AN Ay = (D) + 28D Kj) + Be s . K K (IV.126)
such that in the following contraction we can use (IV.124) for the first term:
FL(A)ES = Fi(D)EY 4 B(DaKyeeGEY — DyKaceGES) + e sk Kacelc Kpael B =

= —BV/det(q) Dy(K; — az K) + %\/det(q) det(e)e“® Koo Kpa =
= —BrDyP° (IV.127)

where we have used Kj,q = 0 for the last line. Finally we obtain (IV.112) when removing the density weight
due to metric compatibility (g := det(q), P? =: \/det(q)p?)

Dy P! = Dy(\/det(q)pl) = /aDyp!, = /a(0upl) + Thepl — Tip?) =

1 1 1 1
=Vaq <acp2 - §p§;q”ef9eqbc + §p2qbea[CQb]e — 519’261“" e Qba — 2pbea[aQb]e> =
C 1 C (&4 1 e 1 e
= 80(\/&]7@) + §Paqb (aeqbc - abQCe) - §Pb aaqbe - §Pb (&sza - 817(]@5) =
1 1
= 0.P% — S P*“ Ot = —5Ca (IV.128)

b

For the scalar constraint we first rewrite part of Cg = %sgn(det(e))FaIbejKL j%, namely
et(q

Fl(A)esx L By EY = (F,(D)E%EY + 28D, Ky €5 EXE) + B2ennKaces Koae N Ex ES e k1, =
= Ryanc(q)efce] ELEY + 28D, Kpee® det(E) — B2 (Ko, K* — K?) | det(E) |
= (—Rpa(q)¢"? — B2 (K, K% — K?)) | det(E) | (IV.129)

which tells us that s := sgn(det(e))

1+ 52

C = \/det(q)/k(Ka4, K® — K2 — R®)(q)) = Cg + det(q) (K K% — K?) =

1462 d kL EREY
=Cg—s Kace5 Kpaese € —= 2 =
E - M baeNEMNT dct (D)
4 1+ 32 "
=523 (ng - g Bi 4K, AYHK, A) }GMNJ) e e{v, A} (IV.130)
Lastly, we substitute the lapse function N — sgn(det(e))N and obtain the claim. O

IV.C.2 The Holonomy-flux algebra

By introducing the new SU(2)-phase space variables (AL, E%) one also introduced a new constraint into the
framework of GR, namely the Gauss constraint G; from (IV.97). Thus, we have to complete the constraint
analysis with respect to it and ensure that no new conditions arise from the Poisson brackets with C[N] and
C[N].

For this purpose we will express the constraint in terms of smearings of the fundamental variables, connection
AL(z) and electric field E¢(z). Smearing can be done in general e.g. with any test function, however to ensure
a nice behaviour under gauge transformations it will turn out to be useful to smear along distributional objects,
i.e. curves and surfaces.

We will make all of this precise in the following. References covering further details and including the theorems
mentioned below are for example [48, 50].

Definition IV.C.4 (Pauli matrices). Consider a basis of the Lie-algebra su(2), namely 1 := —ioy/2
where o1 are the Pauli matrices'!. Eaxplicitly the 1 are given by (I =1,2,3)

170 4 1 0 1 174 0

1By this choice of basis one identifies the structure function of su(2) with €7 s, the Levi-Civita symbol as is appearing
e.g. in (IV.97).
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which indeed are satisfying the algebraic relation of su(2), i.e.
[T1,7s] = €1yKkTK (IV.132)

Lemma IV.C.3 (Infinitesimal gauge transformations). The infinitesimal smeared Gauss constraint

(A €S)

G(A) = /gd% NGy = —/Gd% E% 0N + ey AKAL) (IV.133)
produces the following infinitesimal transformations:
(G(A), A} = 5*’“( Dl + [A, A,]) (IV.134)
{G(A), B} = 5“ 5B (IV.135)
{G(A),G(N)} = _@G([A A)) (IV.136)

with A, := A7y, B% := ES7y; and A := Ay
Proof. With 6 A, (x)/5A}(y) = 71625 (x, y) follow the first two relations immediately from

0G(A) _ 6G(A) _

—(9p AT AKAL
6E5’ (ObA" + €1 A} )s 5Ag

—Ebe A" (IV.137)

and since [A, AT = e; x ATAE

{GUAD, GINDY = (-2 (erns A B (0N + erarh™ A — (A & 1) =
- _% (GILJEgﬁbALA'I + €ILJ€IKM(ALA/K - A/LAK)EgA’])w) -
_ _%EJ (ab(e,LJALA’I) _ A AT) M ) -
_ _% BY (98, A + egcn (B AT N AF) = —@G([A, A (Vs

Corollary IV.C.1 (Hamiltonian flow). Given a function F(A, E) over the phase space. Its Poisson
bracket with the Gauss constraint G(A) vanishes, iff ag\, the Hamiltonian flow of the Gauss constraint,
is the identity map for all s € R and A € su(2), i.e.:

alF(A E) = exp(s{G(A), . PF =) ‘;—T;{G(A), F}m) = F(A,E) (IV.139)

n=0

Note that the Hamiltonian flow defines an algebra isomorphism, where o (f +¢) = o f+a g and o (fg) =
(@ f)(alg), where the first rests on linearity and the second on the Cauchy product rule and Lelbnlz rule:

(/9 =2k p)

(n—k)

k)
5 ,j!f““’)(; L) - Z Sy (&)W =5 L™ v

n k=0 n

Also due to the Jacobi identity {G(A),{f,g}} = {{G(A), f}, 9} + {f,{G(A),g}} we get: a{f, g} =
{al f,alg}.

So we can compute its action on more involved functions, as soon as we know it on the basic variables:

Lemma IV.C.4. Let (13 := idgy(g))

s 27
95 = exp(sA) = cos(||Al| )1 + N sin(|[A[l3) € SU() (IV.141)
where HAH = \/m then ’IUZth S/ = ﬁ%s
afida = ~(9ag)(93) ™" + 97 Aalg) ™ (IV.142)
o B = g0 B (g2) (IV.143)
o Fan = g Fan(92) ™ (IV.144)
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Proof. For (IV.141) note that 7;7; = —875/4 + €1k 7K /2 and hence AA = —A15; ;A7 /4 = —||A]|?/4.
Now

S"

n __ (S||A||)2 1 271 |A‘|)2n+1 _1 QnL_ f A in _
A —;7(%)! (=)™ +272n+1> (=) T ||—COS(||A||2) A (ATl )

n

(IV.145)

It is a straightforward calculation using (1V.134-1V.135)

aé\/Ea:Z A Ea (n Zzn' n k ( Z )AkEaAn_k:Z;iAkEa((n_)n;;An_k:

n n k=0
=9, E“(gé )~ (IV.146)
=3 (A1), A ) =
= () g (v 17

To calculate further note that

i(?)(—)l:(l—l)’fzo, lz;(?)(—)l:(—)k("kl) (IV.148)

n n Z(Snfl

7722%(71—1 (9 A )AR — 1 =

=0

-2 Z ( b iA’“@aA)A"*lH*l*k -
R0 n—1
:_Zn,ZAkaAAnlk ””Z ’f“l(’l‘) (IV.149)

I=k+1

which equals (IV.147) by S, (-0 (1) = Shoy () e = o (M),

m
Lastly
2
S AG(), Fas(o) = / 2= 0N + A, A)7)(20,655 (2, 27y + 24185 7,160 (1, 2) =
= =201, 0p A — +01a[A, Ay)] +2[0p A, Ag)] + 2[Afa, [A, Ay]] =
= [A, (20,48} + A[, A" ) i) = [A, Fup) (IV.150)
where we used that 9,0(x — 2) = —0,6(x — z). From here on the computation proceeds analogously to
(IV.146). O
This allows to establish for example gauge invariance of the Volume element: Using 757 = —d5x12/4 +
€JkLTL/2 we get the unique Killing form kyy = k(rr,75) := —2tr(7r7y) = 815 and that tr(ry7x7L) =

—esir/4 and with this one sees that a finite gauge transformation leaves det(E) invariant:

1
det(E) = —eapee! "EEEYES ~ tr(B*E°E°)eape —

3!
= tr((gE%9 ) (9E g ) (gE g™ 1)) eape = tr(E*EY E®)eape (IV.151)
By F W = —2tr(Fop E*) combined with cyclicity of the trace, we see that the diffeomorphism constraint

is aIready invariant under gauge transformations and a similar calculation establishes the same for the scalar
constraint, i.e. it would not map out of the gauge invariant sector of the theory and no new constraints arise.
However, this becomes even more apparent if we rewrite everything in a regularised version using holonomies:

122



Definition IV.C.5 (Holonomy). Lete: [0,1] = o, t — e(t) be a piecewise analytic curve in o. Let A be
a globally defined SU(2) connection. The holonomy h(e) := hi(e) |t=1 of A along e is the unique solution
of the ordinary differential equation (called parallel transport equation)

d

Zhi(€) = ha()Ac(t) (IV.152)

where
hi—o(e) = 1, Ao(t) := e ()AL (e(t)) s (IV.153)
Theorem IV.C.3.

1. The explicit solution of (IV.152) is the path ordered exponential

hi(e) = Pexp (/ ds Ad( )_12+Z/ dsl/ dss .. / dsp Ae(sn)..Ac(s1) (IV.154)

such that the later parameter values are always ordered to the right.

2. The holonomy h(e) is independent of a reparametrisation of the curve e — eo f, f : [a,b] — [0,1]
with f(t) > 0 for allt € [a,b], f(a) =0, f(b) =

3. Under a gauge transformation of the connection (see (I1V.142))
Ay A9 = —(dg)g~* +gAg~! (IV.155)

where g : 0 — SU(2), it holds (b(e) = e(0) the beginning point and f(e) = e(1) the final point of the
path)

h(e) = h?(e) = g(b(e))h(e)g(f(e)) ™ (IV.156)
4. Indeed, the holonomy is SU(2) valued, that is

h(e)t = h(e)™1, det(h(e)) =1 (IV.157)

5. Given two curves ey, es such that ey Ney = f(e1) = b(ea). For the connected path

e1(2t) 0<t<1/2
t) = IV.158
(e1 0 e2)(?) {62(2t—1) 1/2<t<1 ( )
and for e=1(t) := e(1 — t), the inversion of a curve e, we have respectively
h(ej o es) = h(e1)h(ez), h(e™) = h(e)™* (IV.159)

Proof. For 1. we use the Picard-Lindel6f theorem [240] which guarantees the uniqueness of a solution of
(IV.152). This leaves for us to check (1V.154)

iht _0+Z [/ dss /0_ dsn, Ae(sn)...Ae(SQ)Ae(sl)L _

1=t

Spn_2
_ Z / ds .. / 51 Ac(5m1)o A (51) Au(t) = hy(€) Au(t) (IV.160)
—1/0 0
and this is indeed the path ordered exponential since it is the integration over an n-simplex [241]:

<Z /dh Aty Ae( ) Z/ dsi.. / dspAec(spn)...Ac(s1) (IV.161)

Point 2. is a simple consequence of coordinate change s = f(¢):

1 o af b ,
| st Autele) Gre (FeD At @) = [ dbteo £ (Ao 1)(0) (1V.162)
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For 3. we again use the uniqueness of solutions of

%h?(e) = hi(e)e"(t)(~(dg)g™" + gAg™")ale(t)) (IV.163)

for which we try h{(e) = g(b(e))hi(e)g(e(t))~! and use that h:(e) fulfils (1V.152):

SHE) = g0(E) (e e(t)) ™" + glbe)hale) Fale(t) ™ =
= g(6(e))hale)g (1) 9(e(D) A (e(8)) " + g(b(e) ha(e)oe(t)) g (e(t)e” (1) o elt) =
= B (g Ag™ ) (e(0) — (D)5 ™) ele) (v 161)

Since also the initial conditions remain the same h{(e) = g(b(e))L2g(b(e))~* = 1 one obtains the claim.
We will first show 5. and consider

hieioey) = Z/; dsy...dsy Ac(sn)...Ac(s1) —i—[ dsy Z/ dss..dspAc(sn). - Ac(82))Ac(s1)+
n=0 2
+/§ dsl/; dsz(nz_o/o dss..Ac(s3))Ac(s2)Ac(s1) + ... =

— h(e1) (12+/1 dslAe(slH/l ds, / dss Ae(82)Ae(51)+...> — h(e)h(es) (IV.165)

To show the second point of 5., consider
Aga(t) = (e () Aale ™ (t) = —e(1 —t) Ag(e(1 — 1)) = —A(1 — t) (IV.166)

which implies

/ dsq.. / dspAe-1(8p)...Ae-1(81) = (— / dty.. / dt, Ae( Ae(t1) (IV.167)
tn

To shorten the notation we introduce A% (s f dtA.(t). Now

n

h(e)h(e™!) =1+ Aj(s1) — Aj(tr) + > (=)D (=) A (sk)..Ap(s1) A}, (tnk)-.  (IV.168)

n=2 k=0

For n > 2:

Aln(tn).. Aj(t) — AY() AL (tao1) - Af () + D . =
k=2

= Aj, () AG(t) = (AL ()AL (b)) + AG T ()AL, (Fnm1)) o Ap(t) + ) =
k=2

n

= A (s2) A}, L (s) AL () AG(t) + (IV.169)

k=2
We iterate, from k& — k + 1:
()P TAG  (sk) AL ()AL (bnek) o AG(R) + (=) FAG T (s)- A (s1) AL (bnek)o =
(DA (AL (sD)AL L (tek) + AS(s) AL (b)) =
(*)’CAS’“(SkH).-ASI(SQ)A%,,L,(HI)(sl)Ai_(kH)_l(tn_<k+1>)---A5(t1) (IV.170)

Thus, all powers of n # vanish separately and it follows h(e™!) = h(e)~!
Lastly, 4. follows from the initial condition h;—o(e) = 15 and (remember (IV.45))

d d
%det(ht( e)) = det(he(e))tr(hy(e)™ 1d

hi(e)) = det(hy(e))tr(A.(t)) = 0 = 1 = det(ho(e)) = det(he(e))
(IV.171)
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and remembering that 7-} =—75for J=1.3

Z/ /dsn e(sn)-Ac(s1))T _2/.../dsn Al (s1)T) Al ()7
—;::()(—)”/.../dsn Au(s1)-Au(50) (IV.172)

which is exactly h(e™!) as one can see by a similar iteration as for h(e™!) and the simplex argument for
(IV.161). 0

Theorem IV.C.4 (Non-Abelian Stokes theorem). (cf. [50,242] for example) The complete information
about the connection is contained the set of all holonomies: Given a curve e we define e.(t) := e(te) for
0 <e< 1. Then:

o1

ggr(l) z(h(ee) —15) = A.(t=0) (IV.173)

Also, curvature can be expressed in terms of holonomies: Consider a closed path (loop) assuming the form
of a plaquette at © = e*(0) € o

05 w0 (t) == el oel o (ef) o (ef) ™! (IV.174)

where u = ¢*(0) = ¢%¢(0) and v = ¢*(0) = ¢¥¢(0)'2. For the concatenation to be well defined we have to
demand that the different paths have connected start/end points, i.e. e?(1) = €?¢(0), and so forth until
e?(0) = €(0). If [u,v] = 0 one gets

lim i(h(D6 — h(, m))’ ) = lim l(h(th wo) — 12) = uv* Fop(z) (IV.175)

x U.?))

Proof. Using the theorem of monotone convergence [243]:

1
hH(l)*(—]lg + h(e.)) = hm I+ 1+ Z "/ dsy...e%(s1€) A (e(s1€))Ts,...) =

e—0 €

1 1
= lim dsé®(se) Al (s€)Ty + O(e) = / dsé¢*(0)AZ(0)r; = A(t =0)  (IV.176)
€E—> 0 0
and the second claim we establish in the following way: by cutting the path ordered exponential of each of
the four holonomies after the first two terms in the series. Then for the terms linearly depending on A, we
perform a power series expansion in s which stops at linear order, and respectively for the quadratic terms the
expansion is in terms of (s1,s2)/(s,t) stopping at zeroth order:

lim 5 (e (e )h (e (") — 1) =
— i 5 ([ dset (90 Au(el9) + [ A0 el (0) + 4G €20 Al (1) Lol
62
e O Aa((e) TH0) + ST ML) T O Aa(€l) T () emo
62
+e(—v(x 4+ ev)M)Ay(x + ev) + 5[1}(:10)1’(1)(:10)“)14&(:6) + v(z)%(z) 0y Ag ()] +

+

w‘mwo\o\

) ds1 /031 dsg ¢"(s1)" Aa(e"(51))E" (s2)" Ap (" (s2))+
+ 6d81 /081 dsy [€7°(0) Aq (e2°(0))er(0)° Ap(el*(0))]+

+ —(—u(z + ev + ew)®) (—u(x + ev + eu)b) A, (z) Ap(x) + 51} VP Ag () Ap(z)+

/ ds/ dt €4 (5)* Ag(e¥(5))EY (1) Ap(cP(1)) + 2u(x)*(—u(z + eu + ev)? Aq(x) Ap(z)+
+ & (—uv” — v’ — v —|—uv)AAb>

= ub (v ) Ay (z) — V2 (Opu®) Ay () — vPuOpAg(x) + v2ulOpAg () + (—vu® + uv®) A, (2) Ap(x) =
= [u,v]*A,(x) + u“vb28[aAb] + ub[Ag (), Ap(x)] = u0PFap(x) (IvV.177)

12The extra e dependence in the paths e¥€, eV is due to the fact that they are supposed to form a loop.
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where we used [u,v] = 0 in the last step. Finally use antisymmetry, i.e. Fyyu®® — Fyv*u® = 2F uv®. O

Definition IV.C.6 (Faces, electric fluxes). A face S is a finite union of connected, entire analytic
embedded 2-dimensional submanifolds S; of o, whose closures intersect at most in their boundaries,
which are themselves piecewise analytic paths, and are such that S is orientable (3 U D S such that
U — S =U; UUsy where Uy, Uy are disjoint non-empty open sets). Moreover, we demand the closure of S
to be contained in a compact set.

Let f be a Lie-algebra valued, scalar function of compact support. The corresponding electric flux of the
vector density ES through a face S is defined by

E¢(S) = / fl*E;= /dxa Adxb ey ES f7 (IV.178)
S s

Following a strategy from [154], we restrict the set of all possible paths e and faces S to a subset, where for
each path e therein one can assign a face S, carrying the same orientation as e such that (1) the faces S, are
mutually non-intersecting, (2) only e intersects S. and (3) this intersection happens only in one point and is
transversal. While one could also consider the general set of all paths and faces, for the purpose of this chapter
the mentioned subset will be sufficient and, in an abuse of notation, we will still call it the holonomy-fluz
algebra.

Lemma IV.C.5 (Holonomy-flux Poisson bracket). Consider a holonomy h(e) and an electric fluz E¢(S)
such that S is intersected transversal by e = ey o es with e; € U;. The Poisson bracket between both is:

{54(9). he)} = 22

where o(S,e) = +1 if the tangent of e points upwards with respect to the conormal of the surface at the
intersection point and —1 otherwise.'3

a(S,e)h(er)Trh(ea) f7(SNe) (IV.179)

Proof. We write e = e oe. o5 such that e is the segment including the intersection point SNe. Consider
embeddings (with e(3) = S(0,0) =en S)

S:(=1,1)* =0 : (u,v) — S(u,v), eg(%—e,%—i—e)%a st e(t) (IV.180)
Then compute by expanding h(e.) in terms of e:
1
{Es(S),h(e)} = hné h(e){E;(S), 1, +/ dsAe (s) + O(e*)}h(es) = (IV.181)
e— 0
0Sb 95° 3t
- gg% i) [ dua eabca— gy 1 (St [t S ), AdCe))hies) =
2 hm h(e /dtdudv et e 5" BaSC apeTr 7 (S (u, )83 (e(t) — S(u,v))h(es) =
% lim e )/d3m53(x)det(|(é?:g;:g;;_ls’v)TJh(eg)f‘](Sﬁ e) = %J(s,e)h(e?)r]h(eg)fJ(S Ne)

where we performed the coordinate change t, u, v — x(t,u,v) = e(t) — S(u,v) for the fourth line, which gave
us as Jacobian the absolute value of the inverse determinant. O

Corollary IV.C.2 (Regularised scalar constraint). In terms of holonomies we can circumvent to choose
any coordinate chart and due to their nice transformation under SU(2) we find the manifestly SU(2) inva-
riant formulation for the scalar constraint as the limit C[N] = lim._,o C*[N] (note [ d*z = lim._,o 2 _OeT(e
with

CIN] := CEE[NHM Z N(v)ZMx

K4BT vET(e) ok
1 () IV, CHUINAE e V. CHUNE ) G0) 1V 152)
CHIN = 5 3 )3 2D (10, — WO Dbl (), VoY) (AV18)

veT (e ijk

13Due to those smearings the distributional character of the Poisson bracket is lost and, moreover, one has a background
independent formulation for the algebra, as the right-hand side does not depend on the metric.
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where T(e) is some cubulation of o. Its dual is a lattice with siz-valent vertices v such that for each
vertex one can associate one cell. The volume of each cell, V.(v), vanishes for e — 0. Also we defined
Velo] := Y2, Ve(v). T, = 23 is number of all contributing triples of edges e; which meet at v. By this, we
mean those triples for which (i, j, k) := sgn(det(é;, é;,éx)) does not vanish. Lastly, we have labelled all
adjacent edges of v as outgoing.

Proof. We only sketch the main steps, for all details consult [50,74,75]. Consider C. Note, that we can

express dr7/2 = =2 tr(rr7y) and ey = —4 tr(777;7K) to obtain
4
Cp(z) = ﬁtr(Fab(x)e"'bc{V, Aq(z)}) (IV.184)

First, we approximate the Integral by a sum over all cells of the mentioned cubulation, labelled by v. Then for
all z in cell v

abe 23Fab(y)

) 1 0 = gy 3 (e)elin B Fun(6)"(65)" + O(9)

ijk

€ Fp () ~ € Fu(v) + O(e) = €
(IV.185)

where we chose the tangent vectors to have absolute value 1. Now, we plug in (IV.175) and (é = €,¢)

h(e){h(e)!,V} = (1> + 6/0 dtéc () Ac(e(t) + O(e*)) {12 — 6/0 dtéc(t)Ac(e(t)) + O(¢%), Velo]} =

1 1
- . Br dVelo
= 76/ dt {Aa(tﬁea), Vv [O’}} = 6/ dt 65}1(15)658@ 26EI(ES'])TI = 7E{Aa(e(0)), V} —+ 0(62)
0 0 e
(IV.186)
to obtain the claim. Note that we used: §V¢[o]/dE(S,) = §V/5E(e(0)) + O(e).
For C' =~ C° 4+ O(e) we proceed similar. O

IV.D Example: Cosmological Models

To illustrate the rather involved nature of the previous sections, we will now have a look at a concrete example.
This will put the formalism developed so far into action. We present how calculations therein are explicitly
performed and make contact with physical observations. The chosen example for this section is one of the few
completely analytically solvable models, which also bears significant physical importance: isotropic cosmology
described by the Friedmann-Lemaitre-Robertson-Walker (FRLW) metric [22-31].

By this we mean spacetimes, whose spatial hypersurfaces (according to the cosmological principle) have a high
degree of symmetries, i.e. the metric on them is invariant under translations and rotations. In other words,
there is no preferred point or direction in the spatial slice. The observable universe appears to be subject to
those spatial symmetries at large scales and hence these models have led to several predictions, which could be
verified with high precision. Most prominent among them is the Big Bang singularity and the cosmic microwave
background [20]. There are excellent textbooks covering this subject, e.g, [32, 244, 245], so we will only give
a brief overview.

IV.D.1 Robertson-Walker metric & Killing fields

We start by giving a precise mathematical meaning to the condition “being invariant under spatial translations
and rotations”, which obviously will be connected to the notion of diffeomorphisms (see Definition IV.A.3).
For the moment we consider only a subset, namely those which for a given spatial metric ¢ leave the latter
invariant, i.e. in a given coordinate chart z : ¢ — R3

x ¢ T d
p:U—o, a=¥"q qan(2(p)) = 3<P(ax(f)) 8S0(83§f)>

Gea(p(x(p))) (IV.187)

In which case we will call ¢ an isometry (of the spatial metric). If for each pair of points p, p’ € o there exists
such an isometry with ¢(p) = p’ then we call a space homogeneous, which corresponds to invariance under
translations. Similarly, in order to incorporate invariance under rotations, we call a pair (o, q) isotropic, iff at
any point p € o we find for all unit vectors vy, v € T (o) with qabv,‘}vf =1 an isometry ¢ with p(p) = p
and ¢(v1) = ve. The latter property indicates that ¢ belongs to the subspace of diffeomorphisms that leaves

127



p invariant and is isomorphic to SO(3), i.e. the group of three-dimensional special orthogonal transformations
which leave p invariant.

Given ¢y, a one-parameter group of such isometries, ¢ € R, with the properties that ¢, 0 s = ;45 and hence
o = idy. Then there is a unique way to invert (IV.22) and find a tangential vector, k, for this parameter
group by looking at its infinitesimal action. Let ¢ < 1 then we define:

@e(z(p))* =: z(p)* + ek (z(p)) + O(€%) (IV.188)
As usual we omit in the following the dependence of = := z(p). In first order in € we can express (IV.187) as

ok oke 044 oke  Oke 04up
ab = (Sd oy e k¢ - 2 = c ac k¢ b
= (24 OO0+ €00 Yo + ek ) L 0() = 0= T gy 4 Ty pe O

(IV.189)

By introducing k, := qa»k® and remembering the (spatial) Christoffel symbols (1V.29) this is equivalent to

= % 8kb kc(8Qab o aQCb o aQac)
oxb = Oz dxc¢  9dz*  Oxb
Remembering metric compatibility Dg = 0 for a (spatial) Lie derivative (1V.27), we obtain the Killing equation:

0 = 26(akb) — 2 ke (IV.190)

L}.qab = 24c(a Dyyk® = D(gkpy = 0 (IV.191)

and every vector field k, fulfilling it - and thus being in 1-1 correspondence with an isometry group ¢; - is
called a Killing vector.

As we are interested in spaces with a high degree of symmetry, one would assume that we are looking for
those with the maximal number of linear independent Killing vectors. Indeed, one can show that there are
at most n(n + 1)/2 many Killing fields in a manifold with dim o = n. Moreover, a space with this maximal
number of Killing fields will be automatically isotropic and homogeneous. Hence, it is sufficient to find the full
set of Killing vectors in order to determine that a spacetime is a suitable candidate for our large-scale universe.
We will make this now precise by determining the six Killing vectors of the so-called Robertson- Walker metric
and hence proving it to describe a spatially isotropic and homogeneous universe:

42 2
gr := —dt?® + a(t) (1—kr2

dr® 4 r2do* + r* sin(9)2d¢2> (IV.192)

where k € {0,£1} and a(t) is function just depending on the foliation parameter ¢, called the scale factor.
Also we have used spherical coordinates: 6 € [0,7),¢ € [0,27) and r € [0,1) if k = +1 else r € R..

However, to find its Killing vectors it is easier to transform into Cartesian coordinates, i.e. we introduce
x2'(r, 0, ¢) € R with

z! = rsin(0) cos(¢), x? = rsin(0) sin(¢), 2% = rcos(0) (IV.193)
Using that sin(a)? + cos(a)? = 1, one can easily see that under a coordinate change as in (IV.10):

Sijdrtdr? =(dz')? + (da®)? + (dz®)? = (sin(0) cos(¢)dr + r cos(6) cos(¢)dd — rsin(0) sin(¢p)dp)?+
+ (sin(8) sin(¢)dr + r cos(8) sin(¢)dd + rsin(#) cos(p)de)? + (cos(8)dr — rsin(6)dh)>
=(sin 62 cos ¢* + sin 62 sin ¢* + cos 02)dr? + 12(cos 6% cos ¢ + cos 6% sin ¢? + sinh?)d6*+-

+ r%(sin 02 sin ¢? + sin 2 cos $?)d¢?* = dr? + r? sin 0%d¢? + r2d* (IV.194)
and (r? = (z1)% + (%)% + (2°)?)
(5ij:vidxj)2 1

Tt alem — 12 ((r sin 62 cos ¢?dr + r? sin 6 cos ¢ cos 0df — r? sin 62 cos ¢ sin ddo)
- ImT" T — RT

+(r sin 02 sin ¢*dr + r? sin 0 sin ¢? cos 0df + 2 sin 67 sin ¢ cos pd¢) + (r cos §*dr — r? cos  sin 6do)) ?

2d 2
=12 (rdr + r*(sin 0 cos §(cos ¢* + sin ¢*) — sin 6 cos 9)d0)2 = 170_7]:7“2 (IV.195)
Plugging both together we realise that the Robertson-Walker metric from (1V.192) reads explicitly
gr = —dt* +a(t)? (5ijdz’dxj + W(éijdaﬂd:cJF) (IV.196)
— kr
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2k

If we call the spatial part qqp 1= a?6qp + T 2%x® we can find its inverse ¢%° = (59 — kx%z®)/a? since
" qpe = 0% — kaa® + K 'zt — Lw“xc(xbxb) = 0g — kx®x® + ka®a® L= hr? =62 (IV.197)
© ¢ 1—kr? 1—Fkr2 ¢ 1—Fkr? ¢ ’

It is instructive to compute I'(q), the (spatial) Christoffel symbols of the purely spatial part, i.e. g, with (IV.29):

2 o 202k ik
Dathe = T3 209298005 + T s 0ndardez’al st = (IV.198)
a’k . Sipliaxial , LIt 2k .
T (5“7“] (v + k=20 ) 00 Gac + R )) = T g2 dedos®”

1 k .k
be(q) = iqad@a(b%)d — OdQve) = mqad (ab(cOay; + AewOay; — Qawde);) ¥ = ﬁqbcx“ (IV.199)
by which we get full computational control over the spatial metric. E.g. with these at hand we can check that
the Killing vector fields corresponding to rotations in the mn-plane, called kj,,,), and those corresponding to
translations in direction m, called k,,, are given by

k‘[mn} = xiéi[man], kjm =/1— kj?”Qam (IV.QOO)
To show this we use several times qu,/a? = 0,45 + 1—%2 2%® in (IV.191) and realise that k[cmn}(&jxj =0:
O(a(@)ckfn) — Top(@)Gedkn = a* im0 8, (66)e + 3 80k’ )+ (IV.201)
c c c1.d 7 _
+ m(%b&ﬂj Kfn) + 4e(a0n); 7 Kfpny) — kqab ki, (6ca + méciddjx z?) =
LY S SO SO S S S IO A N 50w ke, 50ya0) = 0
=12 (276 (b0a) mOnkT" + T Okm n]9c(a0b); T + 1= 2 b ibOa)k® Nlmn) Ocs ¥ ) =

and with (1 — kr?)a27 (8 + 1550552 6,ka®) = 2765, also

b ke , 405 k
cy\ _ 1°¢ d __ m od A j(a9b)m v . 2 c
a((/l(qb)ckm) Fab(q)qukm T 1_ L2 (qab(scj‘r + qc(aéb)jm ) k m a2 1—kr qdab® qcm
k ; djm 2
ﬁ:ﬂj(%lb(smj + @m9a); — Oj(alym — #Qab(l —kr?)) =0
(IV.202)

With this we have found the maximal set of six Killing vector fields for each three dimensional spatial hyper-
surface, hence the Robertson-Walker metric g; for each k& € {0,+1} indeed describes a homogeneous and
isotropic universe.'*

Since we have computed the spatial Christoffel symbols above, it is easy to verify further physical properties of
this spacetime, e.g. that it is of constant curvature k everywhere; as when computing the Ricci tensor (1V.35):

2. -2

1 — k2

k> 2 e 4 kr?
+ 2 (tar” = 2402 0aa) (1 + 5

k ) .
Rap = —201,1'g,(q) + 2Pg[a(q)rg]d(Q) :?Qab(?’ —1) (2°2q(0c 067 + Qoar® — T°Gp0a;z? )+

) = 2kqap/a® (IV.203)

and consequently R = 6k/a® on the whole ¢.*°

We finish this section by another coordinate transformation, whose details are due to [248]. Namely upon
defining r =: Sy, (7) = ﬁ sin(y/k7) one shows easily from (IV.192) calling dQ? := (df? + sin #2d¢?) that

2 ~\2
? | gr = CSWVE? s g (F)2dO? = di? + Sj,(7)2dQ2 (IV.204)

1= 1 g2 1 — sin(Vk7)?

M Moreover, these three are the only possible cases for an isotropic universe. However, as we are only interested in some
example we refrain from presenting this proof here and refer instead to the literature [246,247].

15Take note that this is only the spatial Ricci scalar of the hypersurface. For R(4) as appearing in the Einstein field
equation (IV.43) we have to repeat the above calculations with the four dimensional covariant derivative V. (see next
paragraph)
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Lastly, we change 7' := 2tan(vk7/2)/vk and remember 9, tan(z) = 1/cos(z)? as well as sin(2z) =
2sin(x) cos(x) for

1 /2 2 502\ 1 di? éan A
(1152 (a7 +17%a0?) = (1 + tan(v7/2)2)2 (cos(f)4 + 5 ten(VEF/2)%d0 ) =

=di? + %(2 sin(Vk7 /2) cos(VEF/2))2dQ? = di® + S (7)2dQ*  (IV.205)

Consequently, it tells us that all constant curvature spaces are conformally flat, i.e. related to the flat metric
by a conformal factor: ¢, = Wxqo. This knowlegde was originally due to Riemann [246,249-251].

Let us quickly state the range of »': For k = +1, we had r € [0,1) on which interval the transformations
r — 7(r) and 7 — 1/(¥) are both invertible, hence we deduce with 2tan(arcsin(1)/2) = 2 readily that

r’ € ]0,2). For k = 0 the transformation is simply the identity r — /() = r. In the case k = —1, using
tanh(z/2) = (e — 1)/(e” + 1) and arcsinh(r) = In(r + V72 4 1) yields

1 V1 2-1
r’(r) = 2tanh(=arcsinh(r)) = ol PVt =1
2 r+vV1+7r241 oo

and due to strict monotony of both functions follows that we compactified the interval r € R, to 7’ € [0, 2).
For the sake of completeness we write the full spacetime metric in terms of new adapted Cartesian coordinates
2 (1,0, ¢) as in (IV.193):

2, r'(r=0)=0 (IV.206)

2 5ijdz”dx”

= —d? +a(t)? L2 =
9k ( ) (1+ %T/Q)Q

(IV.207)

IV.D.2 Deparametrisation with scalar field

In order to study the dynamical evolution of a universe described by a Robertson-Walker metric we must
implement the Einstein field equation. However, as already discussed before, in order to talk about evolution
one needs a reference frame, which serves as a clock. A minimal candidate for this is represented by a free
massless scalar field ¢, described by the action

S, = /M dh L= - /M A V99" (00) (90) (1V.208)

Indeed, this is the massless version of (11.164) where we are using natural units, i.e. ¢ = 1 and set ke = 1.
We expect the galaxy clusters, that are scattered in the known universe, to be spread homogeneously and will
demand in the following that 0,¢ = 0 for a = 1, 2, 3. Moreover, when calculating the Euler-Lagrange equation,

to which this scalar field must obey in case of a background Robertson-Walker metric, i.e. ggg = —1, we find
oL oL -

0= _3L +—=9 1V.209

" 90.0) 9 (1209

In other words, the velocity of the field is a constant and - assuming it is not vanishing - this implies that the
scalar fields serves as good clock by assigning a unique value ¢(t) = ¢(t, z) to each spatial slice 0.

As the matter Einstein field equations (1V.43) are consequently obtained by variation of the total action
S = Sgwn + S4 we compute the additional part and call it xT},,,, with the energy density tensor:

148,
Ty =2——
=g g

1 . 1 .
= (0,9)(0,9) — §Quugpg(ap¢) (0,9) = ¢252?/ - §QW¢2QOO = p523 + P(guv + 52?/)
(IV.210)

where we used (1V.45) and that due to homogeneity we demanded 9,¢ = 0. We obtain a relation between
the newly defined mass density and pressure: p =p = ci>2/2.

We shall compute the missing Christoffel symbols of the full spacetime metric g, where we can use our
knowledge from the last section regarding T'(¢q) (IV.199): (a = a(t))

c c k c 0 a " 1 v a 7
ab — ab(‘]) = aﬁx Gab, Fab = agaba Fob = 59“ a()gub = E(Sb (IV211)
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and as before

Roo = —3309 - <9>2<6A6§ -3 = —39 (1v-212)
N .
Ry = —200 2x Cgep + 20, 5b +2= 5b S 2t gen — 2¥ﬁgbs%5§ -0 (IV.213)
s k l d2 s k2 l s
Ry = aOggbc - 26[17(95](:1' ?) - 5cgbl? =+ 2?91)[053] + 2?':6 9bcds it = (IV214)

i a? k a2 ko ; 2 .
= (a + ?)gbc - jgbc(l -3)+ 23 0be ~ 2?1’ Ge[p0s);T T2+ 2¥gb[cgs]jx =

Jbe k 1 kr? da + 2a% + 2k
= (da + 24 + Qk)* - 2 (gc[b5s]g 2 — Go[cOs)j — mgb[dss]j =Tz e

From this follows straightforwardly the Ricci scalar: R = 6(da + a® + k)/a®. With this we can write down
(IV.43) explicitly and find for the 00-component:
da+a*+k a?+k
=

i

a

and similar for the spatial components (where we can drop the non-degenerate g,;, by multiplying with its
inverse):
aa @ k a K p)

(72727727?)%117:"5179(1!) = *§(p+§

(IV.216)

where we reinserted (IV.215). Together, these two equations are known as the Friedmann equations. For every
initial choice of scalar field (p, p) one has a set of ordinary differential equations, determining a = a(t) = a(t(¢))
where we remember that to each coordinate value ¢ we can assign a physical value of our clock, the scalar field
¢. A prominent consequence of these equations is that given only p > 0, p > 0 (IV.216) implies that ¢ < 0.
In other words, since we are measuring today @ > 0 due to redshift [252-255] the universe must have been
expanding forever and consequently originated from a point where a = 0, thus the metric becomes degenerate
and the density of matter and the curvature of spacetime was infinite. This singular state has become known
as the Big Bang.

We will now investigate how the situation presents itself when attacked from the Hamiltonian point of
view. This is where the terminology deparametrisation stems from, as one can show that in case of an
isotropic spacetime the scalar field introduced in (IV.208) continues to serve as a good clock with respect to
which evolution is governed by a physical Hamiltonian Hpy,,s which is a function involving the original scalar
constraint from (1V.113). As a generalisation we consider the case of a non-trivial lapse function N in the
Robertson-Walker metric (1V.192).

In the beginning, we must perform a Legendre transformation of the full action Sgx 4+ Sg. While the first part
has already been done, the second is

oL N
™= 00 —V=99""(0.0) = \f\;¢ = Hy= /d3 T — z: /cz?)g;fl‘z5 (IV.217)

where we used g°° = —N~2, (IV.56) and that isotropy means 9,¢ = 0 and N® = 0. Since one of the primary
constraints from GR was 7 := B%S = 0, implementing its stability analysis yields due to the lapse appearing
in Hy the new total scalar constraint, which is bound to vanish:

2
OZW:{H¢+HGR77T}:C¢+C— \/>+C Ctot (IV218)

This can be solved for 7y = Hppys := /—2,/qC in order to fulfil the constraint, C;,[N] = 0. This means
that ¢ is pure gauge and thus a reduction the extended phase space (A£7E?,¢,7r¢) is again isomorphic to
(Ag. EF).1

As we are interested in physical observables, O, these should be objects which are not dependant on our choice
of coordinate system. As a change of coordinates can be achieved by the means of a diffeomorphism on M,

16This could have also been done with a massive scalar field, yielding the additional term \/§¢2m2/2. However, upon
solving for 7y and declaring it the to be the physical Hamiltonian pg =: Hphys(4) this objects depends on the clock, i.e.
dynamics is governed by a time-dependent Hamiltonian. To keep the analysis simpler we do not include any potential.
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especially the diffeomorphism associated with Nn (see theorem IV.B.2) should leave the observable invariant,
i.e. Ly, O = 0 by definition IV.A.8. It can be shown that the generator of these diffeomorphism equals

LnnO = {Cit[N],0} =0 (IV.219)

In other words this is a gauge freedom and the observable O should not depend on this gauge.

In order to impose (1V.219) we will first choose a specific lapse function. Note that this choice does not change
the dynamics of the theory under consideration, as it corresponds merely to a change of the coordinate time.
A convenient choice is N = V, which implies Ciot[N] = [ (73 — 2,/qHphys). Now we can use (IV.219) to
find the evolution of O(¢) with respect to the clock field ¢. Similar constructions can also be carried out with
other forms of matter, but since we only wanted to give a proof of principle we refer for those approaches to
the literature [147-153].

The problem to understand the evolution of observables related to our system (e.g. the volume of the isotropic
universe, which can be expressed as (IV.114)) reduce hence to expressing C' in terms of the Ashtekar-Barbero
variables. (IV.207) is already given in a form from which we can easily read off lapse, shift and spatial metric
as expressed in (IV.50):

N =1, N =0, Gab = a(t)?2,,%ap (IV.220)
with z =1+ kr'2/4. Since qup is in a diagonal form, it is easy to define the co-3-bein el and its inverse:
I a o1 Zr
= —9 9=—06Y Iv.221
€q 2y a’ er a I ( )

Due to the appearance of 6. the computation for the spin-connection gets hugely simplified, as well as for the
extrinsic curvature (remember ebef = 47)

1 . a c
Kup = ﬁ%b = mqab = %eééueb‘] (IV~222)
1
F(le = 2 LJK b (28[1)6 + €J€M8b61M> =
1 k i
= —§e“b (5J ~20;2" — 0+ 5J 2517] ) = §eLajx’-’z;1 (IV.223)

which gives us for the connection and the electric field:

k .
(§emx” +cdl)y (1v.224)
Consequently, the whole kinematical information of the phase-space of an isotropic spacetime with constant

curvature k can be described by the pair (¢, p).
It is easily verified that this solution satisfies the Gauss constraint:

B} =| det({e]}}) | ef = a®2; 8§ =i pz2 6 AL =T]+ BEupeh = 27!

k
GJ = 8,1Ef} + EJKLAfE% = 21923 (—Q.T/J + CL‘/IEJKGEKGI) =0 (IV.225)

For (1V.113), the scalar constraint, note that the Poisson brackets must be evaluated via (IV.117) and (1V.118)
before plugging in (IV.224):

1 E¢EY N a aAb
Cgp = EF(;]bEJKLdKT(LE) = 72}/1 (25[aAl‘,l]6J by QAL Ab]> =
k2 k2

= \/]3 <zrlkeJ[ba]e‘]ab - ZQI 51[,161, a7 e 4 9e? — 3% — Zeabjx”eb“x ) =

Kz,

6k> 1 6
_ % < 6k — =7 2 46c+ kA + 2k2r’2) \[( k+ %) (IV.226)
1+ B2 E¢EY 1426,/
C — CE = — P EJMNKéWKéVEJKL dlgt(g’) = — ﬁ2 H\chz (IV227)

One can extract several physically interesting observations from these expressions. For example, upon recalling
(IV.129) and the first line of (IV.130) we see that

g0+ 0= Y2 L (92RO + KoK = K) + (—R = B (Ko K™ = K2)) = ~(1+ 52)§R(3>
(IV.228)
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and hence in case of isotropy we get explicitly:

6

B2C +Cp = H\Z/f (-Q+ )P+ 1= p)(~k+c?)=—(1+ 52)§6k (IV.229)
,r./

which with a? = p yield together R = 6k/a?, which is in agreement with (1V.203).

Similarly, using (IV.218) we find the total physical Hamiltonian of our system to be:

12 p? VEM ok
Hppys = 1/ —2/2C = <K§6(c2/52 + k:)) =/ =01+ Zr’z)*%“\/a?/z\f2 +k (IV.230)

T’ K

One can perform a symplectic reduction: Let f;, fo be two functions on the phase space spanned by (AL =
¢, E% = psY) and Xy, the Hamiltonian flow generated by fi. The Poisson bracket between fi, fo can be
rewritten as the symplectic form dE¢ A dAL evaluated on the X, and hence:

0fn 0
Ui b= [ o2 — ([ app naal)(xXp. X ) = (v 231)
o I a o

= (/ 6?dp/\ Zri’l(gefajdx/j + 6£dc))(Xf1>Xf2) = (6}dp/\dc/ Z;l)(XfUsz) = (IV'232)

= SVO{fla f2}p,c

with the formal definition Vg := [ d3a’z,". We can deduce that this induces the Poisson bracket {p, ¢} = %
Choosing the scale factor a(t(¢))? = p as observable ,which depends on time (the clock ¢), we can compute
its time evolution . This yields an exponential expansion of the scale factor, which also deploys the same initial

Big Bang singularity as does the Friedmann equation.

IV.D.3 Classical Discretisation Ambiguities

In this paragraph we will investigate the subtleties arising, when one introduces e.g. a cubulation T'(¢) of the
spatial slice o with respect to some parameter . We will see that even on the classical level the Hamiltonian
picks up an arbitrariness that can only be resolved when taking the continuum limit, i.e. ¢ — 0.

In Corollary 1V.C.2 we already presented one possible way to regularise the scalar constraint of GR, by C =
C*¢ 4 O(e). To provide a concrete example, we will show how this purely classical discretisation reads for our
isotropic model (1V.226,1V.227). In order to do so, we have to compute the holonomies along the curves e, ;
of a chosen cubulation. Here we will pick a family of cubic lattices (labelled by €), so that their axes can be
oriented along a fiducial Cartesian system of coordinates of the 3-geometry, defined by dz'l" 17 Further, we
restrict to an artificial model on the compact spatial manifold o = T3, i.e. the three torus. This is reminiscent
to the £k = 0 model of an FRLW universe, with the exception of having a finite volume V' < co. The edges
ep,i(t) are labelled by their starting point p, a vertex on the lattice, and the direction ¢ € {%1,+2,£3}
along which they leave p with é; ;(t) = sgn(i)dﬁ.l. Along this curve the value €|;),;2" (ep,;) remains constant
and hence all matrices Ay(epi(t)) for all ¢ in the same edge e, commute with each other. Although the
computation could also be done in a lengthy way for k = +1, for sake of brevity we will stick to the flat metric
in the following.

Since z» = 1 and (IV.224) reduces to E¢ = pd¢ and Al = c5! we find for (IV.154), using that each 77
commutes with itself, (I :=|i|)

he(ep,i) = Pexp(/ ds éZ’iAg((:’p’i(t))TJ) = exp(sgn(i)cerr) (IV.233)
0
Using (IV.141) we can compute the curvature which by (IV.175) can be written as the holonomy along a
closed path, for which we choose a small rectangle in the i — j plane:

h([l;]) — esgn(z)ecnesgn(])e(JTJe—sgn(z)scne—sgn(])em‘g —

=15+ esgn(z)ec‘rl esgn(j)ec‘rJ [efsgn(z)ecn’efsgn(])ec‘r‘]] _

= 1 + ®9n(DecTr gsgnij)ects 4sgn(ij) sin(;—c)zejJKTK (IV.234)

17 As the lattice family is only an intermediate object of no physical relevance, this choice is arbitrary, as long as all cells
of its dual complex are of vanishing volume for € — 0.
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and with 7777 = —877/4 + €1y 7K, T1T7 + 7577 = 0 and h(e)t = h(e™!): (no sum over I,.J)

. €cC . ec . ec
h(Dﬁj) — h(l];i) = 45111(5)2 (289%(2]) 005(5)26[”]1(77{ + 281n(5)2T[IT']]€[JKTK

e ec _ . . .
+sin(5) cos(;)(sgn(y)n + sgn(i)Ts + sgn(i)7s + sgn(i)ri)ersicic )
= 2sgn(ij) sin(ec)®er i + 2° sm( 5 ) 1 (IV.235)

Now using that Z” €(i, J, k)sgn(ijk)ei i x = 8k x and T, = 23 we find for (IV.183)

—4
Ol = g )t (W) = T (er) fhle ), Vi) =
= %e(i,j, k)2sgn(ij) sin(ec)zeIJKtr(TKTW)(fsgn(k)e){c,p}%\/ﬁvo =
1 . 5 6€* _sin(ec)?
=T psin(ec)” = 7\/;5 2 (IV.236)

where we have chosen V. = V and used {p,c} = x3/(6Vp). With this we see that indeed we recover the
known expression in the continuum limit:

Ze3C’E — /d3 G )2 — Cp(1) (IV.237)

where we used that ¢ is completely triangulated with cells of coordinate volume €. Assuming a compact
spatial manifold gives thus " e = V§3e = Vy. With this we see also:

36, sin(2ec)

sm( c)? )= _7%])? (IV.238)

{CEl, V)= f {

And thus for the full scalar constraint (IV.182):

1+ ) (i, 4, k)

C°=Cg+ tr({sgn(i)ec, {C, ViH{sgn(j)ec, {Ch, V}H{sgn(k)ec, V}) =

KB T,
3(1+6%) 1 3 (2 3
=05+ (If‘lﬂf)T € ( B sin( Ec){ P}) VO\/]3§{C7P}W(86UKTITJTK) =
e 1422 s1n(2€c) 3 6e? sin(ec)? 1+ 2 sin(2ec)?
= Cp — 70 J/pe 7\/;3 R (IV.239)

Again the continuum limit € — 0 yields the correct result. It is worthwhile to point out that due to (IV.229) we
know that 82C + Cg ~ R®) = 0, however 52C¢ + C%, = O(e). Thus, while recovering the correct expression
for ¢ — 0, we see that for finite € the theory is not capturing isotropic flat spacetime. In fact, this has quite
drastic influence on the evolution of observables, such as the volume of the spatial slice. See figure IV.1 for
further details.

134



-0.5 0.0 0.5 1.0 1.5¢

Abbildung IV.1: Plot of the Volume V = p3/2 of the compact spatial slice o = [0,1)3 reminiscent of the flat FRLW
model for our universe against the physical time ¢, i.e. the clock field. (8 =k =1, ¢(¢t = 0) = 0.66). In blue, the classical
trajectory governed by the Hamiltonian (IV.226) & (IV.227) is plotted, where the universe stems from a singularity at
¢ = 0. In orange, a naive discretisation (IV.239) has been used to compute the dynamics. While in agreement at late times,
¢ >> 1, the lattice effects are significant in the early universe and even predict the replacement of the singularity with an
asymmetrical “Big Bounce”. However, as of today it is up to discussion, whether the details of this old, contracting universe
are really physical.

We want to finish this chapter with an even stronger disclaimer of why the corrections obtained in (1V.239)
are probably not supposed to give rise to physical predictions.
Consider Z € N4 with Z < oo. Then there exists a N' = N(Z) € N such that N (Z) < oo and one finds
solution {gn }ne(1.a7 Of

N N A
Z = Sgani=0 ¥i:2<i<z (IV.240)
n=1 n=1

Let us call g := 22[:1 gn- Then define the following set of curves: For n € {1...N'} we choose "e(t) such
that "é(t)® = 6¢n and "e(t = 0) = = (without loss of generality we set in the following z = 0). Furthermore
we call "e.(t) := ™e(te). Then we see (using linearity to exchange a finite with an infinite sum)

th—1
Zgn "ec) —lag0 = ZgnZ/ dty .. / dty ae(ty)... Ae(t1) =
n=1
= Z / / nedl A, ("ec(tr)) nzlgnZ/ / (ne) )llflla(ll)Ai(O)m

z

oo

= Zgnn’”z“ k+zlﬁa(“)Ai(O)..a(lk)Ai(O):eAe(0)+O(eZ+1) (IV.241)
k

In other words, we have significantly improved the approximation (IV.173) in the Non-Abelian Stokes theorem.
By the same calculation one also gets:

Z gnh("e){h("e)T, V} = {Ai(x),V} + O(eZH) (IV.242)

5o D O (BT ) = BT L)) = e () + O( ) (1V.243)
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for coefficients g/, such that Z 1m ‘g, = 0(2,4) for i < Z. Hence for any Z € N we can construct a
regularisation along the lines of corollary IV.C.2 as

. . 431+ B2 1,5,k
70e = 20 4 2L >Z Z InGm ¥

K467 ijk n,m,l
x tr (h("ei){h("e:)" V. ZCE[ (e ){h (Mes) AV, 2R h(er){h! (er), Ve(v)})
(IV.244)
N N’

€ —4 Z ]’ € € m m
20 = o5 3 T Zzgngmtr ("0 ) — B T )R e (b (er), Ve(v)})  (IV.245)
ijk
Going with this through the computation (IV.236) yields

o= 6% Zgnn (Z an, sin(mec)2> = e% (Z - sin(mec)2> + O(eZHh) (IV.246)

where the bracket term will also be ¢ + O(eZ*1). Also we get

2
Zoe_ 2o — 1+ ﬁ (Z g sin 2mec)> (IV.247)

from which the reader can deduce that again no corrections lower than e+ remain.

The main message we want to communicate with this example is that e.g. a quantum theory of isotropic
cosmology built on an arbitrary regularisation like (1V.239) is not expected to make any reliable physical pre-
dictions as soon as the phase space variables (p, ¢) reach the order of magnitude of the regularisation parameter
€, as is the case once one approaches the Big Bang singularity.

Hence, the effect of these ambiguities and the task to find reliable discretised dynamics must not be
neglected, once a finite lattice is used in an intermediate step. This problem is of grave importance in the
context of quantum field theories. As we discussed in chapter III. Renormalisation, it might be possible that
a cylindrically consistent fixed point describes the correct dynamical predictions of a theory of Quantum Gravity.
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Kapitel V
Loop Quantum Gravity

One of the major unresolved problems of foundational physics is to find a consistent theory of Quantum Gravity
(QG). For more than 80 years, physicists have tried to tackle this problem, yet a completely satisfying answer
has not been found as of today. But without a reliable quantisation of GR we fall short in explaining the limits
of Einstein’s famous theory, e.g. the Big Bang singularity.

In this chapter, we will study one of the most prominent approaches towards this theory, namely Loop Quantum
Gravity (LQG). This is a mathematically rigorous, non-perturbative and background independent quantum
field theory developed in the spirit of constructive QFT as discussed in chapter II. Quantum Field Theory.
The so-called Dirac programme [42-45] of canonical quantisation has been expanded by various authors to
background independent representations [201-205,256,257]. We will briefly state the stages of this programme
in the way they appear in LQG and by this make contact with what has been said earlier about the construction
of quantum field theories. The novelty in this case comes from the presence of non-trivial constraints. E.g.
instead of a Hamiltonian generating time evolution we have to deal with the scalar constraint. In other words,
we cannot use the first one to single out a vacuum vector. The Dirac programme in LQG reads:!

1 The holonomies h(e) € SU(2) and fluxes E(S) € su(2) for all piecewise analytic edges e and surfaces
S built from the Ashtekar-Barbero variables are chosen as the elements of £. On those, the standard
commutation relations are implemented in terms of a non-commutative product, i.e. {.,.} = —i/h [, .].

2 Afterwards, one has to pick a state w on the algebra of observables A (generated from £). As we saw,
this is related to finding a representation of the phase space variables of the theory, as operators in an
auxiliary Hilbert space Hp;, and a suitable vacuum vector. To single out one of the many choices, we
impose the physical sensible restriction for the state to be diffeomorphism-invariant.

3 Additionally, the constraints have to be promoted to (self-adjoint) operators in Hp;,. In the case of GR,
these are the Gauss constraint (G5, the diffeomorphism constraint C' and the scalar constraint C.

4a Characterise the space of solutions of the constraints G ;, C and define the corresponding inner product
that defines the Hilbert space H C Hiin. Now, one can continue in this direction and also solves the
scalar constraint to define the physical Hilbert space Hppys C H.

4b Alternatively, after constructing #, the space on which the constraints G'],C_; are solved, we invoke
the concept of deparametrisation. We remember from IV General Relativity that for example dust
fields can be used as clocks with respect to which (a part of) the scalar constraint becomes a true
Hamiltonian which generates time-translations. We then promote it to a self-adjoint operator and study
the evolution with respect to the clock field.

5 Find a (complete) set of gauge invariant observables, i.e. operators commuting with the constraints.
They represent the physical experiments whose outcomes our quantum theory can predict.

In the following sections we will undergo the first three steps of this construction. When implementing the
scalar constraint, we will find it is highly prone to different choices of regularisation. Hence, without renorma-
lising our theory as described in chapter III. Renormalisation, we should not continue with the programme
of canonical quantisation.

1Here, we state it explicitly in the version where the constraints are promoted to operators on the Hilbert space. There
is an alternative programme, where the constraints are already solved at the classical level.
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The first question we must address is why we choose the holonomy-flux algebra from among the many
possibilities to describe the theory of GR. As we remember, the phase space of GR was coordinatised by the
connection field AL(x) and its canonical conjugated momentum EY%(y) which had the non-vanishing Poisson-
bracket

(AL, BY) ) = 2 59 a,y) (V1)

containing the Dirac ¢ distribution and the Immirzi parameter 3 # 0. In order to promote this into a relation
between operators (rather than operator-valued distributions) we must smear it with background independent
test functions. While for this aim a lot of smearings are possible, we want to choose one which behaves
especially nice under gauge transformations. This is the aforementioned holonomy-flux algebra, which for GR
has been considered mathematically precise for the first time in [258]. From the experience gained in non-
abelian Yang-Mills theories, we choose fluxes smeared in two dimensions and, instead of the connection, the
path-ordered exponentials of AL along some curves. These are exponentials of Lie algebra elements and as such
SU(2)-valued. This puts us moreover in the advantageous position that we can use the Peter & Weyl theorem
(see theorem II.A.5), which tells us how a Hilbert space over a compact gauge group can be constructed.
Thus, it is the holonomy-flux algebra which will be considered in V.A. Kinematical Hilbert space of LQG as
subset £ for which we want to develop a quantum theory. Then, we replace its product by a non-commutative
version to generate A. With every polynomial function in the holonomies and fluxes we can associated a graph
v, say F, € A. «v is such that in E(v), i.e. the edges of y, we find an edge for every holonomy in F,.
The next step is then the choice of a corresponding state. In the first chapters we saw that a lot of ambiguities
arose due to the many inequivalent irreducible representations of A. However, in LQG the situation can be
significantly improved by demanding that the state shall be diffeomorphism-invariant. A state satisfying this
criterion is the Ashtekar-Isham-Lewandowski state w4y, [66] reading explicitly on A

0 itN>0

wr(F)  else V-2)

wAL(F({h(eI)}I) *Ej»l(sl)*...*EfN(sN)) = {

where g is the Haar measure over several copies of SU(2) on the graph with which F' = F, can be
associated [67,259-262]:

ui (F) = /SU(Q)E(w) H )dﬂH(ge)F’y({ge}e) (V:3)

e€E(y

The state w4y, serves as a candidate for a vacuum in the algebraical sense, by being a state where no metric
degrees of freedom have been excited.? There is a uniqueness theorem [68], which tells us that w4y, is indeed
the only possible state, that is diffeomorphism-invariant (and satisfies certain regularity assumptions) [69-73].
For this reason, the state serves as the starting point for all further considerations.

We can also consider the GNS construction of this state, in order to obtain a Hilbert space Hi, and a re-
presentation of the algebra as operators thereon. The corresponding GNS vector to w4y, is the vacuum vector
Q.4r. We define holonomy and flux operators fzab(e) and E(S) on Hy,, which is the Cauchy completion of the
span of all cylindrical functions over all finite graphs. By a finite graph v we understand a finite collection of
curves {er }; meeting at their end points at most. E.g., H., C Hgin is the completion of the span of polynomial
functions of the holonomy operators fL(e), e € E(v) applied to Q47.% Note that Q4. is annihilated by all

E(9).

Thus, approximations to all possible geometries are supposed to be constructed from Q47 by suitable acti-
ons of holonomy operators on it, a property because of which we call it cyclic. A geometry in which we are
especially interested to construct is one, by which the universe appears manifestly classical. A vector in Hy;n
resembling this feature must be such that if we compute the expectation value of some observables, e.g. a
holonomy along a curve e, we are to obtain the classical value plus small corrections. If this is the case for all
observables we are interested in, we call it a coherent state. We will repeat the explicit construction of gauge
coherent states from [154-158,263,264]. Notably, they can be peaked on the classical variables of a holonomy
along a curve and on the flux through a surface associated with the mentioned curve. By representing what
could be called “Gaussian wavepackets” on the group SU(2), they are labelled by their spread, ¢t € R, which

20ne should not confuse this with a state describing an empty, i.e. flat universe, which comes equipped with the Minkowski
metric. Rather, this state corresponds to a state where “no space exists”, e.g. the expectation value for the volume of any
region vanishes.

3Albeit its innocent looking definition, this Hilbert space turns out to be non-separable due to the huge number of
possible graphs.
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we will typically choose to be of order /. Later on, we will use this concept by choosing special coherent states
which are peaked over a classical flat Robertson-Walker spacetime and use them to compute the expectation
values of certain observables.

This, in return, means that we first have to understand how classical observables are quantised in the
context of LQG. We will repeat this in V.B. Quantisation of Geometric Operators and Constraints.
Since GR is a theory about geometry, its pivotal operators are those describing geometric quantities. Foremost,
the volume of certain regions is an object used in many other constructions, such as the scalar constraint. As
its classical expression was the square root over the determinant of the metric integrated over a region B, a
straightforward quantisation on 7, is the one proposed by Ashtekar and Lewandowski in [266], i.e.

N K 3/2
V= 0 Y e, (V.4)

veV ()
Qui=i Y sgn(det(é,é,¢"))ersx B (Se) B (Ser) EX (Ser)

eNe’Ne’’=v

where V() is the set of points where at least three edges meet. The three edges e,e’,e” are all incident,
i.e. share the vertex v as starting point, and we associate a suitable surface S, to each of them, which will
be infinitesimal close to the vertex.? One should note that the square root in the definition of (V.4) is to be
understood in the sense of the spectral theorem. Hence, we must first diagonalise the operator QU on a given
graph Hilbert space, before we can fully understand the action of the Ashtekar-Lewandowski volume. This fact
makes the analysis of many quantities very hard and only partial results have been achieved so far, e.g. the
matrix elements of Qv are known [270] and some advances in the spectral analysis of the volume operator can
be found in [271-273].

We like to point out that the situation is vastly different for another geometric operator, namely the area
operator [265]. Following the same strategy as for the volume, one obtains upon quantisation an operator
whose action on a given graph can be easily computed. It turns out, that its spectrum is discrete and bounded
from below, with minimal non-vanishing eigenvalue A. The interpretation of this would be that there is a
minimal area which can be measured during an experiment, and later we will see how this fact has been used
for defining symmetry reduced models for quantum cosmology.

Also, one was able to implement the Gauss und the diffeomorphism constraints properly. The first one can
be solved in numerous equivalent ways, leading to the subspace of H, called Hg which is the span of the
(sauge-invariant) spin-network functions [274-278]. In contrast to this, the implementation of the diffeomor-
phism constraint is normally achieved via group averaging with respect to (a generalisation of) the spatial
diffeomorphism group Diff (o).

The most complicated object to deal with, however, is the scalar constraint. By choosing the corresponding
element in A, such that the volume operator appears on the right, the scalar constraint is automatically anni-
hilating the vacuum vector Q7. (In the presence of appropriate dust fields, the constraint can be associated
with a physical Hamiltonian, which has the same property.) We already saw in the last chapter that there
exists an approximation, C*, of the scalar constraint using holonomies along loops of coordinate length 4e.
In [74,75] it was hence proposed to regularise the action of C* on the vertex v of a finite graph ~ (whose
edges will not be infinitesimally short) by adding infinitesimal loops between edges incident at v. This finishes
the full description of a continuum quantum theory of GR.

However, as we could see in the chapter about renormalisation, as soon as one introduces a regularisation,
one has to ask whether there are ambiguities which lead to different physical predictions. Another possible, yet
arbitrary alternative to the Thiemann regularisation mentioned above was introduced in [279-281], where
the structure of the scalar constraint was considerably changed. As it turns out, both regularisations agree
only in the continuum limit before quantisation. Due to the involved action, it has been difficult to investigate
the difference in these (and other possible) regularisations at the quantum level.

A possible strategy to solve these problems presents itself, when trying to regularise the system in a non
graph-changing way: From the philosophy advocated earlier, this corresponds to considering a given graph -~y
(which shall be such that it could be used to give rise a dual cell complex of o) as a possible discretisation of the
system and studying the projection of all observables on the mentioned coarse resolution. The first incarnation
of this approach is called Algebraic Quantum Gravity in [92-95].° Here, one takes an infinite graph which

41t is worthwhile to note that there are also other proposals for volume operators in the literature, e.g. in [267]. However,
the quantisation given in the main body of the text is as of today the only one, which is consistent with the quantisation
of the fluxes as was shown in [268,269].

5However, in this approach it was not clear any more whether the hypersurface deformation algebra closes, which should
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can be embedded in any way into o, hence especially such that its dual presents a decomposition of the
hypersurface. Then, the holonomies of C¢ must be regularised in such a way that they keep the discretisation
as it is, e.g. attach loops along the minimal plaquettes adjacent to a vertex v, see figure V.1. If only finitely
many edges of this graph are excited then we establish with this construction the correspondence to systems
with finitely many degrees of freedom. Thus, we are now in a situation where the quantisation ambiguities of
different regularisations can be studied via the same methods of cylindrical consistency we motivated in III.
Renormalisation.

Abbildung V.1: Different ways to regularise the holonomy along a loop starting at v, as it appears in C¢. On the left,
the graph-changing regularisation is shown. On the right, the non graph-changing version, by which a single graph can be
considered as a discretisation of o is depicted. Here, the regularisation ambiguities can hopefully be treated via the direct
Hamiltonian renormalisation.

Indeed, that different regularisations lead to severe changes of the physical predictions on some finite

resolution can be seen in a concrete example: a semi-classical universe imitating a variant of the flat Robertson-
Walker model. For this, we choose a cubic graph v := Ujezer, Z = {(k,m) : k € Z3;,m € {1,2,3}}
with M < oo and periodic boundary conditions. Then, we embed this graph into the manifold o = [0, 1)3
such that the M3 points are evenly distributed with respect to some fiducial metric”. In this coordinate metric
the distance between two neighbouring points reads e = 1/M. Finally, we choose as the element of Hy;p
describing the system the vector V() € H., which is a direct product of gauge coherent states peaked on
edges in the (flat) Robertson-Walker metric.
This procedure is made precise in V.C. Cosmological Coherent States Ezpectation Values. Here, we will
prepare the necessary tools in order to evaluate the expectation value of the scalar constraint in its non graph-
changing regularisation on these cosmological coherent states W . ). The calculation, as has been performed
in [133], relies heavily on the fact that the expectation value on complexifier coherent states of operators with
a polynomial dependence on the volume operator can be considerably simplified. In [94], it was shown that

<\I/(c,p) 5 P( VAL ) \I/(c,p)> = <\I/(c,p) 5 P( VCIJCT ) \I/(c,p)> + O(thrl) (V5)

for any polynomial P. Here, VC’;“T is the k-th Giesel-Thiemann volume, which is a mere power series in Qv.
Hence, the original problem of finding the spectrum of Qv can be circumvented as long as we are interested
only in corrections up to a finite order k 4+ 1 in t ~ h.

It is then an algebraic task to determine the expectation value of polynomials in holonomies and fluxes on
each edge. We present their analytic form for arbitrary powers in the fluxes and up to quadratic order in the
holonomies. To obtain the corresponding expression of a geometric operator, it is a combinatorial task to put
these single building blocks together. We show the procedure in the case of the volume operator explicitly
and we will, moreover, provide a general algorithm by which more complicated operators, such as the scalar
constraint itself, can be investigated. It is of no surprise that we find in [132] that the expectation value of C*
coincides at the zeroth order in /i with the classical discretisation C¢ as derived in (IV.239):

fe 6V i 21+ B%sin(2ec)?
(Ve C MW} = 5 (G - LB o, (V.6

be the case if the regularised operator were to describe a quantum theory of GR. To deal with this, one introduced the
master constraint approach [86-91].

6This action is moreover diffeomorphism invariant, as under the action of ¢ € Diff(c) it gets transformed together with
the graph ~. In this sense one can call the graph “abstract” and only needs to deal with a subset of residual diffeomorphisms,
i.e. those which map the graph into itself.

7While, the model for the flat k& = 0 Robertson-Walker metric is defined on o = R3, we choose here a toy model, where
we study the same metric on a compact torus.
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where Vj is the coordinate volume of 0. As we have already discussed earlier, there are even more classical
discretisations. They can feature increasingly smaller errors in the regularisation parameter ¢, however all of
them predict different times for the Bounce. It transpires that the details of the Big Bounce which resolves
the singularity via an effective Hamiltonian are not necessarily meaningful. In order to understand whether
one should trust (V.6) or the dynamics of the effective Hamiltonian from some other model, it is mandatory
to do more work and fix the quantisation ambiguities related with the dynamics.

We want to close this chapter with a remark that these ambiguities even appear in symmetry reduced
models of QG, see V.D. Loop Quantisation of Symmetry Reduced Models. One might hope that due to the
high degree of symmetries these models simplify enough such that these ambiguities do not occur anymore.
However, at least in the considered model this is not the case.

The most promising candidate is Loop Quantum Cosmology, where prior to quantisation one classically
restricts oneself to flat Robertson-Walker spacetime deparametrised by a dust field. Being an isotropic and
homogeneous universe, the system loses its field-type behaviour: the only freedom left over is the scale factor
a(t). To stay as closely as possible to LQG, the variables chosen to quantise are the volume of a fiducial
cell of the universe (or the compact manifold o mentioned above) and its conjugate momentum. This has
been done first in [80, 81]. Since then it has been of increasing success and was investigated further, e.g.
in [82-85,282,283]. It became common to integrate further features from full Loop Quantum Gravity into this
framework, most notably the aforementioned finite area gap A. Demanding that the area of any loop while
regularising the Hamiltonian should not be smaller than A, introduced a compactification sin(ec)/e of ¢, the
coordinate time derivative of the scale factor. Then one quantises, e.g., the scalar constraint analogously to
full QG. However, due to the finite parameter A, which has been introduced, the system became susceptible
to different choices in the regularisation of the Hamiltonian, too. On the other hand, this model featured a
resolution of the Big Bang in form of a Big Bounce. Furthermore, it is simple enough to study numerically the
exact evolution of a coherent state in the quantum cosmology Hilbert space through the mentioned Bounce.
This has been done for the first time in [284—-286] using a regularisation which is widely spread in the literature.
However, by choosing the regularisation suggested in [288-290], which is taking the analogous regularisation
steps leading to (V.6), one obtains a vastly different picture [134]. We will compare these two cases in detail
in the following sections. Moreover, it is interesting to note that, although both systems are highly non-trivial,
the evolution of the volume v ~ a(t)?/? given by the effective Hamiltonian defined as the expectation value
on the coherent states follows in each case the trajectory of the mean value of the quantum state (a function
over the volume v) perfectly, hence justifying the prescript “effective”.

All in all, this shows that even in LQC the dynamics is not reliable unless the quantisation ambiguities have
been fixed. However, thanks to the previous active research in this field, all the tools are available to closely
investigate their influence. As a possible avenue to fix the ambiguities renormalisation group techniques can
be pinpointed, one incarnation thereof - which is purely in a Hamiltonian setting - has been discussed during
the course of this thesis.

V.A Kinematical Hilbert space of LQG

V.A.1 The unique Diff(o)-invariant Ashtekar-Isham-Lewandowski State

The starting point for the quantisation of the kinematical Hilbert space is the holonomy-flux algebra from
Lemma IV.C.5. To construct it, we consider the connection A,(x) along any curve e in the manifold to
construct the holonomy h(e) € SU(2), i.e. the path-ordered exponential of the connection along e. Similarly,
we smear the densitised triad E* against any 2-dimensional surface S to obtain the flux E(S) € su(2). For a
curve e and a surface S we thus had

h(e) = Pexp ( /O ltha(e(t))é“(t)>, B(S) = /S €pedz® A dz? B56T7 (V.7)

The set of (h, E) along all curves and surfaces constitutes the holonomy-fluz algebra.

As in this algebra all curves and surfaces are contained, there are also especially those which are only continuous
and not differentiable. To exclude them in the following, we follow the strategy of [50,258] and consider only
a subset of the holonomy-flux algebra, namely those elements which are defined with respect to piecewise
analytic surfaces and curves:®

8We demand certain analytic structures to avoid, for example, situations where a curve and a surface would intersect
in infinitely many points. On the other hand, we don’t want to demand more, e.g. entire analyticity: diffeomorphisms
preserving such a structure would be non-trivial everywhere, if they are non-trivial in an arbitrary small neighbourhood.
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Definition V.A.1. 1) A curve is called piecewise analytic if it contains finitely many real analytic
segments which meet in their boundaries. A real analytic segment is called an edge e.
2) A piecewise analytic surface is a finite union of real analytic surfaces called faces as follows:

o A face is an entire analytic 2-manifold without boundaries

e The faces are mutually disjoint and their closures meet in 1-dim submanifolds which themselves are
piecewise analytic paths

o The closure of the surface is a C° 2-dim connected submanifold contained in a compact set
e The surface is orientable
One can use this to define the Hilbert space by GNS construction. We sketch the main idea in the following:

Definition V.A.2 (Cylindrical functions). 1) A graph + is a finite collection of edges e € v (Alternatively
we refer to the set of all edges in v as E(vy)). The set of vertices of v shall be denoted by V(7).

2) A function F on the space of smooth connections is said to be cylindrical over v, i.e. F € Cyl™ |iff
there exists F, : SU(2)IFO| — C such that

F(A) = Fy({h(e)}eer(y) = (P1Fy)(4) (V.8)

where p(A) = {h(e)}ecr(y)-
3) Let be A\, : SU(2) — SU(2), g — hg the diffeomorphism of left translation. For T = cy1; € su(2) we
define the generator of left translation in direction T or right-invariant vector field

(R-1)(8) = - om0 Wexp(om )(0) (v.9)

4) With every fluz E¢(S) (S being a surface and f : o — su(2)) we associate a derivative Ef g on the
space of cylindrical functions:

. Bk

EysF = {Ey(8), F} = = > (S, e)Ry(sne)(€) F, (V.10)

where R(e) acts only on the e-th copy of SU(2) in F,.

These objects will now give rise to the quantum algebra Ain LQG: namely consider £ the set of all pairs
(E, F) with F being a cylindrical function F' € Cyl™ (such that there exists for each function a graph ~ with
finitely many edges) and E being only one of those derivations which are of the form EALS with S being a
piecewise analytic surface. For two elements | = (E, F), I’ = (E', F') we define the involution I* = (E*, F*)
as the complex conjugation of the entries and the Lie bracket as

1,0 = ([E, E', E(F') - E’(F)) (V.11)

To obtain the subset mentioned in Def I1.B.1 with whom the GNS construction can be undergone, we will
call € the set of all elements generated from & by (V.11). Hence, the set is by construction such that we can
construct the free algebra along the lines of (11.73)-(11.75) out of it. This finishes the formal construction of
the quantum algebra A.

To talk about the action of diffeomorphisms on A, we generalise the class of diffeomorphisms to allow also
those, which act non-trivial only in a compact set. Hence, these diffeomorphisms will not be analytic everywhere,
but only differentiable (to some order) at the boundary of the chosen compact set. These diffeomorphisms
motivated us to consider only piecewise analytic edges and surfaces. Then, the diffeomorphisms will preserve
the structure of the edges and surface, i.e. they are automorphisms on A. (see [258] for more details)

It turns out that for the holonomy-flux x-algebra there is only one state which is invariant with respect to all
of these diffeomorphisms:

Theorem V.A.1. (Lewandowski, Okolow, Sahlmann, Thiemann, ‘06 & Fleischhack '09) The only dif-
feomorphism invariant state on the quantum holonomy-flux algebra A is the so-called Ashtekar-Isham-
Lewandowsk: state

0 ifN >0

wr(F) else (V-12)

war(F(A) *Efl(Sl)...EfN (Sn)) = {
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where

uri (F) = /SU@M H dyizi (90)F, ({9.}) (V.13)

e€E(y
with F' = py F is cylindrical over .

Beweis. For the proof we refer to the literature. A didactic presentation can be found in [50]. O

V.A.2 GNS Construction and the kinematical Hilbert Space H;;,

We will now state the result of the GNS construction of w4y, on a fixed graph v = Ujey. The associated
Hilbert space to -y is the tensor product of square integrable functions on each edge, H, = ®ccp(y)He with
He = L2(SU(2),dpm), dup being the unique Haar measure on SU(2). The holonomies get promoted to
bounded, unitary multiplication operators: for f. € H, it is

hnn(€)f.(9) = D) (9) f.(9) (V.14)

1
where Dﬁ,ﬁg(g) is the Wigner-matrix of group element g in the defining irreducible representation of SU(2)
corresponding to spin-1/2 [291]. The Peter-Weyl Theorem II.A.5 ensures that the functions Dﬁ%(g) form an

orthogonal basis, hence H. is the closure of functions of the form fe(ge) = >, > i<, <; cj,,meﬂll(ge),
where j € N/2 (sums over magnetic indices m,n, ... will be suppressed in the following). Now, as H, =
®ecer(y)He, an orthogonal basis of it are the spin-network functions [274-276]

T ;malod) = T DS (9) (V.15)
e€E(7y)
The scalar product between two spin-network functions T J i T’y’j’ =, which are defined on two different

graphs ~y,7/, is defined in the following way: Choose any ¥ such that ~v C 4 and 7' C 4. Then we define

(0)
Tz = [ p%.ee) T] D6 (V.16)
e€E(y) eey—y
and similar we extend T, -, ., -, to 4. Now, both functions are defined on the same graph and their scalar

’ij’n

product can be compute in the Lo sense: (we rename ] = ] and similar)

T G s 3 = 11 [ a0 D00, (92) (v.17)
e€y
o
[ dnsa(@) DR 0)DL9) = 5835 G (v.15)
J

where the dimension of spin-j SU(2)-irrep is d; = 2j + 1. Similarly, the fluxes become essentially self-adjoint
derivation operators:

ihkf

5 olens)fe, (9 )R (e2) fea (9es) (V.19)

2K (S) felg) == -

where o(e N S) € {0,£1} (depending on whether edge and surface meet non-transversally or under the
same/opposite orientation respectively), e = ej o e such that s, = eN .S is the starting point of edge es and
g = e, ge, (Which makes the splitting unique). Finally, the right-invariant vector field R¥ (e) was defined in
(V.9) and in the same way the left-invariant vector field L* (e) is defined as

R¥@L0) = 3| fe™0), M@ = o) o™ (v.20)

s=0

Let us note, that in general we need indeed all graphs consisting of piecewise analytic edges, because the
algebra of observables contains the holonomies along all these paths. And, if some paths were missing, these
could be obtained through the natural action of some element of the diffeomorphism group (see later).
However, there are also different ways to implement the action of the diffeomorphism group, e.g., in Algebraic
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Quantum Gravity [92] one considers an abstract (or algebraic) graph that is not embedded and only carries
the information which vertices are connected with each other. One can quantise the action of the infinitesimal
diffeomorphisms? such that they preserve the algebraic graph and, hence, it suffices indeed to take only one
abstract graph into account.

As we are in the following interested in a non graph-changing regularisation of our observables, we will also
consider a single graph y that defines a complete set of coordinates of the phase space which are to become
elementary operators. Moreover, let v be such that we can define a polyhedral decomposition of o dual to
~ in the following way designed by [154]: to each edge e of v we assign an open face S, carrying the same
orientation as e and such that (1) the faces S, are mutually non-intersecting, (2) only e intersects S, and (3)
the intersection happens only in one point infinitesimal close the starting point of e and is transversal.

Then (V.19), the action of EX(S.) on a cylindrical function of ~y, becomes proportional to the action of the
right-invariant vector field R (e). However, note that the fluxes now longer commute with each other. In
other words, we find the resulting algebra on the mentioned given graph ~ with edges e, ¢’:

[hab(€), hea(e)] =0, [RE (), RE(€))] = beer €5, RM (e)
) ) (V.21)
[RE(€), hap(€')] = deer D' (2 (75 ) hren (€)

with D;(b%)(TK) as defined in (V.23). This is taken from [133], where it was explicitly computed in the spherical
basis, s € {—1,0,+1}, where 71 := F(1; £i7)/v/2 and 7y := 73. The generators thereof are

T+=i\/§(8 (1)) T:—z’\/§<? 8) Toz—i((l) 01> (V.22)

Lemma V.A.1. Let K € {0,41}, then the action of R on the basis element is given by

REDGM) = D'DmDR). D) =2 i+ vy (1 f ) v

Beweis. First, recall that RE f(g) = (d/ds)s=of (€™ g), so replacing f with Dﬁ,%, we get

; d ; d ‘ 4
KpU) (¢) = DU) (57K g) = DU (esTYDU) 24
B0 = (35) Dm0 =2 (), P nie (V.24)

so comparison with the definition in (V.23) reveals that

1 d j STK
D = (55) D) (v.25)

so we are left with the task of performing this derivative. Given 7 and 7y, it is easy to see that e’"% =
oo o 8™ (Ti)™/n! gives

1 isv2 1 0 e—is 0
STH — 5T — ST0 ,
c < 0 1 ) c < —isv2 1 > € < 0 el ) (V.26)

Consider for instance 7. From [50] we have

pmnHd (V.27)

s=0

DY) =Y VEFmIG=—mG+n)l—n)! d

mm l G+n—=0Dm—-—n+DUG—m-=1! ds

with b = isy/2 — so that the derivative in s gives iv/2(m —n + )™ "+=1 —and ¢ = 0. The only way for

this not to vanish is to have [ = 0 (so that the sum collapses in a single term) and m —n —1 =0, i.e.
Om.n+1. For these values the factorials simplify, and the final formula is

D) (14) = iV2/(j+n+1)(j — n)dmn+1 (V.28)

9To be precise, one is not quantising c there, but a classically equivalent term which is part of the Master constraint.
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Similar computations reveal that

D) = =iV2\/(G =+ 1)+ 1)dmn1 (V.29)
and A
D) (0) = —2indymn (V.30)

It is convenient to write these in terms of 3j-symbols, as in this way we have a unique formula and the
symmetry properties of these objects are apparent. Recalling the explicit formulae for 3j-symbols [291]

jg 1 _ 1\j4ntl n
(25 2, )=dmi

-m J(G+1)d;
(V.31)

AL R R GFn)(E£n+1)

noEl —m e 2j(j + 1)d;
one can therefore write

D (i) = 207 [5G+ Dy (—1yn (4 LT (V-32)

mn J n K —m ’

which is the claim. O

This concludes the description on the kinematical Hilbert space of LQG.

V.A.3 (Gauge) Complexifier Coherent States

We now have at our disposal a physical Hilbert space on the fixed graph ~. But while any state F' € H,, can
be considered, later on we will focus on a subset of the gauge coherent state family. Let us therefore briefly
review the general definition and properties of this family as it was introduced in [154-156].

Following Hall [263,264], one constructs a coherent state wZ,hS for every edge e of the graph and forms the

tensor product over all edges. Explicitly, we obtain \Ilfy_’{hc}({g}) = HeEE('y) Qpé,hg(ge)- To construct wz,h‘g
one uses a complex polarisation of the classical phase space, i.e. a unitary map (A, E) — A that expresses the
complex connection as a function of the real phase space. For example, the left-polar decomposition prescribes

hE := exp (—ZTJEJ(SE)> h(e) € SL(2,C) (V.33)

where h(e) is the classical holonomy along edge ¢ and E7(S.) are defined with respect to the surfaces S,
for each edge e as described above. The dimensionless quantity ¢ := hx/¢? > 0 is called the semiclassicality
parameter, with £ being a length scale that the theory should provide.'®

To construct the coherent state in H. peaked on hS € SL(2,C), one first chooses a complezifier CA’m
and exponentiates it: this gives rise to the coherent state transform, which for the choice of heat kernel
complexifier [154] reads

Wt,e = ei%ét’e = eéél"RI(e)R"(e) (V34)

The (gauge-variant) coherent state is now obtained by applying Wfp to the delta-function on SU(2), &y,
and continuing analytically the result to A’ — hC:

2’;15 (9) = (Wt,e5h’ (g))

h'—hC

— Zdje_%j(j*l)Tr(j)((hS)Tg) (V.35)
J

where Tr(j)(.) denotes the trace in the spin-j irreducible representation and the explicit expression d5,(g) =
>, d; Tr9 (hg=1) has been used.
As was shown in [155], these coherent states fulfil a number of useful properties:

10 As we will see later, t controls the spread in holonomy and flux of the coherent state: The smaller ¢, the smaller the
relative dispersions of h and E. It has been therefore argued [94] that the natural choice for £2 in a vacuum gravity context
is the inverse of cosmological constant, £2 = 1/A. Using k = 16mG/c3, one then finds ¢t ~ 107120,
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(1) Eigenstates of an annihilation operator. By defining a(e) := e_%émiz(e)e%ét‘e = e%e_i”El(Se)/QiAz(e)
(where the action of the last exponential has to be understood via Nelson's analytic vector theorem, see
e.g. page 202 of [186]), one finds that the coherent states are simultaneous eigenstates for each a(e):

&mn(e)qjty,{hc} = [hg]mnqlf/,{hﬁc} (V~36)
(2) Overcompleteness relation. By considering the measure (p; € R, h, € SU(2))

) —t/4 o 2
dvy (77021, = dpug (R )[2\/56 SIh(VP®) =2/t g, (V.37)

PO

on SL(2,C), one can show that

/ A (hS) Wl e (W s ) = s, (V.38)
SL(2,C) ¢ ¢

(3) Sharp peakedness in holonomy and electric flux. For all hy b’ € SL(2,C) there exists a positive function
K(h,h') decaying exponentially fast as ¢ — 0 for h # h’ and such that

| (@, i) < Ko (B 1) Jp P[5 12 (V.39)

Moreover, for holonomies and fluxes one finds

Wk, P ()0h) = Ramn (€) (00, 5,) + O(t) (V.40)
(Wh, B (Se)vh,) = B7(Se) (Wl vh) + O(t) (V.41)

and that they saturate the Heisenberg uncertainty bound by occupying a phase space volume (with
respect to the Liouville measure) of order ¢3.

V.B Quantisation of Geometric Operators and Constraints

V.B.1 The Volume Operator

For the volume over a classical region B C o the process of canonical quantisation on a given graph - uses
the following regularisation:
We consider a partition of B into cubes [1 and get the classical identity

B):%: /D du y/det(X5q) (V.42)

for an embedding function X5 into 0. We introduce the “face normals” of [J at fixed values of u®. Then we
calculate

et([B5 (X (w))n)}) = det(E5) - det (n}) = det (E) (det( 2 2))? (V.43)
and with
det(X5a) = (det( 2 2))? det(g) (V.44)
we arrive at
Vdet(X*Bq) = /| det(E -n) | (V.45)

Suppose that each [ has coordinate volume €* then (ug € O)

d3 det(X%q) = €3y /det(X5¢) (X 5(un)) det(E - ne?)| ~ /| det({ E;(C)}Y, V.46
B B B
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where E;((0%) is the flux through the b-th face of [J. In the following we write in an abuse of notation
det(E(0)) := det({E;(0)®)}%). Thus, we finally obtain:

~ Y | det(B@)) [Y? +0(e) (V.47)
O
Aet(B(0)) = greane!? By (O B () B () (V.48)
We define this by its action on a spin-network function
3
det(BONT, 5 .7 = (h’f) éx (V.49)
X Z (o (0%, e)o (0P, &) o (O, e”))eJKLRJ(e)RK(e’)RL(e”))Tmimﬁ
e,e’ e’ €E(7)

As ¢ — 0 the only contributions comes from cubes that contain at least a trivalent vertex. Also, we can
choose each cube to contain only one vertex at most, else we shrink e further. This leads, finally, to the
Ashtekar-Lewandowski volume operator 11 [266]

- - (Bhw)3/2 A
VB)E{gh) = >, VuF({g}) = 55 > | Qv [F({g}); (V.50)
veV (y)NB V3 veV (y)NB
Qui=i Y elee e R ()R (¢)R¥(e") (V.51)

eNe’'Ne’’'=v

with e(e, e/, e”) := sgn(det(é, é¢’,¢"”)) and all edges outgoing at the vertex v. (In case of an e being ingoing,
one simply replaces R (e) — L’ (e).) Since the square-root is understood in the sense of the spectral theo-
rem, knowledge of the full spectrum of @, is required before we can say how V, acts on general states.

Important for the purposes we have in mind, is the advantage of using the coherent states to simplify
the evaluation of expectation values of operators involving the Ashtekar-Lewandowski volume (V.50). Indeed,
given a coherent state ( which is peaked at each edge on |h,,,(€)| > t, |E7(S.)| > t), it was shown in [94]
that for every polynomial operator P(VU, 71) the following relation holds:

(U] theys PV, YW 0y) = (04 ey, PVIET )T, ey) + O(EH) (V.52)
where we refer to VUGT as the k-th Giesel-Thiemann volume operator. This is explicitly given by

= G [ B (03 (-9)- (1) ()

(V.53)

where Q, is as in (V.51) and we used the shorthand notation (Q,) := <\I’i7{hC}an\I’i7{hC}>-12 This fact
enables us to compute the approximated expectation value (on these coherent states) of any polynomial
operator involving Ashtekar-Lewandowski volume, retaining control on the error we make in terms of powers
of the semiclassicality parameter t.

V.B.2 Gauss and Diffeomorphism Constraint

It remains to incorporate the constraints G.;, C[N], C[N]. The Gauss constraint G is easily incorporated by
the fact that it is the generator of SU(2)-rotations, hence its solutions are states of . which are invariant
under SU(2). These can be obtained by group averaging: let Ug|[g] be the operator that generates a local
g(z) € SU(2) transformation and F,({g}) = [I.c, fe(ge), i.e. a tensor product over the edges; then the
corresponding gauge-invariant function is [292,293]

@) = [ DUNUClNE, (oD = | [T [ dunt) | ] £uthegiy  (v50)

veV (7) e€y

11\We can take care of the non-commutative nature of the by introducing a regularisation procedure called “link-
splitting” [50]. With this one can show that all contributions where E acts on its copy of a different surface cancel.

12 We observe that the operator VkGE depends explicitly on the coherent state \I/f/ (hC} which appears in (V.52), and it
therefore makes sense only in the context of equation (V.52).
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where v runs through all vertices in 7, and s., t. denote the vertex at the beginning/end of edge e respectively.
Assume one implements the Gauss constraint via group averaging and is only interested in the expectation
value of observables which are themselves gauge-invariant (like we have already established for the scalar
constraint). These are Op such that Uglg]iOrUglg] = O for any SU(2) transformation Ugg]. Moreover,
it is easy to see by (V.35) that the coherent states are gauge-covariant: for a gauge transformation of § at
T = S., the starting point of edge ¢, we get Ug[g]w;hg (9) = ¢;h§ (99) = ¢;h£gf (g). Conversely, for & =t
the terminal point of edge ¢, it is Ug[g]wé,’hc/ (9) = z',hf, (99) = wz',gfhg/ (g9). Combining both with the fact

that the coherent states are sharply peaked, we get

(O ) OrYE ) = / D{7}] / DG I Wen. Uclds)Uclge.)tOrUa(3, 10U te.n.)
e€E(7y)

~ [ pttay [ iy 11 e O b i)
e€E(y

- [ pttan [ piia'y < Ven o Orte g1, )8(3.3) + O)
e€E(y

— [ DU ey Ve [g]*éFUG[mw(e,p» +0()

= (Ve OFV(ep) +O(t) (V.55)

where in the second-to-last step we used the peakedness property of coherent states to write (¢, g, , OAFwE,HQ

= (Ye.11., Optbe 1. )0 (He, H.)+O(t), while in the last step we used the fact that the Haar measure is normali-
sed. We see also that the normalisation of the state obeys H\I/(c ol = ¥ cpll+O(t). This result guarantees
that the expectation values have physical significance at leading order in ¢ (i.e. O(t°)), without having to
impose the Gauss constraint. In other words, the expectation value of gauge invariant observables does at
classical order not dependent on the representative of the gauge orbit of the phase space point. Of course, the
corrections could be very large, thus the parameter ¢ should be considered sufficiently small ¢ — 0. Further
results on the general gauge-invariant coherent states can be found in [294,295].

The vector constraint C_"[N] generates diffeomorphisms of the spatial manifold o, and therefore cannot be
implemented as an infinitesimal operator due to the action of the diffeomorphism group Diff(o) not being stron-
gly continuous. Nevertheless, diffeomorphism-invariance can still be implemented via finite diffeomorphisms
¢ € Diff(o). In this thesis, we adopt the idea developed in the context of AQG [92], where one considers
abstract graphs, that is graphs which “forget” about their embedding in o. In order to still reduce the number
of degrees of freedom accordingly for our theory, we will introduce a classically equivalent constraint which
can be promoted to an operator and implement it, instead of the vector constraint.

The object that is closely related to it — and that does admit a quantum counterpart —is M := ¢**C,C}/ det(q)
[50]. Let M = M(h, E) be the corresponding operator, and let \I'ﬁ%{hc} be a generic gauge coherent state.
Then follows, from the peakedness property of coherent states [156],

(U ey MU () = M(ho, Bo) (T 0y, @ o)) + O(1) (V.56)

where h, and E, represent schematically the leading orders (in t) of the expectation values of generic holonomy
and flux on the cosmological coherent state W, ). As we will see later, the leading order of these operators
reproduces the classical value computed from data (¢, p), so in fact we have M (h,, E,) = M 4ss- But now,
we observe that the classical Robertson-Walker metric solves the spatial constraints identically (it is homoge-
neous, hence spatial derivatives vanish): (Cy)cass = 0. Since M is homogeneous in Cy, it immediately follows
that M iass = 0, and so (Wi,{hc}, M\I/(C’p)) vanishes at leading order in ¢. Since this is true for every \Ilt%{hc},

and since the whole set of gauge coherent states forms a basis, we conclude that M\II(C’p) =0+ O(t).
In this sense, even though the state W) is not diff-invariant, expectation values computed with it have
physical significance at leading order in t.

V.B.3 Quantisation of the Scalar Constraint

Finally, let us consider the implementation of the scalar constraint in the quantum theory. We had already
introduced in the last chapter the regularisation due to Thiemann and, indeed, it could be used to implement
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for the first time a rigorous quantisation of the scalar constraint in LQG (we refer to [74,75] for the details of
this construction).

Non Graph-Changing Regularisation

Among the various choices of further regularisations proposed for the scalar constraint, we will use the frame-
work first developed in AQG [93], where one chooses the scalar constraint to act in a non graph-changing way,
i.e. one regularises the curvature of the Ashtekar connection by F,(2)é?€? = [h(Oeer) — M(Oeer ) T]/26% 4+ O(e)
where [,/ denotes a small loop starting at = along e and returning along ¢’ of coordinate length 4¢. Then,
we choose for the action of the loop-holonomy the operator E(Deez), which starts at a vertex v of the fixed
graph v and goes along already existing edges in such a way that minimally many edges are traversed. Thus,
we simply define the total operator in its symmetrised version as follows:

CIN) = 5 (ColN] + CE) - 5 2=

where the Fuclidian part Cg and the Lorentzian part Cy, are

((Z*L [N]+C} [N]) (V.57)

32 N, ;o]
CE[N] —m ;)20 Z 6(6,6,6 )5)(
v 2l

eNe’Ne’’=v

% Tr (A(Oeer) = h(Oeer) i) [, 73] ) (V.58)
A 128 N,
CLIN] =S Z ol Z e(e, e, e”)x
veV(y) eNe’Ne’’=v

x Tr (ﬁ(e) [ﬁ(e)T, (Cx1], f/,,]] h(e) [f},(e/)f, (Cx1], VU]} h(e") [ﬁ(e")T, vD (V.59)

and N, is the value of lapse function N at v € o.

Deparametrisation with Gaussian Dust

Instead of dealing with vacuum GR, where one has to solve the scalar constraint C[N], one can construct
observables, e.g., by adding matter to the theory and trying to find local coordinates such that the constraint
acquires the form C = P 4+ H in terms of the conjugated momentum P to the matter degree of freedom. If
this form is achieved, one speaks of “relational observables” and “deparametrisation” [147-153]: the function
H becomes a physical, conserved Hamiltonian density which drives the physical evolution of the observables
with respect to the matter degree of freedom (which therefore plays the role of physical clock, 7). While not
all types of matter allow for this decomposition, a possible choice is Gaussian dust: in the framework of Torre
and Kuchat [147], the Lagrangian added to the Einstein-Hilbert action describing Gaussian dust is

Lap = —/Tdet(g) [ (39" TuTw + 1) + g" T, (W;57,)) (V.60)

with the fields o and W; having dimension cm~*, while the fields 7' and S’ have dimension cm. Performing
Legendre transformation, one can show that the time-evolution of an observable Op (associated with phase
space function F) is encoded as the Schradinger-like equation dOp(7)/dr = {H,Op(7)}, where

H=cChl= / O (2) (V.61)

is for this reason called the true Hamiltonian. We see that C' is no longer a constraint whose vanishing
must be imposed, but in fact it generates time-translations. Thus, if one takes this viewpoint, the quantum
scalar constraint presented above is understood as the quantum operator producing the dynamics of geometric
degrees of freedom with respect to the classical observer provided by the dust.

V.C Cosmological Coherent States Expectation Values

In this section we will quote the work from [132, 133] by focussing on a subfamily of the coherent states
\Ilf%{hc}, which we claim to be suited to describe flat Robertson-Walker geometries at a given instance, i.e.
on the spatial manifold o. The question of whether these states are actually stable under the dynamics is still
open and will not be addressed here.
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V.C.1 Choice of States

We follow [133] and introduce an infrared cut-off by restricting the spatial manifold o to a compact submani-
fold, or, which we equip with the topology of a 3-torus, that is, periodic boundary conditions. With respect
to a fiducial metric  we identify R as the coordinate length of the torus, which in principle allows us to
remove the cut-off by sending R — co. Thus, we are interested in a fixed graph ~, which is chosen to be a
the cubic lattice Z?V embedded in o for some finite N' € N. As such, we shall only consider a subalgebra of
the holonomy-flux algebra: the holonomies along the edges of v and the fluxes across the surfaces of a dual
cell-complex.

The three directions of the lattice can be chosen adapted to the fiducial metric 7, so that the coordinate
length of a side of the lattice is R. On the other hand, due to or being compact, v has a finite number
of vertices, N'3. Assuming the lattice to be regular with respect to 7, we therefore find that the coordinate
distance between two neighbouring vertices is p :== R/N .

Now, we remember the calculations (1V.192),(1V.224) and (1V.233): the classical geometry that we want to
reproduce is described by a line element that, in these coordinates, reads

ds? = —N2dt? + a*(da® + dy? + dz?) (V.62)

with NV the lapse function and a the scale factor encoding the spatial geometry. In Ashtekar-Barbero variables,
we find for the connection and densitised triad respectively

Al = ¢sl, E¢ = ps¢ (V.63)

with ¢ and p being the fundamental variables. One can now compute the holonomy and the flux along each
edge ey in direction I:

h(er) = e~ #71, E’(S.,) = p,uQn(JI) (V.64)

where 7i(y) is the unit vector normal to S., (so its components with respect to Cartesian coordinates are

n(Jl) = 6{). Therefore, according to (V.33), the element H; € SL(2,C) that should label the coherent state

¢ .0, € He, is (no sum over 1)

it 2 —cuT . 2t 2\ = -
H; =exp (—Wpu T1> e Pl = exp |:<—26,u — z@pu ) (1) .7/2} =
2u?
= njexp {(—Q,uc - z%) 7'3/2] nt (V.65)

where in the third step we used the SU(2)-covariance of 7; to move the rotation from its basis index to its
matrix indices. In particular, n; are the SU(2) elements that rotate the unit vector Z into the unit vector ﬁ(I),
and are explicitly given by

(1) () w1 o

In this way, we have expressed Hj in its holomorphic decomposition, which for a generic SL(2,C) element
reads nexp(z73/2)n'T for z € C and n,n’ € SU(2). While in general z, n and n’ are independent, in this
particularly simple case we find that n = n’ are fixed (though different for the three possible orientations of
the edges) and we read off

2u%p
02
The complex number z is therefore the only label of our coherent states, encoding the classical geometry
described by the canonical pair (¢, p). In the derivation above the numerical values of ¢ and p were computed
using an embedded lattice. In the following, however, we will refer to an abstract graph whose label z = £ +in

is related to the numerical values ¢, p and p according to (V.67).
Having the labels {hC} = {H}, we finally find our coherent states:

Viep9}) = leene) Yenc(9e) = ez Hiezs, ¥r.m:(ge.1)

) (V.68)

Yru,(9) = . 2 jeny2 dje U2 Zfﬁ:,j eiz’”D%zn(n}gm)

z=—2uc+i =&+1in (V.67)
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where (1), := ||¢1,1,||? is the normalisation of the state and again Z = {0,1...,. N — 1}.

These are states on the kinematical Hilbert space. As the next step, the implementation of the Gauss and
diffeomorphism constraint does not require further work, as we have already seen that the they are both solved
up to corrections of order t on the cosmological coherent states.

We conclude that the states introduced above can be considered as physical states. The remainder of
the section collects some general results about this particular subfamily, which will be used in the following
sections to perform computations. Because the extension to many edges is trivial, we can focus on a single
edge, and therefore we shall drop the index ‘I'. Moreover, we will sometimes write H(z) to indicate that the
SL(2,C) label H effectively depends only on z given in (V.67).

V.C.2 General Properties of Cosmological Coherent States

Consider 1. pr(»)(g) as in (V.68), with H(z) = ne*™/?nl and z = £ + in as in (V.67). The first result
from [133] gives us a way to simplify expectation values of operators involving left-invariant vector fields.

In the following, we will change the basis of su(2): instead of I, J, K € {1, 2, 3} we will consider the spherical
basis, s € {—1,0,+1}, where 74 := F(1; £im2)/V/2 and 7y := 73. The generators are thus

T+_zf(8 é) T:—z’\/§<(1) 8) Toz—i<(1:' _01> (V.69)

and satisfy the algebra [}, 7_] = 2i7o, [12,70] = £2i7.13

Lemma V.C.1. Let P(L, iL) be a polynomial operator, with L the left-invariant vector field. Then:
<we,H(z)7P(L(e)vﬁ(e))we,H(z)> <we H(—z)» ( R(e)a ﬁ(e)T)we,H(—z)> (V70)
Beweis. Because of linearity, if suffices to consider a single basis element hq,p, (€)™ L5 .hg 3, (€)™ LEn

with 7; € Ng and for arbitrary j, j* in the defintion of 1, g (.). We recall that hisa multiplication operator,
while for R we find

j a —a d j ST
REDG(gh) = (=) “RFDY)_,(9) = (-)" —| DY) (e g) =
s=0
d () d G) (ot — d )
_ DY st \T) — DY to—sTry & pu t sTK V.71
ds a0 ab ((6 g) ) ds o0 ab (g e ) d o ab (g € ) ( )

obtained using the properties of Wigner matrices. In light of this, we have

m’'n’ anbn

/duH D(] (nTgn)D(Q) ( )r1LK1 D( ) ( )TnLKnDy(yjl) (n gn)(Sm/n/(Smne”me’igm/ _

d
dsn

T
/ dpsr(9) DY) (ntgn)DE) () D) (gesi7os yrax
S$n=0

=0
X Diizn (ge® ™1 .‘.es"‘”K"fl)T"D( 2,1( fgtes17rn p)eleme=12m —
= (1" [ (gD, (g )DL, (61 R .DE (61) RS> D, (gt
— (1" [ dun@D) gD, (617D (o R DY), gyt
= (1" / duzr(9)DY), (ngn)D'Z) (¢ R ..DE) (g1 R¥» DY), (nlgn)eime=1=m" (v.72)

where in the second step we renamed the integration variable ¢ — ¢ and made use of (V.71), in the
third step we used duy(g) = dug(gt) and DY) (") = DY) (g) = (=1)»™DY) _ (g), and in the last

—_n—m

we renamed —m — m,—m/ — m’ (recall that sums over such indices are understood). This gives the
statement. O

13 This does not change the action of geometric operators such as volume (V.50), since they are by construction SU(2)-
scalars, and hence invariant under any basis transformation.
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Lemma V.C.2. Let M(R(e), iz(e))ilb’l""f.i(; b, be a monomial operator, with index-structure stemming
from R¥:(e) and hg,p,(e) . Then:

<¢e H(z)» P(R(e)» }AL( ))fllb’h ' ,an,bn/ 'we H(z)> D(j}ﬁ,*sl( ) D(l) 7Sn( )X (V73)

D( ) D(%) § D(%) D(%) P(R(e). h(e))SirSn
X ala() b;bl(”)~-- an/a;,<n) b’n,b”/<n)<w57H(Z)|n:n37 (B(e), (e))a;bg,...,a;,b;,¢e’H(Z)|n:n3>

where we point out that H(z)|n=n, = e%T3/2

Beweis. First, consider the action of R on D%%(rﬁgn):
REDY), (ntgn) = DG, (n) (R DY), (9)) DS, (m) = DY), (0 D), (72) DL (9) DS, () =
= D} (1) DI () DL () D) (T ) =
_ D(_lg(_s( VD) (75) DY) (nfgn) (V.74)

vn

where in the last step we used that

ZD%/ VD) (ri) DS () = S D% (9) D) () (V.75)
L

Hence, for the generic monomial, we express numerous times the product of two holonomies as a linear
combination with fixed coefficients c:

/ iz (9)DY), (0t gn)hayp, .. RE» DY) (ntgn) = (V.76)
1 1 1 N . .
= DL, DR, (). D2, DL, () [ dun(9) D) (1 g
1
x DL (nlgn) RS .D(), (nfgn) (DL, _s, () D'y, (75,) D), (nlgn) ) =

1 1 1 1 :
= D%, (n)Dy}) <n*>...D£::L (n)fozn (n")DL g, _s, <n>D’zwﬂ (75,)%

n

Jn
) 3) (3) (3
= D%, (n)Dy; <n*>...Dana;<n>Db,;< DD, g, (n).. D" g, (n)x
X Dlznu ( ) Dlzn;u TSI /duH Dv(n’ ’( ) Z lel,ul,ul(ul) j,L,}LnV.,L(/’[/n)Dlelyi(g)
Jn-ujl

where in the last line we used invariance of the Haar measure to replace nfgn — g. We now see that the

term in brackets is nothing but the expansion of fduH(g)Dgizz, (g)ﬁalbl...RK”D,(ZZ,(gL which was the
statement. 0

Lemma V.C.3. Let P(R, L, ﬁ) be a polynomial operator on H.. Then upon identifying the su(2) label
K with the numbers 0, £1:

(Ve () nny» PR LA LR e oy, ) = €75 (e oy, PR LR RS Y g, )

(V.77)
<¢e,H(z)\n=n3,LKP(R, Lh)Ye H(z) nony) = efzsze,H(z)‘nmz,RKP(R, Ly h) e () 0y )
Beweis. Since D'? (k) enforces n + K —m = 0, one gets
LKD%Znelzm = DgL(g)D’ELQL(TK)eizm _ 7zzKDl(LjTL( )D/git(TK)eizm _
= e—izKRKDT(%‘LT(g)eizm (V.78)
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where in the second step we exchanged the dummy indices p <> m. This is the first property. For the
second, we expand P(R, L, h)¢ = > CimnD %L(g) with some coefficients c:

! —izm 1 —izZm
chmn /d:u'H Dﬁn Zn’( ) LKD?nn( ) = ch/m’ne D/in n(TK) =
J
—
_ e—lZK cj/nm/e—zzm, D/gm)’( ) _
d;

=S e D (1) [ dun(9)D ) (9) Dl (o) =
J
e *KREP(R, L, h)y (V.79)
having exchanged the dummy indices m’ <> n in the second step. O

Now, if one uses both relation in (V.77), and the fact that [R¥(e), L (e)] = 0, one gets immediately the
following result.

Corollary V.C.1. The following cyclic property holds:

Ve, () oy B R e 10200 ) = €25 (Wm0 g RS RE RS20 gy ) (V.80)
where z = & 4 11).

As we will see in the next section, this property allows to greatly simplify the computations for the
expectation value of any product of R's.

V.C.3 Expectation Values of Monomials on a Single Edge

In this section we will cite the computations of expectation values of the various monomials which appear in
the geometric operators from [133]. As on a given edge e we have EX(S,) = —it3/4 RX (e) computing the
expectation value of R¥(e) is supposed to give us at leading order a factor t~1. Hence, for a monomial to
the N-th power in E’(Se) we will neglect all contributions of order t~(V=2) when computing the expectation
value of N many R(e).

Moreover, thanks to lemma 2, it suffices to express everything on cosmological coherent states with H (z) |, n,,
and so we will use a shorthand notation for the non normalised expectation values:

<P(R(€)>]A7’(e))>z = <1>Z<’(/}67H(z)‘n:'n,3’P(R(e)7E(e))¢e,H(z)‘n,:n3> (V'Sl)

where (1), := |11 u,||? is the normalisation of the state, which will be computed in the following subsection.

Monomials of right-invariant Vector Field

Consider first N right-invariant vector fields, all with magnetic index s; = .. = sy = 0. We have
(R**..R°N), =
_Zd d e ](]+1)t/2 —35' (5’ +1)t/2 —izm/ Lzm/dMH( ) 7(7]1) ( )levijN( ) lejg)ul( )Ditjl)m( )
3.3’
Sy eI N2 iy i i / izt (9) D3 (9) D (9)
J»3’
— Zdje—j(j+1)t(_2Z~m)Ne—2nm — Zdje—j(j+1)t(ian)Ne—2nm —
J J
sinh(d;n) )
dje-iuDeEn = (i0,)™ (1 V.82
Z € sinh(n) (i 77) (1). ( )
where we used D/ .1, (T9) = —2imdpy in the second step and the geometric sum 377 — e~2"™ = sinh(d;n)/ sinh(n)

to go to the last line. It remains to compute (1), the normalisation of the state, for which we follow close-
ly [154-156]. As the authors there have pointed out, this sum can be approximated after using the elementary
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Poisson Summation Formula I11.C.1.

By realizing that for d; = 25 + 1 the term in the sum is even, we extend the sum to negative values, thus
bringing (1) in the form to apply this theorem:

(1), = i djef(dffl)t/4% _ } i nef(n271)t/4Sinh(nn) _

= sinh(n) 2 — sinh(n)
1 s 2 sinh(un)

— d 2mnu ,—tu® /4 t/4, ST )
2/R u E e e e’ u Sinh(n) (V.83)

ne”z

Upon completing the square, in the exponential one gets the term e=4°n*/t which, for t — 0, goes to 0 faster
than any polynomial, unless n = 0. We conclude that, for 1 > ¢, only the n = 0 term of the sum contributes,
up to an error of order O(t>°). We thus find

1 2nu n?/t
(1), = fet/4/ R oL —— 2€t/4’ / zone (V.84)
2 R sinh(n) t3 sinh(n)

Because of the factor €7°/! in (1)., the leading order of (V.82) in ¢ is obtained when all N derivatives Oy hit
e/t giving O(1/tY).

Let us now consider the case where some indices s1, ..., s, are not equal to zero. Since D’,(fi)ﬂm (7s;) implies
Mit1 = fi + s; and we have p19 = pin41 = m it follows that ). s; = 0. Consequently, a single non-vanishing
s; is impossible: we shall therefore consider a pair s1, sy with opposite sign. Moreover, we will neglect all
contributions smaller than O(1/t¥~1), since we saw that the leading order (for (V.82)) is ~ 1/tV. Using the
algebra (for s1,s2,s # 0)

[R*', R®2] = —i(s; — s2)R?, [R*,R"] = —2isR* (V.85)
we find for the expectation value with a spacing C' between s; and so

c

—
(R°...R** R°..R° R*>..R"), = (R°...R°"R*"" R"...R°R*?), =
N-2 N-3
—— ——
= (R°...R® R®*R*2), — 2iCso(R°...R® R R*?), + O(1/tV~2) =
= ((i0,)N 7% = 2iCs2(i0,)N %) (R R*2), + O(1/t" ) (V.86)

having used (V.80) in the first step and (V.85) in the second. We reduced the problem to evaluating the
expectation value (R®*' R®2),. But this can be done without effort by combining the cyclicity property and the
algebra: it is
(RPR). = e (R R, = e (R ). = (R R™)).) =
= e 12 (R R™), 4+ e 21%2i(s) — s2)(R°). =
= e 212 (ROIR), — e 2152 (5) — 52)0, (1) (V.87)

which, solved for (R*1 R®?)., gives

e~ 52

sinh(n) On{1)-

(R*' R*2), = (V.88)

Again, the leading order is obtained when all 9, hit e’/ It follows that the term proportional to C' in (V.86)
is negligible, and the other is already next-to-leading with respect to (V.82). Explicitly, we get

C
RO.R R R R RY). = i (i0,)N (1), + O(1/tN V.89
(BB RO RO BB = i 10N (1) + 01 /) (V.89)

A similar calculation reveals that four and more non-vanishing indices are of order O(1/t¥=2), and will thus
be neglected.
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The final result up to linear quantum corrections thus reads:
(R**...R°N), = (V.90)

5t (i) N —

Z Gyttt (SR 1 SR (10,) V| (1),

Smh
A<B 1

where we defined §5' "N := §3'...55~ . Making use of lemma 1, equation (V.70), one can straightforwardly
generalise this result to a monomial in left-invariant vector fields:

(L. L3N, = (=1)N(R*..R*)_, = (=1)*N(R°N _.R™), =
= (RN ..R*Y), (V.91)

where in the second step we used the explicit expression (V.90) to find how a change in sign of z (or n)
influences the expectation value.

Monomials of Holonomy Operator

As is well known from recoupling theory, the product of Wigner matrices can be expressed as a linear combi-
nation of a single Wigner matrix [291]:

a c m

JitJ2 . . . . . .
DW= > g (AR (R 0w v

Jj=lj1—72|

This property is extremely useful, since it allows to reduce the problem of computing <}Ala1b1~~jlanbn>z to
computing <h$nn> (for the required values of j), by which we mean the operator whose action is to multiply
by D) (g).

From the explicit expression (V.68), we obtain (without normalisation)

h(lc) ), = Zd dje” 3G +1)+5" G+ DL/ 2 gi(zm— Zm)/d#H(Q)Dg:L/(Q)Dé’Z)(g) 5%( ) =

— Zd d e~ F+1)+5 (5 +1)]t/2 zg(m m’) —7](m+m, ) J k j/ J k j/ —
m a —m m b —-m
= 5abe_‘5“’yf (V.93)

where in the second line we performed the integral, and in the third we used the observation that a = m’—m =
b to extract ¢®(m=™") = ¢~i€a from the sums and defined the quantity

Lqo. Ny ! 1 i/ 2
3.4’

If we interchange in 7% the contracted indices j <+ j/, m <> m’ everything is clearly invariant except for the

3j-symbol:
A A A A
< a m —m ) - ( a m' -m )\ —a m —-m (V.95)

As the index a appeared only in the 3j-symbol this leads to v* — ~* |, but since we only interchanged
contracted indices v¥ must stay invariant: we conclude that

e =%, (V.96)

The various values of 4% can now be computed with the Poisson Summation Formula. In paper [133] the
explicit computations are presented for &k = 1/2 and k = 1 (which are sufficient for the Hamiltonian operator).
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The results are:

11;3 = <1>z 1+ n (in — tanh <Z)> + O(tQ)}
2sinh(y/2)

sty O(tQ)] (V.97)

S :1 iy (111 + 2177tanh(n/2)> + O(tQ)}

Holonomies and right-invariant Vector Fields

In this section we present the strategy to compute expectation values of monomials involving both holonomies
and right-invariant vector fields. We consider a couple of explicit examples.
Let us start with the commutator of a holonomy with N right invariant vector fields. Using the algebra (V.21)
and dropping all terms of order O(1/tY~=3) and lower (since the leading order is O(1/tN 1)), we find
(haclhly, R . R*N]). = Gao(R™.R*N). — (hay R* .R*Vh,).
= 0 (R R, — (R hae R RN D). + DG/ (1) (hae R RV R =
= 0ap(R* . R%N), — (R¥ Rl RVB1,). + D’W) (s ) (R* hac R*S . RV R, 4
+ DO (1 V(R hao RP RV B, — DIV (7, ) D) (1) (hae RP R, = o =

/( ) Ral R/SA.“RSN>z_

- HMZ

- Z D2 (7, ) DS (7, YRS R L REB L RYY, + O(1/tV3) (V.98)

A<B=1

So, such term can be brought back to the expectation values of R's only.
The other type of mixed term is of the form h,, R*!...R*N. From expression (V.68), we get (without normali-
sation)

(hap R ... R*N), = 720 " dydye DTG/ (V.99)
7,37
1 / 1 . -
X DIEnLN (Tszv) Dlz(iz)lh (Tsl) ( 2 /:Zl _]m/ ) ( 12) Tjn _jm/ >€2nm

where we again used (V.92) and performed the group integral. As we did previously for monomials in R's, let
us consider the case s; = ... = s)y = 0 first. Using D/%L(To) = —2imd,,,, it is easy to see that

(hapR® ... R%). = e (i0,)N e (hap) - (V.100)

which has leading order O(1/tY). Next, we have the possibility of a single index being nonzero, as well as a
pair. The order of these is next-to-leading with respect to (V.100). Indeed, using [R°, R%] = 2isR* for C < N,
we get

C N-1-C Cc—-1 N-C c—-1 N-1-C

.~ — . — —— . — ——
(hap R*...R° R®* R°...R"), = (ha» R°..R" R®* R°...R"), + 2i(ha R°..R° R®* R"...R"),

N—-1
R /—/\‘
= (hapR* R"..R%), + O(1/t" %) =
= e (i0,)N L™ (o R®). + O(1/tN72) (V.101)
and
(hapR...R°R*R°...R°R* R°...R%). = (i0,)N "2 (hay R°R® ). + O(1/tN~2) (V.102)

156



We thus reduced the problem to the evaluation of izabRS and ﬁabRsRSl. Again, these can be computed by
usefully combining the cyclicity of lemma 3 with the algebra:

<BabRS>z = <Rsﬁab>z - <[Rs’ ilab]>z = ei28<Lsﬁab>z - D:z(cl/Q) (TS)<IA7/cb>z =
= ¢ ((hao L) + (L% haal): ) = DI (7)) =

= = (= BY)z + DD (7 ae)= ) = DI () () =

— 62n5<i7,abRs>z + ei23/2 (eiés/QD;(bl/2)(7_s)<ilac>z _ e—ifs/QD(/l(cl/Q)(TS)<Bcb>Z> (V103)
leading to
sel*s/? o—i%5/2 /(1/2) izs/2/7 1(1/2)
(ha R} = 5o (752D () e = 5 D (7)) (V.104)

A similar computation gives

ens

(hay R°R® ), = _im@abRO)ﬁ
s izs/2 [ —izs/2 y1(1/2) 7 '\ _izs)2/3 s /(1/2)
+ Som (= 2D () (han R )z = €52 hae 7). DD (7)) (V.105)

Now, since (V.101) involves only N — 1 derivatives of 7, we can only get an O(1/¢tV~1) contribution if all
derivatives hit ¢”°/t in the normalisation appearing in (has). = dape~€9(1). (which is correct at leading
order).

Using the same argument for (V.102), and putting the results together with the s; = ... = sy = 0 case, we
finally obtain

(haR*" ... R*"), = [581~~5Naace—nb(ia PNem —

smh 77/2 51. #A sa SA\,847M/2 N(3)( sa _
) Za (574 + 6 )e /2D (754 0, )~

.Smh Z 581 #A 7éB §SASB +55Ali31) SAn(ian)Nfl <ilcb>z (V.106)
A<B 1

V.C.4 Expectation Values of the Volume Operator

The tools developed in the previous section shall now be exploited. We compute the expectation value of the
volume following closely the computations from [133].

Thanks to (V.52), the expectation value of the Ashtekar-Lewandowski volume coincides with the expec-
tation value of the (k = 1)-Giesel-Thiemann volume operator (V.53) up to next-to-leading order in ¢. But to
evaluate that, we only need the expectation values of QN for N =1,2,4 and 6. Although these are operators
on many edges, the expectation value reduces to the product of expectation values on each edge, so the only
quantity we need is the expectation value of a string of IV right-invariant vector fields. This was derived in
(V.90), and restoring the dependence on n € SU(2), it reads

2mi s1os
<we,H<z>,R’“..R’“%,H(z»:( ; ) DY) _, (n).D) _, (n) (&5 + (V.107)
N
t S1...SN N(N+1) 1 s 7{ 7{ SAS SAS
—_— JEEE S —A—. Y h _ 1--fA--$B- ASB ASB s54M
+ 277[50 ( 2 coth(n) sinh (1) A<§B 15 5 B+ o 1+1)€ ),

In (QN), one has a products of six such expectation values. The combinatorics is encoded in €pukr ke RV (e1)R¥i(ea) R (e3),
which motivates us to consider the object

ey = ey DY (m)DY),_ (n2) DY), (ns) (V.108)

SSS

Since n; are fixed SU(2) elements, the components of this tensor can be computed explicitly using (V.66),
and one fins in particular

e = 640 (V.109)
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This is enough for our purposes: indeed, we are interested only in corrections linear in ¢, which means that

five of the six strings in the product must be comprised only of R's with zero index. eéﬁi then forces the third
index to be zero as well, so one obtains

\ N
i t (N(N+1)
RNy, = gsrsv (21 1+ — (———=2— Ncoth V.110

(%), =g (22 e (B - oot (V110
that is, only the terms proportional to d5'*~ will contribute.
Now, the diffeomorphism-invariant quantity €(eq, €p,e.) = sgn(det(a, b, c)) = sgn(abc)egpe with a,b,c €
{1,2,3} tells us that (calling R := Rl (e,))

. ) N
(W (e Q0 Uie) = (Uiepy i (Bersre (R + RL ) (Ry + RL,)(RS + REy)) ™ W) =

3 N
= 6 ] < (> )<<R?>”>z<<R‘1i>N">z> -

n=0
= (6i)N nﬁ% ) <2t’”>N [1+ % (”“;;1) —ncoth(n)ﬂ X
X {1 + % <(N”)(§:7”+ D _ (Nn)coth(n))])3 -
= (6)" <2tm>m {2N + #(N2 +3N)2N 2 %N2N coth(n)] 3 (V.111)

where we used

XN: <JZ) 2", XN: <]Z>" =2"7'N, XN: (Z)”Q = (N + N?)2N-2 (V.112)

n=0 n=0 n=0
Thus, we get
oy, QN t
Wiery O <C’P>]>v — 1+ SUN(V 1) (V.113)
(P(e.p), Qu¥ep)) 81

with which one can now compute the expectation value of the Giesel-Thiemann volume operator. For k = 1,
it reads

O GT (ﬂh“)% <\I/(C,p)7 QU\I’(C>P)>1/2

Vit = V.114
1,v 25\/5 128 X ( )
A2 A4 36
X |\77-14+77 C?“ 2733 Q” 4+7 C?” 6]
<‘I’(cm)7 quj(cvpﬁ <\I’(c7p)’ quj(cm)> <‘I"(C-,p)7 qu}(cm)>

so one finds (summing over all N3 vertices in the lattice)

- hk)2 on\ /2 t
<\I/(c,p)a V(J)\I/(C7p)> = (55\/)?: N3\/@ (;7) [1 + 437772 (; — ncoth(n)) + O(tQ):| (V.115)
Let us discuss this result (V.115): the state lives on an abstract graph, at which point £ and 7 are some labels
of the state. However, if we embed the graph in a manifold, these labels can be interpreted as the expectation
values of holonomies and fluxes of the lattice (with p being the coordinate length of a link). Specifically,
they describe a (discrete) homogeneous and isotropic classical geometry, i.e. a flat Robertson-Walker metric
(on a compactified torus). In particular, n = 2;;;” by (V.67). Consequently, the number A of all edges of a
connected path along one direction is the fiducial torus length R over the spacing u: N'= R/u. Hence, upon
identifying the semi-classicality parameter t = hx/¢?, we find that at leading order the expectation value of

the volume of the whole spatial slice reduces to (leaving 7 implicit in the next-to-leading order to ease the
notation)

N . 1
W V0 Wem) = B 135 (1 = Leom)) + 02| (v.116)
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Recalling that p > 0 is the dimensionless number that appears in the phase space point (p,c) and R has
the dimension [cm], we see that the leading order of (V.116) is ezactly the classical result and it is independent
of the value of 1 (as expected for the classical order) and of the fiducial lattice spacing p.

The next-to-leading order correction, on the contrary, has an explicit dependence on 1 (since n o< p?). It is
interesting to observe that in the limit ;. — 0 the correction appears to diverges. However, one is not allowed
to draw this conclusion: indeed, for this statement one would have to interchange the limits of ¢, u, which
is not always allowed. Especially in this case, we approximated the Ashtekar-Lewandowski volume with the
Giesel-Thiemann volume, which was derived for ¢ << p. If this was not the case, it is not to be expected that

we can use the replacement from [94]. Indeed, its authors pointed out that the expectation value of \/Qv
on the coherent states will always stay bounded. Iterating the Cauchy-Schwarz inequality from (11.12) and
summing a geometric series: (n € N)

1

(0, Q") = |QF T || < [|Q3 w12 1I1Q2 "]

which we find to be finite even for g — 0 in (V.111).

D=

<< IQFYT = (5, Qu) T (V1)

However, the corrections at linear order in ¢ for finite values of the parameter u do have an impact. And it

is not clear whether the predictions of these expectation values are in agreement with those of some vectors
in a cylindrically consistent Hilbert space, which is just the projection of the continuum theory to resolution
€ = p. Hence, it might be useful to apply the cylindrically consistent renormalisation procedure introduced in
chapter III Renormalisation by which we hope to obtain the cylindrically consistent Hilbert space, as well as
the consistent dynamics on it.
Moreover, it must be mentioned that for general operators these lattice effects will not only be restricted to
quantum corrections but might very well have also impact on the classical level. This will present itself in the
next subsection, where we shall turn our attention to the Hamiltonian operator and develop an algorithm by
which it can be analysed.

V.C.5 An Algorithm for computing Coherent State Expectation Values

We shall now turn our attention to the Hamiltonian operator (and other more general operators). Specifically,
we will use the tools presented in the section before to compute the “Cosmological Coherent States Expec-
tation Values” (CCSEV) of the Hamiltonian. In LQC it has been shown that, if one regards this expectation
value as the effective Hamiltonian on the (¢, p)-phase space, the corresponding effective dynamics agrees with
the quantum evolution. Conjecturing that the same might be true for LQG, it is important to evaluate this
expectation value in the full theory and compare it with the one obtained in LQC.

The general procedure to obtain an involved expectation value of some operator rests on the following
algorithm:

1. Given an operator P which is a polynomial in iL,E and Q (possibly involving commutators) on multiple
edges e, ; of the lattice (starting at vertex v along direction 7). First we create a list L; of the monomials
of P. We search for commutators in P and replace them according to the holonomy-flux algebra (V.21).

2. We will permute the order of the operators for each P € L.; such that we arrive at the form h..hR..RQ...Q.
For this, we successively replace the order of two elements in P € L.; by adding their commutator into
L. We start this procedure with each E*, e.g. for string X = X (h, Q)

E*e,)X... = XE(ey;) € La A [E*(evs), X] € Lyu (V.118)

After all E appear on the right, we explicitly make a distinction between i being positive, i, or being
negative, i_. We can replace these respectively: (see Lemma V.C.3)

EF(eyi,) — ERF(v,iy), Ef(eyi ) = Ee R (vt e, —i ) (V.119)

where £ = —ihik(3/4.

After this has been done for all £ we will bring all Q to right, by adding once again each commutator
into Ly, similar to (V.118).

As for the strings in L, they can be commuted by treating them abelian, as each commutator of them
would lead to corrections of order t2.

159



3. For each P" € L, Lqu, we create its own new list [, whose generic element [, ,,) (initially equal to
1) can be thought of as a link: one per each combination of v € Z}‘S\/ and m € {1,2,3}. Moreover, we
replace

hap(€.s) = Dap(v,1), Wl (ens) = (=)D _y_o(v + €;, —i) (V.120)

We read P’ from right to left and every time we encounter R, D we multiply it on the left of element
l(v,m)- As this point we have:

T II twm@d (V.121)
veZ3 m=1..3

where the c... are coefficients whose indices are contracted with the various operators in I(, ).

4. As each l(, ;n) = Dayp,(9)..-Da,b, (9)RF*...R*" has an ordering, where n’ many R appear on the right,
we define its association Z(U’m):

- 2mi\" /
Lo 1= (;7) (Da,p, - Dap, ) 2000 Fn (V.122)

Afterwards, we replace in both [, ,,) and Z(v}m) each appearance of D, by the following:

Dab(9) = DY (1) Dary (9) DS () (V.123)

aa’

where Dg/,z) is the Wigner-D-function of the SU(2) element n,,. Since j = 1/2 is the defining repre-
sentation, they equal (V.66).
Finally we collect all links together, for each element P’ € L:

H H 2Nv <m> (Gi)NU/SgN“Z(v,m) = PO (V124)

veZ3 m=1,2,3

and for each element P’ € L;:

= I (1 + > Y = {lwm)z = lwm) + (1= 68, 00N+ 0o, m))>

veZ3 m=1,2,3 vm)

(V.125)

t 1
[] (22 (NU + Nv+em)67 24772 ((NU + NU-i-em) - (Nu + Nu—&-em)) - i(N'U + Nv-i-em))

where we use explicitly the formulas from the previous section for (I(, ), i.e. (V.90),(V.106) and those
for higher polynomials in D which are still left to be computed.

5. At the end, all elements P € L, Lg, have to be contracted with their pre-factors, divided by the
normalisation of each link and summed together.

This algorithm can be used to determine, e.g. the expectation value of the scalar constraint. We will only
write down the classical contribution of it, which has been computed for the first time in [132]:

. 6V, i 2 14 p%sin(2uc)?
= p(smfgc) -5 Smiﬂ’;c) >+O(t) (V.126)

This agrees with the classical expression once we choose the label 1 = €. This could now be considered as an
effective Hamiltonian, leading to a resolution of the initial singularity by a Big Bounce as discussed in figure
IV.1. However, we want to go even one step further and compare this with other proposals of Big Bounces in
the next section.

V.D Loop Quantisation of Symmetry Reduced Models
To stay as close as possible to the model considered above, we will continue to work on the toroidal and com-

pact manifold o = [0, 1)3, whose coordinate volume shall be denoted by V. We want to emphasise however,
that LQC in general is not restricted to this choice, see [284-286].
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V.D.1 Classical Symmetries and Regularisation

The philosophy advocated in LQC is the following : From studying the area operator in full LQG, it transpires
that it has a discrete spectrum, with smallest non-zero eigenvalue A, called the area gap. Now, for constructing
the Hamiltonian one considers regularisations which involve the curvature of the connection F/;, which is the
holonomy of a loop, in other words the boundary of a small surface. It is argued that for its corresponding
operator the limit of the loop to zero cannot be taken. The viewpoint that this is not accidental, but a remnant
of the intrinsic quantum nature of geometry, leads to the idea that one should not regularise the holonomy
adapted to a graph. Instead, it is claimed that there exists an underlying structure, due to which F{fb is always
to be regularised in such a way that it attaches a loop, which is the boundary of a surface with area A.

If we assume such an underlying structure, it motivates to approximate the classical Hamiltonian in terms of
the minimal area loops.

However, this approximation is of course not unambiguous, and one has to carefully detect, which of the
many possible quantum predictions due regularisations involving the finite lattice spacing

2ol = A = (2V3rB) (V.127)

are the correct one. Indeed, this specific choice has become known in the literature as the fi-scheme or im-
proved dynamics. It can motivated in the following way: Let ) be a fiducial metric whose axes of coordinates
are along the edges of a cubic lattice. Assuming the lattice is tightly embedded into o = [0,1)? and each edge
carries the function which is the eigenvector to the minimal area eigenvalue A. Then the physical area of a
slice through o along two axes of the coordinates can be measured in two different ways, which thus should
be equal: N2A = |p| = a®. On the other hand, the coordinate length ot the torus with respect to the fiducial
metric is 1 = N[ with i being the edge length in terms of the fiducial metric. Solving both for N yields
(v.127).

It is worth mentioning, that the motivation for the fi-choice originated from the fact that the fiducial length
scale of the mentioned loops is not computed by an arbitrary kinematic metric of the co-moving coordinates
but rather by a physical metric, knowing about the scale factor.

A simplification undergone in LQC is that for flat the Robertson-Walker metric (and only here) we find
(see (1V.227))

1
Rz
This inspired people to only consider the discretisation of Ci and to promote a term proportional to it to the
full scalar constraint operator, which hence can only be valid on the cosmological sector. Indeed, this classical
identity works only in the continuum as a discretisation of the general constraint lead us to a natural alternative
regularisation (1V.239) where C¢ is manifestly not proportional to C§. In the following, we will hence compare

how these regularisations compare against each other by adapting in both cases the fundamental A area gap
as discretisation parameter.

6
C|COS = CVE|cos = _%\/]502 (V128)

While the first case has been excessively studied in [286], the second case was newly treated in [134]. First,
we will change the variables on the kinematical level:

b:=ci, V:=p"%  V=av=2r8VAGH| (V.129)

Note that if larger values of p are considered, due to (V.127), the better the approximation ¢ = sin(b)/j
becomes.
Moreover, it implies for the Poisson bracket:

_ &P _ Kp
{p,c} = o = {(V,b} = \/Zm (V.130)
= {0,b} = 71/082(;71 (V.131)

where 1 is the coordinate volume of the compact torus, we were considering. In the following we will set
Vo =1

As we discussed above, we will now pick the finite discretisation € = fi and regularise each loop ¢ in C§ to
be the boundary of a surface with area A. The holonomy along an edge e; in direction i and of length € reads
in the classical Robertson-Walker spacetime:

h(ei)|cos = exp(sgn(i)cer);|) (V.132)
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and the classical evaluation of the Euclidian part of the scalar constraint has already been carried out in
(1V.236):

Cgleos(v) = HQ_;T e(i, J, k)tr (R(35; — h(O) i) h(er) {hlex)t, Ve}) =
B %E(W, k)25gb(ij) sin(fic) ey tr(tich(er){h(ex)t, Ve}) =

= sin(b) 2tr(tich(er){h(ex)T, Vo) | sin(b) (V.133)

2ﬁT
We contract this now with N(v) over all vertices v associated to regions of size ¢ 2. If we would solve the

Poisson brackets via symplectic reduction this yielded in total

N
C%[N]|eos = 272‘/1/2 sin(b)? (V.134)

And doing the same for the full C, i.e. first regulating via € and then evaluating it on cosmology at ¢ = 1
resulted in (1V.239)

. 6N 1, 1452
O e (V] = S5 (sin(0? = L sin)?) (V139

which we find to be manifestly different from C§|cos. Thus, we see that if we first regularise and then eva-
luate on the cosmological level, the starting point of LQC (V.128) is not obtained. This could mean that the
philosophy of LQC includes first reducing to cosmology and then regularising. l.e., too consider (C/|.os)¢ and
afterwards regularise which means sending b — sin(b) + O(V/A).

V.D.2 Dirac Quantisation in LQC
We will only give a brief overview of how the kinematical Hilbert space is defined. For further details, we refer

to [82-84].

It became customary in LQC to work with the so-called “inverse volume corrections”. By this is meant
that instead of promoting (V.134) straightforwardly to an operator, we keep the regularised version of (V.133).
Following this strategy, we will promote this to the scalar constraint operator, as well as its pendant for C¢|.os.
We promote the volume to a multiplication operator on Hrgc := La(Rponr, dptBonr(v)) of square integrable
functions on the Bohr compactification of the real line [286,287] and introduce a shift operator:

Vib(v) = Vip(v) =: alo|(v), Nip(v) = (v + 1), ¥ € Higo (V.136)

By the usual argument on position space, where its canonical conjugated variable becomes a derivative, we
find:

b/ 24y (p) = R B5ap(v) = (v + k) (V.137)

which allows us to straightforwardly construct the following operator:

sin(b)y(v) = (N N="Yy(v) (V.138)

21

and similar for cos(b). Now using (IV.141), we can build the SU(2)-valued operator for the symmetry reduced
holonomy:

h(ex)(b) := cos(b/2)1o + 2sin(b/2) 7 (V.139)
This enables us to evaluate the “inverse volume corrections”, for which we find after a short computation:

- v+ 1|+ [v—1]

h(ew) (0)[A(ey ) (B), VIv(v) = —a |( 5 — oDtz +i(jo + 1 = Jv = 1) | P(v)  (V.140)

With all of the tools at hand, we can finally promote (V.133) in the symmetric ordering it was presented there,
to an operator on the Hilbert space of LQC.
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After several steps one finds

R 302N
O leos [N]th(v) 1= —om

= OR2BhANR [f(v +2)N* — (flv+2)+ flv—2)) + flv— z)N*ﬂ P(v)  (V.141)

and for the full scalar constraint

R 33(16(52—}—1)]\[

Cleos [ NTp(v) = CH[N] — T FTOAT (G(v +4)N® — Go(v) + G(v — 4N ~8)h(v) (V.142)

with

f)=—W[B),  B)=(v+1—l-1)),  G)=[v|B(v)go(v+2)go(v—2), (V.143)
go(v) = (v +3[ =l =1 flv+1) = (v + 1] = v =3))f(v—1), (V.144)
Go(v) = [v +4|B(V +4)go(v +2)* + [v —4|B(v — 4)go(v — 2)*  (V.145)

This finishes the Dirac procedure of Quantisation for the symmetry reduced model.

V.D.3 Comparison of Different Regularisations in LQC

We will quickly discuss how the two different operators of the previous subsection can be compared to each
other in the context of a coherent state evaluation.

If one considers a Klein-Gordon equation as dust, one could either set éLQC = —%(VC‘ECOS[N] +

C%lcos|N]V) /2 to obtain the LQC description, or ©’ := (VC |cos [N] 4 C€ |eos [N]V)/2 to obtain the newly
regularised theory. The dynamics is governed by a Schrddinger evolution equation

—i8¢\11(v7 (b) =V |éLQC|\P(v7 ¢) (V146)

(and respectively for @') This will be numerically evolved, starting with the states
U(v, ) = / dk exp(—(k — ko)?/40%)eg o(v)e'V12mCRe (V.147)
0

which are peaked on ky € R in Fourier space with spread o. ey o(v) is the asymptotic eigenstate of the
dynamics as derived in [286] and [134] respectively. The dynamics it produces is presented in figure V.2.

16 07
(v, 14
1l5(v ol 12 05 - 06
1
) 08 o [GVJIQ] 05
06 0 S— 0.4
05 04
02 03

05 L

1000 10000 100000

Abbildung V.2: The evolution of a wave packet, explicitly a function over the volume, close to the singularity in different
cosmological models of QG. We present |¥ (v, ¢)|, the absolute value of the function over v at different instances of the
clock field ¢ differently coloured depending on its numerical value. At late times ¢ ~ 0 (on the left) and ¢ ~ 1 (on the
right) the function has been chosen to be a coherent state (V.147) and has been evolved backwards through the “initial
singularity”. In the picture on the left (taken from [286]) one sees the standard LQC symmetric Bounce, which is obtained
from (V.141), and on the right (taken from [134]) one sees the evolution induced by (V.142). The latter one features an
asymmetric Bounce with a past universe dominated by a cosmological constant, which at clock time ¢ = 0 branches to a
symmetric copy of itself.

Let us discuss the choice ©’ in detail: backwards, i.e. from bigger to lower ¢ values, we observe:
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1. An expanding phase following classical GR

2. Departure from classical dynamics

3. A Bounce resolving the classical singularity

4. Transition to a contracting deSitter phase

5. Transition through ¢ = 0 (future conformal infinity), where the universe (region) volume reaches infinity
6. Expanding deSitter phase

7. Another Bounce at —0.35G /2

8. Contraction phase of the dynamics approaching the classical solution in the far past

In fact, the effective Hamiltonian (V.135) coincides with the leading order of the expectation value with stri-
king agreement. It is also interesting to note that there exists a deSitter epoch, i.e. an epoch dominated by
a huge cosmological constant. On the one hand, this epoch is future/past complete and hence the sectors
for ¢ > 0 and ¢ < 0 constitute of separate universes from the classical spacetime perspective. On the other
hand, the trajectories of any observable as functions of ¢ have a unique analytic extension through that point.
Therefore, from the quantum theory perspective, it might be natural to consider both sections as being parts
of the same universe. Independently of which point of view one likes to take, it transpires that it is vastly
different than the dynamics in standard LQC where the Bounce is found to be symmetric.

Both models however, differ only in their corrections of order i (notably in the effective dynamics, the
Lorentzian part is ~ sin(bh)? for standard LQC and ~ sin(2b)? for the LQG inspired regularisation). At the
moment where the Bounce occurs, b and i reach their maximal value, and the influence from these corrections
becomes dominant. This causes the Bounce, but at the same time implies that its details are highly influenced
by the choice of the aforementioned corrections (that is also what our analysis has shown). Hence, some
additional arguments are needed telling us which regularisation to favour. To the best of our knowledge a very
promising candidate could be a cylindrically consistent regularisation of the Hamiltonian. This motivates our
hope that understanding the details of the resolution of the initial singularity can be achieved by applying the
framework of direct Hamiltonian renormalisation developed in the third chapter to Loop Quantum Gravity.
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Kapitel VI

Conclusion and Outlook

In this chapter, we briefly summarise what the achievements of this thesis have been. Finally, we will comment
on directions which further research on this subject could explore.

We have closely investigated the procedure by which a mathematically well-defined quantum field theory

can be built. As it transpired, it was pivotal in this construction to choose the correct representation of the
algebra of observables out of infinitely many. By studying the projections of the theory at a given resolution,
it can be achieved to map the problem of defining a quantum theory of infinitely many degrees of freedom to
one of finitely many of degrees of freedom.
However, the observables of the field theory, e.g. the Hamiltonian as the generator of time translation, will not
be of a form where they can be written exactly as a function of observables at any finite resolution. Instead,
one has to approximate them accordingly and use this approximation to define the corresponding quantum
operators. However, the deviation from the continuum theory due to these approximations is now manifestly
integrated in the quantum theory and hence affecting the physical predictions of all quantities. Since there are
many approximations, we had to find a way to deal with these quantisation ambiguities.

In a concrete example, we could find out that these ambiguities indeed change the physical predictions
quite drastically: General Relativity presents a field theory describing the geometry of our universe. Its predic-
tions were hugely successful, e.g. isotropic models simulating the behaviour of our universe on large scales like
the Robertson-Walker metric. Its quantum theory, however, remains unknown as of today. Yet, its necessity is
obvious because of the breakdown of General Relativity, for example in the Big Bang singularity predicted by
the Robertson-Walker metric.

We studied a concrete discretisation of General Relativity and found that at a fixed resolution an approximation
to the dynamics would on the classical level resolve the Big Bang singularity by replacing it with a Big Bounce,
implying that prior to ours there was an old contracting universe. This Big Bounce remains in the theory during
the process of canonical quantisation where, at some point, an ad-hoc regularisation of the scalar constraint
had to be chosen. Further analysis showed that, in models of canonical Quantum Gravity, the choice of the
discretisation has non-trivial impact on the details of the singularity resolution. Due to the mathematical pre-
cise language of the earlier works in LQG, we are able to investigate and confirm this again by computing the
expectation value of the scalar constraint with respect to coherent states. It leads us to believe that one has to
be careful with the details of the resolution of the Big Bang until these quantisation ambiguities have been fixed.

In this thesis, we have now been extending already existing methods to resolve the ambiguities, i.e. we
introduced a Hamiltonian version of the renormalisation group. As renormalisation was originally created
in the path integral approach towards quantisation, the first task was to compare the latter with canonical
quantisation. We generalised ideas from the literature to present not only a way to obtain a Hamiltonian for-
malism from a history space measure (which is known as Osterwalder-Schrader reconstruction), but moreover
demonstrated that for each Hamiltonian theory obtained in this way, we can construct a corresponding history
space measure.

Due to this bijection, we were now able to develop a renormalisation procedure which remains completely in
the Hamiltonian framework and produces the same fixed point theory as the path integral renormalisation.
However, this Hamiltonian scheme came with a caveat: namely, it forced us to compute the renormalisation
of the path integral measure simultaneously. As it was originally our goal to circumvent the latter construc-
tion, we altered the path-integral induced Hamiltonian renormalisation minimally. The direct Hamiltonian
renormalisation was designed to stay as close as possible to the scheme dictated by the path-integral indu-
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ced Hamiltonian renormalisation flow and yield as fixed point still a cylindrically consistent theory. These are
quantum theories which are defined on coarse resolution but still capture the correct physical predictions of
an underlying continuum quantum theory.

Subsequently, we examined this procedure in the case of the “massive free scalar field”. This being a simple
non-interacting theory, we had full control over the continuum quantum field theory whose cylindrical projecti-
ons we wanted to obtain by renormalisation. We managed to find the exact analytic structure of the fixed point
in arbitrary dimensions. It is important to note that the fixed point of the path-integral induced Hamiltonian
renormalisation and the fixed point of the direct Hamiltonian renormalisation agree in their continuum limit
with each other and with the correct continuum quantum theory. This test case shows that at least in some
models the direct Hamiltonian renormalisation yields correct results. As it is considerably easier to handle than
its counterpart, we should perform more test on it, in order to use it eventually for the renormalisation of
Quantum Gravity.

Moreover, in the aforementioned example of the massive free scalar field, we were able to investigate further
properties of the direct Hamiltonian renormalisation. As its main goal is to eliminate the ambiguities that arise
due to the discretisation, we checked whether different initial discretisations lead to the same fixed point and
found the answer to be affirmative. A naive discretisation which approximates the Laplacian by only taking next
neighbour differences on the lattice into account was flowing into the same fixed point as a more sophisticated
discretisation that considered multiple next-to-next neighbour interactions. This indicates that we maybe do
not need to worry which regularisation to pick when trying to find a cylindrically consistent theory of more
involved systems.

Moreover, the choice of the coarse-graining map, which defined the flow, has not been unique and indeed diffe-
rent proposals are sufficient for cylindrical consistency. But the fixed point turned out to be even more robust,
as it does not matter in the renormalisation prescription what the details of the blockspin-transformation look
like. In other words, the renormalisation flow yielded a unique result, independent of the geometric details of
the cuboid that is coarse grained. We take from this the hope that any cylindrically consistent map can be
used for determining the fixed points of more involved theories such as General Relativity.

The fixed point theory we obtain includes a discretised version of the Laplace operator. Due to the fact that
it captures the most important properties of its continuum pendant, it is customary to call it perfect Lapla-
cian. We computed its exact analytic form and found that its matrix elements show an exponential drop-off
behaviour the further two points on the lattice are separated from each other. Hence, it presents a form of
locality which gets increasingly better the finer the resolution of the system becomes.

Finally, we were able to demonstrate for the free field how symmetries of the continuum are restored on the
lattice, most notably rotational invariance. While being a property which cannot be exactly implemented on
a cubic lattice, we found that one can nonetheless translate it into a non-trivial condition for the fixed point
theory. By numerical investigation, it transpired that the free massive scalar field satisfies this condition at fine
resolution to a high precision. This indicates that rotational invariance will be recovered in the continuum.

Due to all these considerations we could assure ourselves that the direct Hamiltonian renormalisation is
a promising candidate for fixing the quantisation ambiguities which arise during the regularisation process of
field theories. For General Relativity, upon introducing suitable reference frames the scalar constraint becomes
a physical Hamiltonian and the system fulfils the necessary subset of the Osterwalder-Schrader axioms (i.e.
without Euclidean invariance) needed for the methods discussed in this thesis. In this sense the procedure can
be applied to canonical Quantum Gravity and one can hope to obtain a cylindrically consistent formulation.
This leads us to the considerations for further research.

Further tests of the direct Hamiltonian renormalisation: As the above tests have yielded posi-
tive results, we can in principle use the framework directly for Quantum Gravity. On the other hand, one might
want to be cautious and verify the Hamiltonian renormalisation flow for other simple systems where at least
partial knowledge of the continuum theory is at hand. A promising example for this is the lower dimensional
interacting P(¢)2 QFT [296].

Another example is a compactified scalar field ¢ — sin(¢e)/e in the free field Lagrangian. This would present
a good test to see what happens once compact fields enter the picture which is unavoidable in the context of
gauge theories, to which GR in its Ashtekar formulation belongs.

Extension of the Hamiltonian renormalisation to (non-abelian) gauge theories: When quan-
tising Yang-Mills theories, one is naturally lead to the framework of holonomies, which are defined along curves.

This is in contrast to the scalar fields smeared over 3-dimensional regions and hence implies that the definition
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of the injection maps In;_,2ps, Which give rise to cylindrical consistency, must be considerably different.

The first to check would be free Maxwell QFT, which is a gauge theory over the abelian group U(1) and,
moreover, still a free theory. Hence, we again have control over the continuum QFT and can compare the
results of the renormalisation procedure. The next step would then be the extension to non-abelian gauge
groups, most notably SU(2) and SU(3), which describe weak and strong interaction respectively. This is also
a crucial prerequisite for studying GR as the Ashtekar connection is su(2)-valued.

Renormalisation of the U(1)® approximation of Loop Quantum Gravity: Although LQG is

the quantisation of an SU(2) gauge theory, one could classically rewrite it using abelian holonomies. Albeit
spoiling the nice transformation properties of the holonomies under gauge transformations, this motivates to
consider an alternative quantisation using the group U(1)3. As shown in [93], this yielded indeed the correct
semi-classical limit of GR on a lattice.
Hence, a first step towards studying the properties of the renormalisation flow in LQG would be to use this
approximation, as the renormalisation of an abelian theory is considerably easier than of a non-abelian one.
Although it will not be the final answer, one could hope to gain useful insights for the general case when
studying the fixed points obtained in this case.

Renormalisation of full Loop Quantum Gravity: Once the aforementioned steps have been com-
pleted, one will hopefully have found a good candidate for the initial discretisation in LQG. Then, we can use it
to start the direct Hamiltonian renormalisation. It will be interesting to investigate how the volume transforms
under a renormalisation step and whether the Ashtekar-Lewandowski vacuum might not be annihilated by all
elements in the sequence (CE)(’L). Should this happen, it might suggest that some of the regularity properties
of the uniqueness theorem [68] had been too strong to be demanded.

Finally, we must determine the cylindrically consistent fixed point family (H?%,, C'%,Q%,) of Loop Quantum
Gravity in order to make physical predictions.

Stable coherent states in Loop Quantum Gravity: The toolbox to obtain an effective Hamilto-
nian from the initial discretised quantum gravity theory used coherent states peaked on a Robertson-Walker
spacetime. However, it is not clear whether these states will remain sharply peaked under time evolution. If
the quantum effects blow up, the terminus “effective Hamiltonian” would have been assigned prematurely.
The solution must be to find coherent states which remain stable under time evolution and use them in order
to compute the effective Hamiltonian. A possible strategy to tackle this problem might be to use the concept
of Fourier Integral Operators [297-299].

Cosmological Coherent State Expectation Values in cylindrically consistent LQG: After
having achieved the fixed point theory of canonical QG, it must be put to the test and used to extract physics
from it. As the toolbox of the cosmological coherent state expectation values has proven successful for the
initial discretisation, it will hopefully translate to coherent states in the cylindrically consistent Hilbert space
and be applicable for the Hamiltonian obtained by deparametrisation from the fixed point scalar constraint.
Ideally, this happens after one has constructed the stable coherent states of cosmology.

Determine the cosmological subsector of LQG: While being a good starting point, the cosmolo-
gical coherent states are by no means perfect candidates for an LQG solution for continuum cosmology. One
could look at them as cylindrical projections of a yet unknown cosmology solution in the continuum Hilbert
space. Ultimately, one would like to find these states. First proposals in this direction have already been under-
gone in [300,301], by introducing an “isotropy constraint” operator. The proposal in the literature, however,
lacks the same known regularisation ambiguities and must be suitably altered if its cylindrical projections fail
to annihilate the cosmological coherent states.

Extending the toolbox of the Cosmological Coherent States Expectation Values: There
are still crucial building blocks missing in order to compute the expectation values of every operator defined
on the kinematical Hilbert space of LQG. As the renormalised Hamiltonian might be of a type which is not
covered yet, this toolbox must be completed in time. It will then also include the possibility to compute the
expectation values of higher time derivatives of geometric operators.

As these tasks tend to become more and more involved with the increasingly hard combinatorial structure of
the operators, a natural extension would be to build a numerical code which is able to execute the calculations
that are part of the algorithm presented in this thesis.

Coherent States for different symmetric spacetimes: In this thesis, we only considered the flat
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Robertson-Walker metric, but it is (at least conceptually) straightforwardly extendible to other semi-classical
models. Among the most interesting ones are probably Robertson-Walker spacetimes with non-vanishing cur-
vature, as well as spherically symmetric situations, e.g. black holes.

Moreover, one should finally include the Standard Model and study the Yang-Mills degrees of freedom on
semi-classical spacetimes which could be viewed as an improvement of [302].

Next to different spacetimes, we might also consider different choices of the graph for each spacetime, e.g.
cubical or spherical lattices. For a cylindrically consistent projection, the details will look different in each case,
albeit the physical predictions should not change. However, as of today this is unconfirmed.

Implementing a cylindrically consistent version of Loop Quantum Cosmology: We had
discussed, in the main text, that even LQC is prone to the quantisation ambiguities that occur due to the
choice of a regularisation. Moreover, each ambiguity can be related to some choice in full canonical QG. Hence,
once the choices leading to the renormalised fixed point in full LQG are known, we can use them to construct
a consistent Hamiltonian for Quantum Cosmology, hopefully presenting a reliable quantum resolution of the
initial singularity.
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Riemannian spacetime consisting of a manifold and a metric tensor, (— 4+ ++)
space of all continous functions from M to C

Schwartz fns. of rapid decrease, i.e. going to zero faster than any polynomial
spatial hypersurface, embedded into M and equipped with a spatial metric
group of all smooth diffeomorphisms on M

Lie derivative with respect to vector field v®

metric-compatible Levi-Civita connection with Christoffel symbols I',
Riemann curvature tensor and Ricci scalar

Gravitational coupling constant (167Ge™*)

lapse and shift function

extrinsic curvature

scalar or Hamiltonian constraint and (spatial) diffeomorphism constraint
SU(2) connection and electric field, a = 1,2,3, I =1,2,3

Immirzi parameter

Volume of region R

curvature as a function of the connection A

SU(2)-Gauss constraint

basis of su(2), (I = 1,2,3) with 77 := —io/2 and o being the Pauli matrices
Hamiltonian flow of certain gauge transformation smeared with A

holonomy along a path ¢ of an associated SU(2) connection

electric flux through a surface S contracted with f7.

Robertson-Walker metric with curvature k and with scale factor a(t)
symplectic reduction of (AL, E}/) for an isotropic spacetime

Hilbert space endowed with a sesquilinear, positive definite scalar product (.,.)
space of all/bounded operators on H

left- and right-invariant Haar measure of a compact Lie group G

irreducible representation of a unital algebra A

irreducible representation of a Lie group G

x-Lie-algebra of observables with the positive functional w, called state

GNS triple with cyclic vector € (in 1:1 correspondence with state w)
Wightman n-point functions, defined in Minkowski space {(¢;,Z;)}i=1..n
Schwinger n-point functions, defined in Euclidian space as W,, |, 43,
Euclidian n-point functions, obtained from the generating functional S[F)
Hamiltonian- and canonical field-operators on H

operator of finite time translation ¢, generated by H with U(t) = exp(—itH)

spatial and temporal infrared (IR) cut-offs

spatial and temporal ultraviolet (UV) cut-offs

family of discretised path integral measures at resolution M

family of discretised OS data

Injection and evaluation map of resolution M (with suppressed label R)
cylindrically consistent coarse graining map

space of Lo functions on the compactified manifold [0,7) x [0, R)”
space l2(Zy, ZE;) with scalar product (.,.)n s

unique, diffeomorphism invariant Ashtekar-Isham Lewandowski state
Ashtekar-Lewandowski volume operator and area operator

Complexifier coherent state peaked at hS € SL(2,C) with spread ¢
cosmological coherent state on graph  of a (¢, p)-Robertson-Walker metric
Right- and left-invariant vector field in direction 7

Wigner-D-matrix function of group element g € SU(2)

dynamical regularisation parameter of LQC, with area gap A = (21/373)¢2,
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