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Abstract

The liquid argon time projection chamber (LArTPC) technology offers fine-grained tracking
along with excellent calorimetric and particle identification capabilities, making it a powerful
tool for experimental neutrino physics. Thus, the LArTPC has become the technology of
choice for studying neutrino oscillations over short (< 1 km) and long (> 1000 km) baselines
by experiments such as MicroBooNE, SBND, ICARUS, and DUNE. The LArIAT (Liquid
Argon in a Test-beam) experiment exposes a LArTPC to a controlled beam of charged par-
ticles at the Fermilab Test Beam Facility to perform calibration studies and measurements
of charged hadron—argon cross sections, with the goal of helping to reduce systematic un-
certainties in LArTPC-based neutrino experiments. This work presents a measurement of
the total hadronic 7~ —Ar cross section in the kinetic energy range from 0.2 GeV to 1 GeV,

using data from the LArIAT experiment.
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Chapter 1

Introduction

“Begin at the beginning,” the King
said gravely, “and go on till you come

to the end: then stop.”

Lewis Carroll

Alice in Wonderland

The neutrino is a marvelous particle. From its inception as the solution to the apparent
energy non-conservation in nuclear beta decay to its ultra-high-energy signature of extra-
galactic origin, the neutrino has been the thread tying together nuclear physics, particle
physics, astrophysics, and cosmology. Substantial progress has been made over the past few
decades in understanding the neutrino. It has been observed through measurements of solar,
atmospheric, accelerator, and reactor neutrinos that neutrinos oscillate [1-8|, and therefore
mix and have mass. The discovery of the oscillation, mixing, and non-zero masses of neutrinos
brought forth an extension of the Standard Model and numerous precision measurements of
the properties of the neutrino. Additionally, neutrinos from extra-solar sources have been
observed; in particular, experiments have detected low-energy neutrinos from SN 1987A [9,
10], a Type II supernova, and high-energy neutrinos from TXS 05064056 [11, 12], a very

high energy blazar.

Despite all that has been discovered about neutrinos, many open questions still remain. What
is the absolute mass scale of the neutrinos? Could CP violation in neutrino oscillations and

leptogenesis help to explain the baryon asymmetry of the universe? Is the neutrino its own



anti-particle? Are there sterile neutrino states beyond the three active neutrinos? The com-
prehensive accelerator-based neutrino program at Fermilab seeks to address many of these
questions through the use of liquid argon time projection chamber (LArTPC) technology in

short- and long-baseline experiments.

The LArTPC technique enables the use of liquid argon as both a nuclear target and a
detection medium, and, as a relatively new detector technology, can benefit from studies
and calibration that would reduce systematic uncertainties on the measurements of neutrino
interactions. Hadrons are commonly produced in neutrino—nucleus interactions in the few-
GeV energy region, and one significant source of systematic uncertainty in LArTPC-based
neutrino experiments is the generally unknown dynamics of hadron—nucleon interactions
within argon nuclei; there is also uncertainty in hadron—argon interactions that occur outside
of the target nucleus as hadrons propagate through the liquid argon detection medium. Using
a controlled beam of charged particles at Fermilab, the LArIAT (Liquid Argon in a Test-
beam) experiment has taken data of charged-particle interactions in a LArTPC to perform
measurements of charged hadron—argon cross sections. These measurements will enable data-
driven improvements to nuclear models used in the simulation of neutrino—nucleon scattering
in neutrino event generators and the simulation of hadron—argon scattering in the detection
medium, which will help constrain systematic uncertainties in measurements of neutrino

oscillations in LArTPC-based neutrino experiments.

This thesis presents a measurement of the total hadronic negative pion on argon cross section
in the kinetic energy range from 0.2 GeV to 1 GeV, using data from the LATTAT experiment.
Chapter 2 discusses the usage of LArTPC technology for neutrino detection. The working
principle of the LArTPC is described, along with neutrino and pion interactions in liquid
argon. The LATrTAT experiment is described in Chapter 3. The scientific goals are outlined,

and descriptions of the experiment’s particle beam and sub-systems are given. Chapter 4 de-



scribes the data-driven methods used in producing Monte Carlo simulations for the analysis.
The analysis methods and results of the measurement are described in detail in Chapter 5.

Finally, concluding remarks are made in Chapter 6.



Chapter 2

Detecting Neutrinos in Liquid Argon

I have done something very bad today
by proposing a particle that cannot be
detected; it is something no theorist

should ever do.

Wolfgang Pauli, 1930

The liquid argon time projection chamber (LArTPC) technology offers fine-grained tracking
along with excellent calorimetric and particle identification capabilities, making it a powerful
tool for experimental neutrino physics. Thus, the LArTPC has become the technology of
choice for studying neutrino oscillations over short (< 1 km) and long (> 1000 km) baselines

by experiments such as MicroBooNE, SBND, ICARUS, and DUNE [13-21].

In this chapter, we first describe the working principle of the LArTPC and why liquid argon
is chosen over other liquid noble gases. We then discuss neutrino and pion interactions in
liquid argon, and motivate the need for pion—argon scattering data to help reduce systematic

uncertainties in neutrino—argon measurements.

2.1 The Liquid Argon Time Projection Chamber

The time projection chamber (TPC) was invented by David Robert Nygren at Lawrence
Berkeley National Laboratory in the 1970s [22, 23]. The TPC was first used in the PEP-4



detector to study electron-positron annihilations at center-of-mass energies up to 29 GeV,
as part of the Positron-Electron Project (PEP) at the Stanford Linear Accelerator Labora-
tory [24]. The detection volumes of TPCs were typically filled with noble gases where argon
was often the primary choice [25]. The idea of using liquid argon as a detection medium
in ionization chambers was first proposed in 1974 by W. J. Willis and V. Redeka [26], and,
in 1977, Carlo Rubbia devised the concept of the liquid argon time projection chamber
(LArTPC) [27].

2.1.1 Working principle

A LArTPC consists of two parallel conducting planes, an anode plane and a cathode plane,
separated by a gap and submerged in liquid argon [28]. The anode is connected to ground or
may be biased to a slightly positive voltage. The cathode is biased to a high negative voltage
in order to create an electric field in the region between the two parallel planes. Field-shaping
electrodes are placed between the anode and the cathode to ensure uniformity of the electric
field across the active detector volume; the electrodes are equally spaced, and their voltages
are properly biased with respect to one another. The anode plane is sub-divided into several
planes with an interplanar spacing on the order of a few millimeters, each with parallel wires
oriented at different angles, where detector signals are formed and read out. Additionally,
the bias voltages for the anode wire planes are chosen such that the electric field satisfies the
charge transparency condition in the drift regions near and in between the different anode
wire planes—i.e., all the drifting electrons are transported through the intermediate wire

planes (induction planes), and then collected on the last wire plane (collection plane).

As illustrated in Fig. 2.1, a charged particle propagating through the LArTPC ionizes argon
atoms to create ArT and e~ pairs. Argon atoms may also be raised to an excited state,

instead of being ionized, and emit scintillation light in the vacuum ultraviolet (VUV) region
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Figure 2.1: The working principle of a LArTPC. (a) A muon passes through the liquid argon
detector medium and produces an ionization track of Art™ and e~ pairs, and
induces the emission of VUV scintillation light. (b) A fraction of the Art and
e~ pairs recombine to emit additional scintillation light; the remaining pairs are
separated by the electric field. (c¢) The Ar™ ions drift towards the high voltage
cathode, and the electrons drift towards the anode wire planes; drifting electrons
may attach to electronegative impurities, diminishing signal integrity. (d) The
drifting electrons produce signals at the anode wire planes, which are amplified

and read out.
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Figure 2.2: Ilustration of charged particles emerging from a neutrino interaction vertex and
producing ionization tracks. Waveforms of signals read out from the wires are
processed through a chain of algorithms to reconstruct the 3D trajectories of
the charged particles and the energy that they deposited. Figure taken from
Ref. [14].

during its de-excitation. A fraction of the Ar™ and e~ pairs recombine to emit additional

scintillation light; this fraction is dependent on the magnitude of the electric field. As argon

is transparent to its own VUV scintillation light, photodetectors may be used to detect this
light; the detected light may be used as a trigger, to mark as the start of an event, or to
augment calorimetric reconstruction. After the recombination process, the remaining Ar™
ions and electrons are separated by the electric field and drift towards the cathode and
anode, respectively. When the drifting electrons reach the anode wire planes, signals are

produced, amplified electronically, and read out. During their drift, electrons may attach to

electronegative impurities, such as water and oxygen molecules, dissolved in the liquid argon;



this reduces the amount of charge reaching the anode, thus diminishing the signals produced
in the anode wires. The measured signals on the segmented anode wire planes combined
with the measured arrival times of the drift electrons enable both calorimetric reconstruction
and full 3D reconstruction of the ionization track. Fig. 2.2 illustrates the waveforms of the

signals read out from the wires of different anode planes. Examples of neutrino interactions

in a LArTPC are shown in Fig. 2.3.

2.1.2 The case for liqguid argon

Using a liquid noble gas (LNG) as a neutrino target and a detection medium is advantageous
for several reasons. First, a LNG provides a dense target to enhance the neutrino interaction
rate of an already small neutrino interaction cross section. Second, because of its high density,
a LNG provides a high stopping power for ionizing radiation, resulting in a high energy
loss per unit distance (%) within the detection medium; this enhances the calorimetric
capability of the detector. In addition to its high ionization yield, a LNG also has a high
scintillation light yield whilst being transparent to its own scintillation light. Select properties
of liquid argon (LAr) and liquid xenon (LXe) are shown in Table 2.1. LXe would be a
more desirable LNG due to its superior properties compared to LAr*, however, the relative

abundance and low cost of LAr make it a far more viable option for the construction of ton-

and kiloton-scale neutrino detectors, such as SBND and the DUNE far detector.

*The 14.00 cm radiation length in LAr is arguably better than the 2.872 cm radiation length in LXe—a
gamma ray would travel a longer distance in LAr before inducing an electromagnetic shower. This is
particularly important for distinguishing between electron- and gamma-induced electromagnetic showers.
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Figure 2.3: Event displays of neutrino interactions with electromagnetic activity in the Mi-
croBooNE LArTPC detector. Time is plotted along the vertical axis, and wire
number is plotted along the horizontal axis. The neutrino beam is incident from
the left. The top shows a v, candidate event with an electron-induced eletromag-
netic shower, while the bottom shows a v, candidate event with gamma-induced
electromagnetic showers.



Value

Quantity A [Xe
atomic number 18 54
atomic weight 39.948(1) u 131.293(6) u
normal boiling point 87.30 K 165.1 K
density 1.396 g - cm ™3 2.953 g-cm ™3
nuclear collision length 54.25 cm 34.15 cm
nuclear interaction length 85.77 cm 58.29 cm
pion collision length 72.58 cm 42.31 cm
pion interaction length 106.7 cm 67.58 cm
radiation length 14.00 cm 2.872 cm
Moliere radius 9.043 cm 5.224 cm
work function 23.6 eV 15.6 eV
electron mobility (|[E| =10* V.m™1)  0.047m? . V~1.s71 022m?. V-1 .s71
minimum ionization, (d£/dz) 2.105 MeV - cm ™! 3.707 MeV - cm ™!
scintillation light yield 40000 v - MeV—E 42000 v - MeV 1
scintillation light emission peak 128 nm 178 nm
atmospheric abundance by volume (gas) 0.934% 0.000 008 7%
cost ~ $0.002 g—1 ~ $1.5 g1

Table 2.1: Select properties of liquid argon (LAr) and liquid
xenon (LXe). Values taken from [29-35].

2.2 Neutrino Interactions in Liquid Argon

Neutrinos can interact with nucleons via the weak force, so the detection of neutrinos must
consist of a dense nuclear target, such as liquid argon. Because neutrinos are electrically
neutral, neutrino experiments seeking to make measurements of the neutrino must use the
products of a neutrino interaction in order to (1) determine that there indeed was a neutrino,
(2) determine the flavor of the neutrino and the interaction type, and (3) determine the

energy of the neutrino.

Neutrino interactions within nuclei in the intermediate energy range, from about 0.1 GeV

to 20 GeV, fall under three main categories, ordered by increasing neutrino energy: quasi-
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Figure 2.4: Example Feynman diagrams of several neutrino—nucleon interaction modes.
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elastic scattering, resonance production, and deep inelastic scattering. In quasi-elastic (QE)
scattering, a neutrino elastically scatters off a nucleon, resulting in one or more nucleons
being ejected from the target nucleus. The QE scattering can be a charged-current quasi-

elastic (CCQE) process (Fig. 2.4a)

vp+n—{+p, Up+p—L+n, (2.1)

or a neutral-current quasi-elastic (NCQE) process (Fig. 2.4b)

vp+p—vy+p, vp+p—Vp+p, (2.2)

vp+n— v +mn, Up+n— vp+n. (2.3)

In resonant (RES) scattering, a neutrino inelastically scatters off a nucleon and excites the
nucleon into a baryonic resonance state (A, N*), which subsequently decays, often into a

final state of one pion and one nucleon (Fig. 2.4c)

Vg+N—>€—|—A (24)

A =71+ N,
Vg+N—>€+N*

(2.5)
N* - 7+ N’

In deep inelastic scattering (DIS), a high-energy neutrino (F, > mjp in the laboratory
frame) scatters off a quark in the nucleon, producing a lepton and a hadronic shower in the

final state (Figs. 2.4d and 2.4e)

W+ N—=0+X, 7+ N-ol+X, (2.6)

v+ N —= v+ X, v+ N —=vp+ X. (2.7)

12



As shown in Fig. 2.5 for charged-current interactions, all three of these processes compete

with one another, especially in the few-GeV energy domain.

Although theoretical frameworks of quasi-elastic scattering, resonance production, and deep
inelastic scattering have been formulated, there is no unifying theory that describes the
transition between these processes. And in practice, neutrinos are scattered off the nucleus
of atoms, such as carbon, oxygen, or argon, thus nuclear effects can have significant impact
on neutrino measurements. Final-state particles produced at the neutrino interaction vertex
within a nucleus must propagate through the dense nuclear medium before observation in a
detector. In particular, because final-state hadrons can interact via the strong force, there
is a significant probability of final-state interactions (FSIs). FSIs affect what is observed in
a detector and can conceal the true neutrino interaction that took place at the vertex. An
example of this is depicted in Fig. 2.6. A v, CCQE interaction where the p is ejected from
the nucleus without FSI is illustrated in the top half of the figure; the final observables in
the detector are a p and a p. A v, CClz™ interaction is illustrated in the bottom half of
the figure, where the final-state 77 is absorbed through a two-body pion absorption process,
producing a n and a p which are both ejected from the nucleus; the final observables in
the detector are a y and a p, as the two n are undetected. Since the final observables in
both cases are the same, the v, CClz™ interaction may be mis-identified as a v, CCQE

interaction, and can contaminate a CCQE measurement.

The generally unknown dynamics of hadron-nucleon interactions within nuclei coupled with
the lack of a theory to unify the quasi-elastic scattering, resonance production, and deep
inelastic scattering processes present a significant source of systematic uncertainty in the
measurements of neutrino—nucleus interactions in the few-GeV region. In order to reduce
the systematic uncertainty, an accurate FSI model must be implemented in Monte Carlo

neutrino event generators, such as GENIE [37]. Neutrino and non-neutrino data are used

13
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Figure 2.6: Illustration of a v, CCQE interaction (top) and a v, CClz™ interaction (bot-
tom). The panels on the left show details of possible final-state interactions that
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observables in the detector may be the same. The trajectories of ionizing par-
ticles are depicted with solid lines; the trajectories of non-ionizing particles are
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to tune these event generators, and, given that the LArTPC is a relatively new detector
technology, neutrino—argon and hadron—argon data from current and near-future LArTPC-
based experiments will be invaluable. The LArTAT experiment is one of the few LArTPC-

based experiments that will be able to provide hadron—argon data.

2.3 Charged Pion Interactions in Liquid Argon

Neutrino—nucleus interactions in the few-GeV energy region produce copious numbers of
charged pions, especially in resonance production, deep inelastic scattering, and coherent
pion production. As suggested in the previous section, the dynamics of pion—nucleon inter-
actions within argon nuclei are generally unknown and are a significant source of systematic
uncertainty in LArTPC-based neutrino experiments. There is also uncertainty in pion—argon
interactions that occur outside of the target nucleus as pions propagate through the liquid
argon detection medium of a LArTPC. Thus, it is important to get a good understanding
of pion—argon interactions in order to model the behavior of the pion (1) inside the target

nucleus, and (2) during its propagation through the detection medium.

Pions that propagate through the liquid argon detection medium can interact through one

of several channels:

e Elastic scattering occurs when the outgoing charged pion leaves the nucleus in its

ground state:
4+ Nosrf 4N (2.8)

e Inelastic scattering occurs when the outgoing charged pion leaves the nucleus in an

16



excited state:

" +p— AV
(2.9)
A 1 +p
T +n— A"
(2.10)
AT w71 +n
at4+n— AT
(2.11)
AT St 4n
4 p— AT
(2.12)
ATY 57t 4 p

e Single charge exchange occurs when a neutral pion is produced in the final state:

T +p— AY
(2.13)
AV 20
7 +n— AT
(2.14)

AT 5104 p

e Double charge exchange occurs when the final state consists of the oppositely

charged pion:
T+ Nt +X (2.15)

e Pion production occurs when there are multiple pions in the final state (the kinetic

energy of the initial charged pion must be greater than approximately 400 MeV):

AN ir+ X (2.16)

17



where i > 2 and 7 denotes any set of final 7 mesons—e.g., 7~ +p =7 + 7" +71 +p.

e Absorption occurs when there is no pion in the final state:

T 4+ (np) = n+n (2.17)
7+ (nnp) > n+n+n (2.18)
T 4+ (npp) > n+n+p (2.19)

4 (nn) = n+p (2.20)
7t 4+ (nmn) = n4+n+p (2.21)
T+ (nnp) = n4+p+p (2.22)

This process is only possible on systems of two or more nucleons—i.e., two-body pion

absorption, three-body pion absorption, etc.
Various pion—argon interaction events from the LArTAT experiment are shown in Fig. 2.7.

As the pion—argon interaction cross section is relatively large, a pion emerging from a neutrino
interaction vertex can interact as it propagates through the liquid argon detection medium,
changing the topology of the neutrino event. Fig. 2.8 shows a simulated neutrino event in the
MicroBooNE LArTPC detector from a v, CC Monte Carlo sample. In this simulated event,
a charged pion emerging from the neutrino interaction vertex undergoes a charge exchange
with an argon nucleus, producing a neutral pion. The neutral pion subsequently decays into
two gammas, each of which produces an eletron—positron pair resulting in a gamma-induced
electromagnetic shower. This particular v, event has the possibility of being mis-identified
as a Ve event due the similar topologies that consist of electromagnetic activity. Thus, it is
important for the detector simulation to estimate the cross section of pion—argon interactions

accurately.

The total hadronic pion—argon interaction cross section can be written as a sum of the elastic

18
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and reactive cross sections

Ttotal = Oelastic T Oreactive (2.23)

where the reactive cross section includes the inelastic (ojpelastic); Single charge exchange
(0scx), double charge exchange (o), pion production (op,0q), and absorption (o) chan-

nels

Oreactive = Tinelastic T Tscx T Odce + Oprod T Tabs- (2.24)

Pion—nucleus scattering experiments have been performed over the past several decades and
have provided detailed measurements of differential cross sections for various final-state kine-
matic quantities, however, the uncertainties on the total hadronic cross sections range from
10% to 30% for light nuclei and are even larger for heavy nuclei [38-45]. Historical data
of pion scattering on various light and heavy nuclei are shown in Fig. 2.9. Despite the
comprehensive pion scattering measurements that have been made, experimental data for
pion—argon interactions are rare and Monte Carlo simulation software, such as GEANT4 [46—
48], predict pion—argon cross sections by interpolating from data of lighter and heavier
nuclei. The detector simulation used in LArTPC-based experiments at Fermilab utilizes the
FTFP_BERT physics list in GEANT4, where the Bertini cascade model [49] is used to simu-
late the products of pion—nucleus interactions and secondary hadronic re-interactions (FSIs)
within the target nucleus. Fig. 2.10 shows the elastic, reactive, and total m=—Ar cross section
as a function of 7+ kinetic energy as predicted by the GEANT4 Bertini intranuclear cascade
model. The LArIAT experiment will perform measurements of various 7+—Ar interaction
cross sections in order to enable data-driven improvements to the simulation of neutrino—
nucleon scattering in neutrino event generators such as GENIE, and aid in the validation and

tuning of nuclear models implemented in general-purpose Monte Carlo simulation software
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Figure 2.9: Historical data of pion scattering on different light and heavy nuclei. Taken from
Ref. [42].

such as GEANT4.

This thesis presents a measurement of the total hadronic negative pion on argon cross section
in the kinetic energy range from 0.2 GeV to 1 GeV, using data from the LATTAT experiment.
The analysis methods described in this thesis also lay down the foundation for measurements

of the exclusive channels, such as pion single-charge exchange™ and pion absorption.

*A discussion of the ongoing work on the pion single-charge exchange channel is presented in Appendix D.
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kinetic energy as predicted by the GEANT4 Bertini intranuclear cascade model.
The elastic, reactive, and total hadronic cross sections are plotted with dotted,
dashed, and dash-dot lines, respectively.
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Chapter 3

The LArIAT Experiment

The word “lariat” is a contraction of
the Spanish la reata, which literally
means a “tie back.” The term was
originally used for a rope in picketin’
horses. Some Eastern folks like to say
“lariat” and “lasso” because it sounds
Western, but the cowhand called his

rope jes’ plain “rope.”

Ramon Frederick Adams

The Old-Time Cowhand

The LArIAT (Liquid Argon in a Test-beam) experiment [50, 51] operated at the Fermilab
Test Beam Facility (FTBF) from 2015 to 2017 [52-54]. The experiment serves® a dual
purpose. First, it is a research and development (R&D) tool for studying the calibration and
detector response of liquid argon time projection chamber (LArTPC) technology. Second,
it has the capabilities to study interactions of charged hadrons and leptons in liquid argon

without additional uncertainties that emerge from nuclear effects in neutrino interactions.

The LArIAT tertiary beamline was commissioned in 2014 [55]; the beam engineering run took

place from August 2014 to September 2014. Following the commissioning of the LArIAT

*Although the experiment has finished running, at the time of writing there is still ongoing work of physics
analyses using the collected data.
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(a) Anti-proton annihilation candidate

(b) Electron candidate (c) Pion single-charge exchange candidate

Figure 3.1: Various candidate events from data, with ionization tracks incident from the
left. Time is plotted along the vertical axis, and wire number is plotted along
the horizontal axis. The density of ionization charge is indicated by the color,
with red being the most dense.

cryogenic system and LArTPC in 2015, several data-taking campaigns were performed over
the span of the experiment’s lifetime. The first campaign, Run-I, took place from April 2015
until the annual summer shutdown of the Fermilab accelerator complex in July 2015. During
the second campaign, Run-II, which started in February 2016, the experiment operated with
important improvements to the wire readout and scintillation light collection systems which
resulted in significant improvement to the quality of data collected. Run-II ultimately ended
with the annual summer shutdown of the accelerator complex in July 2016. During Run-III
in 2017, the experiment tested the use of wire planes with different wire pitches. The data

from Run-II is the sole dataset that is presented in this thesis.

In this chapter, we first give a brief overview of the scientific goals of the experiment and
then we describe the detector sub-systems that are relevant to the total hadronic 7~ —Ar

cross section analysis of this thesis.
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3.1 Scientific Goals

The following is an outline of the scientific goals of the LArTAT experiment:

e Charged pion on argon interactions
Neutrino—nucleus interactions in the few-GeV energy region produce copious numbers
of charged pions. The dynamics of pion—nucleon interactions within argon nuclei are
generally unknown and are a significant source of systematic uncertainty in LArTPC-
based neutrino experiments. There is also uncertainty in pion—argon interactions that
occur outside of the target nucleus as pions propagate through the liquid argon de-
tection medium of a LArTPC. Extensive pion scattering experiments performed over
the past 40 years have provided detailed measurements of differential cross sections for
a number of final-state kinematic quantities, however, the uncertainties on the total
hadronic cross sections range from 10% to 30% for light nuclei and are even larger
for heavy nuclei [38—45]. Experimental data for pion—argon interactions, however, are
sparse and Monte Carlo simulation software, such as GEANT4 [46-48], predict pion—
argon cross sections by interpolating from data of lighter and heavier nuclei. LArIAT
will perform measurements of various 7=—Ar interaction cross sections in order to
enable data-driven improvements to the simulation of neutrino-nucleon scattering in
neutrino event generators such as GENIE, and aid in the validation and tuning of
nuclear models implemented in general-purpose Monte Carlo simulation software such
as GEANTA4.
e Charged kaon on argon interactions

The identification and reconstruction of charged kaons is particularly important to
proton decay searches in DUNE, especially the dominant decay mode p — K7 as
predicted by supersymmetric grand unified theory models [56, 57]. LArIAT will utilize

the small but significant fraction of charged kaons in its tertiary beam to perform
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measurements of K+—Ar interaction cross sections for the tuning of nuclear models in
Monte Carlo simulation software packages.

Proton/anti-proton interactions in liquid argon

LArIAT collected a large sample of protons with its positive polarity beam and a small
sample of anti-protons with its negative polarity beam. In addition to the measurement
of p—Ar interaction cross sections, LArIAT is also well-suited to study pp annihilation
in liquid argon. The results from these studies will be used to help tune and constrain
the nuclear models of Monte Carlo simulation packages to be used in nn oscillation
searches in DUNE. Fig. 3.1a shows an anti-proton annihilation event from the LArTAT
dataset.

Electron-/gamma-induced electromagnetic shower discrimination

A charged-current (CC) ve neutrino interaction is identified by an electron-induced elec-
tromagnetic (EM) shower originating from the interaction vertex; the initial electron
deposits its energy as it propagates away from the interaction vertex. A neutral-current
(NC) neutrino interaction can produce a neutral pion which immediately decays into
two gamma rays; a gamma ray can invisibly travel some distance away from the inter-
action vertex before converting into an electron—positron pair to induce an EM shower.
The largest background to CC v, interactions comes from NC 70 production in which
only one EM shower is reconstructed. This can happen if both of the gamma-induced
EM showers are close enough that they cannot be spatially separated, or if one of the
gamma rays exits the detector before it can convert into an electron—positron pair.
The fully active calorimetric volume of a LArTPC is capable of capturing the detailed
information of interactions which can be used to help distinguish between electron-
and gamma-induced EM showers. Gamma-induced EM showers are classified by iden-
tifying two distinct features in neutrino interaction events: (1) the spatial separation

between the neutrino interaction vertex and the beginning of a gamma-induced EM
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shower, and (2) the deposited ionization energy per unit length (%) by an electron—
positron pair at the beginning of a gamma-induced EM shower is twice that of a single
electron at the beginning of an electron-induced EM shower. The ArgoNeuT collabo-
ration has demonstrated the separation of electron- and gamma-induced EM showers
in a LArTPC from a small sample of neutrino interaction events [58]. LArIAT has
collected a large sample of events with electron-induced EM showers produced by the
tertiary beam, and a large sample of events with gamma-induced EM showers from
neutral pions produced from pion single-charge-exchange reactions. Fig. 3.1b shows an
electron event from the LArIAT dataset; Pion single-charge exchange events from the
LArIAT dataset are shown in Figs. 2.7c and 3.1c.
e Scintillation light collection

The LArIAT collaboration implemented a scintillation light collection system adapted
from designs found in LAr-based detectors for dark matter experiments [59-61]. The
goal of the scintillation light collection system is to improve the calorimetric recon-
struction of events by combining the use of collected scintillation light and measured
ionization energy without having to rely on recombination models to account for the
energy that would otherwise be lost to the production of scintillation light. The LAr-
IAT collaboration demonstrated the calorimetric reconstruction of low-energy electrons

by combining ionization charge and scintillation light using data from Run-I and Run-

11 [62].

3.2 Beamline Instrumentation

The goal of the Meson Center beamline systems at FTBF is to provide a well-understood,
low-intensity beam of charged particles with momenta ranging from 0.3 GeV/c to 1.4 GeV/c.

A primary beam of protons from the Main Injector (MI) is focused on a tungsten target,
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Figure 3.2: Top-down schematic of the tertiary beamline. Beam is incident from the left.

located at Meson Center 6 (MC6), producing a secondary beam of charged pions. The
secondary beam is momentum-selected in the range 8 GeV/c to 80 GeV/c and transported
~90 m downstream to the Meson Center 7 (MCT7) enclosure, where it is focused on a copper
target. The copper target, which is mounted and housed in a steel collimator, is the starting

point of the tertiary beam and the LArIAT apparatus in the MC7 experimental hall.

In the top-down schematic of the tertiary beamline and LATTAT apparatus shown in Fig. 3.2,
the secondary beam of charged pions is incident from the left. With the secondary beam
focused on the copper target, a tertiary beam of charged particles is produced at the start
of the upstream collimator (USCOLL). The tertiary beam exits the narrow opening of the
upstream collimator at an angle of —13° relative to the secondary beam, passing through the
upstream time-of-flight (USTOF) detector and the magnetic spectrometer. The magnetic
spectrometer consists of two multi-wire proportional chambers (WC1 and WC2), followed
by two dipole bending magnets (Bl and B2), and another pair of wire chambers (WC3 and
WC4); a second steel collimator (DSCOLL) sits in between WC3 and WC4. The beam then
passes through the downstream time-of-flight (DSTOF) detector which sits just upstream of
the TPC cryostat. Particles that pass all the way through the TPC may reach the muon range
stack (MuRS) located just downstream of the cryostat. The beam is bent approximately

+10° by the magnetic spectrometer, resulting in a tertiary that beam enters the LArTAT
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LArTPC detector at an angle of about —3° relative to the secondary beam.

The momentum of the secondary beam was fixed at 64 GeV /¢ for most of the data-taking
campaigns. The tertiary beam was operated under the following four configurations to obtain

the momentum spectra shown in Fig. 3.3:

e Positive polarity, high-energy tune with magnet current at +100 A (Fig. 3.3a)
e Negative polarity, high-energy tune with magnet current at —100 A (Fig. 3.3b)
e Positive polarity, low-energy tune with magnet current at +60 A (Fig. 3.3c)

e Negative polarity, low-energy tune with magnet current at —60 A (Fig. 3.3d)

The simulations to determine the tertiary beam composition and momentum spectra were

performed using the G4Beamline [63] simulation package.

3.2.1 Tertiary beam spectrometer and particle identification system

Time-of-flight system

The time-of-flight (TOF) detector system consists of two scintillator paddles: (1) USTOF,
which sits just upstream of the spectrometer, and (2) DSTOF, which sits just downstream of
the spectrometer. The upstream TOF paddle is relatively small with a cross-sectional area
of 10 cm x 6 ¢cm while the downstream TOF paddle is larger with a cross-sectional area of
14 cm x 14 cm. Light guides are mounted on all four edges of each scintillator paddle and
each paddle was read out by two photomultiplier tubes (PMTs). The efficiency of each TOF

paddle was measured to be greater than 99%.
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Figure 3.3: Momentum spectra and compositions of the tertiary beam downstream of the
spectrometer for different magnet polarities and energy tunes.
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Magnets

The two magnets in the spectrometer of the tertiary beamline are “NDB” series dipole
electromagnets that were made at Fermilab and were originally used in the anti-proton ring
of Fermilab’s accelerator complex. The magnets each have a gap height of 14.224 cm, a gap

width of 31.75 cm, and an iron length of 46.67 cm.

Multi-wire proportional chambers

The wire chambers are based on the Fenker chambers [64] with additional grounding to
improve the signal-to-noise ratio in the electronic readout. Each wire chamber has an effective
square aperture of 128 mm x 128 mm. Each chamber has 128 wires along its vertical axis
and 128 wires along its horizontal axis, with a wire pitch of 1 mm. The wire chambers
run on a gaseous mixture of 85% argon and 15% isobutane with an operating voltage of
approximately 2450 V. The efficiencies of the wire chambers were measured to be greater
than 98% for cosmic ray muons. Fig. 3.4 shows one of the wire chambers in the tertiary

beamline.

The combination of the momentum reconstructed via tracking through the spectrometer and
the time-of-flight measurement provides the ability to distinguish between different species
of particles in the tertiary beamline before they reach the TPC. This is demonstrated in

Fig. 3.5 using the positive-polarity dataset from Run-II.
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Figure 3.4: One of the multi-wire proportional chambers (WC4) in the tertiary beamline.
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Figure 3.5: Reconstructed momentum vs. time of flight of particles in the tertiary beam for
data collected with the positive polarity configuration. The colored lines are the
expectations for different species of particles.
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Figure 3.6: The LArIAT cryostat opened with the TPC inside the inner vessel (left), and
the cryostat fully sealed (right).

3.3 The LArIAT Detector

3.3.1 Cryogenic system

Cryostat

The LArIAT cryostat, shown in Fig. 3.6, consists of an inner cylindrical vessel (76.2 cm
in diameter and 130 cm in length) containing purified liquid argon and the time projection
chamber (TPC), and an outer cylindrical vessel layered with aluminized mylar superinsulator
which serves as a vacuum environment to provide insulation to the inner vessel. The inner

vessel is capable of storing a total of 550 L (0.76 t) of liquid argon. The internal volume can
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be accessed through the convex end caps of the inner and outer vessels. A wide neck (chim-
ney) protruding from the top of the cryostat serves as an access path for signal cables from
the LArTPC and its internal instrumentation and high-voltage feedthrough. The cylindrical

axis of the cryostat is oriented parallel to the secondary beam.

The cryostat was inherited from the ArgoNeuT (Argon Neutrino Test) experiment [65] and
modified to minimize the amount of dead material upstream of the active volume in the TPC.
The steel end caps of the inner and outer vessels of the original ArgoNeuT cryostat were
4.8 mm thick. There was also a 15 ¢m long region of uninstrumented liquid argon upstream
of the active volume in the TPC. For the LArIAT experiment, the end cap of the outer vessel
was modified to include a flange that houses a thin titanium beam window that is 22.9 cm
in diameter. Additionally, a hollow, concave volume (termed the ezcluder) was installed on
the end cap of the inner vessel that extends toward the TPC. These modifications reduce
the total thickness of the dead material from ~1.8 radiation lengths to less than ~0.3. In
addition, CF-flanged apertures were added to the side ports of both the inner and outer
vessels to accommodate the signal and high-voltage connections for the scintillation light

collection system.

Liquid argon system

The liquid argon is supplied by a commercial dewar located just outside of the MC7 enclo-
sure; argon flows from the dewar to the cryostat through a 1-inch diameter, Schedule 10 steel
piping, insulated with 20 cm of polyurethane foam. The argon passes through the pipes to
a purification system, modeled after the Liquid Argon Purity Demonstrator (LAPD) [66]
system, which primarily removes water and oxygen (O2), as well as small amounts of nitro-
gen (N9). Ionization electrons readily attach to water and oxygen molecules, and nitrogen

quenches the slow component of the argon scintillation light, so it is crucial that the con-
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tamination level is at most 100 parts per trillion (ppt).

The filtered argon is piped into the inner vessel of the cryostat via a fluid feedthrough
mounted on the top of the outer vessel of the cryostat. A vertical pipe, extending from the
fluid feedthrough, deposits the argon at the bottom of the inner vessel of the cryostat. The
liquid argon level, temperatures, and pressures within the cryostat and commercial supply
dewar are continuously monitored during operation. A screenshot of the monitoring page

for the cryostat and dewar are shown in Fig. 3.7.

During normal operation, liquid argon in the cryostat boils off at the surface and is released
to the atmosphere. The liquid argon in the cryostat must be refilled from the supply dewar

several times a day to ensure that the TPC readout electronics remain submerged.

3.3.2  Time projection chamber

The LArIAT experiment uses the refurbished ArgoNeuT TPC. The TPC is 47 cm in width,
40 cm in height, and 90 cm in length. The TPC coordinate system is oriented such that the
x axis is along the width of the TPC, the y axis is along the height of the TPC, and the
z axis is along the length of the TPC (parallel to the secondary beam). The LArTAT TPC
consists of three wire planes (Fig. 3.8): (1) a non-instrumented shield plane with 225 wires,
(2) an induction read-out plane with 240 wires, and (3) a collection read-out plane with 240
wires. Fig. 3.9 shows one of the wire planes during the wire plane assembly process. The
wires on the shield, induction, and collection planes are oriented at 90°, +60°, and —60°
relative to the z axis in the y—2z plane, respectively; the wire pitch and interplanar spacing
are both 4 mm. A schematic diagram of the LArTAT TPC is shown in Fig. 3.10. The origin
of our coordinate system in this thesis is taken to be the half-height point where the front

face of the TPC and collection plane intersect, as marked by the black dot in Fig. 3.10.
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Figure 3.7: A screenshot of the LATTAT cryostat monitoring page displaying the argon levels
within the cryostat and supply dewar (top). Position of the liquid valve that

allows liquid argon to flow into the cryostat and corresponding pressure within
the cryostat (bottom).
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Figure 3.9: One of the wire planes during the wire plane assembly process.

The TPC contains three different drift volumes of different electric fields as depicted in
Fig. 3.11. A high voltage of —23.5 kV for the TPC cathode is provided by a Glassman
LX125N16 power supply. Bias voltages of —298 V, —18.5 V, and 338 V are applied to the
shield, induction, and collection planes, respectively. This creates a uniform electric field
of magnitude |E| =484 V/cm along the +2 direction in the drift region between the high
voltage cathode and shield plane (C-S)*. Additionally, the bias voltages for the wire planes
are chosen such that the electric field satisfies the charge transparency condition in the drift
regions between the shield and induction planes (S-I) and the induction to collection planes
(I-C)—i.e., all the drifting electrons are transported through the shield and induction planes,

and then collected on the collection plane.

Ionization electrons that are drifted to the wires produce relatively small electrical signals. In
order to achieve a high signal-to-noise ratioT, the signals are amplified using low-noise, cold
electronics that operate at cryogenic temperatures. All 480 analog channels from the wire

planes are read out through cold amplifier motherboards hosting ASICs (LArASICs) [68],

*The electron drift velocity within the C-S region is about 1.5 mm/ps.

fThe signal-to-noise ratio is calculated as the ratio of the most probable pulse amplitude for minimally-
ionizing, through-going beam tracks over all collection plane wires, and pedestal RMS. The signal-to-noise
ratio was ~30 during Run-I and ~45 during Run-II.
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Figure 3.10: Schematic diagram of the LArTAT TPC. The induction plane and collection
plane wires are oriented at +60° relative to the z axis in the y—z plane, respec-
tively; the wire pitch and interplanar spacing are both 4 mm. Figure modified

from Ref. [67].
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Figure 3.11: Schematic diagram of the three drift regions within the LArIAT TPC.

which are mounted directly on the outer frame of the TPC and submerged in liquid argon.
For a typical gain setting of 25 mV /fC on the LArASICs, the ~3.5 fC of ionization charge

deposited on a wire from a minimum ionizing particle (MIP) will generate a ~90 mV output.

The signals are sampled every 16 ns by CAEN V1740* digitizers. Special firmware provided
by CAEN enabled us to store averages of 8 consecutive samples, leaving us with an effective
sampling period of 128 ns. The maximum input range of the CAEN V1740 digitizer is
2 V. An analog offset of 0.2 V was used for the unipolar collection signals to allow for the
digitization of small negative undershoots. An analog offset of 1 V was used for the bipolar
induction signals to place the baseline at mid-range. The analog path from the LArASICs to
the CAEN V1740 digitizers is designed to provide unity gain, thus the ~90 mV MIP signal
corresponds to an amplitude of ~180 ADC counts. Fig. 3.12 shows an example of digitized

signals from an induction wire and a collection wire.

*64-channel, 12-bit, 62.5 MS/s ADC
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Figure 3.12: An induction wire signal (left) and a collection wire signal (right) of an event
from the Run-II dataset. The first pulse comes from a proton candidate and the
second pulse comes from a gamma-induced electromagnetic shower candidate.

3.4 Data Acquisition

A block diagram of the LArTAT data acquisition (DAQ) system is shown in Fig. 3.13. Every
60.5 s, as part of the Fermilab accelerator complex super cycle, beam is extracted from the
Main Injector and delivered to LArIAT. At the beginning of each super cycle, indicated
by the $00 TCLK event in Fig. 3.14, all the digitizers and trigger board are reset in order
to synchronize the data buffers across disparate hardware and reset local timers. Random
pedestal triggers were collected at a rate of 10 Hz in between the $30 and $39 TCLK events.
Beam data is collected during the 4.2 s between the $39 and $36 TCLK events and cosmic

ray data is collected during the 24 s that follows.

The DAQ system was designed to collect events at rates as high as 100 Hz during the
beam spill with minimal dead time. The CAEN V1740 digitizers, with a sampling period of
128 ns, were configured to store 3072 12-bit samples per channel, thus 393.216 ps of digitized
waveform data were collected for each TPC wire per event. With a maximum electron drift
time of approximately 320 ps in the TPC, this provides padding before and after the drift
window. For a maximum trigger rate of 100 Hz, the total data rate for all 480 wires would
be approximately 2 GB/s. In practice, the typical rate was 50 to 100 triggers per 4.2 s

spill, or approximately 0.3 GB/s. The fast scintillation signals from the TOF and the TPC
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light collection PMTs were digitized and read out by CAEN V1751* digitizers, which were
configured to store 28,672 10-bit samples per channel. With a sampling period of 1 ns on
the CAEN V1751, 28.672 ps of digitized waveform data were collected for each TOF and
TPC light collection PMT per trigger.

The main LArIAT readout system, represented schematically in Fig. 3.15, consists of two
VME crates. The first CAEN V1740 in the upper left of the figure provides the master
clock that was daisy-chained to all the other CAEN digitizers. The clock synchronization
procedure recommended by CAEN was applied to correct for board-to-board clock skew
to the level of approximately 150 ps. The CAEN V2718 VME crate controller, shown in
the bottom left of the figure, was used to configure the CAEN V1495 general-purpose logic

board, which generates the experimental triggers.

The LArIAT DAQ software is built upon the artdag [69] software package, which is built
against the art [70] package. The DAQ software writes data files in art-readable ROOT [71]
files, which are passed to nearline and offline workflows, consisting of art-based modules, for

analysis.

3.5 Trigger System

The readout of the data buffers is triggered by a CAEN V1495 general-purpose VME board.
Outputs from the TOF PMTs and spectrometer wire chambers (WC) are used to generate
the main beamline trigger. Coincident activity in the TOF and WC systems suggests that a
charged particle has propagated through the tertiary beamline and into the TPC. For each
TOF paddle, the logical OR of discriminated pulses from the PMTs was used as a trigger

input. For each WC, the logical (OR of x wires) AND (OR of y wires) was used as a trigger

*8-channel, 10-bit, 1 GS/s ADC
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Figure 3.13: Block diagram of the LArTAT DAQ system and data flow.
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Figure 3.14: The LArTAT DAQ timeline during a super cycle. The BEAMON and COSMI-
CON gates are inputs to the trigger system.

43



Clock Clock daisy chain —»

Maser /N /NSNS NN N

VME crate

slotnumber g1 02 @3 @4 05 06 07 08 @9 10 11 12 13 14 15 16 17 18 19 20 21
1 S S S Y A3818
A3818 mm Optical communications daisy chain Link 2

Link 1 /\

V**** = CAEN board type

N.M [Y] =
CAEN A3818 Link N at DAQ computer
Board M in optical link chain
Board ID Y in LArAT data fragments

V1495

01 02 03 24 05 06 07 08 @9 10 11 12 13 14 15 16 17 18 19 20 21

A381 81l A3818
Link 0 Link 3 <

Figure 3.15: Schematic diagram of the LArIAT digitizer timing and clock configuration.

input. The BEAMON logic gate is opened by the $30 TCLK event and closed by $36, as
shown in Fig. 3.14, and was used as a trigger input. A select list of trigger inputs to the
CAEN V1494 and their descriptions are shown in Table 3.1. The following trigger pattern

was used as our basic beamline trigger:

BEAMON
A USTOF
A DSTOF
A ((WC1 A WC2 A WC3) (3.1)
V (WCL A WC2 A WC4)
V (WC1 A WC3 A WC4)

V (WC2 A WC3 AWC4)).

44



Trigger input Description
PEDESTALON Pedestal gate: starts on $00, stops on $00+(999 ms)

PULSER 10 Hz pulser

BEAMON Beam spill gate: starts on $30, stops on $36
WC1 (OR of z wires) AND (OR of y wires)

WC2 (OR of z wires) AND (OR of y wires)

WC(C3 (OR of x wires) AND (OR of y wires)

WC4 (OR of z wires) AND (OR of y wires)
USTOF OR of 2 PMTs

DSTOF OR of 2 PMTs

COSMICON Cosmic gate: starts on $36, stops on $00+T
COSMIC Trigger signal from cosmic rack

Table 3.1: Select list of trigger inputs to the CAEN V1495.

3.6 Monitoring

3.6.1 DAQ) monitoring

The DAQ keeps track of a number of low-level quantities as it is writing data to disk. All of
these quantities are displayed on a simple web page (shown in Fig. 3.16) that is updated in

real-time, which enables easy monitoring of the run status during data acquisition.

Some of the low-level quantities displayed include: relative time in the Fermilab accelerator
complex super cycle, total number of triggers in the event per CAEN digitizer, total num-
ber of detectors triggered during a beam spill, trigger patterns and the number of times a
particular trigger pattern was satisfied during a beam spill, as well as beam conditions and
environmental parameters of the TPC, as seen in the figure. The web page issues an audible
alarm and changes some of the page’s text color to red if data-taking is not detected for a

period of longer than 2 minutes.
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3.6.2  Data quality monitoring

The LArIAT data-quality monitoring (DQM) system is primarily used to perform near real-
time checks on low-level quantities in data. The DQM system processes the data on a
spill-by-spill basis and a quick analysis is done. The results of the analysis are recorded in
PostgreSQL* and Redis' databases, and displayed on an interactive web page, as shown in
Figs. 3.17 and 3.18. The front-end of the DQM consists of a website running on Flask?,
with the D3.js§ library and Cubism.js¥ plugin for data visualization. The DQM webpage
allows shifters and experts to view the results from the most current collection of beam spills,

typically with a 2-minute delay, as well as results from past collections of beam spills.
The low-level quantities monitored by the system include:

e the number of data fragments recorded by the CAEN digitizer boards and the wire
chamber controller (data fragments are pieced together to form an event),

e the number of recorded data fragments that are used to build a TPC event,

e the pedestal mean and pedestal RMS on the CAEN digitizer boards (this includes the
readout from the TPC wires, light-collection PMTs, and PMTs of various beamline
detectors), and

e the hit occupancy and hit timing plots of the multi-wire chambers.

There is also a high-level time-of-flight plot, which provides a crude monitor of the tertiary

beam composition.

In addition, the DQM system has a series of alarms that are activated whenever a low-level

*PostgreSQL: https://www.postgresql.org
fRedis: https://redis.io

fFlask: https://palletsprojects.com/p/flask
SD3.js: https://d3js.org/

YCubism.js: https://square.github.io/cubism/
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lariat-wbm.fnal.gov

LArIAT Run Status

o AR AN AAA AAK AAA AAA [AAA AAA A

. s TARET AR ARS B SRS B AR
RunB089
V1740 Run Triggers815
V1751 Run Triggers 1241
SpillActive0
MCenter Energy 15.998 GeV/
MC7SC11.408E5 Cnis
DiskSpaceUsed, %38.86
LAr Temperature90.6 degk
Time2015.06.11-17:31:00
Components\/1740 V1751 V2781 V1495 TDC WUT LARASIC
Trigger Inputs
WC1IGNOREMEB602
WC3IGNOREME 2562
BEAMON1
DSTOF 1834
HALO4749
COSMICON1
PILEUP757
LARSCINT 177395
Trigger Output Paths
BEAMON USTOF DSTOF WCCOINC30F4,
~PUNCH MURS
BEAMON USTOF DSTOF WCCOINC30F4 PUNCH .
~MURS
COSMICON COSMIC

Veto Qutput Paths

BEAMON USTOF DSTOF WCCOINC30F4 MURS

Spill160
V1740 Spill Triggers4
V1751 Spill Triggers 18

RunActive 1

MCenter Intensity 7. 74E9 ppp
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SuperCycle Time40.533 SEC
LAr Level4.636 InAr
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WC2IGNOREME 5046
WCCOINC30F41925
USTOFB401
PUNCH20667
PULSER293
COSMIC966
MICHEL 2797
MURSE170

BEAMON USTOF DSTOF WCCOINC30F4 PUNCH MIJRS7

~ PUNCH®

MICHEL,
~ BEAMON

Figure 3.16: The LArTAT run status page.

quantity is found outside its tolerance during the most current beam spill. The 2-minute
feedback for beam and detector conditions allows a quick response by the shifter or detector

experts, minimizing beam and detector down time.

3.7 TPC Event Reconstruction

The reconstruction and analysis of events in LArTAT are performed using LArSoft [72, 73],
an art-based software package designed to provide simulation, reconstruction, and analysis

tools for LArTPC-based experiments.

Event reconstruction in a LArTPC takes ionization-induced signals on the TPC wires as
input to produce three-dimensional physics objects with calorimetric quantities as output.
First, deconvolution is performed on the bipolar induction-plane pulses and collection-plane

pulses to transform them into unipolar, Gaussian-like pulses and mitigate the response of the
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Figure 3.17: DQM monitoring page displaying a set of time series plots of the number of data
fragments collected per super cycle over the previous 16 hours of operation.

08 PM 09 PM 10PM 1PM Thu 10 01 AM 02 AM 03 AM 04 AM 05 AM 06 AM 07 AM 08 AM 09 AM 10 AM 1AM

1bC chanrel 172, ! f H H . IL ! H H | H H H 1 ' .48
'l I !

TPC channel 173 l l 29
- \

TPC channel 174 | | 25

TPC channel 175 | | 32
th il L

TPC channel 176 | | 2.6
Y | A

TPC channel 177 21

TPC channel 178 | 2.5
. 1

TPC channel 179 | 23

TPC channel 180 | i 2.4

TPC channel 181 \ | | 27
i

TPC channel 182 [l ] l 27

TPC channel 183 i I 2.1

TPC channel 184 ) 1 ] 23

TPC channel 185 i L ] 24

TPC channel 186 b | 21

TPC channel 187 | | | i 20

TPC channel 188 | | 2.6

L

TPC channel 189 | L l ! 35

TPC channel 190 | | l b ot
| b

TPC channel 191 | ! 27

TPC channel 192 ’ ) | ] 27

TPC channel 193 ! 21

TPC channel 194 "‘ lh 1 l‘ .

TPC channel 195 i } 21

.

TPC channel 196 16

TFC channel 197 X . | , \ " y . . . , 17
08PM  03PM  10PM 11PM Thui0  O1AM  02AM  O3AM  O04AM  O0SAM  OBAM  O7AM  0BAM  O09AM  10AM 1AM

Figure 3.18: DQM monitoring page displaying a set of time series plots of the RMS on each
TPC wire over the previous 16 hours of operation.
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electronics [74]. Hit reconstruction is then performed on the deconvolved waveforms to look
for peaks above the waveform baseline; the identified peaks are fit to a Gaussian function.
The area of the fitted Gaussian is proportional to the ionization charge induced or collected
on the wire, and the location parameter corresponds to the arrival time of the charge [74].
The location parameter of the fitted Gaussian is used to determine the position where the

ionization occured along the drift direction.

Hits on each wire plane are topologically grouped into clusters in 2D wire-time space using
a trajectory-based clustering algorithm [75]. The clustering algorithm first creates a seed
trajectory from two neighboring hits, and then sequentially steps along to other hits within a
close vicinity and determines if the hits will be added to the assumed trajectory. Whether a
given hit is added to the trajectory primarily depends on: (1) the charge of the hit compared
to the average charge and RMS of the hits in the forming trajectory, (2) how well the hit
aligns with the forming trajectory, and (3) the angle between the two lines formed by the
trajectory before and after the considered hit is included in the trajectory. After exhausting

through the iterative steps, all the hits in the trajectory are amassed into a single cluster.

Sets of 2D clusters are matched between the two wire planes in order to form 3D tracks using a
projection-matching algorithm [76]. The algorithm constructs and optimizes a 3D trajectory
with iteratively increasing number of segments by minimizing the distance between the hits

of 2D clusters and the projection of the 3D trajectory’s points onto the 2D wire planes.
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Chapter 4

Data-Driven Monte Carlo Simulation

“Data! Data!l Data!” he cried
impatiently. “I can’t make bricks

without clay.”

Sir Arthur Conan Doyle

The Adventure of the Copper Beeches

An accurate simulation is critical for evaluating the performance of our reconstruction algo-
rithms and estimating the background contamination in our measurements. In this chapter,

we discuss methods used to generate our data-driven Monte Carlo (DDMC) simulation.

4.1 Tertiary Beam

The composition of the tertiary beam is predicted using G4Beamline. In order to obtain
a more realistic momentum spectrum, we use information of reconstructed wire chamber
(WC) tracks from data. For each event in the data sample with a reconstructed WC track,

the following reconstructed quantities are used as input into the DDMC simulation:

e the reconstructed position (z,y) at WC4 for the starting point of the particle, and
e the reconstructed momentum ppeay, and direction (6:.,6y.) for the starting four-

momentum of the particle.

The distributions of these reconstructed quantities from the Run-II —100 A dataset are
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shown Fig. 4.1. In the DDMC generator, a reconstructed WC track is chosen at random
and its reconstructed quantities listed above are used to generate a tertiary beam particle
that starts downstream of the spectrometer at WC4 (z = —100 cm); the particle species
is drawn at random, according to the prediction from G4Beamline, based on the particle’s
momentum. The momentum spectrum of the DDMC simulation for the Run-I1T —100 A is

shown in Fig. 4.2.

4.2 Halo Pile-Up

The length of the secondary-beam transport line from MC6 to MC7 is approximately 90 m.

" ;ﬁl/u at any

Charged pions in the secondary beam can undergo the decay process m
point along the secondary-beam transport line. Muons from these decays can penetrate the
LArTPC detector located at MC7 and are a source of background contamination in our
events (Fig. 4.4). The angular and energy distributions of the muons can be computed using

kinematic formulae described in the appendix of Ref. [77]; distributions for muons from a

64 GeV /c secondary beam of charged pions are shown in Fig. 4.5.

Because a full simulation of the secondary beamline is not available, we take a data-driven
approach in simulating halo pile-up particles. After a primary track candidate has been
selected in the TPC for an event (procedure described in Section 5.1.1), we identify halo
pile-up tracks in the TPC as non-primary tracks that have an upstream-most point that is
within the first 4 cm of the TPC and a total track length of at least 4 cm. The reconstructed
positional and directional information of halo pile-up tracks from data are then used as input
into the DDMC to simulate the halo pile-up muons. The starting position of a MC halo
pile-up muon is projected backwards to start in between WC4 and the front face of the TPC
at z = —40 cm; the starting energy of the MC halo pile-up muon is drawn from a uniform

distribution between 0.57E; and E; where Er is the energy of the parent pion [77] (the
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Figure 4.1: Reconstructed quantities from WC tracks in the Run-II —100 A dataset.
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energy distribution of MC halo pile-up muons from a 64 GeV/c secondary beam of charged
pions is shown in Fig. 4.5b). The distributions of (z,y) of the upstream-most point of halo
pile-up tracks and angle of halo pile-up tracks for data and DDMC are shown in Fig. 4.6 with

fairly good agreement. The number of halo pile-up particles per event is estimated using

(a) the observed number of reconstructed halo pile-up tracks from data, and

(b) the halo pile-up tracking efficiency estimated from Monte Carlo simulations;

this method is described in detail in Appendix A. The distributions of the number of halo

pile-up tracks per event for data and DDMC are shown in Fig. 4.7 with good agreement.
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Chapter 5

Total Hadronic 7~ on Argon Cross Section

Without experimentalists, theorists
tend to drift. Without theorists,

experimentalists tend to falter.

Tsung-Dao Lee

This chapter describes the event selection and methods used to compute the total hadronic

7~ —Ar cross section with the Run-II —100 A dataset.

We first discuss the event selection using reconstructed information from the tertiary beam-
line. We lay out the procedure of matching a beam wire chamber (WC) track to a track
reconstructed within the TPC in order to identify 7~ track candidates. We then discuss
a data-constrained re-weighting of the fractional particle content in the data-driven Monte

Carlo (DDMC) simulation, and mitigation of electron background events.

Next, we discuss in detail the derivation of the cross section formula from a maximum
likelihood estimation. The computation of the cross section which includes background
corrections, unfolding of detector resolution effects, and reconstruction efficiency corrections
are described and applied to the dataset. We also discuss the Monte Carlo methods used to
propagate statistical and systematic uncertainties to the cross section. Finally, we present

the result of the 7~ —Ar cross section measurement with the Run-1I —100 A dataset.
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Selection criterion Number of events

WC track reconstructed 169574
Require hits in all WCs 117307

WC quality 63 658

One TOF 63572

0 ns < TOF < 200 ns 63572

m? < 3502 MeV?2/c* 62949

Ar < 5.0 cm 45063

a < 13° 37391

Less than 4 halo pile-up tracks 32534
Moliére region < 5 non-primary tracks 29104

Table 5.1: Event selection table for the Run-II —100 A
dataset.

5.1 Event Selection

5.1.1 Beamline-based selection

Once a WC track has been reconstructed with at least one WC hit in each of the four wire
chambers, WC quality cuts are applied to the event. Particles in the tertiary beam that
scatter off dense material in the beamline can produce a reconstructed WC track that is
seemingly unphysical, e.g., scattering off a collimator as illustrated in Fig. 5.1. The WC

quality cut rejects events if any of the following conditions exist:

e the forward projection of the WC1-WC2 track does not intersect with the aperture
region of the upstream magnet,

e the backward projection of the WC3-WC4 track does not intersect with the aperture
region of the downstream magnet, or

o the WC3-WCA4 track does not pass through both apertures of the downstream colli-

madtor.
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Figure 5.1: Hlustration of the true trajectory of a particle scattering off the downstream col-
limator in the tertiary beamline, and the reconstructed trajectory of the particle.
In this example, the WC3-WC4 track does not pass through the second aperture
of the downstream collimator, thus the event is rejected.

Events with more than one possible time-of-flight values and a measured time of flight below
0 ns or above 200 ns are rejected. The reconstructed WC track momentum and time of flight
distributions from the Run-II —100 A dataset after the above cuts have been applied are

shown in Fig. 5.2.

The squared mass can be computed as

2
m2 _ pbe;m
C

2
< c Al ) —1 (5.1)
Emean

where ppeam is the reconstructed WC track momentum, At is the measured time of flight,

and lpean = 6.652 m is the mean flight distance of the particle in the tertiary beamline.
Due to resolution effects of the time-of-flight detectors and the use of a mean flight distance,
the m? distribution contains values below 0 MeV?2 / ¢* as shown in Fig. 5.3. A lighter particle
(electron, muon, or pion) may have a shorter flight distance than the mean (¢t;ye < mean),

along with a short time of flight, which can lead to CAL 1 and result in m? < 0 MeV?2 / )

I?IlleEtIl
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Figure 5.2: Reconstructed WC track momentum and time of flight in the Run-II —100 A
dataset.

Events with m? > 3502 MeV?/c* are rejected to reduce the number of K~ and p events in

the data sample.

WC-to-TPC track matching procedure

We attempt to uniquely match a WC track to a TPC track in order to identify a primary

TPC track candidate. The procedure is as follows:

(1) project the WC track into the TPC
(2) for each TPC track with an upstream-most point with z < 4 cm
(2.1) compute the differences between the = and y positions of the WC track projected
onto the front face of the TPC (z = 0 cm) and the upstream-most point of the
TPC track, Az and Ay

(2.2) compute the angle a between the projected WC track vector and TPC track

(3) reject TPC tracks with Ar = \/(Ax)Q + (Ay)2 > 5 cm or a > 13°

(4) out of the remaining TPC tracks, the TPC track with the smallest Ar is selected to
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Figure 5.3: Squared mass computed from the reconstructed WC track momentum and mea-

sured time of flight in the Run-II —100 A dataset. Events that satisfy the

m? < 3502 MeV? / ¢* criterion lie within the green-shaded region.

be the primary TPC track candidate.

The definitions of Az, Ay, and « are illustrated in Fig. 5.4. A 2D histogram of Ax vs.

Ay in the Run-II —100 A dataset is shown in Fig. 5.5; TPC tracks that satisfy the Ar =

\/ (Az)2 4+ (Ay)2 < 5 cm lie within the black circle. The distributions of Ar and « in the
Run-1I —100 A dataset are shown in Fig. 5.6. TPC tracks that satisfy the Ar < 5 cm
criterion lie with the green-shaded region of Fig. 5.6a; TPC tracks that satisfy the o < 13°

criterion lie within the green-shaded region of Fig. 5.6b.

The number of events satisfying each beamline-based selection in the Run-II —100 A dataset

is shown in Table 5.1.
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(a) Projection of the WC track into the TPC

TPC t;'ack

(b) Az and Ay between the projected position of the WC track at the
front face of the TPC and the upstream-most point of the TPC track

Figure 5.4: Ilustration of the WC-to-TPC track matching procedure. The WC track is
projected into the TPC; the angle between the projected WC track and a primary
TPC track candidate is defined to be a. The differences between the z and y
positions of the WC track projected onto the front face of the TPC and the
upstream-most point of a primary TPC track candidate are defined to be Ax
and Ay. The upsteam-most point of the TPC track must satisfy the z < 4 cm
criterion in order to be considered.
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within the black circle. The background is due to beam halo pile-up.
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Figure 5.6: Distributions of Ar and a from the WC-to-TPC track matching procedure in

the Run-II —100 A dataset.
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5.1.2  Data-constrained re-weighting of fractional particle content in MC

The G4beamline [63] simulation can be used to estimate the particle content of the tertiary
beamline. The momentum spectra of the tertiary beam are shown in Fig. 5.7 where the
colored stacked histograms are categorized based on the particle species at WC4 predicted
by G4beamline. As shown in Fig. 5.8, we can subcategorize the 7~ category into the particle
species of the reconstructed TPC track that is matched to the WC track and the source of

the particle:

(a) p~ that comes from 7~ decaying in the tertiary beam upstream of WC4,
(b) halo pile-up p~ that comes from 7~ decaying in the secondary beam—i.e., 7= WC
track mismatched to a halo pile-up =~ track in the TPC, and

(c) m~ that penetrates into the TPC volume and has a proper WC/TPC track match.

This subcategorization reveals that there is a non-negligible fraction of halo pile-up u~ TPC
tracks that are matched to a WC track. It is important to note that the momenta of the
actual halo pile-up muons in the p~ (b) subcategory is not what is represented in Fig. 5.8,
as the momenta of the halo pile-up muons are at much higher momenta (~32 GeV/c to
~64 GeV /c)—the momenta in Fig. 5.8 represents the momenta of the original simulated

particle in the tertiary beam at WCA4.

Let us define the interacting length as the length of the reconstructed track within the fiducial
region up to the interaction point of interacting events (Fig. 5.9a), and the non-interacting
length as the length of the reconstructed track within the fiducial region of non-interacting
events. (Fig. 5.9b). The interacting length and non-interacting length distributions for the

Run-IT —60 A and —100 A datasets are shown in Fig. 5.10 and they reveal to us that

e there may be an excess of ©~ in the MC prediction in both datasets,

e there may be a deficit of 7~ in the MC prediction in the —60 A dataset, and
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e there may be a deficit of e~ in the MC prediction in the —100 A dataset.
The MC distributions in Fig. 5.10 all have fairly unique shapes:

e m— /u~ (a)/u~ (b) (all three shades of blue):
Pions and muons in this category span both the interacting length and non-interacting
length distributions.

e 1~ (purple):
Muons with enough energy to penetrate the full length of the detector populate the
65 cm to 75 cm region of the non-interacting length distribution.

e e~ (orange):
Electrons interact right away, so they populate the first 20 cm of the interacting length

distribution.

With this in mind, we can perform a data-constrained template fit to re-weight the distri-

butions.

Let us begin with the histograms of the interacting length and non-interacting length
(Fig. 5.10). Suppose that z;, fr, g5, and h; are the values in the k" bin of the data,
MC 7, MC p~, and MC e~ histograms, respectively, with As; = 1 cm bin widths. If the

histograms are area-normalized, i.e.,
Z.CL‘k ASkZL ka ASkZL ng Ask: 1, th Ask: 1, (52)
k k k k
we can write down our model fit parameters as
Ak = Cr fi + Cugp + Ce hy, (5.3)

where C7, €y, and Ce are the fractional contents of 7, 1, and e™ in the tertiary beam at
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Figure 5.7: Momentum spectra of tertiary beam particles at WC4 for events that satisfy
the WC/TPC match requirement. Data plotted with markers accompanied with
statistical error bars, and data-driven Monte Carlo plotted with colored stacked
histograms showing the MC predicted particle content.
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Figure 5.8: Momentum spectra of tertiary beam particles at WC4 for events that satisfy the
WC/TPC match requirement. The 7~ category is subcategorized: p~ (a), if the
WC track is matched to a TPC track of a 4~ from a 7~ decaying upstream of
WC4; p= (b), if the WC track is matched to a TPC track of a halo pile-up ™
from the secondary beam; and 7, if the 7~ penetrates into the TPC volume
and has a proper WC/TPC track match.
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track

e

fiducial region fiducial region

(a) Interacting event (b) Non-interacting event

Figure 5.9: The interacting length is defined to be the length of a reconstructed track within
the fiducial region up to the interaction point of an interacting event. The non-
interacting length is defined to be the length of a reconstructed track within the
fiducial region of a non-interacting event.

WC4. Since this is a counting measurement, the probability of measuring a particular value

x}. is given by the Poisson probability mass function

(Ar)"® exp (—\p,)

P(xg [ ) = (5.4)

where x;. are our measurements and )\j are parameters from our model. The likelihood

(probability of the data given the model) of measuring the outcome in our experiment is

L(\ | data) = P(data | \) = 1;[ (21 | \p) = 1;[ " Z};ﬁ) (ZAw) (5.5)

Taking the natural logarithm of the likelihood (Eq. 5.5) yields

InL = % [z In(A\) — A\ — In(zg!)] . (5.6)

We can fit for the parameters )\, by maximizing the log-likelihood (Eq. 5.6). After fitting

for C, Cy, and C¢, we can compute the re-weighting parameters

Wy = Ntotal C Ntotal C,u, Ntotal Ce, (5.7)

w, = We =
NMC [ N}YIC Né\/[C
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Figure 5.10: Interacting and non-interacting length of the Run-II —60 A and —100 A
datasets.
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Parameter —60 A dataset —100 A dataset

Cr 0.777 0.898
Cu 0.004 0.000
Ce 0.219 0.102
Wy 1.327 1.005
wy 0.017 0.000
we 1.081 1.994

Table 5.2: Parameters from the template fit.

Re-weighting —60 A dataset —100 A dataset
Particle species
parameter  DDMC Re-weighted DDMC  Re-weighted

T Wi 0.507 0.673 0.804 0.807

u (a) Wi 0.031 0.041 0.037 0.037

p~ (b) Wi 0.047 0.063 0.053 0.054

o wy, 0.212 0.004 0.055 0.000

e We 0.203 0.219 0.051 0.102

Table 5.3: Fractional content of WC/TPC-matched parti-
cles in the —60 A and —100 A data-driven Monte
Carlo samples before and after re-weighting.
Muons are subcategorized based on their source.

where N};/IC, N}A\/IC, and Né\/IC are the number of 77, 1, and e~ events, respectively, and
Ntl\gtgl = NMC _ n }YIC + NMC 5 the total number of events in the Monte Carlo sample.
A single template fit is done using both the interacting length and non-interacting length
histograms simultaneously. Resulting parameters from the template fits are shown in Ta-

ble 5.2. Adding the constraint Cx + C), + Ce = 1 results in differences of less than 1% in the

fit parameters.

The re-weighted interacting and non-interacting length distributions are shown in Fig. 5.11.

Table 5.4 lists the fractional content of the WC/TPC-matched particles. In both data sets,
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Figure 5.11: Interacting and non-interacting length of the Run-II —60 A and —100 A
datasets after re-weighting.
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Particle species

—60 A dataset —100 A dataset

DDMC Re-weighted DDMC Re-weighted

T

I

e

0.507 0.673 0.804 0.807
0.290 0.108 0.145 0.091
0.203 0.219 0.051 0.102

Table 5.4: Fractional content of WC/TPC-matched parti-
cles in the —60 A and —100 A data-driven Monte
Carlo samples before and after re-weighting. All
muons are combined into a single fraction regard-
less of their source.
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(b) Run-IT —100 A dataset and data-driven Monte
Carlo simulation after re-weighting

Figure 5.12: Momentum spectra of tertiary beam particles at WC4 (for events that satisfy
the WC/TPC match requirement) after re-weighting. The 7~ category is sub-
categorized: p~ (a), if the WC track is matched to a TPC track of a p~ from
a m~ decaying upstream of WC4; = (b), if the WC track is matched to a
TPC track of a halo pile-up p~ from the secondary beam; and 7, if the 7~
penetrates into the TPC volume and has a proper WC/TPC track match.
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the total p~ content was reduced and the total e~ content was increased. In the Run-II
—60 A dataset, the total = fraction was reduced by 63% and the total e~ fraction was
increased by 8%; in the Run-IT —100 A dataset, the total u~ fraction was reduced by 37%
and the total e™ fraction was increased by 100%. We must be careful here in interpreting
the results from the fit. The fit cannot distinguish between the different sources of muons in

the beam, but instead is only sensitive to the total 7= /u~ /e fraction.

5.1.8 Mitigation of electron background events

We leverage the topological difference between charged pions and electrons in the LArTPC
to mitigate the electron background events in our analysis. Electrons in the tertiary beam
that make it into the LArTPC can produce electromagnetic showers. When we apply the
track reconstruction to an electron event, the primary electron and its numerous descendant

electrons are reconstructed as multiple relatively short tracks.

Let us define the Moliére region of an event as a cylinder of radius 10 cm (Moliere radius
in liquid argon) around the projected WC track inside the TPC, as illustrated in Fig. 5.13.
Fig. 5.14 shows the distribution of the number of reconstructed tracks that lie entirely within
the Moliére region (primary tracks excluded). To mitigate the electron background, we reject
events with more than 4 non-primary tracks that lie entirely within the Moliere region. The
number of events available for the cross section measurement after this rejection cut is listed

in the last row of Table 5.1.
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Figure 5.13: Diagrams illustrating Moliere regions of two different events.
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Figure 5.14: Number of non-primary tracks that lie entirely within Moliere region per event.
To mitigate the electron background, we reject events with more than 4 non-
primary tracks that lie entirely within the Moliere region.
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5.2 Cross Section

5.2.1 Thin-target approrimation

The probability* for an interaction to occur in the target region a < x < b is

b
Prla < X <] = / one 7" dx (5.8)

a

where ¢ is the cross section per nucleon and n is the density of the target. For a target of

uniform density and thickness Az, we can choose a = 0 and b = Ax

A
Prl0 < X < Az] = /O Con eI qp = 1 — e~omAT, (5.9)

Thus, the interacting and non-interacting probabilities for a target of thickness Ax are

PAm 1— e—UnAx

interacting — )

(5.10)
PA;B 1— PA:v —anAx.

non-interacting — interacting — €

Let us suppose that in our laboratory, we have

(a) a particle gun that can fire single particles at some fixed energy, E, and
(b) a collection of N targets of various, unique thicknesses (we know the exact thickness

of each target and no two targets have the same thickness).

Let us also suppose that, for whatever reason, we are only able to use each target exactly
once. In our experiment, we want to determine the cross section at a fixed energy, o(F); we

set up our experiment in such a way that our single-particle gun fires a particle of energy F

—OonT

*The probability density function is f(x) =on e
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at a single fixed target of thickness Ax;. After firing a single particle at the target, we must
discard the ™ target and replace it with a new target of different thickness Az, (¢ # i).

Since we have N targets, we are able to perform N independent trials.

Suppose in the outcome of our experiment we have counted Ny interacting particles and
Npon-int non-interacting particles (with N = Nipt + Npon-int). The likelihood (probability of

a dataset given the model parameters) of measuring this outcome is

mt non int
L(o | data) = P(data | o) H phti H PATK

interacting non-interacting
(5.11)
ﬁt A Nnﬁlnt A
_ —on xj) e T ONATE
k

where ij is the thickness of the j™ target (out of Njy¢) in which an interaction occurred,
Az, is the thickness of the k' target (out of Nyop.int) in which there was no interaction,
and o is the parameter in our model; we can use maximum likelihood estimation to fit for

the parameter o. Taking the natural logarithm of the likelihood (Eq. 5.11) yields

1nt Nnon—int
1H£ Zln Unij) + Zln(e—anAl‘k)
g (5.12)
mt A Nnon int
= Zln TINAT) Y (—onAxy,).
k

To maximize the likelihood, we take the partial derivative of Eq. 5.12 with respect to the fit
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Quantity Symbol Value

Avogadro constant Ny 6.02214076 x 1023 mol !
molar mass of argon May 39.948(1) g - mol !
density of liquid argon p 1396(1) kg - m™3

mean track pitch (Az) 4.6 mm

Table 5.5: Physical constants for computing n{Az). Values
taken from [29, 79-81].

parameter o and set it to zero, % InL =0,

int Nnon—int
8 5y L= Zgln e AT 13 g(—anAxk)
A g

Nlnt (nA:UJ) e_anij Nnon—int

- Z _ _—onlAz; ZnAxk/’ (5.13)
j 1—e J k

mt nAx] Nnon int

—Z JnA%_ ZnAxk—O

Computationally, we can run a minimizer program (such as MINUIT [78] or iminuit™®) to
minimize the negative log-likelihood (which is equivalent to maximizing the likelihood), i.e

°)

minimizing the negative of Eq. 5.12

1nt Nnon—int
—Inl = Z In(1 — e O"A%) 4 > onAxy (5.14)
k

while varying the fit parameter o.

In LArIAT, we make the assumption that on(Az) is small enough such that higher-order

*iminuit is a Python interface to the MINUIT2 C++ package: https://github.com/scikit-hep/iminuit
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terms, O[(on(Ax))?], are negligible. Let us compute n(Az) using values from Table 5.5:

p- Ny (1396 55) - (10° £) - (6.02214076 x 10% mol 1)
T Mar 39.948 & (5.15)

mol

n

— 9210446 x 102® m ™3 =2.10446 x 102 e¢m 1 - b}

1 1
A == fy
AL = [ 10 w2~ 1033 D

~0.01 b1 (5.16)

Since the 7~ —argon cross section is on the order of ~1 b (Fig. 2.10), we have on(Az) ~ 1072.

Under this assumption, we can make an approximation in Eq. 5.13

a Nint nA:U] Nnon—int
%t nAz; Nrglj—intA (5178)
- 7 (14 onAxz;+ O[(onAz;)?]) —1 k HETk S
Nint TLAI' . Nnon—int
~ S A 1
Z onAx; 2 nizy (5.17b)
J k
Nintl Nnon—int
~Y == nAxg (5.17¢)
— O
7 k
1Nint Nnon—int
~ — Z — Z”Awk (5.17(21)
g —
J k
1 non-int
~ —Nint — > nAzy, ~ 0. (5.17e)
ag
k
This leaves us with
Nj Nj
o~ int _ nt ' (5.18)
Nnon—int Nnon—int AZL’]{;
A A —
nzk: xp  nf x>zk:<Ax>

If we make the assumption that Az; = Axy, = (Az) for all j,k, ie., all targets have the
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same exact thickness, Eq. 5.13 becomes

8 mt TLACC] Nnon—int
lnﬁ Z anA:z:] _1 B Zk:nAxk = (513)

Nint <AQ§'> Nnon—int

= con(An) 1 > n(Ax) (5.19a)

J k

1 Nlnt Nnon—int
= n{Az) <eon<Az> DIEDY ) (5.19b)
J k
1
— (A2 [ ——— Nipt — Nooneint | = 0. 5.19
n{Ax) <em<Am> Vit t) (5.19¢)

Defining Nipne = N = Nint + Nnon-int as the total number of incident particles, we can rewrite

Eq. 5.19c¢
1
mNint = Nnon—int (5'20a)
Nint — on(Az) _ g (5.20b)
Nnon—int
N
_ -Vt +1= 60n<Am> (5.20¢)
Nnon—int
Nint + Npon-int _ Nine _ eon(Ax) (5 20d)
Nnon-int Nnon-int
Nnon-int —onlA (Ax)
%.n I —e on{Az) _ Pnon-interacting‘ (5.20e)
inc

Finally, subtracting Eq. 5.20e from 1 yields

Nint _ 1 _ o—on{Ax) _ plAx) (5.21)

interacting*
N; inc &

Under the assumption that on{Az) < 1, Eq. 5.21 can be approximated as

(5.22)
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5.2.2  Thin-slab method

The interaction length of 7% in liquid argon is expected to be on the order of

1 1
~ ~ 50 5.23
10 (Frinetic > 400 MeV) — 7 (1.0 b) o (5.232)

for kinetic energies above 400 MeV and

| 1
~ ~ 30 5.23b
10 (Brnetic < 400 MeV) — n (L7 b) o (5.23b)

for kinetic energies below 400 MeV; the length of the LArIAT TPC is 90 cm. Although the
active volume of the LATIAT TPC is a big block of liquid argon rather than a thin target,
the high granularity of the LArTPC enables us to treat the volume of argon as a series of

adjacent thin slabs.

The induction and collection planes of the LArIAT TPC each consist of 240 wires with a
wire pitch and interplanar spacing of 4 mm (Figs. 3.10 and 3.11). The wires are oriented at
+60° with respect to the z axis in the y—z plane, while the beam axis is oriented at —3°
with respect to the z axis in the z—z plane. Thus, the trajectory of charged particles in the

liquid argon volume are reconstructed with an average track pitch of

4 mm
Az) ~ ~ 4. 24
(Az) sin (60°) cos (3°) 6 mm (5:24)

as illustrated in Fig. 5.15. The charge collected on the collection plane wires is proportional
to the energy deposited, so one can think of dividing the TPC into a series of thin slabs (or
targets) of average thickness (Az) &~ 4.6 mm along the trajectory of the incident charged
particle with the deposited energy measured by the wire of each slab. A simplified illustration

of this method is shown in Fig. 5.18.
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Lz

(a) 3-dimensional schematic, modified from Ref. [67]

...... » 2

(b) 2-dimensional schematic in the y—z plane

Figure 5.15: Schematic diagram of the LArIAT TPC showing the 4 mm wire pitch and
4.6 mm track pitch in the collection plane. The beam axis is oriented at —3°
from the z axis in the x—2z plane.
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Figure 5.16: Distribution of energy loss in the uninstrumented material between WC4 and
the front face of TPC as estimated from the —100 A DDMC simulation. The
mode (most probable value) of the distribution is 50 MeV. The horizontal
black line at the bottom of the distribution indicates the 68.3% highest density
interval.
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Figure 5.17: Distribution of energy deposited in a slab of argon, Efl epOSIted, from the Run-II
—100 A dataset and DDMC simulation. The data and Monte Carlo distribu-
tions are fit to a convolution of a Landau distribution and a Gaussian distri-
bution. The width of the Landau ® Gaussian fit is 0.0808 MeV for data and
0.0658 MeV for Monte Carlo.
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Suppose we have an incident 7% with kinetic energy of Egielé';tlic at WC4 measured by the
beamline wire chambers. There is a ~100 cm distance between WC4 and the front face
of the TPC (start of active liquid argon volume) in which the 7& loses some amount of
energy F)s; this distribution of energy loss in uninstrumented material is estimated from

the —100 A DDMC simulation as shown in Fig. 5.16. Given that we know the kinetic energy

of the 7% to be E(l)(inetic = Egieg’;tlic — Ejoss at the front face of the TPC, we can use the

energy deposited by the 7& in each slab to keep track of its kinetic energy as it propagates

through the TPC. The kinetic energy of the 7= at the j* slab can be written as

j—1
kinetic __ pkinetic deposited
Ej = L - K

i<j

—1
__ rrkinetic g deposited
= Ly — Eloss — Z EZ‘ (5.25)

eam
1<J

7—1
2 deposited
— \/(pbeamc)2 + (mc2)2 —mc® — By — Z E eposite
i<j

where ppeam 1S the measured momentum, m is the mass, and EZd eposited o the energy de-

posited in the ¢ slab. The distribution of energy deposited in a slab of argon from the
Run-IT 100 A dataset and DDMC simulation is shown in Fig. 5.17. Fig. 5.19a depicts a
7t propagating through 9 slabs of LAr labeled A to I, before interacting in the 10* slab
labeled J. At slab A, the kinetic energy of the 7% is E}ffnetic = Eé‘metic; at slab B, the
kinetic energy of the 7+ is Egnetic = Egineﬁc — Eieposjted; at slab C the kinetic energy of
the 7+ is E(liwinetic = E%)‘inetic — Eieposued — E%eposjted; and so forth. Let us keep track of
the kinetic energy in slabs where the 7+ did not interact in a non-interacting histogram and
the kinetic energy in slabs where it does interacts in an interacting histogram as illustrated
in Figs. 5.19b and 5.19¢, respectively, noting that this is for a single event. Doing this over

an ensemble of events will yield interacting and non-interacting histograms that resemble

the ones illustrated in Fig. 5.20.
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LAr

(a) Ilustration of a 7+ propagating from left to right through the liquid argon
volume in LArTAT TPC before interacting within the volume

ot

(b) TPC divided into thin slabs

Figure 5.18: LArTAT TPC divided into thin slabs with thicknesses determined by the col-
lection plane wires and reconstructed track pitches.
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a) Energy deposited by incident 7% in labeled slabs
(a) Energy Y

non-interacting interacting

counts per bin
counts per bin

kinetic energy [MeV] kinetic energy [MeV]

(b) Non-interacting histogram (c) Interacting histogram

Figure 5.19: Example of non-interacting and interacting histograms for the illustrated ==
interaction event.
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non-interacting interacting

counts per bin

counts per bin

kinetic energy [MeV] kinetic energy [MeV]|

(a) Example of a non-interacting histogram (b) Example of an interacting histogram

Figure 5.20: Example of non-interacting and interacting histograms over an ensemble of
events.

The cross section can now be estimated as a function of kinetic energy on a bin-by-bin basis

with the interacting and non-interacting histograms using Eq. 5.18

N; int 1 N; int

Nnon-int i - n AZ Nion-int Az
an AZ] E,<E<E, < > ZJ non-in <A;> BL.<E<E),

0(Ey < E< Ey) ~ (5.18a)

where F, and Ej, are lower and upper bin edges, respectively. In Eq. 5.18, the numerator
corresponds to a kinetic energy bin of the interacting histogram and the denominator corre-
sponds to a kinetic energy bin of the non-interacting histogram where each entry is weighted
by the thickness of the slab (track pitch). In our example, the entries in the non-interacting
histogram in Fig. 5.19b for slabs A to I are weighted by the thicknesses of the slabs. The
cross section estimate is then simply proportional to the ratio of the unweighted interacting
histogram and the weighted non-interacting histogram. In LArIAT, cross sections are esti-
mated on a bin-by-bin basis using 50 MeV kinetic energy bins. Demonstrations of estimating

the m~—Ar cross section from a toy Monte Carlo simulation are shown in Fig. 5.21.
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Figure 5.21: Demonstrations of estimating the 7~ —Ar cross section with a toy Monte Carlo
simulation by (a) minimizing the negative log-likelihood function and (b) by
taking the ratio of the unweighted interacting and weighted non-interacting
histograms.

5.2.8 Corrections to the cross section

Corrections must be made to Eq. 5.18 to account for the non-7— background in the beam,
failures in the tracking reconstruction, and smearing in the energy reconstruction. The
categorization of interacting and non-interacting hits® relies heavily on whether the tracking
reconstruction can properly identify a 7~ interaction point. The failure to do so will result
in hits being placed into the wrong histogram. Failures in the tracking reconstruction may

come about from

(1) the tracking reconstruction not stopping at an interaction point, or

(2) the tracking reconstruction stopping before the interaction point.

In the case of (1), hits at and after the interaction point will contaminate the non-interacting

histogram; the hit at the interaction point will also be missing from the interacting histogram.

*From this point on, hit and slab will be used interchangeably.
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In the case of (2), what should have been hits after the track stopping point will be missing
from the non-interacting histogram and the hit at the track stopping point will contaminate
the interacting histogram. If there is an interaction point in case (2), it will be missing from
the interacting histogram. Additionally, electrons and muons from the secondary and tertiary
beams that are selected in the selection process for the 7~ track candidates will contaminate
the interacting and non-interacting histograms. Mis-reconstruction of the deposited energy
due to detector resolution effects can lead to biases and hits being placed into the wrong

kinetic energy bins.

Any contamination in the histograms are to be accounted for in the form of a background
subtraction, any interacting and non-interacting points missing from the histograms are to
be accounted for in the form of an efficiency correction, and any hits placed into the wrong
kinetic energy bin due to detector resolution effects are to be accounted for by unfolding.

Let us rewrite Eq. 5.18 as

1
Uit [ Nisftlected . Nbackground}

1 int :
g~ selected background Cint (526)
n Nrblgr?-cinet Nnon—int 1
Unon—int Z Al‘j - Z Al‘k .
j k €non-int

where NfﬁgeCted and Nflglgfiﬁd are the numbers of selected hits, Ng%Ckground and Nfggi%rtound

are the numbers of selected background hits, €, and epon-int are the efficiencies of selecting

signal hits, and Ujpt and Upop-int are the unfolding matrices. Noting that

selected _ nrsignal background
Nint - Nint + Nint (5.27&)
Nk Numo N
ZAZE]' = ZAmk + ZA%( (5.27b)
J k 1
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we can rewrite the terms in the numerator and denominator of Eq. 5.26 as

selected background
N int - N

int

where

Pint =

and

selected background
Nnon—int Nnon—int

Zij — ZAIk
J k

_ arselected
= N, int

selected
int

_ prselected
= N, int

signal
_lint
selected
N int

selected
Nnon—int

> Az
j

selected
non-int

2 Az
j

selected
non-int

yselected
_Nint

r Nsignal

background
1— Nlnt—
selected
N int

Nsignal

int

(5.284a)

Pint

(5.28D)

background
N, non-int

> Ay,
2

non-int

> Axg
‘ ]

1—

%ka
k

arselected
Nnon-int

Z Axy
Y4 i

(5.28c¢)

Z Aajj Pnon-int
J
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where

signal
Nnon—int

D Azj
Pnon-int = ji- <5~28d)

selected
Nnon int

> Az,
k

Putting all of this together yields

selected] 1
1 Umt {pmt N int } EMC
o= ——m . (5.26a)
n selecte:
non-int 1
U on int pnon int Z Az MC
€non-int

where a MC superscript indicates that the term is to be estimated from Monte Carlo simu-

lations.

Estimation of correction factors with Monte Carlo truth

For a reconstructed hit to be considered a signal interaction hit, it must satisfy certain spatial

requirements along a 7~ track. We require that the reconstructed hit to be

(1) within 2 cm of the true position of the 7~ interaction point and

(2) within 3 hits of the hit closest to the true position of the 7~ interaction point

to be considered a signal interaction hit. Plots of the 3D distance between true position of 7~
interaction point and closest reconstructed hit are shown in Fig. 5.22; plots of the hit index
difference between reconstructed hit categorized as an interacting hit and reconstructed hit
closest to the true position of the 7~ interaction point are shown in Fig. 5.23. A similar

procedure is done for the signal non-interacting hits.
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Figure 5.22: 3D distance between true position of 7~ interaction point and closest recon-
structed hit. We require that the reconstructed hit be within 2 cm of the true
position of the interacting point to be considered a possible “signal” hit.
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Figure 5.23: Hit index difference between reconstructed hit selected as an interacting hit and
reconstructed hit closest to the true position of the 7~ interaction point. We
require that the reconstructed hit be within 3 hits of the closest-to-true hit to
be a reconstructed 7~ to be considered a possible “signal” hit.
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We can categorize the selected reconstructed hits into the following:

(1) =~ signal:
Reconstructed hits along a charged pion track that are considered signal hits.
(2) m— background:
Reconstructed hits along a charged pion track that are not considered signal hits.
(3) u~ background from secondary beam:
Reconstructed hits along a muon track from the secondary beam.
(4) n~ background from tertiary beam:
Reconstructed hits along a muon track from the tertiary beam.
(5) e~ background from tertiary beam:

Reconstructed hits along an electron track from the tertiary beam.

An electron loses energy via ionization and bremsstrahlung photon production leading to
a complex electron topology in the TPC. This results in short electron tracks that may be
mistaken for an interacting 7~ event. On the other hand, a muon with kinetic energy above
~200 MeV will penetrate the full length of the TPC and be mistaken as a non-interacting,
through-going 7~ event. The number of selected signal hits over the total number of selected
hits in Eqs. 5.28b and 5.28d can be thought of as the purity of selected reconstructed signal
hits. In other words, the purity is defined to be the number of selected signal 7~ hits over
the number of all selected hits (signal + background). The categorized interacting and non-
interacting histograms in bins of reconstructed kinetic energy from a —100 A Monte Carlo
sample are shown in Fig. 5.24; the purity for each kinetic energy bin is shown below the

histograms.
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Figure 5.24: Reconstructed kinetic energy of selected interacting and non-interacting hits
from a —100 A 7= Monte Carlo sample categorized into signal and background
hits.

The selection efficiencies in Eq. 5.26a are defined to be

selected
6MC _ true int (5 29&)
int selected + ynon-selected )
true int true int
Nselected

true non-int
> A
J

GDOH—th - Nselected Nnon—selected
true non-int true non-int

Zij + ZAxk
Jj k

(5.29b)

Nselected

selected
true int N,

and true non-int

where are the numbers of selected true interacting and non-

interacting points, and Npon-selected 5 g pnon-selected

e ot e nomeint are the numbers of non-selected true

interacting and non-interacting points; only MC truth points within the fiducial volume

are considered. The interacting and non-interacting histograms of selected and non-selected
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points in bins of kinetic energy from a —100 A Monte Carlo sample are shown in Fig. 5.25;

the selection efficiency for each kinetic energy bin is shown below the histograms.

Unfolding

We will now discuss unfolding by first laying out the mathematical problem as done in [82].
Let us suppose that the true probability density function of the true kinetic energy Fiyue
of a particle passing through a slab of liquid argon in the TPC is f(FEtrue). Let us also
suppose that there is a transformation or response function R(FEreco. | Ftrue) that maps the
true distribution to the reconstructed distribution due to detector resolution effects. The

probability density function of the reconstructed kinetic energy FEreco. is then given by

Q(Ereco.) = /R<Ereco. | Etrue) f(Etrue> dEtrue- (5-30)
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In the case where the probability distribution functions of Eyeco. and FEipye are both repre-

sented by histograms, Eq. 5.30 becomes
M
Yo =Y R airue (for j=1,...,N) (5.31)
k

where /%€

i is the expectation value in the 7 bin of the histogram of FEreco., x}eme is the

expectation value in the k™ bin of the histogram of Etyye, and Rjj, is the response matrix
Rjj, = P(reconstructed in j* bin | true value in k™ bin) (5.32)

(it is worth noting that Z?le Rj. =1by construction). Generally speaking, Eq. 5.31 must

be modifed to include background

M
YO = 3" Ry a4 B0 (for j=1,...,N) (5.31a)
k

rth

where 6;600' is the expectation value of background in the 7™ bin of the histogram of Freco..

If we let n = (n‘fata, n%ata, o ,n‘}\?ta) denote the dataset, the expected values of n then is

related by
Enj=y=Rz+p (5.33)
where y = (4}, y5, ..., yR), R is the response matrix, & = (2{71¢, 250 . 2fHe),

and /6 — (B{GCO. 65600. . 6%00.).

The goal of unfolding is to construct estimators & for « so that the result can be directly

compared to theoretical predictions. Let us now suppose that the response matrix can be
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inverted

z =R (y-0) (5.34)

j

If the components of m are independent and Poisson-distributed, i.e., P(nj;y;) = %e_yj,
h
then the maximum-likelihood estimators for y are m, and thus the estimators for & can be

taken to be
& =R 1(n-p). (5.35)

By taking the expected values of & (Eq. 5.35), we can show that they are unbiased

~ R (E[n] - p) (5.30)

As mentioned before, mis-reconstruction of the deposited energy due to detector resolution
effects can lead to biases and hits being placed into the wrong kinetic energy bins. This
is accounted for by unfolding via inversion of the detector response matrix. The response
matrices and inverted response matrices for the interacting and non-interacting hits are
shown in Figs. 5.26 and 5.27, respectively. A high-statistics Monte Carlo sample of 7~
with a uniform beam momentum spectrum from 200 MeV /¢ to 1750 MeV /¢ (rather than a
realistic, data~-driven beam momentum spectrum) is used to generate the response matrices;
in other words, a different model-—one with a flat prior—is used to generate the detector

response matrices.
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Figure 5.26: Response matrix and inverted response matrix for interacting hits.
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Figure 5.27: Response matrix and inverted response matrix for non-interacting hits.
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(b) Correlation matrix for interacting hits

Figure 5.28: Covariance and correlation matrices for interacting hits from the Run-II —100 A
dataset.
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(b) Correlation matrix for non-interacting hits

Figure 5.29: Covariance and correlation matrices for non-interacting hits from the Run-II
—100 A dataset.
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Application to data

The background subtraction is first applied to the Run-II —100 A dataset as shown in
Fig. 5.30 (the background subtraction factors pmt and pnMog—int are plotted in Fig. 5.24). The
unfolding procedure is then performed using the inverted response matrices Umt (Fig. 5.26Db)

and U Fig. 5.27b). The matrices are multiplied by the background-subtracted number

On int (

of hits in the numerator and denominator of Eq. 5.26a

me Nselected - Ulnt [ lnC Nselected} : (5‘37a)
selec_tetd seleqtetd
MC non-1n MC MC non-11-
Pnon-int Z Aajj — Unon-lnt Pron-int Z A'CEj ) (5'37b)
J J

The background-subtracted and unfolded distributions of kinetic energy of hits are plotted
on top of the Monte Carlo truth (selected) distributions in Fig. 5.31. The covariance and
correlation matrices for interacting hits are shown in Fig. 5.28; the covariance and correlation
matrices for non-interacting hits are shown in Fig. 5.29. Uncertainties of matrix elements are
propagated through using methods described in [83]. The unfolded distributions are then

efficiency-corrected using the efficiency correction factors plotted in Fig. 5.25

lected lected 1
Umt [ Pint Nse e ] - Ulnt plnt S?tec ¢ ] MC’ (5.38&)
€int
selectetd belectetd 1
MC non-1n MC non-in
Unon—lnt pnon-mt ZAI — Unon—lnt pnon—mt ZAZ'] EMT (5_38b)
non-int

The efficiency-corrected distributions of kinetic energy of hits are plotted on top of the

Monte Carlo truth distributions in Fig. 5.32. Finally, the Monte Carlo 7~ —Ar cross section
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Figure 5.30: Background-subtracted of distributions of kinetic energy of hits in the Run-
IT —100 A dataset. The reconstructed distributions are plotted with dotted
lines, and the background-subtracted distributions are plotted with markers
accompanied with statistical error bars.

is estimated by taking the ratio of the efficiency-corrected distributions

MC [ MC arselected] L
. Uint [pint Ning ™ ] M
~ int
0= E selected (526&)

non-int 1

€

MC MC
Unon—int Pron-int Z A$j MC
J

non-int

as plotted in Fig. 5.33 with statistical uncertainties. The same procedure is performed on the

Run-1I —60 A dataset for validation and there is good agreement with the Run-I1I —100 A

dataset as shown in Fig. 5.34. A Monte Carlo closure test is also performed on a —100 A

Monte Carlo sample as shown in Fig. 5.35.
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Figure 5.31: Unfolding of distributions of kinetic energy of hits using matrix inversion on
the Run-II —100 A dataset. The background-subtracted distributions are plot-
ted with dashed lines, and the unfolded distributions are plotted with markers
accompanied with statistical error bars. Non-selected MC truth points are ex-
cluded from the Monte Carlo distribution.
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Figure 5.32: Efficiency-corrected distributions of kinetic energy of hits in the Run-II —100 A
dataset. The background-subtracted distributions are plotted with dashed lines,
and the unfolded distributions are plotted with dotted lines, and the efficiency-
corrected distributions are plotted with markers accompanied with statistical
error bars.
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5.3 Uncertainties

5.3.1 Statistical uncertainties

Statistical uncertainties are propagated through using 500,000 Monte Carlo simulations. The

purity and efficiency values are generated using a binomial posterior distribution [84-86]

(N +2)

k, N kg — Nk
Plelk N) = Tkt DO(N —k+1) " (1=¢)
(5.39)
_ (VDG (1— N~k
k(N = k)
where k = 1,2,..., N. The mode of Eq. 5.39 1S €,,,0d40 = %, the mean is epean = El¢] = J@JSQ,

(k+1)(k+2)  (k+1)?
(N+2)(N+3)  (N+2)2°

randomly drawn from Poisson distributions. The cross section as a function of kinetic energy

and the variance is Var(e) = The histogram bin count values are
is computed using Eq. 5.26a for each simulation. In the final ensemble of cross sections for
each kinetic energy bin, we take the 68.3% highest density interval (HDI) as the estimate on
the uncertainty. Distributions from the propagation of statistical uncertainties are plotted

in Appendix B (Figs. 7?7 and 77).

5.3.2  Systematic uncertainties

The following systematic uncertainties are propagated through using Monte Carlo simula-

tions.

i. Beamline momentum scale systematic uncertainty:
A data-driven calibration of the TOF system and the absolute scale of the beamline
momentum reconstruction was performed, and provided the momentum scale system-

atic uncertainty of 0.5% [51]. To assess the impact of this on the total hadronic cross
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ii.

iii.

section measurement, the reconstructed WC track momentum for every event in a sin-
gle simulation is scaled by the same amount, ppeam — @ Pheam, Where a is randomly
drawn from a normal distribution with a location parameter of 1 and a scale parameter
of 0.005.

Beamline momentum resolution systematic uncertainty:

The beamline momentum resolution is determined by: (1) the uncertainties in the
location of the wire chambers, and the position and pitch of the wires within the
chambers; and (2) the energy loss and multiple scattering of beam particles in the air
through the spectrometer. The contributions to the momentum resolution from (1)
and (2), estimated with Monte Carlo simulations, are 0.8% and 1.3%, respectively;
the overall momentum resolution is 1.5% [51]. To assess the impact of this on the
total hadronic cross section measurement, the reconstructed WC track momentum for
each event is smeared; the smeared momentum value is randomly drawn from a normal
distribution with a location parameter of py o,y and a scale parameter of 0.015 X ppeam-
Beam content systematic uncertainty:

The fit parameters from the data-constrained re-weighting of fractional particle content
in the DDMC simulation (Table 5.2) are varied in order to access their impact on the
total hadronic cross section measurement. The distributions generated for assessing

this systematic uncertainty are shown in Appendix C.

Due to time constraints, the following systematic uncertainties have not been included in

the result of this thesis, but will be included in the published result. The first two require

generating several unfolding matrices which is computationally expensive, and the last one

requires generating several DDMC samples with varying pile-up rates.

iv.

Energy loss in uninstrumented material:

The distibution of energy loss in the uninstrumented material between the last beamline
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wire chamber and the front face of the LArIAT TPC was estimated with Monte Carlo
simulations as shown in Fig. 5.16. To assess the impact of this on the total hadronic
cross section measurement, several unfolding matrices are required to be generated.
v. Reconstructed hit energy resolution systematic uncertainty:
The reconstructed hit energy resolution is taken into account by the detector simulation
in LArSoft, however, as shown in Fig. 5.17, the resolution in the simulation is smaller
than in the data by about 0.015 MeV. To assess the impact of this on the total hadronic
cross section measurement, several unfolding matrices are required to be generated.
The impact of this on the total hadronic cross section measurement is expected to be
negligible.
vi. Halo pile-up systematic uncertainty:
Preliminary studies have been performed by shifting the MC-estimated tracking effi-
ciencies of halo-pile up particles (Fig. A.2) by £10%. The impact of this on the total
hadronic cross section measurement is small, however, it is expected to be significant

for the pion single-charge exchange channel®.

5.4 Result

The total hadronic 7~ —Ar cross section measurement using the Run-II —100 A dataset is
shown in Fig. 5.36 with combined statistical and systematic uncertainties. Table 5.6 shows
a summary of the estimated cross section values with a breakdown of the uncertainties for

each kinetic energy bin.

*A discussion of the ongoing work on the pion single-charge exchange channel is presented in Appendix D.
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Figure 5.36: Total hadronic 7~ —Ar cross section estimate using the Run-I1I —100 A dataset.
The darker error bars indicate statistical uncertainties; the lighter error bars
indicate the combined statistical and systematic uncertainties.
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Chapter 6

Conclusion

The LArTPC has become the technology of choice for studying neutrino oscillations over
short (< 1 km) and long (> 1000 km) baselines by experiments such as MicroBooNE, SBND,
ICARUS, and DUNE. Given that it is a relatively new detector technology, it can benefit
from studies and calibration that would reduce systematic uncertainties in the measurements
of neutrino oscillations. Neutrino—argon interactions in the few-GeV energy domain produce
large numbers of hadronic particles, and two significant sources of uncertainty come from:
(1) the largely unknown dynamics of hadron—nucleon interactions within the target argon
nuclei, and (2) the hadron—argon interactions outside the target argon nuclei as the outgoing
hadrons propagate through the liquid argon detection medium. Hadron—argon scattering
data is required for the tuning of nuclear models used in GENIE and GEANT4 in order to
help constrain systematic uncertainties in measurements of neutrino oscillations in LArTPC-

based neutrino experiments.

Using data from the LArTAT experiment, we have performed the first total hadronic 7~ —Ar
cross section measurement, which can be used to constrain Monte Carlo simulations and
especially systematic uncertainties on hadronic cross sections. This measurement is also
the first step towards measuring the exclusive 7~ —Ar cross sections. It is critical that the
relative reaction rates of the exclusive 7=—Ar interaction channels are properly measured, so
that Monte Carlo simulations may accurately predict how often the various reactions occur
since these can lead to different backgrounds and biases in analyses of neutrino data. The
agreement of the total hadronic 7~ —Ar cross section measurement between the two different

Run-II —60 A and —100 A data sets gives us confidence that our methodology is valid,

113



thus laying the groundwork for the important cross section measurements of the exclusive

channels, such as pion single-charge exchange™ and pion absorption.

*A discussion of the ongoing work on the pion single-charge exchange channel is presented in Appendix D.
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Appendix A

Estimation of Halo Pile-Up Rate

Who ordered that?

Isidor Isaac Rabi

Suppose that the probability of n pile-up particles in an event is P(n particles) and
the probability of reconstructing k tracks given that there are n pile-up particles is
P(k tracks | n particles). The probability that k tracks are reconstructed would then be

written as a convolution of two probability mass functions
P(k tracks) = > P(k tracks | n particles) x P(n particles). (A.1)
n

The probability P(k tracks | n particles) is described by the binomial probability mass

function
P(k tracks | n particles) = (Z) () ¥ (1 = )"
(A.2)

n!

where puy, is defined to be the tracking efficiency given that there are n pile-up particles in
the event. The probability P(k tracks) can be estimated from data (Fig. A.1) while the

tracking efficiencies py, can be estimated from Monte Carlo (Fig. A.2). In order to estimate
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P(n particles), we must perform a deconvolution. Defining

f(k) = P(k tracks)

g(n) = P(n particles) (A.3)

n!

Anlun) = g Uam) (L = pen)™"

we can rewrite Eq. A.1 as

= (n— k)L (A4
= ik AR () g(n)

noting that Ag(,un) = 0 for n < k. We can also rewrite Eq. A.4 in matrix form as

Aue) ) - A [a@]  [r0)]
Appo) Af(pr) - Apun)| |9 | | F(D) (45)
Ab(no) AfGu) -+ AR(ua)| |9(0)] | fR)
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Figure A.1: Number of reconstructed halo pile-up tracks per

event measured from the —100 A dataset.
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Figure A.2: Tracking efficiencies of halo pile-up particles es-

timated from Monte Carlo.
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Deconvolution

Deconvolution of g(n) can be performed using maximum likelihood estimation. Suppose
that we have counted a total of N reconstructed pile-up tracks in our experiment such that
the number of events with k reconstructed pile-up tracks is xj, = N f(k) (with Xp 2, = 1).
Since this is a counting measurement, the probability of measuring a particular value of zy,

is given by the Poisson probability mass function

(Ar)"k exp (= \g)

Playg [ Ag) = (5.4)

where 2, = Nf(k) are our measurements and A\, = N3, A¥(u,) g(n) are parameters
from our model. The likelihood (probability of the data given the model) of measuring the

outcome in our experiment is

L(X | data) = P(data | A) = 1;[ (x| A\p) = 1;[ ’“ ZI') (=Ak) (5.5)

Taking the natural logarithm of the likelihood (Eq. 5.5) yields

Inl = zk: [z In(A\) — A\ — In(xp!)] (5.6)

> {80700 10| 5 A ) 0| = |35 A o) 00| = iy} 1

n

We can fit for the parameters g(n) by maximizing the log-likelihood (Eq. A.6). Fig. A.3
shows the deconvolution done with the —100 A dataset (using f(k) from Fig. A.1 and py,
from Fig. A.2).
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Figure A.3: Estimated probability mass of reconstructing k

pile-up tracks in an event, f(k), taken from
data, and estimated probability of n pile-up
particles in an event, g(n), from deconvolution.
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Appendix B

Monte Carlo Simulations for Propagation of

Statistical Uncertainties

This section contains select distributions from the 500,000 Monte Carlo simulations done to

propagate statistical uncertainties:

(1)
(2)
(3)
(4)
(5)
(6)

MC
int

Distributions of p:>~ are shown in Figs. B.1 and B.2

Distributions of prl\l/ég-int are shown in Fig. B.3 and B.4

Distributions of e%\l/ftc are shown in Fig. B.5 and B.6
MC

non-in

Distributions of ag&tﬁ (statistical uncertainty on data only) are shown in Fig. B.9 and B.10

Distributions of € ¢ are shown in Fig. B.7 and B.8

data+MC

total (statistical uncertainty on both data and MC correction

Distributions of o

factors) are shown in Fig. B.11 and B.12
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Figure B.1: Distributions of p

100 MeV < Ejgpotic < 150 MeV 150 MeV < Ejgpotic < 200 MeV 200 MeV < Bigjpotic < 250 MeV

0.1 0.2 0.2 0.3 0.35 0.40

250 MeV < Ejgipotic < 300 MeV 300 MeV < Ejipatic < 350 MeV 350 MeV < Ejipatic < 400 MeV

0.475 0.500 0.525 0.56 0.58 0.60  0.58 0.60 0.62

400 MeV < Ejipotic < 450 MeV 450 MeV < By egic < 500 MeV 500 MeV < Ejgipatic < 550 MeV

0.60 0.62 0.64 0.64 0.66 0.62 0.64 0.66

}\gg generated from Monte Carlo simulations for kinetic energy
bins between 100 MeV and 550 MeV. The horizontal black line at the bottom of
cach distribution indicates the 68.3% highest density interval (numerical labels
are rounded to 3 significant figures). The nominal value of pMC s the mode

int
(most probable value) of the distribution.
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Figure B.2: Distributions of p

550 MeV < B otic < 600 MeV 600 MeV < By i < 650 MeV 650 MeV < Eip i < 700 MeV

0.64 0.66 0.68 0.64 0.66 0.68 0.70 0.65 0.70

700 MoV < Eigpetic < 750 MoV 750 MeV < Eigpotic < 800 MeV 800 MeV < Bl etic < 850 MeV

0.65 0.70 0.60 0.65 0.70 0.75 0.5 0.6 0.7 0.8

850 MeV < Bjgipotic < 900 MeV 900 MeV < B i < 950 MeV 950 MeV < By i < 1000 MeV

0.4 0.6 0.8 0.4 0.6 0.8 L0 00 0.5 1.0
}\gg generated from Monte Carlo simulations for kinetic energy
bins between 550 MeV and 1000 MeV. The horizontal black line at the bottom of
cach distribution indicates the 68.3% highest density interval (numerical labels
are rounded to 3 significant figures). The nominal value of p}\gg is the mode
(most probable value) of the distribution.
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100 MeV < Bigjpatie < 150 MeV 150 MeV < Bl oie < 200 MeV 200 MeV < By i < 250 MeV

0.07 0.08 0.09 0.22 0.23 0.24 0.445 0.450 0.455

250 MeV < Bjgipotic < 300 MeV 300 MeV < By opie < 350 MeV 350 MeV < By i < 400 MeV

0.6175  0.6200  0.6225 0.700 0.702 0.759  0.760  0.761

400 MoV < By agic < 450 MeV 450 MeV < Ejgyatie < 500 MeV 500 MeV < Ejgjp i < 550 MeV

0.786

Figure B.3:

0.787  0.78  0.789 0.803  0.804  0.805 0813 0814 0815 0816
Distributions of pnMog—int generated from Monte Carlo simulations for kinetic
energy bins between 100 MeV and 550 MeV. The horizontal black line at the
bottom of each distribution indicates the 68.3% highest density interval (numer-
ical labels are rounded to 3 significant figures). The nominal value of prl\l/gg_int is
the mode (most probable value) of the distribution.
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550 MeV < By otic < 600 MeV 600 MeV < By i < 650 MeV 650 MeV < Eigp i < 700 MeV

0.822 0.824 0.830 0.832 0.838 0.840 0.842

700 MoV < Bigpetic < 750 MoV 750 MeV < Ejjp orie < 800 MeV 800 MoV < By i < 850 MoV

0.844  0.846  0.848  0.850 0.855 0.860 0.850 0.855 0.860 0.865

850 MeV < Ejipatic < 900 MeV 900 MeV < Bjip i < 950 MeV 950 MeV < Ejgotie < 1000 MeV

0.82 0.83 0.84

0.84 0.86 0.88 0.88 0.90 0.92

Figure B.4: Distributions of pnMog—int generated from Monte Carlo simulations for kinetic
energy bins between 550 MeV and 1000 MeV. The horizontal black line at the
bottom of each distribution indicates the 68.3% highest density interval (numer-
ical labels are rounded to 3 significant figures). The nominal value of prl\l/gg_int is

the mode (most probable value) of the distribution.
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100 MeV < Bl otie < 150 MeV 150 MeV < Bl otie < 200 MeV 200 MeV < By i < 250 MeV

0.25 0.50 0.75 0.6 0.8 0.60 0.65 0.70

250 MeV < Ejipotic < 300 MeV 300 MeV < Ejgipotic < 350 MeV 350 MeV < By ogic < 400 MeV

0.600 0.625 0.650 0.675 0.62 0.64 0.66

400 MoV < By ogic < 450 MeV 450 MoV < By agic < 500 MeV 500 MeV < By et < 550 MeV

0.62 0.64

0.60 0.62 0.64

Figure B.5: Distributions of GM‘? generated from Monte Carlo simulations for kinetic energy
bins between 100 MeV and 550 MeV. The horizontal black line at the bottom of
cach distribution indicates the 68.3% highest density interval (numerical labels
are rounded to 3 significant figures). The nominal value of e}\l/llg is the mode
(most probable value) of the distribution.
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Figure B.6: Distributions of €

550 MeV < Ejgipotic < 600 MeV 600 MeV < Ejipotic < 650 MeV 650 MeV < Ejgjp i < 700 MoV

0.58 0.60 0.62 0.64 0.575 0.600 0.625 0.550  0.575  0.600  0.625

700 MeV < Ejgyetic < 750 MeV 750 MoV < Eygpetic < 800 MV 800 MeV < Ejgy otie < 850 MeV

0.60 0.65 0.50 0.55 0.60 0.65 0.4 0.5 0.6

850 MeV < Ejipatic < 900 MeV 900 MeV < Ejgipatic < 950 MeV 950 MeV < By etie < 1000 MeV

0.4 0.6 0.8 0.4 0.6 0.8

}\I/fg generated from Monte Carlo simulations for kinetic energy
bins between 550 MeV and 1000 MeV. The horizontal black line at the bottom of
cach distribution indicates the 68.3% highest density interval (numerical labels
are rounded to 3 significant figures). The nominal value of eMC s the mode

int
(most probable value) of the distribution.
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100 MeV

0.62

250 MeV

0.8580

400 MeV

0.9114

Figure B.T:

< Ekinetic < 150 MeV 150 MeV < Ekinetic < 200 MeV 200 MeV < Ekinetic < 250 MeV

0.64 0.755 0.760 0.817  0.818  0.819  0.820

< Ekinetic < 300 MeV 300 MeV < Ekinetic < 350 MeV 350 MeV < Ekinetic < 400 MeV

0.8585  0.8590 0.8895 0.8900 0.9048  0.9050  0.9052

< Ekinetic < 450 MeV 450 MeV < Ekinetic < 500 MeV 500 MeV < Ekinetic < 550 MeV

0.9116  0.9118 0.9176  0.9178  0.9180 0.9228  0.9230  0.9232

Distributions of EnMOg—int generated from Monte Carlo simulations for kinetic en-
ergy bins between 100 MeV and 550 MeV. The horizontal black line at the bot-
tom of each distribution indicates the 68.3% highest density interval (numerical
labels are rounded to 3 significant figures). The nominal value of 611\1/£m—int is the

mode (most probable value) of the distribution.
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550 MeV < Ejgipotic < 600 MV 600 MeV < Eijp i < 650 MeV 650 MeV < Eip i < 700 MeV

0.9256  0.9258 0.9260 0.9262 0.9280 0.9285 0.9260 0.9265

700 MeV < Ejgetic < 750 MeV 750 MoV < Ejgpetic < 800 MoV 800 MoV < Bl etic < 850 MoV

0.9295

0.9300 0.9305 0.930 0.931 0.923  0.924  0.925

850 MeV < Ejgipatic < 900 MeV 900 MeV < Bjgipotic < 950 MeV 950 MeV < Bl i < 1000 MeV

0.938

Figure B.8:

-

0.940 0942 0944  0.895 0.900 0.905 0925 0930 0935  0.940
Distributions of EnMOg—int generated from Monte Carlo simulations for kinetic en-
ergy bins between 550 MeV and 1000 MeV. The horizontal black line at the bot-
tom of each distribution indicates the 68.3% highest density interval (numerical
labels are rounded to 3 significant figures). The nominal value of 611\1/£m—int is the
mode (most probable value) of the distribution.
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100 MeV < Bjgjpatie < 150 MeV 150 MeV < Bjgjpotie < 200 MeV 200 MeV < By otic < 250 MeV

-

0.5 1.0 1.5 2.0 1.00 1.25 1.50 1.75

250 MeV < Ejgipotic < 300 MeV 300 MeV < Ejip i < 350 MeV 350 MeV < Ejgipotic < 400 MeV

1.0 1.2 1.0 1.1

400 MeV < B aic < 450 MeV 450 MeV < By etic < 500 MeV 500 MeV < Bjgipatic < 550 MeV

0.8 0.9 0.8 0.9 1.0

Figure B.9: Distributions of aS&t;l generated from Monte Carlo simulations for kinetic energy
bins between 100 MeV and 550 MeV. The horizontal black line at the bottom of
each distribution indicates the 68.3% highest density interval (numerical labels

are rounded to 3 significant figures).
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550 MeV < Bl otic < 600 MeV 600 MeV < Bl ie < 650 MeV 650 MeV < Ejjp i < 700 MeV

0.7 0.8 0.9 0.7 0.8 0.9 1.0 0.6 0.8 1.0

700 MoV < Bigpetic < 750 MoV 750 MeV < By pie < 800 MeV 800 MoV < By i < 850 MoV

0.6 0.8 1.0 0.50 0.75 1.00 0.5 1.0 1.5

850 MeV < Byipatic < 900 MeV 900 MeV < Ejjp i < 950 MeV 950 MeV < Ejg otie < 1000 MeV

Figure B.10: Distributions of Ug&tﬁ generated from Monte Carlo simulations for kinetic en-
ergy bins between 550 MeV and 1000 MeV. The horizontal black line at the
bottom of each distribution indicates the 68.3% highest density interval (nu-

merical labels are rounded to 3 significant figures).
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100 MoV < Bjjpetic < 150 MoV 150 MeV < Ejpagic < 200 MeV 200 MeV < By atic < 250 MeV

2.0

3 1.0 1.5

250 MeV < By otic < 300 MeV’ 300 MeV < By ofic < 350 MeV 350 MeV < Ejgjp i < 400 MeV

1.0 1.2 1.4 0.9 1.0 1.1 1.2 0.9 1.0

400 MeV < B ogic < 450 MeV 450 MeV < Eigp i < 500 MeV 500 MeV < Bjgipotic < 550 MeV

0.8 0.9 0.8 0.9 1.0 0.7 0.8 0.9

Figure B.11: Distributions of crg(‘;?ﬁtaT'MC generated from Monte Carlo simulations for kinetic
energy bins between 100 MeV and 550 MeV. The horizontal black line at the
bottom of each distribution indicates the 68.3% highest density interval (nu-

merical labels are rounded to 3 significant figures).
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550 MeV < Bygpetic < 600 MeV 600 MeV < Bl oic < 650 MeV 650 MeV < Ejgjp i < 700 MeV

0.7 0.8 0.9 0.8 1.0 0.6 0.8 1.0

700 MeV < Bygpetic < 750 MV 750 MeV < Bl oric < 800 MeV 800 MeV < Ejjp i < 850 MeV

0.6 0.8 1.0 0.5 1.0

850 MeV < Ejipatic < 900 MeV 900 MeV < Ejjp i < 950 MeV 950 MeV < Ejg cgie < 1000 MeV

4 -2

Figure B.12: Distributions of crg(‘;?ﬁtaT'MC generated from Monte Carlo simulations for kinetic

energy bins between 550 MeV and 1000 MeV. The horizontal black line at
the bottom of each distribution indicates the 68.3% highest density interval
(numerical labels are rounded to 3 significant figures).
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Appendix C

Monte Carlo Simulations for Propagation of

Systematic Uncertainties

This section contains select distributions from the Monte Carlo simulations done to propagate

systematic uncertainties:

(1) Distributions of Cy, Cy, and C, for the beam content systematic uncertainty, where
Cy, and Cg are varied, are shown in Fig. C.1

(2) Distributions of af o/tc;ﬂ for the beam content systematic uncertainty, where C), and Ce
are varied, are shown in Fig. C.3 and C.4

(3) Distributions of C, Cy;, and C, for the beam content systematic uncertainty, where
Cr and C¢ are varied, are shown in Fig. C.2

(4) Distributions of Uzro/tle for the beam content systematic uncertainty, where Cr and C,

are varied, are shown in Fig. C.5 and C.6

energy

(5) Distributions of o 1

for the energy systematic uncertainties are shown in Fig. C.7 and C.8
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I e
02
0.00 0.05 0.10  0.00 0.05 0.10

Figure C.1: Distributions of Cr, C);, and Ce. € and Ce are simulated from a beta distri-
bution with parameters a = 1.65 and b = 1.0.

_l | M_
0.6 0.8 1.0 0.00 0.25 0.50 0.

0.75  1.00 0.0 0.2 0.4

Figure C.2: Distributions of Cr, €y, and Ce¢ simulated from a Dirichlet distribution.
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100 MeV < Bjgjpatie < 150 MeV 150 MeV < Bl otie < 200 MeV 200 MeV < B otic < 250 MeV

1.2 14 1.6 1.8 1.4 1.6 1.8 2.0

250 MeV < Ejgipotic < 300 MeV 300 MeV < Ejgipotic < 350 MeV 350 MeV < Ejgipatic < 400 MeV

1.6 1.1 1.2 1.3 1.4 1.0 1.1 1.2

400 MeV < By agic < 450 MeV 450 MeV < Ejipatic < 500 MeV 500 MeV < Bjipatic < 550 MeV

. 0.
0.90 0.95 1.00 1.05 0.80 0.85 0.90

1.0

Figure C.3: Distributions of Jf ()/‘ch generated from Monte Carlo simulations for kinetic energy
bins between 100 MeV and 550 MeV. The horizontal black line at the bottom of
each distribution indicates the 68.3% highest density interval (numerical labels

are rounded to 3 significant figures).
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550 MeV < Bl otic < 600 MeV 600 MeV < Ejgipotic < 650 MeV 650 MeV < Ejipotic < 700 MeV

0.

0.90 0.95 0.80 0.85

0.80 0.85 0.90

700 MoV < By etic < 750 MoV 750 MeV < Ejgpetic < 800 MoV 800 MeV < Bl etic < 850 MeV

0.80 0.82 0.82 0.84 0.86 0.92 0.94 0.96

850 MeV < Ejipatic < 900 MeV 900 MeV < Ejipatic < 950 MeV 950 MeV < Bl i < 1000 MeV

0.
0.85 0.86 0.87 0.756 0.758 0.760

0.830 0.831

Figure C.4: Distributions of Jf ()/‘ch generated from Monte Carlo simulations for kinetic energy
bins between 550 MeV and 1000 MeV. The horizontal black line at the bottom of
each distribution indicates the 68.3% highest density interval (numerical labels

are rounded to 3 significant figures).
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100 MeV < Bl otie < 150 MeV 150 MeV < Bl atie < 200 MeV 200 MeV < B otic < 250 MeV

1.0 1.5 1.0 1.2 1.4

250 MeV < Ejgipotic < 300 MeV 300 MeV < Bl i < 350 MeV 350 MeV < Bjgipotic < 400 MeV

1.0 1.1 1.2 0.9 1.0 1.1 0.8 0.9 1.0

400 MeV < By ogic < 450 MeV 450 MeV < B ogic < 500 MeV 500 MeV < Ejjp i < 550 MeV

0.80 0.85 0.90 0.825  0.850  0.875  0.900 0.76 0.78 0.80

Figure C.5: Distributions of J,ZT o/tgl generated from Monte Carlo simulations for kinetic energy

bins between 100 MeV and 550 MeV. The horizontal black line at the bottom of
each distribution indicates the 68.3% highest density interval (numerical labels
are rounded to 3 significant figures).
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550 MeV < Ejgipotic < 600 MeV 600 MeV < Ejgjp i < 650 MeV 650 MeV < Ejipotic < 700 MeV

0.790 0.795 0.800 0.83 0.84 0.779  0.780  0.781  0.782

700 MeV < Ejgpeic < 750 MoV 750 MeV < Eiatic < 800 MeV 800 MoV < By i < 850 MeV

0.735 0.740 0.745 0.750 0.810 0.815 0.820 0.905 0.910 0.915

850 MeV < Bjipatic < 900 MeV 900 MeV < Ejipatic < 950 MeV 950 MeV < Ejgipatic < 1000 MeV

0.845 0.850 0.752 0.754  0.756 0.758 0.831 0.832 0.833

Figure C.6: Distributions of J,ZT o/t(;l generated from Monte Carlo simulations for kinetic energy

bins between 550 MeV and 1000 MeV. The horizontal black line at the bottom of
each distribution indicates the 68.3% highest density interval (numerical labels
are rounded to 3 significant figures).
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100 MoV < Bl atic < 150 MoV 150 MeV < By i < 200 MeV 200 MeV < By i < 250 MeV

1.00 1.25 1.50 1.2 1.3 1.4 1.5

250 MeV < B otic < 300 MeV 300 MeV < Eigp i < 350 MeV 350 MeV < Eigpetic < 400 MeV

1.10 1.15 1.20 1.25 1.00 1.05 1.10 0.95 1.00

400 MoV < By agic < 450 MeV 450 MeV < Ejipatic < 500 MeV 500 MeV < Ejgipatic < 550 MeV

0.825 0.850 0.875 0.900 0.850  0.875  0.900  0.925 0.75 0.80 0.85

Figure C.7: Distributions of afélf;lgy generated from Monte Carlo simulations for kinetic en-
ergy bins between 100 MeV and 550 MeV. The horizontal black line at the bot-
tom of each distribution indicates the 68.3% highest density interval (numerical
labels are rounded to 3 significant figures).
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550 MeV < Ejgperic < 600 MeV 600 MeV < By hie < 650 MeV 630 MeV < gy i < 700 MeV

0.75 0.80 0.85 0.80 0.85 0.90 0.7 0.8

700 MoV < Bigpetic < 750 MoV 750 MeV < Ejgjp orie < 800 MeV 800 MeV < By i < 850 MeV
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Figure C.8: Distributions of afélf;lgy generated from Monte Carlo simulations for kinetic en-
ergy bins between 550 MeV and 1000 MeV. The horizontal black line at the
bottom of each distribution indicates the 68.3% highest density interval (nu-
merical labels are rounded to 3 significant figures).
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Appendix D

Pion Single-Charge Exchange

The pion single-charge exchange (SCX) reactions for 7~ and 7T are

T +p— A
(D.1)
AY — 70 4 n,
™t 4+n— AT
(D.2)

A+—>7r0+p.

Since the mean lifetime of the 70 is 8.52(18) x 1077 s [30], the 7¥ immediately decays into
two gamma rays. A pion SCX on argon event in LArIAT is illustrated in Fig. D.1, where
the gamma rays from the 70 decay may induce electromagnetic showers within the TPC.
Given the relatively small dimensions of the LArTAT TPC (47 cm x 40 cm x 90 ecm) and
the 14 cm radiation length in liquid argon (LAr), a significant fraction of gamma rays in
pion SCX events may escape the TPC or induce electromagnetic (EM) showers that are
partially contained. Pion single-charge exchange events from the LArTAT dataset are shown

in Figs. 2.7c and 3.1c.

An EM shower reconstruction algorithm was developed to identify gamma-induced EM show-
ers in pion SCX interactions. Starting from a 7~ candidate identified in the total hadronic

7w —Ar cross section analysis:

(1) check if reconstructed interaction vertex exists in 3D and 2D (on a 2D wire plane),
(2) tag outgoing reconstructed secondary tracks connected at the reconstructed interaction

vertex,
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nucleon

LAr

Figure D.1: Illustration of a pion single-charge-exchange event within the LArTAT TPC. The
nucleon from the pion charge-exchange reaction can knock other nucleons out
of the target nucleus via final-state interactions.

(3) using the 2D interaction vertex as an anchor point, perform a conical scan for 2D hits
from EM activity,

(4) form an EM shower cluster and a principle 2D axis if enough hits are found,

(5) iteratively add unclustered hits into the EM shower cluster based on their proximity
to the EM shower cluster,

(6) repeat until no additional EM shower clusters can be formed.

This is done on both the induction plane and collection plane for each event. We define
the 2D start point of an EM shower cluster to be the position of the clustered hit that is
closest to the 2D interaction vertex. Fig. D.2 shows a pion SCX candidate event with EM
shower clusters. Reconstructed hits with the same color belong in the same cluster, with the
exception of unclustered hits shown in black; reconstructed interaction vertices are shown

with a star/circle.

We then attempt to match clusters between the wire planes based on the shapes of their

charge distributions as a function of time. These distributions are compared using an overlap
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Figure D.2: Pion SCX candidate event. Raw event display is shown at the top; event display
with reconstructed hits is shown at the bottom. Reconstructed hits with the
same color belong in the same cluster (black excluded).
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Figure D.3: Pion SCX candidate event with a pile-up particle. Raw event display is shown
at the top; event display with reconstructed hits is shown at the bottom. Recon-
structed hits with the same color belong in the same cluster (black excluded).
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Figure D.4: Examples of the overlap coefficient. ADC is plotted along the vertical axis, and
time is plotted along the horizontal axis.

coefficient™

ANB

overlap(A4, B) = 108

(D.3)

where A is the integral of the distribution in one wire plane and B is the integral of the
distribution in a different wire plane. Examples of the overlap coefficient are shown in
Fig. D.4. The primary 2D axis of an EM shower cluster is determined by running a RANSAC
(Random Sample Consensus) [87] algorithm. Clustered hits near the primary 2D axis are
fed into the projection-matching algorithm [76], mentioned in Chapter 3, to reconstruct 3D
hits. Principal component analysis (PCA) [88] is then performed on the 3D hits in order to

determine the primary 3D axis of the EM shower.

As shown in Fig. D.3, a pile-up particle passing through the TPC can negatively impact the
EM shower reconstruction in a pion SCX event. Quality cuts can be made in order to reject
poorly reconstructed EM showers or hadronic particles that are mis-reconstructed as EM

showers. As illustrated in Fig. D.5, we can project the primary 3D axis of the EM shower

*This should really be called the modified overlap coefficient since the overlap coefficient is usually defined

as: overlap(4, B) = %.
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s
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Figure D.5: Illustration of the distance of closest approach to vertex.

backwards towards the interaction vertex, and compute the distance of closest approach
(DCA) to the vertex. Other reconstructed quantities to consider are the EM shower angle
with respect to the z axis, as seen from the vertex, and the dF/dx within the first 4 cm of
the EM shower. These distributions are all shown in Fig. D.6. There is background that is
not yet simulated in the data-driven Monte Carlo simulations, however, a cut can be applied
to reject EM showers with DCA > 5 ¢cm and reduced the unsimulated background, as shown
in Fig. D.7. Ongoing work is being done to further clean up the sample and select pion SCX

events.
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Figure D.6: Distributions of the distance of closest approach to vertex (top), cosine w.r.t.
the z axis (bottom left), and dF/dz (bottom right).
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Figure D.7: Distributions of EM shower cosine w.r.t. the z axis (bottom left) and d£/dx

(bottom right) after a cut is applied to reject EM showers with DCA > 5 c¢cm
(top).
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