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Abstract: MIMOSIS is the CMOS Monolithic Active Pixel Sensor designed for the Micro Vertex
Detector (MVD) of the Compressed Baryonic Matter (CBM) experiment currently under development
at FAIR. The sensors have to combine a spatial and a time resolution of 5 µm and 5 µs, handle a peak
hit rate of ∼ 80 MHz/cm2, and to withstand Total Ionizing radiation Doses (TID) of ∼ 5 MRad and
Non-Ionizing Energy Loss (NIEL) fluences of ∼ 7 × 1013 neq/cm2 before being replaced. Prior to
their use in the experiment, the sensors undergo lab and in-beam tests, to qualify their performance
in charged particles detection. In this work we present the sensor design and concept, a summary
of its requirements as a candidate for the CBM-MVD, followed by the performance results of the
first full-size prototype, MIMOSIS-1, from in-beam tests done at DESY and CERN, after being
irradiated to different TID and NIEL fluences.
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1 Introduction

The MIMOSIS CMOS Monolithic Active Pixel Sensor is designed to equip the Micro Vertex Detector
(MVD) [1] of the Compressed Baryonic Matter (CBM) experiment [2] currently under development at
FAIR facility in Darmstadt, Germany. CBM is a future fixed-target heavy-ion experiment designed
to explore the QCD phase diagram in the region of high baryon densities [2]. This will be achieved
by probing hot and highly compressed baryonic matter with rare multi-strange and charm particles,
produced in heavy ion collisions of Au+Au (and p+A) with beam energies of up to 10 AGeV (and
28 GeV). The targeted collision rates amount to 100 kHz (and 10 MHz for p+A) if the MVD is operated
in the experiment. Up to two orders of magnitude higher rates are possible at CBM for observables
not requiring the MVD. The MVD optional fast removal was considered in the design process when
the experiment physics cases do not mandate its use.

The MVD is designed for the aim of separating primary and secondary vertices of weakly
decaying particles, and to contribute in the low momentum particles tracking with other subdetectors.
The CBM physics goals and running conditions drive towards very challenging requirements on
the MVD. It is composed of four planar stations that are placed in the target vacuum at distances
of 5–20 cm downstream the fixed target. Being close to the target and at a 5.4 mm distance from
the beam axis, it will be exposed to a dense flux of charged particles coming from the collision, as
well as possible target fragments or beam halo ions.

The sensors equipping the MVD will have to handle high hit rates reaching an average of
20 MHz/cm2, with a maximum of 80 MHz/cm2 in the case of beam intensity spikes. Due to the
fixed target geometry, on-sensor radiation gradients reach one order of magnitude. The sensors
should withstand Total Ionizing radiation Doses (TID) of ∼ 5 MRad and Non-Ionizing Energy Loss
(NIEL) fluences of ∼ 7 × 1013 neq/cm2 before being replaced after one year of operation. Moreover,
an LET tolerance of up to ≳ 35 MeV cm2/mg is required. A spatial resolution of ∼ 5 µm, and a
continuous global shutter readout with a time binning of 5 µs has to be combined with an ultra low
material budget of 50 µm silicon (0.05% 𝑋0).

To respond to these requirements, a joint R&D project of IPHC-Strasbourg, IKF-Frankfurt and GSI,
has been initiated to develop a novel CMOS Monolithic Active Pixel Sensor named MIMOSIS. The
related R&D project is divided into 4 prototyping steps, MIMOSIS-0/1/2/3, each aiming to overcome
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Figure 1. Photograph of the
MIMOSIS-1 sensor.
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Figure 2. Block diagram of the AC (top) and DC (bottom) coupled
pixels.

possible weaknesses of the previous prototype and to add features in an iterative way. In previous works
we discussed results from SEE tests with MIMOSIS-1 [3], its response to particle beams with different
dE/dx [4], and studies on the tolerance of MIMOSIS-1 to ionizing radiation [5]. In this work we comple-
ment these studies by reporting on the tolerance of the MIMOSIS-1 sensors to non-ionizing radiation.

2 Sensor design

MIMOSIS-1, shown in figure 1, relies on an industrial 180 nm CMOS imaging process and integrates
both, the sensing elements and the analog and digital front-end electronics on the same substrate. The
sensor features 1024 × 504 pixels with ∼27 × 30 µm2 pitch. Two different analog front-ends were
tested: the DC-coupled pixels, as known from ALPIDE [6], allowing for a substrate bias of up to 6 V;
and AC-coupled pixels suited to further extend the depletion region by the means of an additional
top-bias (HV) of up to 20 V. The structures of the two pixel types are shown in the block diagram of
figure 2. In the AC pixel, the sensing node and the preamplifier were galvanically decoupled by a
capacitor to respect the 1.8 V voltage limit of the input transistor of the amplifier. While the depletion
voltage (HV-Bias1 in the figure) is directly injected from an external power supply, the voltage denoted
as Bias2 is generated by an internal DAC. The diode-connected NMOS transistor used for injecting
this voltage acts as forward biased diode. Moreover, its source implantation together with the P-WELL
bulk realizes a reverse biased PN-junction. This creates a diode based voltage divider similar to the
sensing element, which sets the dark potential at the input of the amplifier close to 𝑉bias2 but has
too high impedance to deteriorate the fast particle signals.

MIMOSIS-1 was realized with three different doping profiles: the “standard” pixel as produced
and used already with the ALPIDE sensor [6], and the “n-gap” and “p-stop” pixels. The latter
two pixels feature a low-dose n-type layer along the pixel, with a gap on the edges for the “n-gap”,
or an extra deep p-well for the “p-stop” [7, 8]. Both pixels were designed for the aim of fully
depleting the epitaxial layer, to result in higher radiation hardness. Cross section sketches of the
three pixel types are shown in figure 3.

Two different kinds of pre-amplifiers, differing slightly by transistor dimensions, were tested
but no significant difference in their performance was observed. Therefore this work will restrict
itself to the baseline design chosen for the consecutive prototypes and report about the test results
of 6 pixel flavors (“standard”, “n-gap” and “p-stop”, each as DC- or AC-coupled) as obtained from
laboratory tests and beam tests performed at DESY and the CERN-SPS.

– 2 –
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p- epitaxial layer

(a) Standard (b) “n-gap” (c) “p-stop”

Figure 3. Cross-sections of three pixel options differing in their epitaxial layer doping profiles, used in
MIMOSIS-1. Reproduced from [7]. CC BY 4.0. Reproduced from [8]. © 2020 IOP Publishing Ltd and Sissa
Medialab. All rights reserved.

3 Experimental setup

Different sensors under test were irradiated separately with ionizing and non-ionizing radiation and
their performance was compared to the one of the non-irradiated ones. This separation was motivated
by the aim of studying the effect of each type of radiation on the sensors, supported by theory and
experience from previous sensors that indicate different radiation damage effects caused by the two
different types. For the ionizing radiation, chips were irradiated at room temperature with a 60 kV
X-ray generator with tungsten anode and vanadium filter, at the Karlsruhe Institute of Technology
(KIT) in Germany. For non-ionizing radiation, chips were irradiated with ∼1 MeV reactor neutrons
at the TRIGA reactor facility in Ljubljana, Slovenia. In both times, the dosimetry was carried out
by the on-site operators. Its uncertainty is considered to amount to about 10%. In this work we
discuss results of sensors tested with beams after being irradiated with fluences of 3 × 1013 neq/cm2,
1014 neq/cm2 and 3 × 1014 neq/cm2, and a combined irradiation dose of 5 MRad + 1014 neq/cm2.
The chips were stored and tested at room temperature.

The beam tests were done using a telescope composed of 6 MIMOSIS-1 chips that were mounted
on PCBs. The PCBs were placed in aluminum holders with beam openings that were covered by
black tape. The aluminum holders were screwed on a liquid cooled support plate. Aiming for a
sensor operation under a stabilized room temperature, a 15 ◦C coolant temperature was chosen. The
distance between the planes was minimized as mechanically possible, reaching 1.5 cm. The two outer
pairs of sensors were considered as reference (REF) planes. They were realized with 60 µm thick
MIMOSIS-1 sensors with the “standard” process operating at 120 mV pixel discriminator threshold
with -1 V substrate bias (BB), and 10 V top-bias (HV) for the AC-coupled pixels. The remaining
two planes in the middle were operated as Devices Under Test (DUT).

The beam test data was stored and analyzed afterwards with the TAF data analysis package [9].
In the analysis, one hit in each reference plane was demanded to reconstruct a reference track. Hits on
the DUT were matched to these tracks and processed in the analysis if they were found within a spatial
cut distance amounting for 100 µm (∼3 × pixel pitch). The sensors were synchronized and operating
with 5 µs long frames (time bins), but 5 consecutive frames were merged into one event to compensate
in an easy way the effects of signal time walk [10]. The measurements were conducted with a 5 GeV/c
electron beam at DESY, and a 120 GeV/c pion beam at CERN-SPS. The spatial resolution was
extracted from the residuals by subtracting the telescope resolution term which was estimated by the
Telescope Optimizer online tool [11] accounting for the specific beam energy and telescope geometry.
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(a) “n-gap” DC-pixels.
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(b) “n-gap” AC-pixels.
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(c) “p-stop” DC-pixels.
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(d) “p-stop” AC-pixels.

Figure 4. Detection efficiency (in blue) and fake hit rate (in red) as function of the discriminator threshold. The
different sub-figures correspond to different pixel types. The different neutron irradiation levels are shown in
different line styles. The measurements in this figure and the following ones (unless mentioned otherwise) were
conducted with -3 V BB, and 10 V HV for the AC pixels.

4 Results

All six pixel flavors, each being irradiated with different doses reaching ∼3 × 1014 neq/cm2, were
tested for detection efficiency, fake hit rate, cluster multiplicity and spatial resolution. The detection
efficiency (in blue) and fake hit rate (in red), as function of the in-pixel discriminator threshold and
fluence, are shown for the “n-gap” process in figure 4(a) (DC-pixels) and figure 4(b) (AC-pixels), as
well as for the “p-stop” process in figure 4(c) (DC-pixels) and figure 4(d) (AC-pixels). The detection
efficiency, for the four pixel types, is within an excellent range (above 99%), for the two lower fluence,
with a mild drop for the maximum fluence tested. Still, a detection efficiency above 98% is observed for
a fluence of ∼3× 1014 neq/cm2, which provides a comfortable margin with respect to the requirements.

The detection efficiency and fake hit rate for all pixels and after irradiation with 1014 neq/cm2

are compared in figure 5. As expected, the “n-gap” and “p-stop” pixels outperform the standard pixel,
which however maintains reasonable performances at low thresholds. This could be even improved if
a 20 V HV was applied during the tests. For the fake hit rate (in red), the three different pixel types,
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(a) DC-pixels.
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(b) AC-pixels.

Figure 5. Detection efficiency (blue) and fake hit rate (red) as function of threshold for DC-pixels (left) and
AC-pixels (right). The three different pixel types (standard, “n-gap” and “p-stop”) are shown in different
line styles.
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(a) DC-pixels.
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Figure 6. Average cluster size as function of the threshold of different “p-stop” pixels sensors for DC-pixels
(left) and AC-pixels (right). The different irradiation levels are shown in different colors.

also whether DC or AC, showed a good performance that fits within the requirements, being ∼10−5

hits per pixel per frame, and below. The bulk damage created by non-ionizing radiation is known to
reduce the lifetime of the signal electrons and thus to reduce the charge collection efficiency. This may
reduce the cluster multiplicity (fired pixels/particle hit) as some pixels do not reach the threshold. This
hypothesis was tested and the average cluster size for the different pixel options was compared for the
different previously mentioned neutron irradiation fluences, see figure 6. The expected effect is indeed
observed for the highest fluence applied while no clear trend is visible for the lower ones.

The spatial resolution as function of threshold, fluence and pixel type is shown in figure 7. Most
of the data points in the 4 plots that corresponds to the 4 pixel types (“n-gap” or “p-stop”, whether
DC or AC) indicate values between 5 and 6 µm, which is considered acceptable for the MVD. The
effect of irradiation on the spatial resolution remains below ∼ 0.5 µm. The effect of an additional
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(a) “n-gap” DC-pixels.
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(b) “n-gap” AC-pixels.
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(c) “p-stop” DC-pixels.
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Figure 7. Spatial resolution as function of the threshold of the “n-gap” DC- (a) and AC-pixels (b), and “p-stop”
DC- (c) and AC-pixels (d). The different irradiation levels are shown in different colors.

ionizing radiation dose is concluded in figure 8. It shows the detection efficiency and fake hit rate
for the AC-pixels of the three pixel types, after a combined irradiation dose (∼5 MRad TID and
∼1014 neq/cm2 NIEL fluences), as function of the threshold (left plot) or High-Voltage (right plot).
The left plot shows an excellent detection efficiency for the three pixel types, with a mild drop in that
of the “standard” pixel at high thresholds. It was expected, but yet not proven, that the additional
HV will improve the charge collection, which will result in better detection efficiency. In the right
plot we show the performance achieved with a HV scan from 7 V to 20 V, for the three pixel types.
A noticeable improvement in detection efficiency (in blue), as we increase the HV, is observed for
the “standard” process (solid line), allowing to reach values of ∼99% at 20 V. For the other types,
the initial performance allows only for a marginal improvement. The fake hit rate in both plots stays
in an acceptable range below 10−5, knowing that an improvement of two orders of magnitude can
be achieved when masking a maximum of 10 pixels out of the whole pixel matrix.
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(a) Detection efficiency and fake hit rate as func-
tion of the threshold of AC-pixels for combined-
irradiated chips.
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(b) Detection efficiency and fake hit rate as function of
the applied HV of AC-pixels for combined-irradiated
chips at 200 mV threshold and -1 V BB.

Figure 8. Detection efficiency and fake hit rate for the 3 pixel options after a combined-irradiated dose
(∼5 MRad TID and ∼1014 neq/cm2 NIEL fluences).

5 Summary, conclusion and outlook

The performance of the MIMOSIS-1 sensor designed for the CBM-MVD was evaluated in beam
tests done at DESY and CERN. In this work we reported on the sensor performance after being
irradiated to different NIEL fluences of up to ∼3 × 1014 neq/cm2, accompanied by other results after
an additional TID with X-rays. The radiation hardness capability was evaluated based on the desired
detection efficiency, fake hit rate and spatial resolution. The results for the two radiation-optimized
pixel options (and whether DC or AC), of this first full-size prototype, showed that the sensor achieved
a performance level of ∼5 MRad TID and ∼1014 neq/cm2 NIEL fluences, complying with the MVD
requirements. The standard pixel showed a limited performance that can be improved by selecting low
thresholds or applying the highest possible High-Voltage (20 V) for the AC-pixels. Tests for higher
fluences showed a limited performance. Apart from the “standard” pixel, for the rest pixel options no
noticeable privilege of one type over the other was observed, whether it was while comparing “n-gap”
to “p-stop”, or DC-pixels to AC ones. This left uncertainties on which pixel option to decide for the
consecutive sensor prototype, MIMOSIS-2, which was fabricated already with the three epitaxial layer
types, and hosting both DC and AC pixels. The final decision on the pixel type of MIMOSIS-3 will be
done based on the results of the ongoing tests of MIMOSIS-2, which will be reported in future works.
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