
A
TL

A
S-

C
O

N
F-

20
17

-0
25

03
A

pr
il

20
17

ATLAS CONF Note
ATLAS-CONF-2017-025

27th March 2017

A search for pair-produced resonances in four-jet
final states at

√
s = 13 TeV with the ATLAS detector

The ATLAS Collaboration

A search for massive coloured resonances which are pair produced and each decay into
two jets is presented. The analysis uses 36.7 fb−1 of pp collision data recorded by the
ATLAS experiment at

√
s = 13 TeV in 2015 and 2016. No significant deviation from the

background prediction is observed. Results are interpreted in a SUSY simplified model
where the lightest supersymmetric particle is the top squark, t̃, which is pair-produced and
decays promptly into two quarks through R-parity violating couplings. Top squarks with
masses between 100GeV < mt̃ < 410 GeV and decaying into two quarks are excluded at
95% confidence level. If the decay is into a b-quark and a light-quark, a dedicated selection
requiring at least two b-tags is used to exclude masses between 100GeV < mt̃ < 470 GeV
and 480GeV < mt̃ < 610 GeV. Additionaly, tight constraints are set on the pair production
of massive colour octet resonances.
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1 Introduction

Massive coloured particles decaying into quarks and gluons are predicted in several extensions of the
Standard Model (SM). At hadron colliders, the search for new phenomena in fully hadronic final states,
without missing transverse momentum, is experimentally challenging due to the very large SM multijet
production cross-section. This paper describes a search for pair-produced scalar particles each decaying
into two jets using 36.7 fb−1 of

√
s = 13 TeV proton-proton (pp) collision data recorded in 2015 and 2016

by the ATLAS experiment at the Large Hadron Collider.

Supersymmetry (SUSY) [1–6] is a generalization of the Poincaré symmetry group that fundamentally
relates fermionic and bosonic degrees of freedom. In the generic superpotential, Yukawa couplings can
lead to baryon- and lepton-number violation:

WRPV = κiLiHu + λi jk LiL j Ēk + λ
′
i jk LiQ̄ j D̄k + λ

′′
i jkŪi D̄ j D̄k,

where i, j, k are quark and lepton generation indices. The Li , Qi represent the lepton and quark SU (2)L
doublet superfields and Hu the Higgs superfield that couples to up-type quarks. The Ēi , D̄i and Ūi are
the lepton, down-type quark and up-type quark SU (2)L singlet superfields, respectively. For each term
the couplings are given by λ, λ ′, λ ′′ and κ is a dimensional mass parameter. The λ and λ ′′ couplings are
antisymmetric in the exchange of i → j and j → k, respectively. While these terms in many scenarios
are removed by imposing an additional Z2 symmetry (R-parity) [7], the possibility that at least some
of these R-parity violating (RPV) couplings are not zero is not ruled out experimentally [8, 9]. This
family of models leads to unique collider signatures which would elude conventional searches for R-parity
conserving SUSY.

Naturalness arguments [10, 11] suggest higgsinos and top squarks1 (stops) to be light, with masses below
a TeV [12, 13]. Third generation squarks in R-parity conserving scenarios, and top squarks in particular,
have been the subject of a thorough programme of searches at the LHC [14–20]. If the top squark decays
through RPV operators, however, the existing bounds on its mass can be significantly relaxed. Indirect
experimental constraints [21] on the sizes of each of the λ ′′ couplings from sources other than proton
decay are primarily valid for low squark mass and for first- and second-generation couplings.

This search targets a model where the top squark is the lightest supersymmetric particle and decays though
baryon-number-violating RPV λ ′′ couplings, t̃ → q̄j q̄k . The couplings are assumed to be not too small,
such that the decays are prompt, but small enough to neglect the single top squark resonant production
through RPV couplings. Top squarks are then produced through strong interactions with cross-sections
that do not depend on the specific assumptions on the SUSY model. For two specific choices of couplings
the process considered is schematically depicted in Fig. 1.

In models with extended SUSY, colour octet states can arise as scalar partners of a Dirac gluino [22–25].
These scalar gluons (or sgluons) are dominantly pair-produced, and decay into two quarks or two gluons.

Massive colour octet resonances, generically referred to as colorons (ρ) [26, 27] are predicted in a wide
range of other theories, including axigluon [28, 29], Topcolor [30], in vector-like confinement models [31,
32] and as Kaluza-Klein excitations of the gluons [33, 34]. Colorons can be pair produced and decay into
two jets, a scenario which leads to a four-jet final state.

1 The superpartners of the left- and right-handed top quarks, t̃L and t̃R , mix to form the two mass eigenstates t̃1 and t̃2, where
t̃1 is the lightest one. This analysis considers only the production of the t̃1, which thereafter is simply refererred to as t̃.
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Previous searches for pair produced resonances in hadronic final states have been performed at 7 TeV and
8 TeV by both the ATLAS [35, 36] and CMS experiments [37, 38]. For decays including heavy-flavour
jets in the final state, exclusion limits at 95% confidence level (CL) on the mass of the top squark between
100GeV ≤ mt̃ ≤ 320 GeV and 200GeV ≤ mt̃ ≤ 385 GeV have been reported by ATLAS [36] and CMS
[38], respectively. In addition two ATLAS searches [39, 40] have placed constraints on top squarks that
decay to b̄s̄ when they are produced in the decays of light gluinos.

2 ATLAS detector

The ATLAS detector [41] is a multi-purpose particle physics detector with a forward-backward symmetric
cylindrical geometry and nearly 4π coverage in solid angle2. The inner tracking detector consists of pixel
and silicon microstrip detectors covering the pseudorapidity region |η | < 2.5, surrounded by a transition
radiation tracker which provides electron identification in the region |η | < 2.0. Starting in Run 2, a new
inner pixel layer, the Insertable B-Layer (IBL) [42], has been inserted at a mean sensor radius of 3.3 cm.
The inner detector is surrounded by a thin superconducting solenoid providing an axial 2 T magnetic field
and by a lead/liquid-argon (LAr) electromagnetic calorimeter covering |η | < 3.2. A steel/scintillator-tile
calorimeter provides hadronic coverage in the central pseudorapidity range (|η | < 1.7). The endcap and
forward regions (1.5 < |η | < 4.9) of the hadronic calorimeter are made of LAr active layers with either
copper or tungsten as the absorber material. An extensive muon spectrometer with an air-core toroid
magnet system surrounds the calorimeters. Three layers of high-precision tracking chambers provide
coverage in the range |η | < 2.7, while dedicated fast chambers allow triggering in the region |η | < 2.4.
The ATLAS trigger system consists of a hardware-based level-1 trigger followed by a software-based high
level trigger [43].

3 Data Sample

The data used in this analysis were collected by the ATLAS detector in pp collisions at
√

s = 13 TeV
at the LHC using a proton bunch crossing interval of 25 ns during 2015 and 2016. In this dataset the
mean number of additional pp interactions per proton-bunch crossing (pile-up) is about 23. Events were
recorded using a four-jet trigger with transverse momentum (pT) thresholds of 100 GeV on each jet at
the high level trigger which is fully efficient after the analysis selection requirements are applied. After
requiring beam, data, and detector quality criteria, the available dataset corresponds to an integrated
luminosity of 36.7 fb−1 with an associated uncertainty of ±2.1% for the 2015 and ±3.4% for the 2016
data. The uncertainty on the integrated luminosity is obtained from a calibration of the luminosity scale
using a pair of beam-separation scans performed in August 2015 and June 2016, following a methodology
similar to that detailed in Ref. [44].

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector.
The positive x-axis is defined by the direction from the interaction point to the centre of the LHC ring, with the positive y-axis
pointing upwards, while the beam direction defines the z-axis. Cylindrical coordinates (r , φ) are used in the transverse plane, φ
being the azimuthal angle around the z-axis. The pseudorapidity η is defined in terms of the polar angle θ by η = − ln tan(θ/2).
Rapidity is defined as y = 0.5 · ln[(E + pz )/(E − pz )] where E denotes the energy and pz is the component of the momentum
along the beam direction.
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4 Simulated samples

The dominant background of SM multijet production is estimated with a data-driven technique, while
Monte Carlo (MC) simulated events are used to estimate the contribution of the tt̄ background, to model
the signals and to establish and validate the background estimation method.

The response of the detector is simulated [45] either using a GEANT4 simulation [46] or by a fast
parametrised simulation [47] of the calorimeter response and GEANT4 for everything else. To account for
pile-up interactions in the same and close-by bunch crossings (pileup), a set of minimum bias interactions
is generated using Pythia 8.186 [48] with the A2 set of parameters [49] and the MSTW2008LO [50,
51] parton density function (PDF) set and is superimposed on the hard scattering events. The EvtGen
v1.2.0 program [52] is used to simulate properties of bottom and charm hadron decays for all samples.
Corrections are applied to the simulated events to account for differences between data and simulation
for the efficiency of identifying jets originating from the fragmentation of b-quarks, together with the
probability for mis-tagging light-flavour and charm quarks.

Background samples of multijet production are simulated with 2 → 2 matrix elements (ME) at leading
order (LO) using the Pythia 8.186 generator. The renormalisation and factorisation scales are set to
the average pT of the two leading jets. The ATLAS A14 set [53] of parton shower and multiple parton
interaction parameters (tune) is used together with the NNPDF23LO PDF set [54].

Top pair production events are simulated using the Powheg-Box v2 [55] generator with the CT10 PDF
set. The top mass is set to 172.5 GeV. The hdamp parameter, which regulates the pT of the first extra
emission beyond the Born configuration (and thus controls the pT of the tt̄ system) is set to the mass of
the top quark. The parton shower, fragmentation, and underlying event are simulated using Pythia 6.428
[56] with the CTEQ6L1 PDF set and the corresponding Perugia 2012 tune (P2012) [57]. The sample is
normalised to the next-to-next-to-leading order (NNLO) cross-section including the resummation of soft
gluon emission at next-to-next-to-logarithmic (NNLL) accuracy using Top++2.0 [58].

The search considers three benchmark signals: the pair production of top squarks, colorons and sgluons
with decays into four jets. Signal samples are generated using MG5_aMC@NLO [59] v2.2.3 interfaced to
Pythia 8.186with theA14 tune for themodeling of the parton shower, hadronization and underlying event.
The ME calculation is performed at leading order and, for the top squark signal, includes the emission
of up to two additional partons. The matching with the parton shower is done using the CKKW-L [60]
prescription, with a matching scale set to one quarter of the pair-produced resonance mass. The PDF
set used for the generation is NNPDF23LO. For the top squark signal generation all the non-SM particle
masses are set to 5 TeV except for the top squark (mt̃ ). The top squark is decayed in Pythia 8 assuming
a 100% branching ratio into b̄s̄. Its width is expected to be small, and negligible with respect to the
detector resolution. The top squark pair-production cross-sections are calculated at next-to-leading order
(NLO) in the strong coupling constant, adding the resummation of soft gluon emission at next-to-leading-
logarithmic accuracy [61–63]. The nominal cross-section and its uncertainty are taken from an envelope
of cross-section predictions using different PDF sets and factorisation and renormalisation scales, as
described in Ref. [64]. The coloron samples are generated with the model described in Ref. [65], where
the couplings of the vector colour octet to all particles except to light-quarks are set to zero. The LO
cross-sections from the generator are used. The coloron samples are also used to set an interpretation
for sgluon pair-production, where they are scaled to the sgluon cross-section computed at NLO with
MG5_aMC@NLO [66, 67]. The sgluons are assumed to decay into two gluons, which in this analysis are
not distinguished from quark-jets.
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Figure 1: Diagrams depicting the direct pair-production of top squarks through strong interactions, with decays into
a d- and an s-quarks (left) or to a b- and an s-quark (right) through the λ ′′ R-parity violating couplings, indicated
by the blue dots.

5 Object reconstruction

Candidate jets are reconstructed from three-dimensional topological energy clusters [68] in the calorimeter
using the anti-kt jet algorithm [69] with a radius parameter of 0.4. Each topological cluster is calibrated to
the electromagnetic scale response prior to jet reconstruction. The reconstructed jets are then calibrated to
the particle level by the application of a jet energy scale (JES) calibration derived from simulation and in
situ corrections based on 13 TeV data [70–72]. The TightBad cleaning quality criteria [73] are imposed
to identify jets arising from non-collision sources or detector noise. Any event containing at least one jet
failing quality requirements with pT > 20 GeV is removed.

Jets containing b-hadrons (b-jets) are tagged by a multivariate algorithm (MV2c10) using information
about the impact parameters of inner detector tracks associated to the jet, the presence of displaced sec-
ondary vertices, and the reconstructed flight paths of b- and c-hadrons inside the jet [74]. A working point
with a 77% efficiency, as determined in a simulated sample of tt̄ events, was chosen. The corresponding
rejection factors against jets originating from c-quarks and from light-quarks or gluons are 4.5 and 130,
respectively [75].

6 Event Selection

Each event is required to have a reconstructed primary vertex consistent in location with the beamspot
envelope, with at least two associated tracks with pT > 400 MeV. If more than one such vertex is found,
the vertex with the largest

∑
p2T of the associated tracks is chosen.

The final state under consideration consists of four jets forming two pairs, originating from a pair of equal
mass resonances. After the trigger requirement, only events with at least four reconstructed jets with
pT > 120 GeV and |η | < 2.4 are retained in the analysis.
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The analysis strategy exploits the case where the resonances are produced with a significant transverse
momentum. As a result the decay products are expected to be close-by. Taking advantage of this property,
candidate resonances are constructed by pairing the four leading jets in the event. Two jet pairs are
identified by minimizing the following quantity:

∆Rmin =
∑
i=1,2
|∆Ri − 1|

where ∆Ri is the angular distance between the two jets for the ith pair and the sum is over the two pairs of
dijets. The offset of −1 has been chosen to maximise the signal efficiency for the masses of interest while
minimizing the effects of soft jets from radiated gluons being recombined with their parent jets in multijet
topologies.

The above criteria define the analysis preselection. Additional selections are applied to further enhance
the signal fraction. These are based on four discriminating variables established from simulation studies
and previous ATLAS searches [32, 35, 36].

To reduce the non-resonant multijet background, where the efficiency of the pairing is expected to be
poor, a quality criterion is applied on the pairing metric. Resonances of larger masses are produced with a
lower boost, and their decay products are less collimated. To compensate for the larger (smaller) angular
separation between the jets at high mass (low mass) this requirement is made dependent on the average
mass of the two resonance candidates in the event, mavg. The event is discarded if the best combination of
the four leading jets satisfies:

∆Rmin > −0.002 · (mavg/GeV − 225) + 0.72 if mavg ≤ 225 GeV
∆Rmin > +0.0013 · (mavg/GeV − 225) + 0.72 if mavg > 225 GeV.

After boosting the system formed by the two resonances into its centre-of-mass frame, the cosine of the
angle that either of them forms with the beamline is defined as | cos(θ∗) |. Background jets from multijet
production are frequently originating from t-channel gluon exchange and are preferentially produced in
the forward region, with | cos(θ∗) | close to one. Jets originating from the signal are instead expected to
be more central and lead to small | cos(θ∗) | values.

Since the two reconstructed resonances are expected to have equal mass, their mass difference is a powerful
discriminant between signal and background. The mass asymmetry (A) is defined as:

A =
|m1 − m2 |

m1 + m2
.

where m1 and m2 are the invariant masses of the two reconstructed dijet pairs. A is expected to be close
to zero for well-paired signal events and is relatively constant for background events.

The distributions of ∆Rmin, A and | cos(θ∗) | at preselection are shown for data, a top squark sample
with a mass of mt̃ = 500 GeV and a coloron sample with mass mρ = 1250 GeV in Fig. 2. Given
the very small signal purity expected before additional selections are applied, the data distribution can
be viewed as representative of the background expectation. Two additional requirements, of A < 0.05
and | cos(θ∗) | < 0.3, define the inclusive signal region (SR), targeting resonance decays into light-quark
or gluons jets. The selections have been determined in an optimisation procedure that maximises the
expected signal significance.
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Figure 2: The distributions of the (a) mass asymmetry (A), the (b) stop pair production angle | cos(θ∗) |, the (c)
smallest angular separation between the two jets in a pair (∆Rmin) and the (d) multiplicity of b-tagged jets. The
distributions are shown after pairing the four jets into resonance candidates, before any additional requirement is
applied. The observed data (black dots) are compared with the distributions expected from a top squark with a mass
of 250 GeV (open blue crosses) or 500 GeV (open blue triangles) and a coloron with a mass of 1.25 TeV (open red
squares). The distributions are normalised to unity and shown after the requirement of four jets paired into two
candidate resonances.
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Figure 3: Distribution of the average mass, mavg, in the inclusive signal region for top squark signals with
mt̃ = 250 GeV, 500 GeV, 750 GeV and coloron signals with mρ = 1.0 TeV, 1.25 TeV, 1.5 TeV.

If RPV couplings involving third generation quarks, λ ′′3i3, dominate a b-quark is expected from each of the
top squark decays. A dedicated b-tagged SR selection is used for this scenario. On top of the requirements
applied in the inclusive selection it requires at least two b-tagged jets to be present in the event, which
significantly reduces the multijet background. The distribution of the number of b-tagged jets after pairing
the four jets into candidate resonances is shown for data and two top squark signals with masses of 250 and
500 GeV in Fig. 2d. An additional factor of about two in background reduction is gained by imposing that
each of the two b-jets is associated with a different reconstructed resonance. This is particularly effective
in reducing the contribution of g → bb̄ splittings, where the two b-jets are typically very collimated.

The final analysis discriminant is the average mass of the two reconstructed resonances:

mavg =
1
2

(m1 + m2)

A peak in mavg at a mass of about that of the resonance is expected for the signal, over a non-peaking
background from multijet processes. Figure 3 shows the expected mavg distribution for signal samples
with different masses. For each mass hypothesis a counting experiment is performed in a window of
the mavg variable optimised to maximise the expected signal significance. The windows range from a
10 GeV width for a 100 GeV top squark to a 200 GeV width for a 1.5 TeV coloron. The mass window
for the highest target mass of 2 TeV considered has no upper edge. For signals closer in mass than the
experimental resolution, the related mass windows partially overlap.

The expected event yields in simulation in 36.7 fb−1 are shown in Table 1 after each different requirement
is applied. The acceptance times efficiency of the inclusive and b-tagged selections as a function of
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Figure 4: The acceptance times efficiency (Acc.×ε) of the inclusive (a) and b-tagged (b) signal region selection
is shown as a function of the resonance mass, m, before and after the mass window requirements are applied.
Top squark signals are indicated by the blue triangles, coloron by the red squares. The statistical uncertainties are
indicated by vertical bars.

Table 1: The expected number of signal events in 36.7 fb−1 from MC simulation for each of the selections applied.
Top squark masses of mt̃ = 100 GeV and mt̃ = 500 GeV and a coloron mass of 1.5 TeV are shown. The statistical
uncertainty of the MC simulation is shown for each selection.

Selection mt̃ = 100 GeV mt̃ = 500 GeV mρ = 1500 GeV

Total 613100 ± 700 18400 ± 130 1710 ± 10
Trigger 221900 ± 420 11900 ± 100 1650 ± 10
∆Rmin 18910 ± 120 2470 ± 50 1050 ± 5

Inclusive selection 1359 ± 36 253 ± 16 51 ± 2

b-tagged selection 569 ± 24 65 ± 8 –
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the signal mass are shown before and after applying the mavg mass window requirement in Fig. 4. The
acceptance of the SR selections increases for large masses due to the four jets from the signal having a
larger pT. However, as the jet pairing does not always correctly assign the resonance candidates for high
masses, the signal has a tail extending to low mavg values, degrading the efficiency of the mass window
selection.

7 Background estimation

The dominant background from multijet production is estimated directly from data, with a method that
predicts both the normalisation and the shape of the mavg distribution. In the b-tagged selection, for mavg
below 200 GeV, the tt̄ contribution becomes significant, and is estimated from simulation.

For the inclusive selection the mavg distribution in the signal region is obtained from data. For each mavg bin
the data sample is divided into one region where the signal selection is applied (D) and three background
dominated control regions (A, C and F). The variables used to define the different regions, summarised
in Fig. 5, are A and | cos(θ∗) |. Provided the two variables defining the regions are uncorrelated, and
the signal leackage in the background dominated regions can be neglected, the amount of background
in the region of interest D can be predicted from the observed number of events in the control regions
as ND = NA × NF/NC . Two additional regions are defined in the A-| cos(θ∗) | plane. They define a
validation region (VR), region E, which is used to test the performance of the data driven method and
assign an uncertainty to the background estimate. The validation region is defined with the same selections
of the signal region, with the asymmetry requirement changed to 0.05 < A < 0.15. The background
contribution in the VR is estimated as NE = NB × NF/NC . In the inclusive selection the data-driven
estimate also accounts for the contribution from the tt̄ production, which amounts to less than 1% of
the total background for mavg < 200 GeV, and is negligible above. The linear correlation between the
| cos(θ∗) | andA variables has been evaluated in data and simulated multijet samples, where it amounts to
1.8% and 2.2%, respectively. To reduce the impact of correlations observed in data at large mavg and high
A values the A-| cos(θ∗) | plane is restricted to 0.0 < A < 0.7 and 0.0 < | cos(θ∗) | < 0.7.

For the b-tagged selection the large amount of signal contamination present in region A would potentially
bias the result of the background estimate. The multijet background for this selection is thus estimated
in two steps. The shape of the mavg distribution is first predicted in a region with a b-tag veto (zero-
tag) and then extrapolated to the b-tagged signal region. The mavg distribution in the zero-tag region is
obtainedwith a data-driven estimate, analogously to the inclusive selection. The zero-tag prediction is then
extrapolated to the two b-tag plane bymeans of projection factors computed bin-by-bin in mavg, similarly to
the approach described in Ref. [36]. The projection factors, for a given mavg bin and region X, are defined
as the ratio between the number of events in the two-tag over the zero-tag planes (NX2/NX0). To avoid
being sensitive to signal contamination the projection factor is evaluated in region F. The contributions
from multi-jet and tt̄ production have different scaling going from the zero- to the b-tagged selection.
Hence, simulated samples are used to subtract the tt̄ contribution in all control regions. The tt̄ estimate
in the signal region is then obtained directly from the simulation, considering all relevant modeling and
experimental uncertainties.

The observed number of events in each of the regions used in the background estimate of both the inclusive
and b-tagged selections is shown before applying the mass window requirements in Table 2. Within the
statistical uncertainties the method is seen to well reproduce both the normalisation and the shape of
mavg in the VRs. The agreement observed in the VRs is used to derive a systematic uncertainty on the
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Figure 5: Scheme of the control regions in the | cos(θ∗) | and A plane defined to estimate the multijet background
and to obtain the related uncertainty.

background estimate in the SR. In each mavg mass window the difference between the observed data and
the prediction in the VR (non-closure) is computed. The largest between the observed non-closure in the
VR and the statistical uncertainty of the data-driven method is assigned as uncertainty on the background
estimate. To obtain a monotonically increasing uncertainty as a function of mass, and avoid to quote an
unphysically small value of the systematic uncertainty for the mass windows where it crosses sign, this
uncertainty is further smoothed as a function of mavg. The Nadaraya-Watson [76, 77] kernel regression
estimate is used for the smoothing, with a bandwidth of 500 GeV (meaning that the quartiles of the kernels
are placed at ±125 GeV). The uncertainties assigned on the background prediction in the inclusive and
b-tagged selections are summarised in Fig. 6.

8 Systematic Uncertainties

While the multijet background uncertainties pertain primarily to the estimation method itself, the top
background and the signals are also affected by uncertainties related to the description of detector effects
and to the physics modelling of the MC simulation.

The dominant detector-related systematic effects are due to the uncertainties on the jet energy scale (JES)
[72] and resolution (JER) [78] and from the b-tagging efficiency and mistag rate [75].

Since MC simulation is used to determine the contribution from top events in the b-tagged signal region,
systematic uncertainties related to the MC generator of the process need to be estimated. These are
evaluated by comparing the nominal samples to additional sampleswith systematic variations. Amodelling
uncertainty is derived by comparing the predictions of the nominal sample with a sample produced with
Powheg interfaced with Herwig++ 2.7.1, or with MG5_aMC@NLO and showered with Herwig++. In
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Figure 6: The uncertainty on the data-driven background estimate in the signal regions, computed in the mavg mass
windows defined for different target masses, and shown for the inclusive (left) and b-tagged (right) selections. The
uncertainty arising from the non-closure in the validation region is shown with a red dashed line and compared with
the statistical uncertainty of the data-driven prediction shown as an orange dashed line. The additional uncertainty
on theMC estimate of the top background in the b-tagged region is shown as a dotted blue line. The total uncertainty,
obtained by adding in quadrature the different components, is indicated by a black solid line.

addition the difference in the prediction obtained by modifying the parton-shower intensity and the hdamp
parameter in the nominal sample is taken as uncertainty. The size of the total tt̄ systematic uncertainty
is up to 40% for mavg below 200 GeV, while above 200 GeV the tt̄ background contribution becomes
negligible.

The total detector related uncertainties on the signal amount to about 10% for the inclusive selection and to
about 15% for the b-tagged selection. For top squark production the nominal signal cross-sections and their
uncertainties are taken from an envelope of cross-section predictions derived using different PDF sets and
different factorisation and renormalisation scales, as described in Ref. [64]. The theoretical uncertainties
on the acceptance of the signal simulation include variations of the renormalisation and factorisation
scales, the CKKW-L merging scales, and the value of the strong coupling constant in MG5_aMC@NLO
as well as parton shower uncertainties in Pythia 8 evaluated from variations of the A14 parameters set.
After normalising the samples to the same cross-section, the difference in the yield in the mass window,
which is typically below 1%, is considered as an uncertainty.

9 Results and interpretation

The mavg distribution in the inclusive and b-tagged signal region selections are shown in Fig. 7. Agreement
is observed between data and the expected background. The expected number of background and signal
events in the SR and their uncertainties are reported for the mass windows defined for top squark and
coloron signals in Tables 3 and 4, respectively. Table 5 presents the numbers in the top squark mass
windows of the b-tagged selection.

To estimate the compatibility of data with a generic resonance mass hypothesis, the mavg distribution
is scanned in 12.5 GeV steps. The mavg window for an arbitrary mass is obtained from a linear fit to
the lower and upper edges of the windows obtained for the simulated signal masses. For each mass an
SM background p0-value is computed, as shown in Fig. 8 for the inclusive (left) and b-tagged selections
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Table 2: The observed number of events and the predicted tt̄ contribution in each of the regions used in the
background estimate, for each b-tag multiplicity. The expected fractional signal contributions are shown for the
mass windows corresponding to mt̃ = 125 GeV, 250 GeV, 500 GeV, and 800 GeV. For the mt̃ = 125 GeV, 250 GeV
mass windows the fractions of tt̄ are also shown. The tt̄ systematic uncertainties include both the detector-level
uncertainties and the theoretical uncertainties, as described in Section 8.

Region Ndata Nt t̄ (± stat. ± syst.) [120, 135]GeV [230, 260]GeV [455, 515]GeV [720, 820]GeV
NSig
NData

Nt t̄
NData

NSig
NData

Nt t̄
NData

NSig
NData

NSig
NData

Inclusive selection

A 256 937 5 044 ± 76 ± 1 100 7.2 % 5.8 % 5.6 % 0.28 % 3.1 % 1.7 %
B 508 589 8 900 ± 100 ± 1 400 1.95 % 4.7 % 1.3 % 0.24 % 0.6 % 0.4 %
C 1 154 721 13 080 ± 120 ± 2 000 0.17 % 2.3 % 0.16 % 0.43 % 0.07 % 0.07 %

D (SR) 154 750 3 826 ± 66 ± 810 14.0 % 7.0 % 10.5 % 0.31 % 6.3 % 3.5 %
E (VR) 307 268 6 578 ± 87 ± 1 000 3.86 % 6.0 % 2.2 % 0.33 % 1.4 % 0.8 %

F 694 492 9 920 ± 110 ± 1 900 0.29 % 3.5 % 0.3 % 0.57 % 0.2 % 0.13 %

Zero-tag selection

A 184 432 580 ± 27 ± 85 0.56 % 0.53 % 0.44 % 0.11 % 0.50 % 0.46 %
B 366 003 1 165 ± 38 ± 210 0.14 % 0.57 % 0.18 % 0.10 % 0.12 % 0.19 %
C 834 944 2 352 ± 53 ± 400 0.07 % 0.66 % 0.03 % 0.13 % 0.02 % 0.04 %
D 110 071 506 ± 26 ± 94 1.18 % 0.72 % 1.65 % 0.16 % 1.48 % 1.3 %
E 219 366 831 ± 32 ± 180 0.45 % 0.67 % 0.24 % 0.11 % 0.10 % 0.4 %
F 498 751 1 743 ± 46 ± 290 0.07 % 0.83 % 0.08 % 0.20 % 0.08 % 0.04 %

b-tagged selection

A 8 484 2 375 ± 53 ± 900 82 % 64 % 12 % 0.94 % 43 % 18.2 %
B 16 113 3 614 ± 64 ± 870 23 % 53 % 23 % 1.4 % 11 % 4.5 %
C 32 759 3 681 ± 63 ± 840 1.2 % 31 % 1.3 % 2.2 % 0.38 % 0.1 %

D (SR) 5 603 1 707 ± 44 ± 500 135 % 64 % 181 % 0.54 % 70 % 24.6 %
E (VR) 10 531 2 678 ± 55 ± 500 38 % 58 % 35 % 0.9 % 20 % 9.2 %

F 20 856 2 904 ± 56 ± 720 2.3 % 37 % 31 % 2.7 % 1.4 % 0.7 %

(right). The largest deviation is found in the b-tagged selection for a mass of 463 GeV, corresponding to
a p0-value of 0.005.

The expected p0-values in each mass window are also evaluated for potential signals. A three sigma signal
sensitivity is expected for top squark masses up to 350 GeV with the inclusive selection and 450 GeV with
the b-tagged selection. For colorons a three sigma sensitivity is expected for masses up to 1.4 TeV.

In the absence of a statistically significant excess in data, exclusion limits can be derived on the signal
models of interest. The inclusive selection is used to set a limit on top squark, sgluon and coloron
production with decays into pair of jets, while the two-tag selection is used to interpret the search for top
squark pair production with decays into a b- and a light-jet. A profile likelihood ratio combining Poisson
probabilities for signal and background is computed to determine the 95% CL for compatibility of the
data with the signal-plus-background hypothesis (CLs+b) [79]. A similar calculation is performed for the
background-only hypothesis (CLb). From the ratio of these two quantities, the confidence level for the
presence of a signal (CLs ) is determined [80]. Systematic uncertainties are treated as nuisance parameters
and are assumed to follow Gaussian distributions. The results are evaluated using pseudo-experiments.
This procedure is implemented using a software framework for statistical data analysis, HistFitter [81].
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Table 3: The observed number of events in the data, NData, the estimated number of background, NBkg, and expected
signal, NSig, events with their statistical and systematic uncertainties computed in the top squark mass windows of
the inclusive selection.

mt̃ [GeV] Window [GeV] NData NBkg (± stat. ± syst.) NSig (± stat. ± syst.)

100 [100, 110] 5899 5 910 ± 90 ± 70 519 ±23 ± 68
125 [120, 135] 13497 13 450 ±120 ±180 1 890 ±50 ±190
150 [140, 160] 18609 18 390 ±130 ±250 2 540 ±50 ±130
175 [165, 185] 17742 17 800 ±130 ±250 2 280 ±50 ±210
200 [185, 210] 19844 19 660 ±140 ±290 2 250 ±50 ±170
225 [210, 235] 14898 15 180 ±120 ±230 1 620 ±40 ±100
250 [230, 260] 13689 13 750 ±110 ±220 1 440 ±80 ±140
275 [255, 285] 9808 9 860 ± 10 ± 70 1 010 ±70 ± 80
300 [275, 310] 8514 8 790 ± 90 ± 60 789 ±52 ± 31
325 [300, 335] 6180 6 330 ± 80 ± 20 600 ±50 ± 50
350 [320, 365] 5802 5 900 ± 70 ± 20 509 ±39 ± 19
375 [345, 390] 4113 4 250 ± 60 ± 90 324 ±25 ± 31
400 [365, 415] 3531 3 590 ± 60 ± 90 274 ±14 ± 18
425 [385, 440] 3108 3 010 ± 50 ± 80 198 ±23 ± 1
450 [410, 465] 2281 2 230 ± 40 ± 60 154 ±17 ± 27
475 [430, 490] 1906 1 920 ± 40 ± 60 116 ±12 ± 8
500 [455, 515] 1495 1 513 ± 35 ± 49 94 ±10 ± 8
525 [475, 540] 1318 1 327 ± 33 ± 46 71 ± 7 ± 4
550 [500, 565] 1050 1 048 ± 29 ± 39 48.5 ± 5.4 ± 2.2
575 [520, 590] 924 912 ± 27 ± 36 44 ± 4 ± 4
600 [545, 620] 745 744 ± 25 ± 31 36.9 ± 1.6 ± 2.3
625 [565, 645] 645 626 ± 22 ± 28 30.3 ± 2.8 ± 3.4
650 [585, 670] 536 554 ± 21 ± 26 23.3 ± 2.1 ± 1.9
675 [610, 695] 438 473 ± 19 ± 24 20.3 ± 1.6 ± 0.9
700 [630, 720] 404 422 ± 18 ± 22 15.4 ± 1.2 ± 0.9
725 [655, 745] 341 335 ± 16 ± 18 13.6 ± 1.0 ± 0.9
750 [675, 770] 306 310 ± 16 ± 18 12.4 ± 0.9 ± 0.9
775 [700, 795] 265 243 ± 14 ± 14 9.7 ± 0.7 ± 0.7
800 [720, 820] 238 205 ± 12 ± 13 8.5 ± 0.6 ± 0.6

Table 4: The observed number of events in the data, NData, the estimated number of background, NBkg, and signal,
NSig, events with their statistical and systematic uncertainties computed in the coloron mass windows of the inclusive
selection.

mρ [GeV] Window [GeV] NData NBkg (± stat. ± syst.) NSig (± stat. ± syst.)

500 [455, 515] 1495 1 513 ±35 ±15 23 000 ±1 900 ±1 200
625 [565, 645] 645 626 ±22 ±35 7 050 ± 370 ± 350
750 [675, 770] 306 310 ±15 ±30 2 510 ± 170 ± 120
875 [790, 900] 166 144 ±10 ±16 1 020 ± 56 ± 23
1000 [900, 1025] 79 96 ± 9 ± 8 416 ± 25 ± 17
1125 [1010, 1155] 46 58 ± 7 ± 5 154 ± 8 ± 5
1250 [1120, 1280] 27 36 ± 5 ± 3 73 ± 4 ± 4
1275 [1145, 1305] 23 34 ± 5 ± 4 68.6 ± 3.3 ± 1.4
1375 [1235, 1410] 9 17 ± 3 ± 3 51.0 ± 2.0 ± 1.2
1500 [1345, 1535] 13 14 ± 3 ± 1.6 12.9 ± 0.8 ± 0.4
1625 [1455, 1665] 7 8.7 ± 2.6 ± 0.6 12.9 ± 0.8 ± 0.4
1750 [ 1565, 1790 ] 6 4.8 ± 2.0 ± 2.6 2.8 ± 0.1 ± 0.1
1875 [ 1680, 1920 ] 4 5.3 ± 2.2 ± 3.5 1.3 ± 0.1 ± 0.1
2000 [1790,∞] 2 2.1 ± 1.2 ± 0.4 0.6 ± 0.1 ± 0.1
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Figure 7: The mavg spectrum in the signal region for the inclusive (left) and two-tag (right) selections shown in
linear (top) and logarithmic scale (bottom). The data (black points) are compared to the total background prediction
(red line) estimated with the data-driven method. The fraction of background coming from top-pair production is
shown in orange. The statistical uncertainties of the prediction are shown in the grey hatched band. Signals of
different masses are overlayed in different colours.
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Figure 8: The observed local p0-value (black line) in the inclusive (left) and two-tag (right) selections, shown as a
function of the resonance mass hypothesis considered.
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Table 5: The observed number of events in the data, NData, and the estimated number of background, NBkg, and
expected signal, NSig, events with their statistical and systematic uncertainties computed in each mass window of
the two-tag selection.

mt̃ [GeV] Window [GeV] NData NBkg (± stat. ± syst.) NSig (± stat. ± syst.)

100 [100, 110] 256 285 ±18 ± 51 308 ±18 ± 52
125 [120, 135] 803 798 ±28 ±107 1 090 ±40 ±140
150 [140, 160] 809 789 ±23 ±132 1 510 ±40 ±130
175 [165, 185] 544 555 ±16 ± 47 1 300 ±40 ±140
200 [185, 210] 592 554 ±13 ± 47 1 220 ±40 ±110
225 [210, 235] 414 436 ±11 ± 35 893 ±28 ± 90
250 [230, 260] 416 385 ±10 ± 32 750 ±60 ±120
275 [255, 285] 302 283 ± 8 ± 24 480 ±50 ± 60
300 [275, 310] 242 250 ± 8 ± 23 390 ±40 ± 50
325 [300, 335] 181 179 ± 6 ± 17 273 ±33 ± 34
350 [320, 365] 169 161 ± 6 ± 16 225 ±25 ± 20
375 [345, 390] 110 111 ± 5 ± 12 147 ±16 ± 22
400 [365, 415] 80 96 ± 4 ± 11 114 ± 9 ± 12
425 [385, 440] 85 79 ± 4 ± 10 76 ±14 ± 11
450 [410, 465] 71 54.2 ± 3.0 ± 7.1 48 ± 9 ± 10
475 [430, 490] 67 46.8 ± 2.7 ± 6.5 40 ± 7 ± 5
500 [455, 515] 38 35.8 ± 2.3 ± 5.3 26 ± 5 ± 5
525 [475, 540] 31 35.1 ± 2.3 ± 5.5 21.7 ± 3.9 ± 2.8
550 [500, 565] 20 30.2 ± 2.1 ± 5.0 12.4 ± 2.5 ± 2.3
575 [520, 590] 14 26.3 ± 2.0 ± 4.6 17.5 ± 2.7 ± 3.5
600 [545, 620] 14 19.5 ± 1.6 ± 3.5 11.4 ± 0.9 ± 1.5
625 [565, 645] 15 15.8 ± 1.4 ± 3.0 9.3 ± 1.5 ± 1.4
650 [585, 670] 14 14.6 ± 1.3 ± 2.9 6.9 ± 1.2 ± 1.1
675 [610, 695] 13 13.6 ± 1.3 ± 2.8 5.5 ± 0.8 ± 0.6
700 [630, 720] 6 12.1 ± 1.2 ± 2.6 4.3 ± 0.6 ± 0.5
725 [655, 745] 5 9.9 ± 1.1 ± 2.2 4.4 ± 0.6 ± 0.8
750 [675, 770] 4 8.4 ± 0.1 ± 1.9 3.4 ± 0.5 ± 0.5
775 [700, 795] 8 6.9 ± 0.9 ± 1.6 2.4 ± 0.3 ± 0.5
800 [720, 820] 7 5.3 ± 0.7 ± 1.3 1.7 ± 0.3 ± 0.2

The observed and expected 95% CL upper limits on the allowed cross-sections are shown in Fig. 9. For
top squarks decays into two quarks, the expected limit goes from 100 GeV to 430 GeV, with the observed
limit excluding masses between 100 GeV and 410 GeV. If the top squark decay is into a b-quark and
a light-quark, masses between 100 GeV and 530 GeV are expected to be excluded, with the observed
exclusion ranging from 100 GeV to 470 GeV and from 480 GeV to 610 GeV. Pair-produced scalar gluons
with decays into two gluons are excluded up to a mass of 800 GeV. Pair produced colorons coupling only
to light quarks are excluded up to a mass of 1.5 TeV.
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Figure 9: The 95% CL upper limit on the σ × BR compared to the theoretical cross-section for the direct pair-
production of top squark with decays into (a) q̄q̄′ or (b) b̄s̄ and (c) high mass colorons decaying into qq and sgluons
decaying into gg. The dashed black and solid red lines show the 95% CL expected and observed limits respectively,
including all uncertainties except the theoretical signal cross-section uncertainty. The solid yellow (green) band
around the expected limit shows the ±1σ (±2σ) uncertainties around this limit. The shaded coloured cross-section
band indicates the ±1σ variations due to theoretical uncertainties on the signal production cross-section given by
renormalisation and factorisation scale and PDF uncertainties.
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10 Conclusion

A search has been presented for the pair production of coloured resonances, each decaying into two jets.
The analysis uses 36.7 fb−1 of pp collision data recorded in 2015 and 2016 by the ATLAS experiment at
√

s = 13 TeV. An inclusive selection and a selection with two b-tagged jets in the event are defined, and
counting experiments are performed in windows of the average mass of the two resonance candidates. No
significant deviation from the background prediction is observed. The results are interpreted in a SUSY
simplified model with a top squark LSP which is pair-produced and decays promptly into two quarks
through the λ ′′ R-parity violating couplings. For decays into two quarks top squark masses between
100GeV < mt̃ < 410GeV are excluded at 95% CL. If the top squark decays into a b-quark and a light-
quark masses between 100GeV < mt̃ < 470GeV and 480GeV < mt̃ < 610GeV are excluded at 95% CL.
Limits on the pair production of scalar gluons with decays into two-gluons reach masses of 800 GeV.
Vector color octet resonances coupling only to light quarks are excluded up to masses of 1.5 TeV.
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