
LEVERAGING CROSS-CORRELATIONS:
COSMOLOGY WITH THE KINEMATIC SUNYAEV

ZEL’DOVICH EFFECT

A Dissertation

Presented to the Faculty of the Graduate School

of Cornell University

in Partial Fulfillment of the Requirements for the Degree of

Doctor of Philosophy

by

Victoria Rose Calafut

August 2020



c© 2020 Victoria Rose Calafut

ALL RIGHTS RESERVED



LEVERAGING CROSS-CORRELATIONS: COSMOLOGY WITH THE

KINEMATIC SUNYAEV ZEL’DOVICH EFFECT

Victoria Rose Calafut, Ph.D.

Cornell University 2020

The current era is one of a wealth of incoming high precision cosmological data from

cosmic microwave background (CMB) and large scale structure (LSS) surveys. Yield-

ing precise measurements of the kinematic Sunyaev-Zel’dovich (kSZ) effect, by cross-

correlations between the two, has the potential to take advantage of this unique time.

In the first chapter of this thesis, we conduct a study on how to achieve this, focusing

primarily on systematic effects such as miscentering. Photometric and spectroscopic

galaxy tracers from SDSS, WISE, and DECaLs are considered in combination with

CMB data from Planck and WMAP. With two complementary techniques, analytic off-

set modeling and direct comparisons of redMaPPer brightest and central catalog sam-

ples, we find that miscentering uncertainties average to 0.4 − 0.7σ for the Planck kSZ

statistical error budget obtained with a jackknife (JK) estimator. Our results demonstrate

that uncertainties introduced through using galaxy proxies for cluster locations will need

to be fully incorporated, and actively mitigated, for the kSZ to reach its full potential

as a cosmological constraining tool for dark energy and neutrino physics. A 5.1σ de-

tection of the pairwise kSZ signal results is obtained with four seasons of ACTPol data

in combination with Planck CMB with the luminous red galaxy sample from the Sloan

Digital Sky Survey Baryonic Acoustic Oscillation Survey (SDSS BOSS) DR15 cata-

log, in Chapter 2. We utilize the constraining power of the kSZ effect by fitting each of

nine luminosity selected samples to theoretical pairwise predictions, to find kSZ-derived

mass-averaged optical depths, τ, and their evolution as a function of cluster mass assum-



ing a Planck cosmology.
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CHAPTER 1

INTRODUCTION

1.1 The dark energy paradigm

Deciphering the origins of accelerated cosmic expansion [58, 61], encapsulated in the

nature of dark energy, is utmost goal in modern cosmology. It is governed by the the

scale factor a, used to define the Hubble rate,

H(t) ≡
da/dt

a
, (1.1)

measuring the rate of change of the scale factor. More generally, the evolution of the

scale factor is given by the Friedmann equations

H2(a) =

( ȧ
a

2)
=

8πG
3
−

k
a2 (1.2)

and

Ḣ + H2 =
ä
a

= −4πG3(ρ + 3P) =
4πG

3
ρ(1 + 3w), (1.3)

where k is the curvature parameter, which is 1,0, or –1 for a closed, flat, or open universe,

respectively. Setting this aside, let us look at the Einstein equations of General Relativity

(GR)

Gµν = Rµν −
1
2

gµνR = 8πGTµν (1.4)

where Rµν is the Ricci tensor and R = Rµνgµν is the Ricci scalar. Tµν is the energy-

momentum tensor. Here c = h̄ = 1. For an isotropic perfect fluid, the energy-momentum

tensor can be written as a matrix
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T µ
ν =



−ρ 0 0 0

0 P 0 0

0 0 P 0

0 0 0 P


(1.5)

in which P is pressure and ρ is density. Taking ∇µT µν = 0 yields the continuity equation

ρ̇ + 3Hρ(1 + w) = 0, (1.6)

where the equation of state is given by w = P/ρ, which parameterizes the energy density

of the universe: a cosmological constant corresponds to w = −1, matter to w = 0, and

radiation to 1/3.

Dark energy manifests only through its indirect effects: the gravitionally attractive

properties of Standard Model particles and dark matter and observed deviations of the

laws of gravity from those predicted by GR. Solving 1.5, the Friedmann-Roberston-

Walker (FRW) metric describes an expanding homogeneous and isotropic universe with-

out any such modifications:

ds2 = gµνdxµdxν = dt2 + a2(t)δi jdxidx j, (1.7)

where δi j is the Kronecker delta. It is from equations 1.5 and 1.7 that 1.2 and 1.3 are

derived.

To determine if dark energy is a cosmological constant, a novel type of matter, or ev-

idence that gravity deviates from GR on cosmic scales, there are three principal cosmo-

logical tracers of the gravitational field: the velocities and positions of massive objects

and the distortion they create in the geodesic paths of light from more distant objects

[58]. We will focus shortly on the utilization on the kinematic Sunyaev-Zel’dovich

(kSZ) effect, one of these types of tracers.
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1.2 The kSZ effect: cross-correlating CMB and LSS

The Cosmic Microwave Background (CMB) anisotropies are one of the most powerful

probes in the early universe. The photons in the CMB last scattered off electrons at

redshift 1100 and have since traversed the universe. Collisions with electrons before last

scattering yielded the specific intensity of the CMB to be that of a blackbody spectrum:

Iν =
4πh̄ν3/c2

exp(2πh̄ν/kBT ) − 1
, (1.8)

where kB is the Boltzmann constant, ν is the frequency, and T is the absolute tempera-

ture.

Galaxy clusters, each containing hundreds to thousands of galaxies, are the largest

gravitationally collapsed cosmological structures [27]. Though the universe appears

homogenous and isotropic on large scales, galaxies and galaxy clusters form from initial

local matter overdensities and evolve to form the LSS of the universe. According to

linear theory the matter overdensity, δm, connects the time evolution of perturbations to

the dark matter velocity via

δ̇m ∝ vm. (1.9)

The linear perturbation equations have a solution of the form δm(~x, t) = Da(t)δ(x), where

Da is the growth factor. The growth rate at a given scale factor is defined as

fg(a) ≡
dlnDa

dlna
, (1.10)

which describes the growth of structure. In terms of the growth index γ,

fg(a) ≈ Ωm(a)γ, (1.11)

where γ ' 0.55 under standard gravity.

Putting the two together, these peculiar motions of galaxy clusters relative to the

Cosmic Microwave Background (CMB) rest-frame create Doppler-shift imprints in the

3



primordial CMB photons as the traverse through the cluster environments and interact

with the hot gas they contain. This secondary anisotropy or Doppler shift is known as

the kSZ effect. The CMB temperature shift induced by the galaxy cluster’s peculiar

motion is given by [76],

δTkS Z

T0
(r̂) = −

∫
dlσT ne

v · r̂
c
, (1.12)

where ne is the electron number density and σT is the Thomson cross-section. A positive

peculiar velocity, v, relates to motion away from the observer, so induces a negative kSZ

effect.

Concurrently with the kSZ, the CMB photons are also heated up by the cluster gas,

the thermal Sunyaev-Zel’dovich effect (tSZ). While the tSZ has a distinctive frequency

dependence that can be used to extract it from multi-frequency measurements, the kSZ

effect is frequency-independent and approximately twenty times weaker, which make

its detection challenging.

The growth of structure is dependent on the underlying theory of gravity. As such,

tracers of the underlying dark matter velocity distribution can be used to constrain cos-

mology and modified gravity models, given the theoretical relationship in equation in

1.7. We will now demonstrate how pairwise kSZ motions represent a probe for cosmo-

logical constraints.

Assuming linear theory to describe the mean pairwise streaming velocity, v, between

two dark matter particles, in terms of their comoving separation r = |~ri − ~r j|, where ri

and r j are their positions,

v(r) = −
2
3

fg(a)H(a)ar
ξ̄(r, a)

1 + ξ(r, a)
, (1.13)

in which ξ is the dark matter 2-point correlation function and ξ̄ is the volume-averaged
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correlation function, defined as follows:

ξ(r, a) =
1

2π2

∫
dkk2 j0(kr)P(k, a), (1.14)

ξ̄(r, a) =
3
r3

∫ r3

0
dr′ξ(r, a), (1.15)

where P(k, a) is the dark matter power spectrum and j0 = sin(x)/x is the 0th order Bessel

function.

On scales of the order of ∼100 Mpcs, the gravitational attraction between clusters

of galaxies causes them to move inward towards each other on average. As such, a

pairwise statistic is utilized to extract the kSZ effect and is a useful approach because of

its dependence on linear differences of measured temperatures on the sky at the positions

of clusters, averaging out contaminating signals like the tSZ signal and dust emission.

The pairwise kSZ momentum is shown to have the potential to probe the LSS growth

rate (equations 1.7 and 1.8), being sensitive to both the cluster peculiar velocity and

optical depth as in equation 1.9. This provides insights to the evolution of dark energy,

cosmic modifications to gravity over cosmic time, and constraints on the sum of the

neutrino masses [16, 54, 53, 26].

1.3 Measuring the kSZ effect

As discussed, to obtain pairwise kSZ measurements, an overlapping CMB map and

galaxy survey are required. Typically, luminous red galaxies (LRGs) are used to rep-

resent the galaxy cluster center, the location of the temperature distortion of the CMB

photons photons due to the motion of cluster’s ionized gas. It is thought that LRGs trace

cluster centers, and the most massive are Bright Halo Galaxies (BHG), since the central

galaxy in the dark matter halo is the most massive and luminous galaxy due to contin-
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ued gas accretion. The Sloan Digital Sky Survey (SDSS) [29] is a spectroscopic survey,

while the Dark Energy Survey [72] and Wide-field Infrared Survey Explorer (WISE)

measure photometric data and as such induce photometric redshift uncertainities. Un-

like other methods, the pairwise estimator is sensitive to redshift.

When cross-correlating with CMB maps, the relative resolution compared to the

characteristic size of a galaxy cluster is significant. Assuming a cluster of size 1 Mpc, for

galaxies at redshifts comparable to those in SDSS-BOSS, the angular-diameter distance

corresponds to around 2 arcmin. For comparison, the Planck collaboration has made 5,

8, and 12 arcmin CMB measurements [5], while the newest combined ACTPol-Planck

maps have reached 0.5 arcminute resolution.

Looking forward, there are several current and upcoming surveys and next gener-

ation CMB science experiments with which kSZ science can be done. With multi-

frequency data and increased detection area, there is potential for the increased SNR

measurements. Such instruments include Simon’s Observatory (SO), CMB-S4, CCAT,

Euclid, and the Dark Energy Spectroscopic Instrument (DESI).

1.4 Overview

In Chapter 2, this miscentering problem is discussed and analyzed in-depth, utilizing

Planck CMB maps. In Chapter 3, a 5.1σ pairwise kSZ signal is detected using ACTPol

and ACT+Planck CMB maps. A study of systemics or analysis assumptions, respec-

tively, is undertaken in each. Our measurements are fit to theory predictions to obtain

optical depth estimates (in Chapter 3). Our conclusions are drawn together in Chapter

4. The analysis assumptions discussed in Chapter 3 are laid out in detail in Appendix A.
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CHAPTER 2

CLUSTER MISLOCATION IN KINEMATIC SUNYAEV ZEL’DOVICH (KSZ)

EFFECT EXTRACTION

2.1 Introduction

The last decade has seen large scale primordial Cosmic Microwave Background (CMB)

temperature and polarization anisotropies measured down to cosmic variance levels,

with the Wilkinson Microwave Anisotropy Probe (WMAP) [36], and Planck [59] satel-

lites. Concurrently, the measurement of anisotropies at arcminute scales, for example

with Planck [5], the Atacama Cosmology Telescope (ACT) [20], and South Pole Tele-

scope (SPT) [70], has led to first detections of secondary anisotropies, those imprinted in

the CMB, following recombination, as the photons traverse large scale structures. This

includes the measurement of the thermal and kinetic Sunyaev-Zel’dovich effects (tSZ

and kSZ, respectively) [75] and gravitational lensing of the CMB [35]. This work has

been published as [17].

Marked improvements in sensitivity, and an expansion of frequencies surveyed, at

arcminute scales will be available with upgrades to the ACT and SPT facilities, Ad-

vanced ACTPol [56] and SPT-3G 1, and the construction of new facilities, including the

Simons Observatory 2, the CCAT-prime observatory 3 and a next generation ‘Stage-4’

ground-based CMB experiment, “CMB-S4” [2]. These promise a wealth of secondary

anisotropy data that could provide rich and mutually complementary information about

the properties and evolution of galaxies and galaxy clusters, based on tracers of the

ionized gas and gravitational potential.

1https://pole.uchicago.edu
2http://simonsobservatory.org/
3https://www.ccatobservatory.org/
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This chapter focuses on the impact of extraction and analysis assumptions on kSZ

signal and covariance estimation. The kSZ effect is a Doppler distortion in the CMB

produced by the bulk motion of the cluster with respect to the CMB rest frame. Accu-

rate measurements of the kSZ might therefore allow the inference of peculiar motions

of the most massive structures in the universe, and provide a powerful probe of the

large scale structure (LSS) of the universe. The LSS growth rate can provide insights

to central questions in cosmology, including the evolution of dark energy and cosmic

modifications to gravity over cosmic time, and constraints on the sum of the neutrino

masses [16, 53, 54, 26].

While the tSZ has a distinctive frequency dependence that can be used to extract

it from multi-frequency measurements, the kSZ effect is frequency-independent and

approximately twenty times weaker. A variety of techniques are being developed to ex-

tract the kSZ at cluster locations obtained from external LSS survey catalogs at other

frequencies. Cluster bulk flows have been estimated with the kSZ effect [28, 41, 44]

using WMAP and Planck data and X-ray detected clusters [43, 42, 57, 52, 60]. Com-

bined kSZ and tSZ measurements of individual clusters have yielded constraints on their

peculiar velocities [37, 12].

A number of recent surveys have demonstrated the potential for extracting the pair-

wise kSZ signal from CMB data in combination with galaxy surveys to locate the clus-

ters [43, 41, 25, 46, 74]. The first statistically significant kSZ detection was achieved

using the pairwise estimator with ACT CMB data [30] in tandem with spectroscopic lu-

minous red galaxies (LRGs) from the Baryon Oscillation Spectroscopic Survey (BOSS)

survey [7]. This has been extended upon with kSZ measurements from SPT [72] in

combination with photometric galaxy survey information from the Dark Energy Survey

(DES) [65], with Planck [5] in combination with the Sloan Digital Sky Survey (SDSS)
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Central Galaxy Catalog (CGC) [1] and from ACTPol with BOSS [69, 23]. New tech-

niques beyond the pairwise statistic have recently been developed to measure the kSZ

signal, including new matched-filter estimators [48] and three-point statistics [34, 24].

Galaxies are often used as proxies to identify and locate the centers of galaxy clus-

ters for kSZ extraction. A typical assumption is that the brightest halo galaxy (BHG)

pinpoints the center of the cluster region where the temperature of the CMB photons is

altered due to the motion of cluster’s ionized gas. This approach follows the ‘Central

Galaxy Paradigm’ [77] in which the central galaxy in the dark matter halo is the most

massive and luminous galaxy due to continued gas accretion, relative to tidal stripping

and ram-pressure quenching of star formation in captured satellite galaxies. In obser-

vations, miscentering biases can arise from the misindentification of the cluster central

galaxy. In spectroscopically selected galaxy catalogs, luminosity and color cuts are used

to isolate the brightest, red galaxies. Photometrically selected catalogs can typically in-

clude many cluster members, or potential members, not just the single brightest, and

have been used to determine how well BHGs trace the cluster center.

In simulations the cluster central galaxy is defined as the location of the gravitational

potential minimum, coinciding with the projected center of the electron distribution

for kSZ extraction. Using the Red-sequence Matched-filter Probabilistic Percolation

(redMaPPer) [63] algorithm studies have found ∼20% [39] to ∼40% [71] of the BHGs

are off-centered when considering ranked centering and cluster membership probabili-

ties. As a result there can be detriments to the kSZ signal due to the fact that even the

true BHG does not always trace the location of the potential minimum [26]. RedMaP-

Per has also provided evidence of anti-correlations between central galaxy brightness

and cluster mass at fixed richness that could signal cluster mergers that might result

in galaxy position disruption that would effect the applicability of the central galaxy
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paradigm [39]. A variety of analytical offset models, based on observations, are also

used to model and quantify the impact of miscentering for BHG data; they typically

assume a fraction of galaxies have a Gaussian, or double Gaussian, miscentering distri-

bution [40, 68]. Previous miscentering work has been done applying analytical offset

models with simulations, finding a biased amplitude averaged over separation bins up to

200 Mpc as large as 11% [26].

In addition to transverse mis-identification of cluster positions, photometric redshift

errors induce radial uncertainties in cluster locations that can also dilute statistical power

in the pairwise estimator [45, 72].

In this chapter we characterize the size and nature of the impact of a variety of anal-

ysis assumptions for the extraction of the pairwise kSZ signal and covariance estimation

for current CMB and LSS datasets. We consider different covariance estimation tech-

niques, assumptions in kSZ decrement estimation, and the impact of both transverse

miscentering and photometric redshift (‘photo-z’) errors. We utilize data from Planck

and WMAP CMB surveys, and SDSS, WISE, and DECaLs LSS surveys. Understand-

ing the impact of these assumptions on current surveys is an important practical step

in order to assess the implications of the kSZ science potential of future spectroscopic

and photometric surveys, including DESI, LSST and Euclid, and complements work in

tandem on simulated datasets [45, 26].

Our work is organized as follows: in section 3.2, the CMB datasets and large scale

structure surveys used in the analysis are described. The analytical formalisms used for:

the pairwise estimator and background on signal extraction; covariance estimation; and

miscentering models, are outlined in section 3.3. Our results are discussed in section

3.4, and the findings and their implications for future work are drawn together in section

3.5.
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2.2 Datasets

In order to extract the kSZ signal temperatures, we cross-correlate CMB maps and

galaxy survey catalogs, from which the locations of the brightest central galaxies are, as

the default, assumed to trace the cluster centers. In this section we describe the different

CMB and galaxy survey data sets used in the analysis.

2.2.1 CMB maps

In this analysis we use the publicly available, foreground-cleaned Planck SEVEM

(Spectral Estimation Via Expectation Maximization) map [3]4. The NSIDE = 2048

HEALPix 5 SEVEM map covers, after confidence masks and foreground subtraction,

approximately 85% of the full sky temperature map and a 5 arcmin FWHM [5]. We have

also conducted comparable analyses with the the foreground-, dust-, and tSZ-cleaned

LGMCA (“local-generalized morphological component analysis”) map [15]6, derived

from a joint analysis of WMAP and Planck and find the results are nearly identical, with

no significant differences induced for the aperture photometry as result of the different

foreground removal approaches, including for tSZ removal, used to produce the maps.

2.2.2 Galaxy samples

Two methods with galaxy surveys are used to identify clusters and their center location

to extract the kSZ from the CMB samples.

4http://pla.esac.esa.int/pla/
5http://healpix.sourceforge.net
6http://www.cosmostat.org/product/ LGMCA cmb
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Figure 2.1: [Left] The galaxy number distributions as a function of redshift, z, for
the spectroscopic-selected galaxy samples, showing SDSS CGC [full
line], CMASS+LOWZ [dashed line] and WISE [dotted line] samples.
[Right] The redshift distributions for the redMaPPer catalogs: two
SDSS redMaPPer samples with low [full] and high [dashed] richness,
λ, and a sample from DECaLs [dotted]. Further details about the sam-
ples are given in Table 2.1.

The first approach uses spectroscopic LSS data, which gives precise redshifts for a

select sample of bright, red galaxies, to identify and locate each cluster by targeting the

brightest central galaxy following the Central Galaxy Paradigm. One option is to impose

an aggressive luminosity cut, to include only the very brightest in the sample for cross-

correlation. This avoids multiple galaxies being included in each cluster but also has

the risk of not identifying all clusters, by excluding some of the less luminous brightest

central galaxies. An alternative is a less aggressive luminosity cut, combined with the

exclusion, around each bright galaxy, of other fainter galaxies within a characteristic

cluster radius from the sample. This will lead to a more complete identification of cluster

but, if the luminosity threshold is too low, could lead to satellites being mis-identified as

the cluster center.

Three primarily spectroscopically selected “Brightest Galaxy” catalogs and three

primarily photometrically selected redMaPPer galaxy samples are considered in this

work. Their redshift distributions are shown given in Figure 2.1, and the selection crite-
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ria, redshift information and total catalog size for each sample are described below.

Brightest Galaxy Catalog datasets

For the first of our brightest galaxy catalogs, the SDSS Central Galaxy Catalog (CGC),

we utilize the catalog from [5]7. This contains 262, 671 sources, selected based on

the isolation criterion such that each galaxy is the brightest extinction-corrected r-band

galaxy with r < 17.7 found within 1.0 Mpc transverse distance and redshift difference

corresponding to 1000 km s−1. It includes an additional cut to account for potential

companions which fail to have a spectroscopic redshift due to fiber collision; this is

done by cross-comparing using the photometric “redshift-2” catalog [18], available at 8.

The luminosity range is −29.8 < R < −11.9. Recent work in the ACT collaboration

used a more aggressive luminosity cut corresponding to approximately R < −22.8 for

their BOSS galaxy sample sample 9. To compare the impact of such variations in the lu-

minosity cutoff, we also consider a stricter CGC sample with absolute R-band Petrosian

magnitude, R < −20.5, corresponding to the mean value for the sample, compared to

the initial R < −11.9, retaining 140, 933 galaxies of the original 262, 671.

We create a WISE cluster-center catalog based on the color criterion used for the

galaxy sample in [33] comprised of 106 galaxies with r < 17.7 obtained from the WISE

All-Sky Data Release Catalog [79]. Selection conditions are then applied: isolating

the brightest extinction-corrected red galaxy within bins of roughly 12 by 12 arcmin

across the sample, further removing any galaxies which are not the brightest in 1 Mpc

transverse and radial separations, and cross-matching using the WISEx match function

7Wenting Wang & Carlos Hernández-Monteagudo, private communication
8http://das.sdss.org/va/photoz2/
9http://data.sdss3.org/sas/dr11/boss/lss/
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10, in the SDSS DR12 CasJobs query database to obtain redshifts, retaining 63, 085.

Two additional cuts are made based on redshift: galaxies with z < 0.05 are removed

as we find the aperture photometry method presents at redshifts below this threshold

require unreasonably large apertures sizes to trace the kSZ signal. Roughly 90% of

the original sample redshifts are photometric, we exclude approximately 20,000 low

redshift galaxies with σphot/z > 0.1 to exclude those with poor photo-z estimates; this

reduces the final sample size to 24, 731.

We consider a combined CMASS and LOWZ sample from the public DR11 Large

Scale Structure catalog 11 from the SDSS-III Baryon Oscillation Spectroscopic Survey

(BOSS) [22]. To the combined base catalog, exceeding one million galaxies, we apply a

magnitude criteria corresponding to galaxies with absolute R-band Petrosian magnitudes

brighter than −21.4 in order to maintain a sufficiently selective sample of bright galaxies,

giving a sample of 555,307. The choice of R < −21.4 corresponds to the mean value for

the full selection of galaxies in the initial catalog.

redMaPPer datasets

In addition to the principally spectroscopic BCG catalogs described above, we consider

three catalogs created using the redMaPPer algorithm, which include a higher fraction of

photometric redshifts [64]. These allow us to simultaneously study the relative impacts

of photometric redshift and transverse miscentering uncertainties related to using the

BHG to pinpoint the cluster center.

The photometric redMaPPer (RM) data identifies and locates galaxy clusters using

iterative red-sequence modeling, based on the fact that old, red galaxies make up the

10https://skyserver.sdss.org/dr12/
11http://data.sdss3.org/sas/dr11/boss/lss/

14



bulk of clusters and that the brightest, most massive galaxies reside in the cluster center.

With the redMaPPer algorithm, a membership probability Pmem,i j is assigned to the ith

galaxy associated with the jth cluster and also assigned a rank in centering probability

in that cluster, Pcen,i j [65].

We consider cluster catalogs selected based on their “richness”, λ, a reasonable mea-

sure of cluster mass for photometric surveys [62]. This is determined by sum of the

membership probabilities, for all Ngal galaxies associated with the cluster,

λ j =

Ngal∑
i=1

P f ree,iPmem,i j, (2.1)

where P f ree, typically ≈ 1, is the probability that a galaxy within the cluster is not a

member of another cluster within a characteristic, richness dependent cutoff radius,

Rc(λ) = R0

(
λ

100

)β
, (2.2)

with R0 = 1.0Mpc/h and β = 0.2 [66]. We use the redMaPPer central galaxy (RMCG)

catalog from the SDSS DR8 cluster catalog (v5.10) [67] and the DECaLs DR2 catalog

v6.4.12 [62, 65]. The central galaxy is found by selecting the galaxy within each cluster

with the highest centering probability as computed with the redMaPPer cluster-finding

algorithm [64]. The SDSS RMCG high-richness catalog, with λ > 20, includes 7, 730

SDSS DR8 clusters (of which 5,818 center-proxy galaxies meet the criteria to be an

LRG) and 507, 874 total member galaxies spanning 0.16 < z < 0.33. Brightness is

restricted to i < 21.0. We also analyze a subset over the same redshift range for which

5 < λ < 20 for which there are 22, 492 cluster-center proxy LRGs and 1, 878, 746 total

member galaxies [38], [65]. However, we recognize that this dataset is not as reliable

as high richness sample, due to the lower number of member galaxies and the lower

likelihood of those galaxies being associated with clusters.

The final catalog we consider is not publicly available 12, but is a preliminary
12Eduardo Rozo & Eli Rykoff, private communication
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redMaPPer central galaxy catalog of the Dark Energy Camera Legacy Survey (DE-

CaLs) DR2 RMCG that overlaps with the CMASS+LOWZ sample. The higher redshift

DECaLs RMCG contains 5, 870 most likely cluster-center proxies, out of 30,020 total

member galaxies, of which 43% have photometric redshifts only. All have σz/z < 0.1,

eliminating the need apply this criteria as we did for WISE.

2.3 Formalism

2.3.1 Pairwise estimator

The temperature distortion in the CMB induced by the cluster’s peculiar motion is given

by [76],
δTkS Z

T0
(r̂) = −

∫
dlσT ne

v · r̂
c

(2.3)

where ne is the electron number density and σT is the Thomson cross-section. A positive

peculiar velocity, v, relates to motion away from the observer, so induces a negative kSZ

effect. For the case in which the kSZ signal is dominated by a single cluster along the

line of sight

δTkS Z

T0
(r̂) = −τ

vr

c
(2.4)

where τ is the cluster optical depth and vr is cluster line of sight peculiar velocity. The

kSZ effect itself is a direct measure of the cluster momentum, since it is dependent on

both the velocity of the cluster and the number density of electrons. As a measure of

their gravitational infall, clusters are likely to be moving towards each other, and this

should show up in the correlation of cluster velocities, and hence in the related kSZ

signature in the CMB. To obtain the peculiar velocity correlations traced by the kSZ
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Figure 2.2: The redshift-dependent aperture used for the aperture photometry
kSZ temperature decrement estimation for the WISE [blue] and
CMASS+LOWZ [green] samples and DECaLs redMaPPer (RM) cat-
alog [red], which have galaxies distributed over extended redshift
ranges. The angular size of a 1.1 Mpc galaxy cluster as a function
of the redshift is shown for comparison [dotted line].

effect, we employ the pairwise estimator, derived by Ferreira et al. [25]. The pairwise

momentum estimator is given by [30],

p̂kS Z(r) = −

∑
i< j(δTi − δT j)ci j∑

i< j c2
i j

, (2.5)

where the sum is over all galaxy cluster pairs, located at positions ri = {r̂i, zi} and

r j = {r̂ j, z j}, separated by a distance r = |ri j|= |ri − r j|, and with r̂ the unit vector in the

direction of r. δTi represents the relative kSZ temperature at the ith cluster location. The

weights ci j are given by

ci j = r̂i j ·
r̂i + r̂ j

2
=

(ri − r j)(1 + cosα)

2
√

r2
i + r2

j − 2rir jcosα
(2.6)

where α is the angle between r̂i and r̂ j.
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2.3.2 Signal extraction

We employ aperture photometry (AP) to isolate the kSZ signal from the CMB. This

technique relies upon the kSZ being localized in the cluster, while the primordial CMB

modes, correlated over longer wavelengths, are removed by differencing the cluster re-

gion with an annular region immediately adjacent to it. The aperture photometry tem-

perature, TAP = 〈Tinner〉 − 〈Tannul〉, is the difference between the average CMB pixel

temperature within a given angular radius Θ, comparable to the cluster size, to that

within an annulus, outside the radius, of width
√

2Θ. A cluster of scale 1.1 Mpc is used

as the basis for the typical angular size for the aperture.

As summarized in Figure 2.1, our analyses include some galaxy samples that are rel-

atively compact in redshift space, SDSS CGC, and the SDSS redMaPPer datasets, and

others that have broader redshift distributions, WISE and CMASS+LOWZ. To accom-

modate these differences, we compare pairwise results using two alternative aperture

size criteria. For all datasets, we consider a single, redshift-independent aperture, fixed

by the typical cluster angular size, Θ(z̄) at the survey’s mean redshift, z̄. For the datasets

that are extended in redshift, a redshift-dependent aperture, Θ(z), which is binned for

the clusters in each sample in three ranges, z < 0.3, 0.3 < z < 0.55, and z > 0.55 is also

considered. The values of the redshift-dependent aperture are shown in Figure 2.2 and

the single aperture values for each sample summarized in Table 2.1.

The cluster kSZ decrement is then given by

δTi(r̂i, zi, σz,Θ) = TAP(r̂i,Θ) − T̄AP(r̂i, zi, σz,Θ). (2.7)

where TAP(r̂i,Θ) corresponds to the kSZ amplitude estimate obtained at the angular

position of the ith galaxy with an aperture size Θ, and T̄AP is the averaged aperture tem-

perature over all cluster locations within a Gaussian distributed redshift range centered
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Brightest Galaxy Catalogs:
Sample Ngal z̄ σz Θ(z̄)
SDSS CGC 262,671 0.13 0.05 8.0’
WISE 24,731 0.27 0.24 4.8’
CMASS+LOWZ 555,307 0.46 0.15 3.2’

redMaPPer-derived Catalogs:
Sample Ngal z̄ σz Θ(z̄)
SDSS (5 < λ < 20) 22,492 0.25 0.05 4.7’
SDSS (λ > 20) 5,818 0.26 0.05 4.6’
DECaLs 5,870 0.47 0.13 3.1’

Table 2.1: Overview of the galaxy samples considered in the analysis: [up-
per] three spectroscopically selected brightest galaxy samples and
[lower] three primarily photometric redMaPPer Central Galaxy Cata-
logs (RMCG), for which the SDSS samples are delineated on the basis
of richness, λ. For each sample, the number of galaxies in the same,
Ngal, their mean redshift, z̄, and standard deviation, σz, and the aperture
size of a 1 Mpc scale at z̄, Θ(z̄), is given.

on the cluster, zi, with width σz, introduced by [30] to account for possible redshift

evolution of the tSZ signal in the sources:

T̄AP(r̂i, zi, σz,Θ) =

∑
j TAP(r̂i,Θ) exp

(
−

(zi−z j)2

2σ2
z

)
∑

j exp
(
−

(zi−z j)2

2σ2
z

) . (2.8)

The sum is over all galaxies j 6= i in the same redshift bin, and we take σz = 0.01 as

in previous work by the Planck team [5].

2.3.3 Covariance estimation

We compare covariance estimates using two distinct methods that have been used in

pairwise kSZ studies in the literature: CMB map rotations and jackknife (JK) resam-
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pling.

For the angular rotation method, as in [5], we produce 50 sets of angular rotations

relative to the real cluster-center positions, using a displacement step of three times the

aperture radius adopted, and have confirmed that there is very little deviation in the

variance with the number of rotations performed. The assumption is that the displaced

samples reflect a set of null realizations.

For the JK covariance estimate, we create resamples of the pairwise kSZ measure-

ment by binning the clusters into NJK subsamples, removing one, and then computing

the pairwise estimator according to the remaining (NJK − 1) subsamples. This is done

such that each subsample is removed precisely once. The covariance matrix is then

given by

ĈJK
i j =

NJK − 1
NJK

NJK∑
β=1

(p̂βi − p̄i)( p̂βj − p̄ j), (2.9)

where p̂βi is the pairwise kSZ signal in separation bin i and JK subsample β, with mean

of the NJK samples, p̄i [73]. We use NJK = 100 submaps for all analyses and find that

covariance estimates are largely insensitive to changes around this subsample size (we

considered NJK = 50, 100, 250). We also confirmed that the results were unaffected by

limiting to longitudinal rotations only, as in [5], versus including both longitudinal and

latitudinal as we use in modeling the miscentering offset.

2.3.4 Cluster centering estimation

The effectiveness of the aperture photometry technique is dependent on the ability to

identify and locate the center of each galaxy cluster. As discussed in the introduction,

astrophysical processes including cluster merges can introduce systematic offsets in the

locations of the brightest, most massive galaxies, typically expected to exist in the clus-
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ter’s central region [50].

We consider two approaches to study the effect of cluster miscentering on the kSZ

signal: 1) contrasting redMaPPer selected catalogs of the brightest versus the most likely

central galaxies, 2) using an analytic Johnston model (based on photometric catalog

analyses) [40].

We directly test Central Galaxy Paradigm with the redMaPPer data by considering

the differences in the predicted signal if the “cluster center” is assigned to RM-identified

galaxies, other than the one with highest probability central galaxy. Following the ap-

proach discussed in [39], we create two catalogs from the RM data, for each of two

populations, 5 > λ > 20 and λ < 20: a redMaPPer central galaxy (RMCG) catalog,

based on the highest rank cluster center, and the redMaPPer brightest galaxy (RMBG)

catalog. For the brightest galaxy catalogs, we then consider an analytical offset model

by Johnston et al. [40], obtained through comparing weak lensing profiles with brightest

galaxy positions in the SDSS galaxy clusters. It assumes that a fraction of the cluster

sample, fJ, has precisely known centers, corresponding to where the brightest galaxy is

close to the cluster’s gravitational potential minimum, and the remaining (1 − fJ) have

a brightest galaxy a distance d from the center, with a probability following a Rayleigh

distribution function of width σJ:

pJ(d) =
d
σ2

J

exp
(
−

d2

2σ2
J

)
. (2.10)

Johnston et al. find a reasonable fit to their BHGs with σJ=0.42 Mpc/h, and find a

richness dependent fraction of BHGs are well-centered, ranging from fJ ∼ 60−90% for

clusters of mass 5 × 1012 − 5 × 1014Msun/h respectively.

We estimate the fraction of clusters for which the brightest target galaxy is at the

cluster center and the offset size for those that are miscentered, fJ and σJ, by using the

redMaPPer samples, summing over the probabilities of scenarios in which the galaxy
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with the highest centering probabilities may in fact not be a true member of the cluster,

presented here in a slightly modified form from the centering probability in [38]:

(2.11)N · fJ ≈
∑

i=1BG

Pcen,i(P1BG
mem) +

∑
i=2BG

Pcen,i(1 − P1BG
mem) +

∑
i=3BG

Pcen,i(P1BG
mem)(1 − P2BG

mem)

+
∑

i=4BG

Pcen,i(P1BG
mem)(1 − P2BG

mem)(1 − P3BG
mem) + ...

where N is the number of clusters. For each central candidate target (e.g. LRG) galaxy

i, we calculate Pcen,i weighted by the probability that it is the brightest member galaxy

as well. Here nBG refers to the nth brightest target galaxy in the cluster. For example,

when the brightest galaxy (1BG) in the cluster is also the central candidate galaxy, fJ

is found by summing the centering probabilities with just the first term. The centering

probabilities are normalized such that
∑

i Pcen,i j=1. We consider the first five BG terms

only because the probability that none of the first five brightest galaxies are cluster

members is negligible.

2.4 Analysis

2.4.1 Covariance method comparison

As described in section 3.3.2, the JK method involves splitting the dataset into some

number NJK submaps and finding the variance based on computing the signal with each

submap removed exactly once. The rotation method estimates the covariance using the

variance between the pairwise signals obtained after random longitudinal displacements

of cluster locations by three times the aperture size.

In Figure 2.3, we show the results using the two covariance methods for our datasets
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Figure 2.3: Comparison of the standard deviation, σ, in p̂kS Z for the Planck
SEVEM dataset as a function of comoving pair separation when
cross-correlated with the SDSS CGC [left], WISE [center], and
CMASS+LOWZ [right] galaxy samples using different covariance es-
timation techniques. In each plot, the errors estimated from a jack-
knife (JK) resampling, using NJK = 100 subsamples [full lines], are
compared with those from maps with 50 randomly oriented rotations
of displacements of 3×the aperture size, denoted by “3Θ” [dashed
lines]. The CGC×SEVEM rotation errors with 5 [red, thick] and 8
[blue, thin] arcmin apertures, are consistent with those presented by
the Planck collaboration [5]. The WISE and CMASS+LOWZ results
compare statistical errors for fixed apertures [red, thick] with redshift
dependent (‘z-scaled’) apertures [blue, thin].
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with the Planck SEVEM maps. We find that the JK method predicts larger covariances

than the rotation method for the same aperture at all pairwise separations considered

(15 − 150 Mpc).

The covariance for both techniques is found to be sensitive to the aperture size.

At an intermediate separation of 55 Mpc, cross-correlations with the CGC catalog, the

JK method estimates a standard error, σ, that is 1.7 larger than that predicted for ro-

tations for an 8 arcminute aperture. For a smaller aperture size, that likely slightly

underestimates the cluster size, the variance estimate is also smaller for both methods

consistent with some of the signal being removed in the aperture photometry differ-

encing. The WISE sample shows similar findings in comparing the two methods, with

a factor of 2.3 difference in variance between the JK and rotation methods. It also

shows that the aperture size choice when choosing either a fixed aperture at an aver-

age value or varying with redshift can affect the covariance estimate for samples which

are extended in redshift space. We find a large disparity between the two methods for

CMASS+LOWZ×SEVEM, the cross-correlation with the most galaxies, with factors of

∼ 8 between the JKs and rotations for both the redshift dependent and fixed apertures.

Given the JK errors are more conservative than those from the rotations, and that the

JK method is found to be reliable compared to estimates from simulations [23], we use

these errors for the analysis in the remainder of the chapter.
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2.4.2 p̂kS Z sensitivity to galaxy sample, CMB map creation, and

aperture choice

In this section we consider the impact on the pairwise estimator of assumptions that go

into: the galaxy proxy sample selection; the CMB map generation; and the aperture

photometry method.

In the left panel of Figure 2.4, we compare pairwise correlations for the CGC sample

using Planck CMB maps with the same aperture photometry but in which the CMB

pixels are noise weighted while in the other a flat-weighting is used. We find little

difference, with only a marginal improvement in the p̂kS Z aperture photometry results

by down-weighting the noisy pixels in the map. Based on this we use a flat weighting

in the remainder of the analyses.

In section 3.2.2, we describe the criteria used to develop the galaxy samples used as

proxies to identify and locate clusters. These assumptions can be highly varied across

the analyses in the literature. The right panel of Figure 2.4, demonstrates the impact

of the luminosity cut assumptions in the galaxy proxy catalog. pkS Z is shown for the

SEVEM map when cross-correlated with the CGC catalog from the Planck analysis [5]

an apparent r-band magnitude cut was imposed, and with the redshift distribution of

the sample, this translates into a redshift dependent absolute magnitude cut of −29.8 <

R < −11.9, comprising 262, 671 galaxies. We also show results for a catalog with

a stricter luminosity cut, R < −20.5, with 140, 933 galaxies. These magnitude cuts

respectively correspond to luminosity thresholds of ∼3.5 × 106Lsun and ∼8.8 × 108Lsun.

By comparison, recent work by the ACT collaboration considered a luminosity cut of

L > 7.9 × 1010Lsun [23]. The more conservative threshold was chosen so as to maintain

at least 100,000 galaxies in the sample most likely to represent a central galaxy sample,
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Figure 2.4: Comparisons of the p̂kS Z signal and variance obtained for
CGC×SEVEM using an 8 arcmin aperture. Shown in both plots [red
triangles] is p̂kS Z using flat-weighing for the pixels, and JK errors for
a galaxy sample, such that the absolute R-band magnitude falls within
−28.9 < R < −11.9. [Left] A comparison of results using different
CMB map weighting schemes and covariance estimators, comparing
pixels that are noise-weighted [blue square] and flat-weighting [red
triangles] with JK error estimates, and flat-weighted pixels with ro-
tation errors, as in [5] [green circles]. To aid comparison with the
Planck results, on this plot alone, we express separations in Mpc/h,
but use Mpc in all future figures. [Right] A comparison of different
luminosity cut-offs for the CGC galaxy sample, such that the absolute
R-band magnitude falls within −28.9 < R < −11.9 [red triangles] and
−28.9 < R < −20.5 [black circles]. In both cases, only the bright-
est galaxy within a 1 Mpc radius is retained to isolate the best central
galaxy candidate within a cluster volume.
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while reducing potential contamination from satellite galaxies. The stricter selection

criteria, especially at lower separations, shifts pkS Z by more than the 1σ relative to that

using the conservative criteria. The statistical uncertainties are also increased, consistent

with the more aggressive cut decreasing the sample size. At 43 Mpc separation, for

example, the errors differ of the stricter cut are larger than the initial sample by a factor

of 2.0, while the signal is increased by a factor of 0.5.

In Figure 2.5, we study the robustness of the aperture photometry method to as-

sumptions on aperture size and foreground contamination. We consider fixed angular

apertures to range from 3 to 8 arcmins, based on the expectation scaled by the cluster

size, Θ(z̄), as given in 2.1. We also consider the redshift-scaled aperture for the WISE

and CMASS+LOWZ datasets. Cases where the aperture is incorrectly selected will re-

sult in scenarios in which cluster data is being inappropriately selected: for a smaller

aperture the outer annulus being differenced, to remove the background CMB, will be

contaminated by cluster signal, while for the larger aperture regions with no cluster sig-

nal will be included in the averaged aperture temperature leading. In both cases we

would anticipate an underestimated signal. For the CGC and WISE samples, focused a

lower redshifts we find that the fixed and redshift-varying apertures give largely consis-

tent results. For the CMASS+LOWZ sample that has a higher mean redshift, we find

that, particularly for separations between ∼ 100 − 140Mpc, the two aperture selection

choices give results that vary by ∼ 1σ. The redshift scaled aperture also has larger

statistical errors.
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Figure 2.5: Comparisons of the p̂kS Z signal and variance obtained for the SEVEM
CMB data and [left] the WISE and [right] CMASS+LOWZ galaxy
samples. In each a redshift dependent [blue square] and z-independent
[red triangle] aperture, that closely matches the expected angular size
of a cluster at each sample’s mean redshift.

2.4.3 p̂kS Z signal-to-noise estimates

For each dataset we calculate the signal-to-noise ratio (SNR) [31, 23],(S
N

)2

=
∑

i j

p̂kS Z(ri)Cov−1(ri, r j) p̂kS Z(r j). (2.12)

The inverse of an unbiased estimator for some statistical variable x is in general not

an unbiased estimator for x−1 so we account for the jackknife covariance bias by the
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standard correction factor given by

Cov−1 =
(NJK − Nbins − 2)

(NJK − 1)
Cov−1

JK . (2.13)

For CGC×SEVEM, Ade et al. [5] consider SNR results (which they denote χ2
null) for

a subset of three bins, 15, 38 and 81 Mpc/h, and report 0.3σ and 0.4σ significance for

5 and 8’ apertures, respectively. In our analysis, we considered three similar bins, 22,

54, 115 Mpc (for h = 0.7 these would denote 15, 38 and 83 Mpc/h) with errors from

the rotation method, and found SNR = 1.6 and 2.5, which can be expressed as 0.45 and

0.72σ confidence limits in the Nbin = 3-dimensional parameter space.

We find bin selection does lead to variations in the SNR. For the 5’ case, for example:

if we change the third bin from 115 to 108 Mpc we find the SNR shifts from 0.45 to

0.36σ; while adding an additional bin, 87 Mpc or 97 Mpc, leads to an SNR of 1.52σ or

0.25σ, respectively.

As expected, we find that the SNR is markedly lower for JK-estimated errors, con-

sistent with the comparative sizes of the errors shown in Fig 2.3. For the 5’ and 8’

apertures, and the subset of three bins, at 22, 54, 115 Mpc, the SNR is 0.13 and 0.26σ,

and a similar variation depending on bin selected.

To compare the SNR for each of the datasets in the chapter, we avoid an arbitrary

subset selection, and consider all bins in the range of comoving separations between

15 and 150 Mpc and use the full covariance between each bin estimated with the JK

method. We find that the highest SNR corresponds to the aperture size choice that most

closely reflects an expected cluster size, as given in Table 2.1, but is not improved by

using the redshift-dependent aperture for the cases with galaxy samples with extended

redshifts. For the CGC data, we find SNR of 0.43σ and 1.0σ for the 5’ and 8’ aper-

tures respectively. For CMASS+LOWZ, we find 0.05 and 0.37σ significance depending

whether the redshift-dependent or 3’ fixed aperture was assumed. For WISE, we sim-
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ilarly find an SNR of 0.02 and 0.04σ for the redshift-dependent and fixed 5’ aperture.

2.4.4 Impact of transverse miscentering

In this section we discuss the impact of angular (transverse) offsets of the targeting

galaxy from the cluster’s center using methods described in §2.3.4.

To create catalogs to further investigate the offset distributions, we take into account

the five most likely central galaxy candidates based on the redMaPPer centering prob-

ability [38] (considering those candidates with the highest Pcen,i, where i = 1 through

5).

In Figure 2.6, we compare the results for the pairwise estimator found with the both

a redMaPPer Brightest Galaxy (BG) catalog (the brightest LRG in the cluster) and a

redMaPPer Central Galaxy (CG) catalog (the LRG with the highest centering probabil-

ity) for moderate to high, λ > 20, and low richness 5 < λ < 20 cluster samples. In both

cases, the results demonstrate that the uncertainty due to miscentering is comparable

to the JK statistical error estimates. We find deviations averaged over comoving sepa-

rations ∼15 − 155 Mpc to be 0.5σ for both the low and high richness SDSS samples,

and a maximum deviation of 0.9σ at 35 Mpc and 1.5σ at 25 Mpc, for the low and high

richness samples respectively.

As a complementary study, we use the photometric redMaPPer catalog directly, to

study miscentering using the Johnston analytic model with the spectroscopic galaxy

samples. We inform the Johnston model parameters using the RedMaPPer (RM) data.

For our RM SDSS samples, we find fJ is 70 − 75%, indicating that selecting brightest
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Figure 2.6: p̂kS Z for cross-correlations using SDSS redMaPPer samples for clus-
ters samples with [left panels] λ > 20 and [right panels] λ < 20, as
summarized in Table 2.1. [Top panels] A comparison of p̂kS Z derived
using Central Galaxy catalogs (CG) [red triangle] and corresponding
redMaPPer Brightest Galaxy (BG) [blue square] selections. [Lower
panels] ∆ p̂kS Z/σ is the difference in signal, p̂kS Z,BG − p̂kS Z,CG, scaled
relative to the JK errors for the CG catalog, to measure the deviation
of the signal between the brightest and true central galaxy, relative to
the statistical error estimate.
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galaxy accurately identifies the cluster center 70 − 75% of the time. The value of σJ is

estimated by computing d and P(d) based on the off-centering distribution given by

P(di j) = Pcen,iPmem, jΠk(1 − Pmem,k), (2.14)

in which we normalize by the richness-dependent cutoff radius Rc(λ) in equation (2.2),

and fitting those to the fJ given by the Johnston model above. This yields estimates of

the σJ in units of Mpc/h: 0.28 for the SDSS RM with λ > 20, 0.35 for the SDSS RM

with λ < 20, and 0.34 for the LOWZ+CMASS DECaLs sample.

Based on these results, we consider σJ = 0.3 Mpc/h, and 0.5 Mpc/h, fJ = 0.75

and h = 0.6731. We determine the relative importance of miscentering systematics to

the statistical uncertainties by considering the covariances introduced in 50 offset trials,

based on the same generating seed, in which a different (1 − fJ) = 25% of the cluster

locations shifted by the same random Gaussian displacement scaled by, standard devia-

tion, σJ. For WISE, only galaxies with z > 0.03 are shifted, as the characteristics of the

very low redshift sources are better known and miscentering is expected to be less of an

issue, while concurrently the model would induce large angular offsets. In Figure 2.7,

we present the results of these offset trials for different LSS and CMB data pairings. The

variance in the pairwise signal between each of the 50 runs generated by the offsets are

compared to the JK statistical errors from the jackknife analyses. The results show that,

while miscentering does not introduce a systematic shift in the pairwise signal, it does

induce a significant enhancement to the kSZ statistical error budget. Averaged over the

pairwise statistic at all separations (∼ 15 − 150 Mpc), for CGC we find miscentering

uncertainties are 0.7σ for σJ = 0.3Mpc/h. For the CMASS+LOWZ, we find 0.6σ and

for WISE, 0.4σ. We find the maximum deviations occur for the CGC at ∼ 100 Mpc, of

0.7σ, for WISE at 65 Mpc, of 0.5σ, and for CMASS+LOWZ 0.8σ at 155 Mpc. De-

viations at small separations where the kSZ effect is strongest are most important as a

source of systematic uncertainty and in all cases the variation in p̂kS Z due to miscenter-
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ing is significantly greater below separations of 60 Mpc. It is interesting to note that

while both JK and miscentering errors decrease with increased sample size, progressing

from WISE, to CGC and CMASS+LOWZ, the miscentering uncertainties concurrently

become a larger fraction of the error budget, suggesting that they will not be ameliorated

in future surveys simply as a result increased galaxy samples.

2.4.5 Impact of photometric redshift errors

Photometric redshift errors can themselves be a source of contamination to the kSZ

signal. To analyze this prospect with the DECaLs RMCG sample 50 realizations were

created in which galaxy radial positions had random offsets applied to the approximately

half of the sample which have photometric instead of spectroscopic redshifts, sampled

from a Gaussian of width corresponding to the error given for the photometric redshifts.

Figure 2.8 gives a comparison of the variance in the realizations modeling the photo-

metric redshift errors to the differences induced by shifting from the most likely central

galaxy (CG) to the brightest galaxy (BG) catalog and the JK statistical errors. At co-

moving separations exceeding 175 Mpc, where the kSZ signal becomes approximately

null, and the JK errors are very small, photometric redshift errors dominate.

At smaller separations, <∼50 Mpc, photometric redshifts and miscentering both

make significant contributions to the error budget, with differences between the BG and

CG data being the larger. In the range of separations up to 50 Mpc, miscentering errors

are comparable to the JK statistical errors, while photometric redshift errors constitute

an average 0.28σ, with a peak value of 0.34σ at 10 Mpc.
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2.5 Conclusions

The kSZ temperature deviation in galaxy clusters could provide a powerful probe of dark

energy and modifications to gravity on a cosmic scale, distinct from galaxy lensing and

clustering, that are principal science drivers for upcoming large scale structure surveys.

Current approaches center on kSZ pairwise momentum estimates between clusters, ob-

tained through cross-correlation of the CMB data with galaxy samples that are used

as cluster proxies to determine accurate pairwise separations. Improved resolution and

frequency coverage in the next generation of sub-arcminute scale CMB measurements,

twinned with increased breadth and depth in the next generation of LSS surveys, pave

the way for significant improvements in kSZ signal extraction, but only if astrophysical

and analysis systematics are understood and mitigated at a commensurate level.

In this chapter, the impact of a number of modeling assumptions and potential sys-

tematic uncertainties that can be introduced in the estimation of the pairwise kSZ cor-

relation have been considered. Planck and WMAP CMB data are used in combination

with galaxy samples from SDSS, WISE, and DECaLs surveys.

In comparing covariance estimation techniques, the JK method was found to be more

conservative than random rotations. A sensitivity to aperture size selection was found

for both methods, and most pronounced for the galaxy samples distributed over extended

redshift ranges. In contrast, a comparison of flat- vs. noise-weighting CMB maps was

found to have little impact on the pairwise statistic from current Planck data.

We also found negligible differences in results for the SEVEM and LGMCA maps,

for the same galaxy sample, suggesting that the aperture photometry method was robust

to the differences in residual foreground removal. The signal-to-noise ratio was evalu-

ated for the CGC, CMASS+LOWZ and WISE samples. To provide context with other
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analyses in the literature, we considered the sensitivity to the selection of subsets of data

and to aperture size. While none of the datasets leads to a new significant detection

of the kSZ effect, we did find that the greatest SNR was when the fixed aperture size

most closely reflect the expected angular size of a cluster for the sample. The impact of

miscentering was considered using two complementary techniques: the Johnston ana-

lytical offset model and a redMaPPer-based comparison of signals assuming samples of

the brightest (BG) versus the most likely central (CG) galaxy per cluster. The redMaP-

Per data was used to inform the parameter choices used in Johnston model [40]; for all

samples, we found that ∼25% of the predicted clusters had brightest galaxies that were

offset with a Raleigh distribution with a peak ∼0.3 Mpc/h. In both the direct comparison

of BG and CG redMaPPer catalogs and Johnston analytic model, miscentering leads to

additional uncertainties equivalent to a significant fraction of the JK error budget. Using

redMaPPer, we find deviations averaged over comoving separations ∼ 15 − 150 Mpc to

be 0.5σ for both the low and high richness SDSS samples. Using Johnston offset model-

ing, with mean offset 0.3 Mpc/h, we find 0.4σ for WISE, and 0.6σ for CMASS+LOWZ,

and 0.7σ for CGC.

The DECaLs redMaPPer sample was used to compare photometric redshift and mis-

centering errors in tandem. Miscentering was found to be the dominant of the two

uncertainties at < 50 Mpc, where the kSZ signal is largest, with deviations at the ∼ σ

level. Photometric redshift errors were also not negligible however, as noted in [72] and

[45], with a mean deviation of 0.3σ.

This work provides quantitative evidence that uncertainties in cluster centering (in

terms of both transverse and radial (redshift) location) can introduce significant uncer-

tainties, comparable to current statistical errors in the kSZ pairwise signal. Order of

magnitude improvements in instrumental precision and survey size anticipated with the
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next generation of CMB and LSS surveys will allow smaller separations, at which the

kSZ signal is largest, to be accessible with photometric surveys. Miscentering uncer-

tainties will need to mitigated, however, so as to not dominate the error budget. This

work suggests a combination of spectroscopic redshift precision and multiple cluster

galaxy populations from photometric surveys, such as will be obtained with Euclid and

WFIRST, and in overlapping regions of the DESI and LSST surveys, may be optimal

to appropriately constrain both transverse and radial cluster positioning. Similarly this

suggests implications for miscentering in kSZ analyses with simulations based on up-

coming surveys due to the fact that even the true brightest cluster galaxy does not always

trace the location of the projected center of electron distribution.

Looking forward, a variety of techniques may be employed to better extract the

kSZ signal, such as the application of matched-filter estimators [48] and Gaussian con-

strained realizations [8] that will improve kSZ decrement estimation and also reduce re-

liance on cluster centering. Improved precision in cluster centering may also be achieved

through using additional data, such as weak lensing information [32]. Going beyond

this, multi-frequency CMB temperature and polarization data will provide opportunities

to extend from precise pairwise momenta measurements to both pairwise, and individ-

ual, cluster velocities to fully realize the potential of the kSZ effect for cosmology. This

will require concurrent measurements of cluster optical depth with an additional set of

astrophysical and analysis assumptions that can contribute to the error budget [11, 51].

While we have considered pairwise correlations for comoving separations between 15

and 150 Mpc, to fully understand the impact of analysis assumptions on signal extrac-

tion at scales where the signal is largest, clearly other considerations such as velocity

biasing [10] and non-linear clustering will also need to be understood and characterized

in order to convert the extracted signal to a peculiar velocity and cosmological model.

Alternative approaches, such as using three-point statistics of all large scale structure

36



[34, 24], also open up kSZ science that may not rely on precise cluster identification.

We leave detailed consideration of these next steps to future work.
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Figure 2.7: A comparison of uncertainties arising from the Johnston miscen-
tering model relative to JK errors for the [left] CGC, [center]
CMASS+LOWZ, and [right] WISE samples, using aperture choices
of 8 arcmin, 3 arcmin, and z-scaled respectively. [Upper panel] ∆ p̂kS Z

is computed by 〈 p̂kS Z,o f f setn − p̂kS Z〉, where n is each of the 50 trials for
σJ = 0.3 [green triangle] and 0.5 Mpc/h [blue diamond]. The vari-
ance for each offset size is the r.m.s. difference between the individual
50 offset trials and the original signal. The shaded regions represent
the JK variance of the original signal. [Lower panel] A comparison of
the variance due jackknife resampling [red full], the Johnston offset
model with an offset width 0.3 Mpc/h [green dashed] and 0.5 Mpc/h
[blue dotted], for the original brightest-galaxy samples.
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Figure 2.8: A comparison of the kSZ signal from the brightest galaxy (BG) and
central galaxy (CG) selections from DECaLs redMaPPer data using
a z-dependent aperture. As in Figure 2.6, [Top panel] a compar-
ison of p̂kS Z derived using Central Galaxy catalogs (CG) [red tri-
angle] and corresponding redMaPPer Brightest Galaxy (BG) [blue
square] selections. [Lower panel] ∆p̂kS Z/σ is the difference in signal,
p̂kS Z,BG − p̂kS Z,CG, scaled relative to the JK errors for the CG catalog
[black circle]. The lower panel also demonstrates the variance intro-
duced by photometric redshift (‘photo-z’) errors on the kSZ signal.
50 trials are created with random offsets to cluster locations, based a
Gaussian width corresponding to the photometric redshift error given
for the CG sample. The average signal and variance of the 50 trials is
shown as a ratio of the JK statistical errors [green triangle].
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CHAPTER 3

THE ATACAMA COSMOLOGY TELESCOPE: DETECTION OF THE

PAIRWISE KINEMATIC SUNYAEV-ZEL’DOVICH EFFECT WITH ACTPOL

AND SDSS DR15 GALAXIES

3.1 Introduction

Understanding the origins of accelerated cosmic expansion, and thus, dark energy,

[58, 61] is one of the central goals for modern cosmology. This chapter, along with

a companion paper, Vavagiakis et al. (herein V20), focuses on a comparatively recent

technique to measure the peculiar motions of the largest gravitationally collapsed cos-

mological structures, galaxy clusters, and use their redshift evolution and spatial cor-

relation to constrain the properties of dark energy, and components of the dark sector,

more generally, including the properties of massive neutrinos. This work is currently

under review in the ACT collaboration prior to be being submitted for publication.

As CMB photons traverse through the galaxy clusters, the most massive bound ob-

jects in the universe today, they interact with the hot cluster gas. The Dopper-shift

distortion in the CMB caused by the peculiar motions of galaxy clusters relative to the

Cosmic Microwave Background (CMB) rest-frame is known as the kinetic Sunyaev-

Zel’dovich (kSZ) effect [75].

Concurrently with the kSZ, the CMB photons are also heated up by the cluster

gas, the thermal Sunyaev-Zel’dovich effect (tSZ). The tSZ effect has a characteristic

frequency dependence, meaning it can be isolated through the use of multi-frequency

measurements. The kSZ effect is an order of magnitude smaller and does not have a

distinctive variation with frequency which make its detection, and separation tSZ and
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dust emission foregrounds, challenging.

Pairwise motions caused by the inward gravitational pull of galaxies can be utilized

to extract the kSZ. The pairwise statistic is a useful approach to extracting kSZ signals

because of its dependence on linear differences of measured temperatures on the sky at

the positions of clusters, averaging out contaminating signals like the tSZ signal and dust

emission. The pairwise kSZ momentum, sensitive to both the cluster peculiar velocity

and optical depth, has the shown to have the potential to probe the LSS growth rate,

providing insights to the evolution of dark energy, cosmic modifications to gravity over

cosmic time, and constraints on the sum of the neutrino masses [16, 54, 53, 26].

Extraction of the kSZ signal is aided by using galaxy surveys to provide proxies

to identify and locate the clusters [43, 41, 25, 46, 74]. The first statistical detection

of the kSZ signal in CMB maps was made by the Atacama Cosmology Telescope and

SDSS collaborations by estimating the mean pairwise cluster momentum from a sam-

ple of clusters traced by their bright central galaxies in the Sloan Digital Sky Survey

(SDSS) [29]. This measurement has since been improved in a 4.1σ measurement using

improved data from ACT and the BOSS-SDSS DR11 [23]. Detections using the same

estimator have been reported by the Planck collaboration using galaxies from SDSS [5],

and the South Pole Telescope collaboration using galaxies from the Dark Energy Survey

[72]. The latter analysis’ 4.2σ detection illustrated that the pairwise kSZ signal can be

extracted using photometric data once the redshift uncertainty is accounted for.

Various statistical detection techniques have been successfully employed to measure

the kSZ effect, including velocity template cross-correlation methods and map-squaring

techniques. [69, 5]. Schaan et al. (2016) [69] measured the amplitude of the kSZ

signal as a function of radius and reported 2.9σ and 3.3σ evidence of the kSZ using two

different velocity reconstruction methods. Hill et al [34] used foreground-cleaned CMB
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temperature maps constructed from multi-frequency Planck and WMAP data and galaxy

measurements from the Wide-field Infrared Survey Explorer (WISE) [78] to yield a 3.8–

4.5 σ kSZ detection, depending on the galaxy bias constraints. This method has the

advantage of not requiring redshift estimates for individual clusters, allowing for the use

of photometric data without treating redshift uncertainties.

Our work is laid out as follows: In Section 3.2, we describe the properties the ACT-

Pol+Planck CMB map we use for our analysis, as well as those of the SDSS galaxy

samples we cross-correlate with it. Next in Section 3.3, we lay out the formalism for

the pairwise estimator, the covariance techniques, the signal-to-noise and τ estimation,

and the cluster centering estimation. In Section 3.4, we discuss our results, motivating

the analysis approach, presenting the pairwise kSZ detections, and mis-centering and

systemics study. These findings are drawn together in the Conclusion, Section 3.5.

3.2 Datasets

We extract the pairwise kSZ signal by cross-correlating our galaxy samples from the

Sloan Digital Sky Survey Baryonic Acoustic Oscillation Survey (SDSS BOSS) DR15

catalog with CMB data primarily from the Atacama Cosmology Telescope (ACT). Here

we discuss the selection for this data.

3.2.1 ACTPol data

We use four CMB datasets that combine ACTPol and Planck data in our analyses.

A component-separated internal linear combination map (referred to as S16 ILC )
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uses four seasons of ACTPol observations, from 2013-2016, covers 2,089 sq. deg with

the BOSS survey (1633 sq. deg. in the BOSS-N field and 456 sq. deg. in the DEEP56

region) and Planck [49]. A complementary dataset uses ACTPol night time observations

from 2013-2016 co-added with Planck (referred to as S16 f150 ). The final two datasets

co-add ACTPol data that includes observations from the 2017 and 2018 seasons and data

from daytime observations with Planck at two separates frequencies, centered roughly

at 98GHz and 150 GHz (referred to as S18 f090 and S18 f150 respectively). These

datasets cover ∼ 21,000 sq. deg. of the sky. By including data at multiple 150 GHz

and 90 GHz and component separated maps with foregrounds identified and removed,

we seek to mitigate the likelihood of thermal SZ contamination. The CMB maps have

point source and galactic plane mask, and a noise threshold cut of 45 µK, as discussed

in more detail in V20.

3.2.2 SDSS data

In this analysis we select galaxies overlapping with the CMB region from the 15th

Data Release of the Baryon Oscillation Spectroscopic Survey (BOSS-SDSS DR15) [6].

We impose the luminosity selection specifying luminous red galaxies (LRGs) from the

CMASS and LOWZ subsamples based on the criteria given in the BOSS Galaxy Tar-

get Selection 1. We compute the k-corrected luminosities [13] and select luminous red

galaxies based on r-band Petrosian magnitudes. The SDSS query to obtain the galaxy

sample is provided in V20.

We consider five different cumulative luminosity bins from L > 5.4 × 1010L� to

L > 16.3 × 1010L�, as well four different disjoint luminosity bins from in the same

range. We summarize the properties of these nine samples, including the equivalent

1https:/www.sdss.org/dr14/algorithms/boss galaxy ts
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Figure 3.1: The number of galaxies as a function of redshift for the S18 f150 map
and DR15 galaxy samples for each of the cumulative luminosity sam-
ples used in the analysis. From top to bottom these show the samples
with luminosities exceeding 5.4 [orange], 8.6 [green], 10.4 [red], 12.8
[purple], and 16.3 [brown]×1010L�, respectively.

mass ranges, the redshift dispersion and the number of galaxies included, in Table 3.1

and Figure 3.1. The approach to obtain the luminosity-mass equivalence is described in

V20. With these luminosity cuts we analyze results using 342,951 galaxies out of the

total DR15 sample size of 602,461.
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L M M200 S16 ILC S16 f150 S18 f150 & S18 f090

(1010L�) (1013M�) Ngal z̄ σz Ngal z̄ σz Ngal z̄ σz

L > 5.4 M > 0.79 190,896 0.50 0.13 287,035 0.49 0.13 342,951 0.49 0.13

L > 8.6 M > 1.97 96,806 0.52 0.13 144,784 0.52 0.13 172,409 0.52 0.13

L > 10.4 M > 2.93 57,156 0.55 0.12 85,360 0.54 0.13 101,393 0.54 0.13

L > 12.8 M > 4.58 28,747 0.57 0.12 42,992 0.57 0.12 50,975 0.57 0.12

L > 16.3 M > 7.81 11,696 0.60 0.11 17,286 0.59 0.12 20,457 0.59 0.11

5.4 < L <
8.6

0.79 <
M < 1.97

94,090 0.47 0.12 142,251 0.47 0.12 170,542 0.47 0.12

8.6 < L <
10.4

1.97 <
M < 2.93

39,650 0.49 0.13 59,251 0.49 0.13 71,016 0.49 0.13

10.4 <
L < 12.8

2.93 <
M < 4.58

28,409 0.52 0.12 42,368 0.52 0.12 50,418 0.52 0.12

12.8 <
L < 16.3

4.58 <
M < 7.81

17,051 0.55 0.12 25,706 0.55 0.12 30,518 0.55 0.12

Table 3.1: Summaries of the nine luminosity-determined samples analyzed in this
chapter. The equivalent mass ranges, M200, the number of galaxies,
Ngal, the mean redshift, z̄, standard deviation, σz, and the aperture size
of a 1 Mpc scale at z̄, Θ(z̄) are given in each case.

3.3 Formalism

3.3.1 Pairwise estimator

The CMB temperature shift induced by the galaxy cluster’s peculiar motion is given by

[76],
δTkS Z

T0
(r̂) = −

∫
dlσT ne

v · r̂
c

(3.1)

where ne is the electron number density and σT is the Thomson cross-section. A positive

peculiar velocity, v, relates to motion away from the observer, so induces a negative kSZ

effect. If the kSZ signal is dominated by a single cluster along the line of sight, the kSZ
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temperature for each cluster is given by

δTi(ri, zi, σz,Θ) = TAP(ri,Θ) − T̄AP(ri, zi,Θ, σz), (3.2)

where TAP(ri,Θ) is the kSZ temperature at the angular position of the ith galaxy with an

aperture size Θ, estimated by aperture photometry (AP)

TAP(ri,Θ) =

∑
∈disk fpixTpix∑
∈disk fpix

−

∑
∈annulus fpixTpix∑
∈annulus fpix

. (3.3)

Here the AP temperature is obtained by averaging over the temperatures of pixels in

the disk of size Θ and an annulus of
√

2Θ, around the galaxy identified as a proxy of

the cluster center, position ri, including fractional weightings, fpix, for pixels that are

only partially in each area. T̄AP is the averaged aperture temperatures over all cluster

in a Gaussian distributed redshift range centered on the cluster, to account for potential

redshift evolution in the thermal SZ signal:

T̄AP(ri, zi,Θ, σz) =

∑
j TAP(ri,Θ) exp

(
−

(zi−z j)2

2σ2
z

)
∑

j exp
(
−

(zi−z j)2

2σ2
z

) (3.4)

The sum is over all galaxies, j, in the same redshift bin as cluster i, and we takeσz = 0.01

as in work by the Planck team [5].

We implement the pairwise momentum estimator [25], in which a signal represents

the correlation of cluster velocities,

p̂(r) = −

∑
i< j(δTi − δT j)ci j∑

i< j c2
i j

, (3.5)

where the sum is over all cluster pairs, located at positions ri = {r̂i, zi} and r j = {r̂ j, z j},

separated by a distance r = |ri j|= |ri − r j|, and with r̂ the unit vector in the direction of

r. δTi represents the relative kSZ temperature The weights ci j are the geometrical factor

that accounts for the alignment of a pair of clusters i and j along the line of sight [23],

given by

ci j = r̂i j ·
r̂i + r̂ j

2
=

(ri − r j)(1 + cosα)

2
√

r2
i + r2

j − 2rir jcosα
(3.6)
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where α is the angle between r̂i and r̂ j. We update the approaches used [17], which

analyzed Planck SEVEM maps in HEALPix format, and [23]. The pipeline used in this

work utilizes Pixell 2 subroutines to analyzing the CMB map. The codes are parallelized,

in python, and will be made publicly available.

The assumptions going into the kSZ extraction undertaken in this work include some

analytic differences from that in previous work, y including fractional pixel weighting,

reprojecting the pixellation of the submap, and implementing cluster-centered, instead

of pixel-centered, aperture photometry. We discuss these differences and their respective

implications for the signal extraction in Appendix A.1.

3.3.2 Covariance estimation

For the analysis of both the S16 S16 ILC and S18 S18 f150 CMB maps, we consider

jackknife and bootstrap approaches to obtain estimates for the pairwise velocity signal

covariance. For the S16 S16 ILC map we also utilize simulations of the map noise 3

as a distinct, complementary approach to estimate the covariance estimation. In using

jackknife resampling (JK), we bin the clusters into NJK subsamples, removing each

subsample exactly once, and each time computing the pairwise estimator according to

the remaining (NJK − 1) subsamples. The covariance matrix is then given by

Ĉi j =
NJK − 1

NJK

NJK∑
β=1

( p̂βi − p̄i)( p̂βj − p̄ j), (3.7)

where, for the rth
i separation bin, p̂βi is the signal extracted from the βth JK sample and p̄i

is the mean of the N JK samples [73]. The inverse covariance matrix is generally a biased

estimator true inverse covariance. We correct for this bias by multiplying the inverse

2https://github.com/simonsobs/pixell
3Choi S., et al., 2020, in preparation
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covariance by (NJK − K − 2)/(NJK − 1), where K is the number of comoving separation

bins. For our analysis NJK = 1, 000 and K = 19 [23, 31]. Bootstrap resampling is

achieved by randomly sampling galaxies with replacement while maintaining the length

of the catalog (after applying the luminosity cut) constant. The pairwise estimator is

then evaluated b times over a list of galaxies of length N Pairs of repeated galaxies (a

consequence of allowing resampling with replacement) are ignored as they have null

separations and are not physical. The covariance matrix is then computed as the sample

variance of the pairwise estimator applied over the b replicant catalogs

Ĉi j =
1

b − 1

N∑
β=1

( p̂βi − p̄i)(p̂βj − p̄ j), (3.8)

Convergence tests show that standard errors estimated using the sample variance for

b = 1, 000 replicants are within 5% of the variances obtained by using the 68 percentile

from the mean.

Finally, for the S16 ILC we use variance of the CMB noise signals obtained in 450

simulations produced in [19] and generated using the pipeline described in 4 (specifi-

cally, we use version v1.0.0rc for the simulations).

3.3.3 Signal to Noise and τ estimates

We compare our pairwise kSZ momentum measurements to theoretical predictions using

a modified version of the CAMB code [47] that calculates the mass-averaged pairwise

velocity, v, given by a linear theory laid out in Mueller et al [53, 54]:

p̂(r) = −
TCMB

c
τv(r), (3.9)

where τ is an effective measure of the cluster optical depth mass-averaged over the

cluster sample. For the theoretical predictions, we assume a Planck cosmology for a flat
4Choi S., et al., 2020, in preparation
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universe [4]: Ωbh2 = 0.02225, Ωch2 = 0.1198, H0 = 67.3kms−1Mpc−1, σ8 = 0.83, ns =

0.964. We translate the observational galaxy luminosity cuts to cluster mass cuts using

mass-luminosity relationship described in V20. The theoretical pairwise momentum

predictions for different τ values are compared with the data to compute the best fit τ

value with the minimum χ2:

χ2(τ) =
∑

i j

∆ p̂i(τ)Ĉ−1
i j ∆p̂ j(τ), (3.10)

with

∆ p̂i(τ) = p̂th
i (τ) − p̂obs

i , (3.11)

where p̂th
i is the theoretical kSZ pairwise momentum estimate obtained from the theo-

retical pairwise velocity prediction using the cosmological model separation ri and the

assumed τ value and p̂obs
i are the measurements from the ACT and SDSS data.

For each χ2 value, we also consider the Probability-To-Exceed (PTE), that is the

probability of obtaining a higher χ2 value than the one achieved,

PT E =

∫ ∞

χ2
χ2

m(x)dx, (3.12)

where χ2
m is the χ2 distribution for m degrees of freedom under the assumption of the

number ΛCDM model [9]. Unlikely events, or those in tension with theory given the

errors, are signified by a low PTE. Finally, we also compute the signal-to-noise ratio

(SNR) using the best fit τ based on the theoretical predictions

SNR(τ) =

√∑
i j

p̂th
i (τ)Ĉ−1

i j p̂th
j (τ). (3.13)
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Figure 3.2: Comparison of the 1σ errors obtained from the S16 ILC L > 5.4 ×
1010L� sample obtained from simulations [full], jackknife [dashed]
and bootstrap [dash-dotted] methods.

3.4 Analysis

3.4.1 Covariance Estimation

In Fig. 3.2 we present a comparison of the JK, simulation, and bootstrap errors for

the L > 5.4 × 1010L� galaxy sample and the S16 ILC map. We find that the error

estimates become broadly similar at larger separations, r. The JK estimates are the

most conservative, followed by the bootstrap, and the simulations, respectively. At r =

45Mpc the JK and bootstrap errors are respectively 14% and 27% larger than those

estimated from the simulations.

In Fig. 3.3 we compare how the errors evolve with luminosity bin and with galaxy

sample. We find that the trends in uncertainties are largely driven by sample size, with a
√

N dependence, consistent with statistically dominated variances. For the S16 ILC sam-

ple we find the error at r = 45Mpc (coincident with the peak predicted kS Z signal), is

0.038 for the L > 5.4×1010L� sample versus 0.202 for L > 12.8×1010L� with a factor of

6.5 difference in sample size (190,000 versus 29,000 respectively). A similar fractional
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Figure 3.3: Comparison of the 1σ jackknife estimated errors for the S16 ILC [full]
and S18 f150 [dashed] maps for the five cumulative luminosity cut
samples (L in units of 1010L�).

difference is seen in the S18 f090 with errors of 0.026 for the L > 5.4 × 1010L� sample

versus 0.14 for L > 12.8 × 1010L� while the galaxy sample decreases by a factor of 7

(from 342,000 to 50,000). For L > 5.4 × 1010L�, we find a decrease in uncertainty of a

factor of 0.7 at r = 45Mpc for the S18 f150 map versus the S16 ILC , consistent with the

increase in the galaxy sample size Ngal by a factor of 1.8 (340,000 relative to 191,000).

In Fig. 3.4 we show the correlations between the signal across the 19 galaxy sep-

aration bins. At large separations, as was found in find [23], the pairwise signals are

highly correlated across the spatial bins. To improve the conditioning of the covariance

matrix we coarsen the bins at large separations. For the analysis, we consider nineteen

bins, with fifteen bins of width 10 Mpc, out to separations of r = 150Mpc and, at larger

separations, four broader bins centered on separations r =175, 225, 275 and 355 Mpc.

We find stronger correlations between adjacent and nearby bins for the lower luminosity

cuts, and between bins at high separations across all luminosity cuts, consistently for

both JK and simulation-derived covariances.
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3.4.2 kSZ Pairwise Correlation

In Figs. 3.5 we present the pairwise kSZ measurements for S16 f150 and S16

ILC ACTPol-Planck CMB maps with the cumulative and disjoint luminosity bins de-

rived from the SDSS DR15 galaxy samples. Results for S18 f150 and S18 f090 are

presented in Fig. 3.6. While data out to 395Mpc are utilized in our analysis, for conve-

nience, these plots focus on the cluster separations out to 150 Mpc for clarity, where the

kSZ correlation is most pronounced.

The four cumulative luminosity bins (ranging between L > 5.4 and L > 12.8 ×

1010L�) show a pairwise momentum profile with a negative signal amplitude reaching a

maximum at separations around 45 and 55 Mpc. The negative amplitude is indicative of

Figure 3.4: Pairwise correlation matrices for the S16 ILC map across the 19 bins
in spatial cluster separation, from 5 to 355 Mpc, for two cumulative
luminosity bins, L > 5.4 × 1010L�[Left] and > 16.3 × 1010L� [Right]
derived from simulations [Upper] and the JK [Lower] methods.
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a gravitational infall between the cluster pairs, with the mutual gravitational attraction

falling off as one moves to cluster pairs separated by larger distances. The magnitude of

the signal amplitude increases as the average luminosity of the sample increases, con-

sistent with the observed clusters being more massive haloes with larger optical depths,

and with deeper gravitational potentials.

At each luminosity cut, the respective pairs of kSZ signals in Fig. 3.5 and Fig. 3.6,

extracted from the two complementary maps show consistency within the 1σ error bars.

Given that each has a different approach to removing foreground, their consistency im-

plies the results are robust against significant contamination from frequency dependent

foregrounds.

3.4.3 Comparison with theoretical pairwise velocity predictions

We compare the observed pairwise correlations with the linear pairwise velocity cor-

relation predictions for a WMAP9 cosmology using the theoretical forecasting code

developed in [53, 54], as described in 3.3.3. Using (3.9) we infer an effective measure

of the cluster optical depth, τ, for the observed samples. In our analysis we consider

data for galaxy separations 25 Mpc< r <395 Mpc. We exclude the lowest two sepa-

ration bins as at these scales non-linear velocity effects become significant that are not

incorporated in the linear theoretical fit. We consistently find the expected trend for τ

for the signal as the cumulative luminosity bin magnitude increases - there is a corre-

sponding monotonic decrease in the fit and the errors. We also find an increase in the

SNR, due to the increasing sample sizes. The systematic trend is not seen in the disjoint

bins. We also see a weaker SNR for the disjoint bins due to the noise from the relatively

smaller sample sizes. This is all apparent in Tables 3.2 and 3.3. The cumulative lumi-
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Figure 3.5: Pairwise velocity correlations for the S16 f150 map [empty triangle]
and S16 ILC map [full square] for galaxy samples of [upper panel]
four cumulative luminosity cuts: L >5.4 [blue], 8.6 [green], 10.4 [red],
and 12.8 ×1010L�[black] and [lower panel] the four related disjoint
luminosity bins.

nosity bins for L >5.4, 9.6, 10.4 and 12.8 ×1010L� each have good agreement with a

theoretical pairwise signal that has an SNR > 2.3 for both maps. The disjoint bins, and

L > 16.3 × 1010L� bin do not independently yield significant detections of a pairwise

signal, each having an SNR< 2.5.

We compare the effect on the τ estimation and the SNR due to simulations, JK, and

bootstrap-derived covariance for the S16 ILC map in Table 3.2. We note the highest

SNR using the simulations. We find slightly higher PTEs for the JKs and bootstrap

methods, especially for the disjoint bins, suggesting that these may be over-estimating
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Figure 3.6: As in Figure 3.5 but for the S18 f150 map [empty triangle] and S18
f090 map [full square].

the variance.

In Fig. 3.7 we present the likelihoods for the effective τ value for these three cases.

We find overall reasonable consistency in the τ values extracted. We find that the best fit

values of τ increase as the minimum luminosity cut threshold increases, congruent with

an increase in the the integrated line of sight number density of electrons with cluster

mass. Again consistent with the decrease in the sample size, the uncertainty in the τ

measurement increases when one considers sequentially higher luminosity thresholds.

In Fig. 3.3, we present the for the three co-added map samples S16 f150 , S18

f150 , and S18 f090 maps using jackknife errors. We find the highest SNR of all of the
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S16 ILC : Sims cov S16 ILC : JK cov S16 ILC : Bootstrap cov
Luminosity

cut
τ χ2 PTE SNR τ χ2 PTE SNR τ χ2 PTE SNR

(×1010L�) (×10−4) (×10−4) (×10−4)

L > 5.4
0.51 ±
0.14

10 0.69 4.1
0.48 ±
0.14

6 0.95 3.4
0.48 ±
0.15

5 0.98 3.3

L > 8.6
0.68 ±
0.19

13 0.45 3.7
0.66 ±
0.23

8 0.84 3.3
0.65 ±
0.23

6 0.95 3.1

L > 10.4
0.88 ±
0.50

16 0.25 3.7
0.77 ±
0.45

11 0.61 2.9
0.71 ±
0.74

8 0.84 2.4

L > 12.8
1.28 ±
0.38

15 0.31 3.3
1.21 ±
0.66

9 0.78 2.7
1.15 ±
0.66

6 0.95 2.3

L > 16.3
1.49 ±
1.06

7 0.90 2.3
1.24 ±
1.06

5 0.98 1.4
1.21 ±
1.06

3 0.99 1.2

5.4 < L <
8.6

0.50 ±
0.27

6 0.95 1.9
0.54 ±
0.35

3 0.99 1.6
0.53 ±
0.35

3 0.99 1.6

8.6 < L <
10.4

-0.026 ±
0.51

15 0.31 0.05
0.02 ±
0.74

10 0.69 0.05
0.11 ±
1.17

6 0.95 0.18

10.4 <
L < 12.8

0.42 ±
0.69

10 0.69 0.76
0.27 ±
0.95

6 0.95 0.40
0.22 ±
1.06

4 0.99 0.29

12.8 <
L < 16.3

1.47 ±
0.80

8 0.84 1.8
1.43 ±
1.06

5 0.98 1.4
1.42 ±
1.12

3 0.99 1.3

Table 3.2: A comparison of the best fit τ estimates and 1σ errors for the S16
ILC map for the nine cumulative and disjoint luminosity cuts using
the simulation, jackknife and bootstrap estimates of the pairwise cor-
relation covariance matrix. The corresponding χ2 (for 13 degrees of
freedom), SNR and PTE values are also given.

samples, 5.1, for the largest luminosity sample, with the S18 f150 L > 5.4 × 1010L�

cut. The SNR for the preceding ACT analysis [23] was 4.3 for L > 5.3 × 1010L�. We

again find that the PTE values suggest the JK errors are overestimated so that we expect

the SNR to be a conservative estimate of the signal detection significance. For the S16

f150 and S18 f150 samples we see a trend of increasing τ values in the four cumulative

luminosity cuts with the largest SNR. The sample size in the highest luminosity cut is
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S16 f150 : JK cov S18 f150 : JK cov S18 f090 : JK cov
Luminosity

cut
τ χ2 PTE SNR τ χ2 PTE SNR τ χ2 PTE SNR

(×1010L�) (×10−4) (×10−4) (×10−4)

L > 5.4
0.47 ±
0.13

8 0.84 3.9
0.48 ±
0.12

9 0.78 5.1
0.42 ±
0.13

4 0.99 4.3

L > 8.6
0.58 ±
0.19

6 0.95 3.4
0.61 ±
0.18

3 0.99 4.4
0.57 ±
0.22

7 0.90 4.1

L > 10.4
0.74 ±
0.22

5 0.98 3.4
0.74 ±
0.25

3 0.99 4.1
0.43 ±
0.19

5 0.98 2.2

L > 12.8
1.15 ±
0.39

6 0.95 2.9
1.04 ±
0.35

4 0.99 3.2
0.81 ±
0.32

3 0.99 2.6

L > 16.3
0.51 ±
0.90

2 0.99 0.68
0.96 ±
1.04

6 0.95 1.5
0.64 ±
0.92

9 0.78 1.0

5.4 < L <
8.6

0.51 ±
0.33

5 0.98 1.6
0.49 ±
0.23

6 0.95 2.3
0.38 ±
0.24

13 0.45 1.8

8.6 < L <
10.4

0.65 ±
0.65

5 0.98 1.2
0.63 ±
0.43

10 0.69 1.7
0.93 ±
0.61

6 0.95 2.5

10.4 <
L < 12.8

0.22 ±
0.72

4 0.99 0.33
0.88 ±
0.47

5 0.98 1.9
0.14 ±
0.62

7 0.90 0.30

12.8 <
L < 16.3

1.34 ±
1.17

5 0.98 1.3
1.61 ±
0.69

5 0.98 2.4
1.72 ±
0.68

6 0.95 2.6

Table 3.3: Best fit τ estimates and 1σ errors for the co-added maps using the S16
observations at 150 GHz [left] and S18 observations at 150 GHz [cen-
ter] and 90 GHz [right] for the nine cumulative and disjoint luminosity
cuts using jackknife estimates of the pairwise correlation covariance
matrix. The corresponding χ2 (for 13 degrees of freedom), SNR and
PTE values are also given.

smaller leading to increased uncertainties in the τ value. The S18 f090 τ values do not

vary as monotonically. As shown in Fig. 3.7 the likelihoods for the effective τ value for

the coadded maps are consistent across the S16 f150 and S18 f150 datasets, with the

S18 f090 results consistently a little lower, but still within 1σ.

In Figs. 3.9 and 3.10, we show the cross-correlation measurements for the S16
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Figure 3.7: The normalized likelihood as a function of τ for the S16 ILC map
using the bootstrap [blue dashed], JK [green dashed-dotted] and sims
[red full], for each of the nine luminosity cut cluster samples.

ILC maps with the three variance techniques, and S16 f150 , S18 f150 , and S18

f090 maps, respectively with the theoretical model using the best fit and 1σ constraints

on τ and the Planck cosmology pairwise velocity predictions. The plots provide an al-

ternative view of the general agreement between the results from the maps. We note

that the correlations at higher separations are positive for some of the luminosity cuts,

specifically for the S16 ILC and S18 f150 data. As shown in Fig. 3.4 these separation

bins are significantly correlated with one another and we find that these data points do

not significantly bias or affect the τ constraints.

3.4.4 The impact of cluster miscentering

We have attempted to minimize systematic contamination of the kSZ signal by consid-

ering two maps which have foreground mitigation strategies. Another systematic that
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Figure 3.8: The normalized likelihood as a function of τ for the S16 f150 [blue
dashed], S18 f150 [red full], and S18 f090 [green dash-dotted] errors
for each of the nine luminosity cut cluster samples.

we need to consider will affect both maps in common. This systematic relates to how

the galaxy sample is used as a proxy for the cluster location, specifically in identifying

the cluster center. In our aperture photometry analysis we are making a well-motivated

assumption, known as the ‘Central Galaxy Paradigm’ [77] that the most massive, most

luminous red galaxies in a cluster will reside at the center of the cluster’s gravitational

potential well. In reality however, the LRGs do not necessarily perfectly trace the cluster

center, and can be miscentered and in particular for spectroscopically-selected surveys

this can inject additional uncertainties in signal extraction process.

The extent and frequency of miscentering can be characterized by analyzing pho-

tometric catalogs which observe many galaxies within a cluster, and determining the

distribution of positions of the most luminous galaxies which will be the single or few

objects selected in a spectroscopic survey. In two such analyses of the SDSS data red

galaxy catalogs, ∼20% [39] to ∼40% [71] of the most luminous red galaxies where
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found to not be tracing the cluster center.

A misidentification of the cluster center, because the proxy galaxy is offset relative

to the center, can lead to a misestimation of the aperture photometry temperatures by

the disc temperature not including the full cluster signal, and the annulus temperature

erroneously containing cluster signal. This can lead to an underestimation of the aper-

ture temperature in (3.3) that then feeds into the average aperture temperature in each

redshift bin (3.4) and the resulting estimated kSZ temperatures for all clusters, in (3.2),

that are the key ingredients into the pairwise correlator.

To quantify the potential impact of miscentering on our results, we consider an an-

alytic offset model by Johnston et al. [40], obtained through comparing weak lensing

profiles with brightest galaxy positions in the SDSS galaxy clusters. It assumes that a

fraction of the cluster sample, fJ, has precisely known centers, corresponding to where

the brightest galaxy is close to the clusters gravitational potential minimum, and the re-

maining (1 − fJ) have a brightest galaxy a distance d from the center, with a probability

following a Rayleigh distribution function of width σJ:

pJ(d) =
d
σ2

J

exp
(
−

d2

2σ2
J

)
(3.14)

Johnston et al. find a reasonable fit to their BHGs with σJ=0.42 Mpc/h, and find a

richness dependent fraction of BHGs are well-centered, ranging from fJ ∼ 60−90% for

clusters of mass 5×1012 to 5×1014M�/h respectively. To implement the Johnston offset

model we run 50 trials of the pairwise estimator, where each time 25% of the galaxies in

the sample are shifted in position by different random a Gaussian of same width σJ. In

our work we use 0.3 and 0.5 Mpc/h, as bounds on the average dispersion of 0.42 Mpc/h.

In Fig. A.1 we present the results of an analysis to estimate the potential impact of

the uncertainties in proxy galaxy centering using the randomized off-centering approach

for the S18 f150 map and the L > 5.4×1010L� luminosity bin. We measure the difference
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Figure 3.9: From top left to bottom right respectively, the extracted pairwise sig-
nal for the S16 ILC [blue triangle] and S16 f150 [red circle] maps for
the four cumulative luminosity cuts L > 5.4, 8.6, 10.4 and 12.8 × 1010

overlaid with the theoretical pairwise velocity model using the Planck
best fit cosmology corresponding to the best fit τ value and 1σ uncer-
tainties given in Tables 3.2 and 3.3.

between the observed signal and that obtained from the 50 random offset resamples,

∆ p̂(ri) = p̂obs(ri) − p̄o f f set(ri). (3.15)

We find that the differences are consistent with zero, indicating that miscentering

does not create a systematic bias in the p̂ measurement. However we find, consistent

with previous work analyzing Planck data [17], that the miscentering creates additional

uncertainties in the measurement that could be a notable contribution to the error budget

in addition to the jackknife errors.
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Figure 3.10: As in Fig. 3.9 but for the S18 f150 [orange circle] and S18
f090 [green triangle] maps.

3.5 Conclusions

In this chapter, we present measurements of the optical depth of clusters derived from

cross-correlations of pairwise kSZ effect for three co-added maps, S16 f150 , S18 f150 ,

S18 f090 and one component separated map, S16 ILC , utilizing the most recent ACTPol

data combined with Planck. The kSZ signal is obtained by correlating the maps with

the BOSS DR15 galaxy catalog using luminous red galaxies as cluster center proxies in

five cumulative and four disjoint luminosity cuts with a minimum luminosity threshold

of 5.4 × 1010L�. We obtain a 5.1σ detection using jackknife uncertainties for the L >

5.4× 1010L� cut containing 342,951 galaxies when crossed with the S18 f150 map with

a predicted τ̄ = (0.48 ± 0.12) × 10−4.

This represents an improvement in SNR relative to that in previous work [23]. The
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analysis presented in this chapter includes a comparison of covariance estimates ob-

tained from noise simulation, jackknife and bootstrap methods. We find that noise simu-

lations provide smallest error bars, while the jackknife are the most conservative. Across

the methods however, the correlation matrices show significant consistency, with low lu-

minosity cuts resulting in more marked correlations between adjacent cluster separation

bins, and the bins at the largest spatial separations having correlations at all frequencies.

In this analysis, a number of refinements to the aperture photometry method have been

implemented to improve the precision of signal estimation relative to the work in [23].

This includes considering assumptions on pixel size, pixel reprojection, galaxy versus

pixel centering of CMB submaps, fractional pixel weighing, and noise-weighting, as

outlined in Appendix A.1.

In this multi-frequency analysis, we find consistent results for the component sep-

arated map, S16 ILC , and the co-added maps at 98GHz, S18 f090 , and 150GHz S16

f150 and S18 f150 , suggesting a robustness to foreground contamination.

We consider the potential impact of miscentering uncertainties on the kSZ result. By

utilizing the Johnston model [40] for brightest galaxy offsets from the cluster center we

estimate the impact of this on the kSZ signal. We find that the effect has a relatively small

impact jackknife uncertainties being 0.73 greater than miscentering errors at separations

of 45Mpc. This leads to an associated small increase in the uncertainities of the τ

estimate and does not introduce any systematic bias. Our kSZ τ results are compared

with tSZ-derived constraints in the companion paper, V20. This analysis paves the way

for pairwise kSZ work with this pipeline on upcoming and future data, from additional

instruments, for example, Simons Observatory and DESI.
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CHAPTER 4

CONCLUSIONS

The kSZ effect, the secondary anisotropy in the CMB due to the peculiar motions of

galaxy clusters relative to the CMB rest frame, is a powerful tool for shining a light on

the dark sector. A measure of the LSS growth rate, the kSZ effect can provide insights

to dark energy and modifications to gravity on a cosmic scale.

The improved resolution and frequency coverage of upcoming CMB instruments

and LSS surveys can allow notable improvements in kSZ signal extraction in order to

reach these goals. However, astrophysical and analysis systematics must be taken into

account. As such, in this thesis we obtain significant pairwise kSZ measurements, while

undertaking a careful study of analysis assumptions and the role of systematics such as

miscentering.

In Chapter 2, Planck and WMAP CMB data are used in combination with galaxy

samples from SDSS, WISE, and DECaLs surveys. Negligible differences in results for

the Planck SEVEM and LGMCA maps, for the same galaxy sample, suggesting that the

aperture photometry method is robust to the differences in residual foreground removal.

This result is highlighted again in Chapter 3 with ACT maps. Also confirmed in Chapter

3 in our more recent ACT analysis, a comparison of flat- vs. noise-weighting CMB maps

was found to have little impact on the pairwise statistic from current Planck data. The

signal-to-noise ratio was evaluated for the CGC, CMASS+LOWZ and WISE samples.

These datasets did not lead to a new significant detection of the kSZ effect, though this

is achieved with ACT data in the next chapter.

The impact of miscentering was considered using two complementary techniques:

the Johnston analytical offset model and a redMaPPer galaxy selection model. For all
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samples, we found that ∼25% of the predicted clusters had brightest galaxies that were

offset with a Raleigh distribution with a peak ∼0.3 Mpc/h. In both the direct comparison

of BG and CG redMaPPer catalogs and Johnston analytic model, miscentering leads to

additional uncertainties equivalent to a significant fraction of the JK error budget. Mis-

centering was also found to be dominant at the peak of the kSZ signal when compared to

photometric redshift errors from DECaLs redMaPPeR, with deviations at the ∼ σ level.

Deviations from photo-z errors of averaged 0.3σ also making them a notable source of

error, as in [72] and [45].

Chapter 2 provides quantitative evidence that uncertainties in cluster centering (in

terms of both transverse and radial location) can introduce significant uncertainties,

comparable to current statistical errors in the kSZ pairwise signal. Order of magni-

tude improvements in instrumental precision and survey size anticipated with the next

generation of CMB and LSS surveys will allow smaller separations, at which the kSZ

signal is largest, to be accessible with photometric surveys. Miscentering uncertainties

will need to mitigated to fully utilize the incoming data. This work suggests a combi-

nation of spectroscopic redshift precision and multiple cluster galaxy populations from

photometric surveys, such as will be obtained with Euclid and WFIRST, and in overlap-

ping regions of the DESI and LSST surveys, may be optimal to appropriately constrain

both transverse and radial cluster positioning. Similarly this suggests implications for

miscentering in kSZ analyses with simulations based on upcoming surveys due to the

fact that even the true brightest cluster galaxy does not always trace the location of the

projected center of electron distribution.

In Chapter 3, a detection of SNR = 5.1 was obtained using jackknife resampling on

the S18 f150 map, an improvement in SNR relative to that in previous work [23]. We

additionally present measurements of the optical depth of clusters derived from cross-
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correlations of pairwise kSZ effect for three co-added maps, S16 f150 , S18 f150 , S18

f090 and one component separated map, S16 ILC , utilizing the most recent ACTPol

data combined with Planck. The kSZ signal is obtained by correlating the maps with

the BOSS DR15 galaxy catalog using luminous red galaxies as cluster center proxies

in five cumulative and four disjoint luminosity cuts. Optical depth estimates are made

for each measurement by comparing with theoretical velocity predictions. We obtain a

5.1σ detection for the largest sample and map area, the L > 5.4 × 1010L� bin on S18

f150 , containing 342,951 galaxies, with a predicted τ̄ = (0.48 ± 0.12) × 10−4.

The analysis presented in Chapter 3 also includes a comparison of covariance esti-

mates obtained from noise simulation, jackknife and bootstrap methods, in which jack-

knife errors are found to be the most conservative, while simulations produce the small-

est errors. We conduct an analysis on the aperture photometry assumptions, testing pixel

size, pixel reprojection, galaxy versus pixel centering of CMB submaps, fractional pixel

weighing, and noise-weighting, as outlined in Appendix A.1. This work’s results are

also contextualized with the previous ACT results [23] in Appendix A.1.

Looking ahead, in the coming decade there will be a wealth of cosmological data,

for which the pipeline used in this analysis is ready for use. Future work is planned with

Simons Observatory and DESI. This analysis paves the way for pairwise kSZ work with

this upcoming and future data.
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Figure A.1: The uncertainties in signal estimation arising from cluster miscen-
tering, using the Johnston model with Θ=0.42 Mpc/h for the lowest
luminosity, L > 5.4 × 1010L� luminosity bin for the S18 f150 [blue]
map. The mean and standard error for the difference, ∆ p̂, between the
observed signal and that of extracted from 50 randomized offset trials
is shown by the marker. The shaded regions are the JK errors for the
same luminosity cut.

APPENDIX A

A.1 Impact of analysis assumptions on kSZ signal extraction

In this section we present a study of the impact of various differences in analysis assump-

tions made in this chapter, and the results presented in section 3.4, and the previous ACT

kSZ analysis in [23] in which the first three seasons of ACT data [21] and the first sea-

son of ACTpol data [55] were cross-correlated with a color-luminosity selected SDSS

DR11 galaxy sample.
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Figure A.2: Comparison of the impact of the redshift smoothing factor in the
aperture photometry estimation for the S16 ILC map and the DR15
L > 5.4 × 1010L� galaxy sample. [Upper] The robustness of the p̂kS Z

to varying σz=0.01, 0.02, 0.05. 1σ uncertainties from sims-based es-
timates assuming σ = 0.01 are shown for comparison. [Lower] The
individual T̄AP realizations for each case.

We consider five specific differences in the analysis:

• Pixel size and submap precision: We use full precision for two pixel parameters

that determine which pixels are included in the aperture photometry for a given

cluster, that were approximated/rounded in [23]. The “CDELT” parameter de-

termines the pixel size and the second parameter determines which pixel serves

as the central pixel for the submap. Rounding errors in these parameters lead to

differences in which pixels are identified in the disc/annulus.

• Reprojection: We account for the geometrical projection effects, that modify the

equal area treatment in aperture photometry when the cluster location is near the
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Scenario ACT SDSS Galaxy query CDELT Submap Aperture Submap
map sample & k-correction rounding averaging centering

1 As in [23] DR11 As in [23] Approx. Approx. Full Pixel
2 As in [23] DR11 As in [23] Precise Approx. Full Pixel
3 As in [23] DR11 As in [23] Precise Precise Full Pixel
4 S16 f150 DR11 As in [23] Precise Precise Full Pixel
5 S16 f150 DR11 As in [23] Precise – Fractional Galaxy
6 S16 ILC DR11 As in [23] Precise – Fractional Galaxy
7 S16 ILC DR15 V20 Precise – Fractional Galaxy
8 S18 f150 DR15 V20 Precise – Fractional Galaxy

Table A.1: Summary of scenarios utilized in Figure A.3 which demonstrates in
a step-by-step fashion the impact of various assumptions used in this
analysis and the earlier analysis in [23].

poles rather than the equator, by using the Pixell reprojection subroutine.

• Pixel vs. galaxy-centered aperture photometry: Finding the kSZ temperature shift

with aperture photometry requires a tracer LRG on which to center the aperture,

to determine ri. In [23], the aperture center was identified as the center of the pixel

in which the target galaxy is located. In this analysis, we implement a “galaxy-

centered” approach rather than a “pixel-centered” approach in translating the co-

ordinates. This means we determine which temperature values are within the disc

and annulus by comparing the equatorial coordinates of the galaxy in catalog with

the coordinates on the CMB map. This is opposed to translating the galaxy coor-

dinates to pixel references and populating the disc based on the center of the pixel.

As in [23], we us postage stamps rather than full map to speed up the code. Pixell

creates reprojected postage stamps recentered on the galaxy location.

• Fractional pixel weighting: In implementing the aperture photometry, we account

for cases in which pixels are only partially included in the annulus or disc. This

includes both pixels centered outside of the disc or ring, and is especially impor-

69



tant for pixels that span between the disc and annulus. For these pixels, we weight

them in the average average based on the fraction of the pixel that overlaps with

the aperture according to (3.3).

• Noise weighting: We compared flat and noise-weighting schemes for differencing

the kSZ temperature decrements in the pairwise momentum estimator in (3.5) and

found little difference in the resulting signal.

In Table A.1 and Fig. A.3 we present eight scenarios that allow comparison of the kSZ

pairwise results as one transitions from the analysis approach and data used in [23] to

that used in our result in systematic, stepwise, fashion. As one can see, comparing

scenarios 1 and 8, the key implication for the differences in combination, is a overall

reduction in the observed signal amplitude in our analysis relative to that in [23].

Our starting point, scenario 1, utilizes the 2017 map and DR11 sample of 20,000

galaxies and a luminosity cut of L > 7.9 × 1010L� from the analysis in [23]. The end

point, scenario 8, uses the S18 f150 map and DR15 sample of 172,409 galaxies used in

the analysis in this chapter, after a luminosity cut of L > 8.6 × 1010L�.

Scenarios 2 and 3 show that rounding the pixel size and submap centering parameters

on the cluster temperatures has a non-negligible effect, reducing the amplitude of the p̂

signal extracted for the 20,000 DR11 galaxy sample and 2017 CMB data used in [23].

Using precise values for the parameters decreases the peak amplitude by 27%.

Switching to the S16 f150 used in our chapter, shown in scenario 4, further reduces

the amplitude of the signal relative to that in [23] , given in scenario 3. The compar-

ison of scenarios 4 and 5 shows the impact of the transition to the parallelized+Pixell

python code used in this chapter, relative to the pipeline used in [23]. For scenario 4 the

aperture photometry is centered on the pixel in which the galaxy resides and the cluster
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Figure A.3: Comparison of the impact of step-by-step changes in the aperture
photometry assumptions in pairwise momentum estimation, p̂ ob-
tained from those used in [23] to this work. The stepwise changes
in analysis and data are given in Table A.1. [Upper] A comparison of
scenarios 1-4 and [Lower] scenarios 5-8. Scenarios 7 and 8 are S16
ILC and S18 f150 results that are analyzed in this chapter.

temperature decrement is obtained by averaging over whole pixels that overlap with the

cluster region. By comparison in scenario 5, the aperture photometry is centered on the

galaxy location itself and the cluster temperature decrement is obtained by using frac-

tional pixel weighting via bicubic spline interpolation for pixels at the end of the cluster

region.

The transition from scenario 5 to scenario 6, shows the difference in signal extraction

when using S16 ILC map relative to S16 f150 . The peak amplitude shifts slightly from
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around 35Mpc to 45Mpc while the similar signal amplitude, relative to that in [23] is

maintained.

Some differences arising from a difference in the SQL query and k-correction ap-

proaches in [23] and our analysis are demonstrated through comparing scenarios 6, us-

ing the DR11 query, and scenario 7 which uses our query on the DR15. In scenario 6 we

use a sample obtained with a query and k-correct model used in [23], while in scenario

7, we use the SDSS SQL query given in V20, and a publicly available k-correct code

[14]. We note that we find differences between the two k-correction approaches, with

the luminosities we obtain roughly a factor of 1.24 higher. This results in a shift of the

peak amplitude from 45Mpc to 35Mpc.

Finally we compare the newest season of data, S18 f150 , in scenario 8 vs the com-

ponent separated map, S16 ILC , in 7. We find a slight decrease in the amplitude but a

smoother signal overall.
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abed, A. Benoit-Lévy, J.-P. Bernard, M. Bersanelli, P. Bielewicz, I. Bikmaev,
J. Bobin, J. J. Bock, A. Bonaldi, J. R. Bond, J. Borrill, F. R. Bouchet, C. Burigana,
R. C. Butler, P. Cabella, J.-F. Cardoso, A. Catalano, A. Chamballu, L.-Y. Chi-
ang, G. Chon, P. R. Christensen, D. L. Clements, S. Colombi, L. P. L. Colombo,
B. P. Crill, F. Cuttaia, A. Da Silva, H. Dahle, R. D. Davies, R. J. Davis, P. de
Bernardis, G. de Gasperis, G. de Zotti, J. Delabrouille, J. Démoclès, J. M. Diego,
K. Dolag, H. Dole, S. Donzelli, O. Doré, U. Dörl, M. Douspis, X. Dupac, T. A.
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