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Abstract

Both the path integral measure in field theory (FT) and ensembles of neural networks (NN)
describe distributions over functions. When the central limit theorem can be applied in the
infinite-width (infinite-N) limit, the ensemble of networks corresponds to a free FT . Although an
expansion in 1/N corresponds to interactions in the FT, others, such as in a small breaking of the
statistical independence of network parameters, can also lead to interacting theories. These other
expansions can be advantageous over the 1/N-expansion, for example by improved behavior with
respect to the universal approximation theorem. Given the connected correlators of a FT, one can
systematically reconstruct the action order-by-order in the expansion parameter, using a new
Feynman diagram prescription whose vertices are the connected correlators. This method is
motivated by the Edgeworth expansion and allows one to derive actions for NN FT. Conversely, the
correspondence allows one to engineer architectures realizing a given FT by representing action
deformations as deformations of NN parameter densities. As an example, ¢* theory is realized as
an infinite-N NN FT.
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1. Introduction
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The last decade has seen remarkable progress in machine learning (ML) in a wide variety of fields, including
traditional ML fields such as natural language processing, image recognition, and gameplay (see [1] for
reviews, and [2] for some breakthroughs in the literature), but also in the physical sciences [3], and more
recently to obtain rigorous results in pure mathematics [4]. This progress has been facilitated in part by the
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Figure 1. In a NN-FT correspondence, ideas from one may give insights into the other. In this paper we are primarily
interested in understanding when NN FT exhibit physical principles such as non-Gaussianity and locality, with an eye towards
applications in both ML and especially physics in the future.

increasing complexity of deep neural networks (NN), both in terms of the number of parameters appearing
in them and their architecture. However, despite their empirical success, the theoretical foundations of deep
NN are still not fully understood. Natural questions emerge:

e Are ideas from the sciences, such as physics, useful in NN theory?
o As it develops, does ML theory lead to progress in the sciences?

A growing literature (see below), gives an affirmative answer to the first, but the second is less clear; it is
applied ML, not theoretical ML, that is primarily used in the sciences.

In this paper we explore both of these questions by further developing a correspondence between NN
and field theory (FT). This connection was already implicit in Neal’s PhD thesis [5] in the 1990’s, where he
demonstrated that an infinite width single-layer NN is (under appropriate assumptions) a draw from a
Gaussian process (GP). This is the so-called NNGP correspondence, and in recent years it has been shown
that most modern NN architectures [6, 7] have a parameter N such that the NN is drawn from a GP in the
N — oo limit. The NNGP correspondence is of interest from a physics perspective because GPs are
generalized non-interacting (free) FT, and NN provide a novel way to realize them. Non-Gaussianities
emerge at finite-N, which correspond to turning on interactions that are generally non-local, and may be
captured by statistical cumulant functions, known as connected correlators in physics. As we will see, since
Gaussianity in the N — oo limit emerges by the central limit theorem (CLT), non-Gaussianities may be
studied more generally by parametrically violating necessary conditions of the CLT.

These results provide a first glimpse that there is a more general NN-FT correspondence that should be
developed in its own right, taking inspiration from both physics and ML. In this introduction we will review
the central ideas of the correspondence and introduce principles for understanding the literature, which we
review in part. Readers familiar with the background are directed to section 1.3 for a summary of our results.

1.1. NN-FT correspondence
At first glance, NN and FT seem very different from one another. However, in both cases, the central objects
of study are random functions. The random function ¢ associated to a NN is defined by its architecture, which
is a composition of simpler functions that involves parameters . At program initialization, parameters are
drawn as 6 ~ P(6), yielding a randomly initialized NN, i.e. a random function. In FT, the random functions
are simply the fields themselves, typically described by specifying their probability density function directly,
P(¢) = exp(—S][¢)]), via the Euclidean action functional S[¢]; we work in Euclidean signature throughout.
We therefore have two different origins for the statistics of a FT, shown in figure 1. To exemplify the
point, consider a FT defined by an ensemble of networks or fields ¢ : R — R,

¢(x) =ac(bo(cx)) a~ P(a), b~ P(b), c~ P(c), (1.1)

where ¢ : R — R acts element-wise and is generally taken to be non-linear. Here the statistics of the
ensemble arise from how it is constructed, rather than from the density exp(—S[¢]) over functions from
which it is drawn. We will refer to such a description as the parameter space description of a NN FT. The
construction of ¢ defined in (1.1) has two parts, the architecture that defines its functional form, and the
choice of distributions from which the parameters 4, b, and ¢ are drawn. This particular architecture is a
feedforward network with depth two, width one, and activation function o. In this description of the FT, one
does not necessarily know the action S[¢], but the theory may nevertheless be studied because the
architecture and parameter densities define its statistics.
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For instance, the correlation functions of a NN FT can be expressed as

G (31, %) = Elg(x1) .. §()] = / dOP(0) 6(x1) ... (%), (1.2)

where we denote the set of parameters of the NN by 6, and the network / field ¢ depends on parameters
through its architecture. Alternatively, we could provide a function space description of the theory by
specifying the action S[¢] and express the correlation functions as

G (x1,...,x,) = /D(b eSO p(x1) ... (xn), (1.3)
as in a first course on quantum FT (QFT). These expressions may be derived from the partition function
ZU] — ]E[efddx](x)¢(x)], (14)

where the parameter space and function space results arise by specifying how the expectation value is
computed,

Z]) = / A P(0) e/ SIS () (1.5)

2] = / Dep ¢~ S0+ a5 x)0() (1.6)

In this work, many calculations will be carried out in terms of a general expectation value E[-] that denotes
agnosticism towards the origin of the statistics; explicit calculations may be carried out by replacing E with
one description or the other, as in passing from a general expression (1.4) to those of parameter space (1.5)
and function space (1.6).

Parameter space and function space provide two different descriptions of a FT, which could be thought of
as different duality frames [8]. When one defines a FT by a NN architecture, the parameter space description
is readily available, but the action is not known, a priori. However, if the parameter distributions are easy to
sample then the fields are also easy to sample: one just initializes NN on the computer. On the other hand, in
FT we normally proceed by first specifying an action; in this case, the probability of a given field
configuration is known because P[¢] = exp(—S[¢]) is known, but fields are notoriously hard to sample, as
evidenced by the proliferation of Monte Carlo techniques in lattice FT.

1.1.1. Example: NNGP correspondence in parameter space and function space
Let us study an example to make the abstract notions more concrete. Consider a fully-connected feedforward
network ¢ : RY — R with depth one and width N,

N d
¢(x):ZZa,-U(b,-jxj), a~N(0,0°/N), b~ N(0,6°/d), (1.7)

i=1j=1

where o is an elementwise non-linearity such as tanh or ReLU(z) := max(0, z). Here, the set of parameters
is given by the union of the a-parameters and the b-parameters. As we will see in detail in section 2, if the
parameters are drawn independently then the connected correlation functions

1

2k
Gg )(Xh...,ka) [0 ¢ W’

(1.8)

and the odd-point correlation functions vanish due to a having zero mean. In the N — oo limit, also known
as the GP limit, then, the only non-vanishing connected correlator has two points,

ng) (Xl,xz) (19)

which demonstrates that the theory is Gaussian; this is the NNGP correspondence. Concretely, following [9],
we may compute the two-point function as

G (x,y) = Elp(x)8(y)] :/dadbp(a)P(b) a;,0(bij, x;,) ai,o (bi,j, ;) (1.10)

where we have used Einstein summation and left the details of the Gaussian parameter densities P(a) and
P(b) implicit. For a fixed choice of o one may evaluate this integral analytically or via Monte Carlo sampling,
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resulting in the two-point function; analytic integrated results for o = tanh and o = Erf are presented in [9].
Since the parameter space calculation establishes Gaussianity of the theory, we infer the action

si61 = [ d'xtlyo(x) 69 x)~ 610, (1.11)

where the inverse of the two-point function satisfies [ d’yG® (x,5)'G?(y,z) = 6@ (x - 2).
As a concrete example, we refer the reader to section 4.2, which recalls a NN realization of free scalar FT
from [10] that uses a cos activation. In that case we have

G (x,y) ' =6(x—y) (V> +m?) (1.12)

which reproduces the usual free scalar action

S[¢] = / dx¢(x) (V* + m?) p(x), (1.13)

in this case realized via a concrete NN architecture.

Thus, in the GP limit, both the parameter space and function space descriptions of the FT are readily
available. Building on [11] using the Edgeworth expansion, we will see methods for computing approximate
actions at finite-N, and we will also develop techniques to engineer desired actions.

1.2. Organizing principles and related work

We have discussed a foundational principle underlying the NN-FT correspondence, that parameter space
and function space provide two different descriptions of the statistics of an ensemble of NN or fields.
Though we have given an example, and there are many more, we are still in very general territory and it is not
clear where to go. Accordingly, we would like to provide other organizing principles:

o NN-for-FT vs. FT-for-NN: are we aiming to better understand physics or M1.?
o Fixed Initialization vs. Learning: are we aiming to understand a fixed NN-FT at initialization, or a one-
parameter family of NN-FTs defined by some dynamics, such as ML training dynamics or FT flows?

Much of the existing literature can be classified within each of these principles, and they also set context for
discussing our results. We will first review some results for network ensembles at initialization, and then
during and after training. With these ideas in place, we will turn to the idea of using NN-FT in service of FT.

For literature that is most similar in perspective to this introduction (prior to this reference section), see
[10] and the works that preceded it [8, 12], by subsets of the authors.

1.2.1. Initialization

A NN with parameters 6 and parameter distribution P() is initialized on a computer by drawing 6 ~ P(6)
and inserting them into the architecture, generating a random function ¢(x) that is sampled from a
distribution P(¢) that may or may not be known. In the N — oo NNGP limit, P(¢) is Gaussian. This was
shown for feed forward networks in Neal’s thesis [5], as well as more recently in [6]; was generalized to a
plethora of architectures, e.g. convolutional layers [7, 13, 14], recurrent layers, graph convolutions [15], skip
connections [16], attention [17], and batch /layer normalization in [18], pooling [14], and transformers [19,
20]. The generality of this result arises from the generality in which central limit theorem behavior manifests
itself in NN; see [7] for a systematic treatment in the tensor programs formalism.

Since Gaussianity follows from the central limit theorem, one generally expects non-Gaussianities in the
form of 1/N-corrections. Study of these non-Gaussianities was initiated a few years ago; e.g. [21] computed
leading non-Gaussianities via the connected four-point function, [22] showed for deep feedforward
networks how P(¢) is perturbed by 1/N-corrections, [12] proposed using effective FT to model
non-Gaussian P(¢) for NN, and [23] developed an effective theory approach and an L/N expansion that
controls feature learning in deep feedforward networks; for concreteness in our examples, we are interested
in the distribution of networks at initialization and take L = 1. This L/N expansion allowed [23] to also study
signal propagation through the network, identify universality classes, and tune hyperparameters to criticality.

Methods borrowed from FT have been useful in studying NN at initialization. For example, perturbative
methods like Feynman diagrams were employed in [12, 24, 25]. Various schemes for renormalization group
flow, including non-perturbative ones, were applied to NNs in [26]. Global symmetries of NN-FTs were
shown to arise from symmetry invariances of NN parameter distributions in [8]. While the results of this
paper were being finalized, a recent paper [27] brought forward a different diagrammatic approach to
effective FT in deep feedforward networks.
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1.2.2. Learning
Although we do not study the dynamics of learning in this paper, it is a goal for future work. Therefore, we
would like to review some of the literature.

NN may be trained to perform useful tasks via a variety of learning schemes, such as supervised learning
or reinforcement learning, that utilizes a learning algorithm to update the system, such as stochastic gradient
descent. In practice this involves training one or a handful of randomly initialized NN to convergence.
However, in general there is nothing special about the initial networks that were trained; in the absence of
compute limitations, one would prefer to train all the networks and compute an ensemble average at
convergence. Theoretically, this amounts to tracking the distributional flow of the NN ensemble, and in
principle it may be done in either parameter space or function space.

In the N — oo limit, most known architectures define NN that are draws from GPs. Since the architecture
defines a GP, it could be used as a prior in Bayesian inference, the learning algorithm of interest in Neal’s
original work [5]. On the other hand, gradient descent with continuous time is governed by the neural
tangent kernel (NTK) [28], which becomes deterministic and training time ¢-independent in the so-called
frozen-NTK limit. In this limit, N — oo and the NN dynamics is well-approximated by that of a model that
is linear in the NN parameters. This frozen behavior is a vast simplification of the dynamics and is known to
exist for many architectures, such as convolutional NN [29], graph NN [30], recurrent networks [31], and
attention layers [19]. For supervised learning with MSE loss, the NN ensemble trained under gradient
descent remains a GP for all times #, including t — oo, with known mean and covariance; the dynamics
becomes that of kernel regression, with kernel given by the frozen-NTK. How is this related to Neal’s desire to
relate Bayesian inference and trained NN? If all but the last layer’s weights are frozen, then the NTK is the
NNGP kernel and the distribution of the NN ensemble converges to the GP Bayesian posterior as t — oo.

In summary, in the N — oo limit, the distribution of the NN ensemble is Gaussian. If it undergoes
supervised training with MSE loss, it remains Gaussian at all times and converges to the Bayesian GP
posterior in a particular case [32]. In general, however, gradient descent induces non-Gaussianities.

At finite-N, the NN ensemble is non-Gaussian. In the Bayesian context, this defines a non-Gaussian
prior, and inference may be performed for weakly non-Gaussian priors via a 1 /N-expansion [21]. In the
gradient descent context, the NTK is no longer frozen and evolves during training, significantly complicating
the dynamics. Work by Roberts, Yaida, and Hanin develops a theory of an evolving NTK in [23]. They apply
it in detail to fully-connected networks of depth L, demonstrate the relevance of L/N as an expansion
parameter, and develop an effective model for the dynamics. Such 1/N corrections to dynamical NTK were
previously studied by other authors in [24, 33]. Bordelon and Pehlevan have developed a systematic
understanding of the evolution of NTK and parametric interpolations between rich and lazy training
regimes using the framework of dynamical mean FT, see [34]. Some of these authors have studied the
O(1/N) suppressed corrections to training dynamics of finite width Bayesian NNs in [35]. A separate work,
[36], presents close-to-Gaussian NN processes including stationary Bayesian posteriors in the joint limit of
large width and large data set, using 1/N as an expansion parameter. Moreover, the authors of [37] explore a
correspondence between learning dynamics in the continuous time limit and early Universe cosmology, and
[38] analyzes connected correlation functions propagating through NN.

1.2.3. NN-for-FT

NN, including the ones we have discussed thus far, generally have R" as their domain and therefore naturally
live in Euclidean signature. They define statistical FT that may or may not have analytic continuations to
quantum field theories in Lorentzian signature. Nevertheless, statistical FT are interesting in their own right
and NN-FT provides a novel way to study them.

Using an architecture to define a FT enables a parameter space description that makes sampling, and
therefore numerical simulation on a lattice, easy. If one can determine an easily sampled NN architecture that
engineers standard Euclidean ¢* theory, for instance, this could lead to improved results on the lattice by
avoiding Monte Carlo entirely®. This is an engineering problem that is work-in-progress; it is not clear that
the ¢* NN-FT realization in this work is easily sampled. Alternatively, by simply fixing an easily sampled
architecture with interesting physical properties such as symmetries and strong coupling, lattice simulation
could be performed immediately.

For uses in fundamental and formal quantum physics, one might wish to know when a NN architecture
defines a QFT. Since NN architectures are usually defined in Euclidean signature, we may instead ask when a
Euclidean FT admits an analytic continuation to Lorentzian signature that defines a QFT. The situation is

6 This lattice approach should be contrasted with works [39] that train a normalizing flow to give proposals for the accept/reject step of
MCMC.
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complicated by the fact that in general we do not know the action, but instead have access to the Euclidean
correlation functions, expressed in parameter space.

Fortunately, the Osterwalder—Schrader (OS) theorem [40] of axiomatic FT gives necessary and sufficient
conditions, expressed in terms of the correlators, for the existence of a QFT after continuation. The axioms
include

e Euclidean Invariance. Correlation functions must be Euclidean invariant, which becomes Lorentz invari-
ance after analytic continuation. See [10] for an infinite ensemble of NN architectures realizing Euclidean
invariance.

o Permutation Symmetry. Correlation functions must be invariant under permutations of their arguments,
a collection of points in Euclidean space. This is automatic in NN-FTs with scalar outputs.

o Reflection Positivity. Correlation functions must satisfy a positivity condition known as reflection posit-
ivity, which is necessary for unitarity and the absence of negative-norm states in the analytically continued
theory.

o Cluster Decomposition. Correlation functions must satisfy cluster decomposition, which says that
interactions must shut off at infinite distance. As a condition on connected correlators, cluster
decomposition is

blim Gg")(xl,...,xp,po +b,---,x,+b) =0, (1.14)
— 00

for any value of 1 < p < n. We have assumed permutation symmetry to simplify notation, putting the shifts
into x,; into x;,.

These ideas were utilized in [10] to define NN quantum FT: a NN-QFT is a NN architecture whose
correlation functions satisfy the OS axioms, and therefore defines a QFT upon analytic continuation. To
date, the only known example is a NN architecture that engineers a standard free scalar FT in d-dimensions,
though we improve the situation in this work by developing techniques to engineer local Lagrangians, which
automatically satisfy the OS axioms. To make further progress on NN-QFT in a general setting, one needs
especially a deeper understanding of reflection positivity and cluster decomposition in interacting NN-FTs;
we study the latter.

1.3. Summary of results and paper organization
Since there are a number of different themes and concepts in this paper, we would like to highlight some of
the major conceptual results:

e Parametric Non-Gaussianity: 1/N and Independence Breaking.
section 2 approaches interactions in NN-FT (non-Gaussianity) by parametrically breaking necessary con-
ditions for the central limit theorem to hold. Violating the infinite-N limit is well studied, but we also sys-
tematically study interactions arising from the breaking of statistical independence, and apply these ideas in
examples.

o Computing Actions with Feynman Diagrams.
In section 3 we develop a general FT technique for computing the action diagrammatically. The coupling
functions are computed with a new type of connected Feynman diagram, whose vertices are the connected
correlators. This is a swapping of the normal role of couplings and connected correlators, which arises from
a ‘duality’ that becomes apparent via the Edgeworth expansion. The technique is also applied to NN-FT,
including an analysis of how actions may be computed in the two regimes of parameteric non-Gaussianity
developed in section 2, 1/N and independence breaking.

o Engineering Actions in NN-FT.
In section 4 we develop techniques for engineering actions in NN-FT. This is to be distinguished from the
approach of section 3: instead of fixing an architecture, computing its correlators, and then computing its
action via Feynman diagrams, in section 4 we fix a desired action and develop techniques for designing archi-
tectures that realize the action. Adding a desired term to the action manifests itself in NN-FT by deforming
the parameter distribution, which breaks statistical independence if it is a non-Gaussianity. Using this tech-
nique, local actions may be engineered at infinite-N.

e ¢*asa NN-FT.
In section 4.2 we design an infinite width NN architecture that realizes ¢* theory, using the techniques that
we developed.

o The Importance of N — oo for Interacting Theories. In physics, interesting theories defined by a fixed
action S generally have a wide variety of finite action field configurations, which have non-zero probability

7
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density. This is potentially at odds with the universal approximation theorem: if a single finite-action con-
figuration cannot be realized by an architecture A, but only approximated, then any NN-FT associated to A
cannot realize the FT associated to S. If the 1/N is an expansion parameter for both non-Gaussianities and
the degree of approximation, as e.g. with single-layer width-N networks, this simple no-go theorem suggests
that exact NN-FT engineering of well-studied theories in physics occurs most naturally at infinite-N, as we
saw in the case of ¢* theory.

These are highlights of the paper. For more detailed summaries of results, we direct you to the beginning of
each section.

2. Connected correlators and the central limit theorem

Interacting FT with a Lagrangian description are defined by non-Gaussian field densities exp(—S[¢]). If the
non-Gaussianities are small, the theory is close to Gaussian and weakly interacting, in which case correlation
functions may be computed in perturbation theory using Feynman diagrams. The non-Gaussianities are
captured by the higher connected correlation functions, which vanish in the Gaussian limit. They are known
as cumulants in the statistics literature and may be obtained from a generating functions W[J] as

() (x Xp) = 0 0 :=1In
G (x1y.00y%p) (5](x1)”'5](x,,)wm> ]:O, W[J] :=InZ]J]. (2.1)

In the absence of a known Lagrangian description, connected correlators still encode the presence of
non-Gaussianities, since the theory is Gaussian if ng) =0forn>2.

In this section we systematically study non-Gaussianities in NN-FT. Since the parameter space
description exists for any NN-FT, we choose to study non-Gaussianities via connected correlators (rather
than actions), which may be studied in parameter space even when the action is unknown. We are interested
in non-Gaussianities in NN-FT for a number of reasons. In the NN-for-FT direction, it is important for
understanding interactions in the associated FT. Conversely, in the FT-for-NN direction, understanding
non-Gaussianities is important for capturing the statistics of finite networks and networks with correlations
in the parameter distributions, which generally develop during training.

The essential idea in our approach is to recall the origin of Gaussianity, and then parametrically move
away from it. Specifically, many FT defined by NN architectures admit an N — oo limit in which they are
Gaussian, and the Gaussianity has a statistical origin: the central limit theorem (CLT). The CLT states that
the distribution of the standardized sum of N independent and identically distributed random variables
approaches a Gaussian distribution in the limit N — oco. Therefore we may systematically study
non-Gaussianities in NN FT by violating assumptions of the CLT, e.g. via 1/N corrections and breaking the
independence condition, both of which affect connected correlators.

There are a number of results and themes in this section, which is organized as follows:

o CLT. In section 2.1 we review the CLT from the perspective of cumulant generating functionals, which will
be useful in NN-FT since in general we do not have a simple expression for the action but do have access to
cumulants.

e Independence Breaking. In section 2.2 we introduce how non-Gaussianities may also arise by violating
the statistical independence assumption of the CLT. We characterize this by a family of joint densities with
parameter « that factorize (become independent) when av = 0. We study the a-dependence of cumulants
via Taylor series, showing that « controls non-Gaussianities independently of those arising from 1/N-
corrections. A simple example of independence-breaking induced non-Gaussianities at N = oo is given in
section 2.2.1.

e Connected Correlators and Interactions in NN-FT. In section 2.3 we study non-Gaussianities in NN-FT,
decomposing the field ¢(x) into N constituent neurons as in [10]. We study the case of independent neurons
in section 2.3.1, where we present the N-scaling of connected correlators and also two examples: single-layer
Cos-net, which exhibits full Euclidean symmetry in all of its correlators, and d = 1 ReLU-net, which we show
exhibits an interesting bilocal structure in its two-point and four-point functions.

In section 2.3.2 we turn to breaking neuron independence in NN-FT, building on the independence
breaking results of [10], which gives a new source of interactions and a generalized formula for connec-
ted correlators. Specifically, we introduce a general formalism for the expansion of the cumulant gener-
ating functional in terms of independence-breaking parameters, and therefore the computation of con-
nected correlators. As an example, we deform the Cos-net theory to have non-independent neurons via

8
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non-independent input weights, doing the deformation in a way that preserves Euclidean invariance, and
compute the independence-breaking correction to the connected four-point function.

o Identical-ness Breaking. Interactions may also arise from breaking the identical-ness assumption of the
CLT. See appendix B for an example of a NN-FT with non-Gaussianities arising from identical-ness breaking.

Equipped with two different types of parameters that induce non-Gaussianity in connected correlators, 1/N
and independence-breaking parameters, we will see how this may be used to approximate actions in section 3.

2.1. Review: CLT from generating functions

In order to understand non-Gaussianities in NN-FTs, it is useful to recall essential aspects of the CLT in the
case of a single random variable, since they carry over to the NN-FT case. We will do so using the language of
generating functions and cumulants (connected correlators), since we may use them to study Gaussianity
and non-Gaussianity even if the NN-FT action is unknown.

Of course, the CLT is among the most fundamental theorems of statistics. There are many variants of it in
the literature, with different sets of assumptions. Here, we will describe a particularly simple version of it and
provide a proof, showing how key assumptions come into play. For a more in depth discussion of the CLT,
see e.g. [41].

Consider N random variables X;. Assume that they are identical, independent, mean-free, and have finite
variance. The CLT states that the standardized sum

1 N
=—Y'x 22
0= ;:1 (2.2)

is drawn from a Gaussian distribution in the limit N — co. In other words, even if the X; are sampled from
complicated, non-Gaussian distributions, these details wash out and their sum is drawn from a Gaussian
distribution.

To see the Gaussianity in a way that may be extrapolated to NN-FT, it is useful to introduce generating
functions. The moment generating function of ¢ is defined as

Zyl)) := E[e"] = B[/ T X/ VN, (2.3)

from which we can extract the moments by taking derivatives,

u® = El¢] = (Q)rz¢ i (2.4)

In physics language, ] is the source, Z,[]] is the partition function, and 4 is the rth correlator of ¢. The
cumulant generating functional (CGF) of ¢ is the logarithm of the moment generating functional

W, [J] := log E[¢/?] = log E[¢/Z: X/ VN, (2.5)

and the cumulants ¢ are computed by taking derivatives of W,|[J],

kS = (%)rw(,)[]]. (2.6)

A random variable is Gaussian only if its cumulants /@f;z vanish. Fundamental properties of CGFs include

Wxi[J] = J + WxJ], (2.7)
Wx[]] = log E[¢/*] = W][c]] (2.8)

where ¢ € R is a constant, which imply

X+c X X+c X
Ry =Ky FcC Ri>1 = Fr>1 (2.9)

KX =X (2.10)

ro

respectively.
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We would like to see the Gaussianity of ¢ under CLT assumptions by computing cumulants. This is
possible since x,~, = 0 is necessary for Gaussianity; conversely, we may study non-Gaussianities in terms of
non-vanishing higher cumulants. Specifically, for a sum of independent random variables the moment
generating function factorizes,

Zxpxill) = [ [ 2610 (2.11)

Consequently, the CGF and the cumulants become

Wy, ox ] = Wy [J] + -+ + W ], (2.12)
H§1+"'+XN :“i(l +...+/§;§N_ (2.13)

Using the identities in (2.10) we can write the cumulants of ¢ as

é K/i(l_’_..._i_ﬁi(N
r

l{ == T. (2.14)
When the X; are identical this simplifies to
Xi
¢ _ _fr
W= (2.15)

¢

The cumulants ¢

, vanish in the N — oo limit. To establish that ¢ is Gaussian, we also need to show that ~]
and /if are finite. As the X; are mean-free, /i(f = kX' //N =0, while k¢ = £ is finite by assumption. Thus,
¢ is Gaussian distributed. This is the CLT, cast into the language of cumulants.

We emphasize that this result relies not only on the N — oo limit, but also on the independence
assumption (2.13).

2.2. Non-Gaussianity from independence breaking
We wish to study the emergence of non-Gaussianity by breaking the independence condition.

To do so, we must parameterize the breaking of statistical independence. Let p(X; ) be a family of joint
distributions on X; parameterized by a hyperparameter « that must be chosen in order to define the
problem. We choose the family of joint distributions to be of the form

p(X;0=0) Hp (2.16)

i.e. p(X) is independent in the o« — 0 limit, but o # 0 in general controls the breaking of independence. Then
we obtain

W[J] = logE[¢/>: %/ VY] = log / [T dxip(a) =5/ VN (2.17)
which when expanded around o =0 yields

U] =log H p(x.a=0)| ’/f+z /HdX I NN O p(X; 0)|azo | (2.18)

where the first term of the log uses independence of p(X;a = 0).
To deal with the a-dependent terms, we generalize a trick appearing regularly in ML, e.g. in the policy
gradient theorem in reinforcement learning. There, the fact that pd, logp = 9, p allows us to write

0.E[O] =E[0 d,logp] (2.19)
for any a-independent operator O. Generalizing, we define

= %aﬁp’ (2.20)

and note that it satisfies the recursion relation

Prs1 = P1 P+ 00 Pk, (2.21)

10
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which allows for efficient computation. We can then write (2.18) as

ok
W [J] = log HEp(X,a:O) [eIX,'/m] + Z %Ep(x7azo) {e’Zixi/mP}(‘azo} . (2.22)
j k=1

In the limit o — 0, the X; become independent, and we have

a—0 — a—0

lim Wy[]] = > logEyx, [e’xj/ W] =" lim Wy, &l (2.23)
j j

where ¢ is now a sum of N independent variables Xj, and its CGF is the sum of CGFs of X; / VN, as expected;
details of the calculations are in appendix C.

We have now discussed two mechanisms that result in non-Gaussianities: 1/N corrections and
independence breaking. While one can use either or both of these mechanisms to generate and control
non-Gaussianities, more caution is required to use independence breaking alone, at infinite N. This is
because the non-Gaussianities that are generated by independence breaking might depend on N as well as .
For example, if the leading corrections to higher cumulants % scale as aN* with a, < 0 for all r > 2, ¢ will
be Gaussian regardless of independence breaking. While if a, > 0, x¢ will diverge, which is undesirable. In
the following, we will present an example where a, = 0 for all r and the non-Gaussianities are generated by
independence breaking alone.

2.2.1. Example: independence breaking at infinite N

Let us provide an example of independence breaking non-Gaussianities that persist in the N — oo limit,
showing how one can control higher cumulants by adjusting the correlations between random variables.
Consider the normalized sum of N random variables,

N
1
o=—) X, (2.24)
v
where X; is the product of two random variables a; and h;,
Xi = a; h,‘. (2.25)

This architecture can be interpreted as the last layer of a fully connected NN, where }; are the outputs of the
neurons in the previous layer, a;/v/N are the weights, and ¢ is the output. First, let us consider the simple
case where g; and h; are independent, Gaussian random variables’,

N N
. o ) 1 1
P(d,h) = Pia(d,h) = 2w o,0h) Nexp <—202 a; — 757 E h?) )
a i=1 h

i=1

where o, and o}, are positive and finite. Since a; and h; are independent, so are X;. The CLT applies and ¢ is
Gaussian.

Next, we will perturb P(d, E) to break independence. To that end, we introduce an auxiliary random
variable H and define,

P(d, 1, H) = Pina(d, h, H)
1 1« 1
= Q2ro.on) NV2roy) exp| == > @ —— Y K- —H |, (2.26)
202 lz;: 207 ; 207}
where we set the standard deviation of H to oy, for simplicity. We then define a correction term,
. . 1 N 2
Pcorr(a7h7H) = Pind(a7h7H) - €Xp _ﬁ (hz - H) . (227)
Th =1

Finally, putting these together we define,

-,

P(d@,h,H; o) = (1 — ) Ping(@, 1) + 0Peors (@, h). (2.28)

7 The word ‘Gaussian” happens to appear many times in this example. To clarify: though a and h are both Gaussian by construction, ak is
not, and ¢ is Gaussian in the CLT limit.

11
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When a = 0, the second term vanishes and both g; and h; are independent. As we turn on « > 0, the g; remain
independent, but correlations are induced between the h; through a direct coupling to H in P (4, h).
To quantify the non-Gaussianity of ¢ as a function of «, we compute the CGE,

Woll] = logE[e/= /YA

N
= log/l_[da,-dxiP(ﬁ7 E,H; a)eJZf aihi/ VN, (2.29)

i=1

As P(a, K, H; «) is Gaussian, (2.29) can be evaluated analytically to give

N/2 =N
B N NN/Z(ijzoﬁcrﬁ) 2
Wy[]] = log l(l —a) (N—]%%,ﬁ) +a<\/N_ ot oot . (2.30)

The odd cumulants vanish, as the ¢ ensemble has a Z, symmetry ¢ — —¢ (due to evenness of P(a)), while
the even cumulants k¢ can be computed by taking derivatives of W, [J]. For example, the second and the
fourth cumulants are

=olop(1+a), (2.31)

6412
* O‘). (2.32)
N

=olo} (9a —3a% +

In the limit N — oo, — 0, the second cumulant is finite while all higher cumulants vanish, and ¢ is
Gaussian as expected. At finite o > 0, all even cumulants are finite and in general nonzero. The ability to tune
« thus allows one to control the degree of non-Gaussianity of ¢. Note that breaking independence in the large
N limit is not a particularly efficient way to sample from a non-Gaussian distribution of a single variable.

2.3. Connected correlators in NN-FT
We wish to establish that the ideas exemplified above—that non-Gaussianities may arise via finite-N
corrections or independence breaking—generalize to continuum NN-FT.

In outline, one may think of this conceptually as passing from a single random variable ¢ (0d FT) to a
discrete number of random variables ¢; (lattice FT'), and finally to a continuous number of random variables
#(x) (continuum FT), where x € R, This is a textbook procedure in the context of the function-space path
integral. Here we wish to instead emphasize the general procedure and parameter space perspective.

Consider the case that the continuum field ¢(x) is built out of neurons h;(x) [10] as

1 N
$(x) = ﬁ;hi(x). (2.33)

If the h;(x) are independent, the CLT states that ¢(x) is Gaussian in the limit N — co. This is the essence of
the NNGP correspondence.

Motivated by the single variable case, we will study non-Gaussianities arising from both finite-N
corrections and breaking of the independence condition. The CGF of ¢(x) is

WylJ] =logZs[J] = Z/Hddxiw G (xy,...,x,), (2.34)
r=1 i=1 :

r

where we have performed a series expansion in terms of the cumulants, a.k.a. the connected correlation

functions Gt of ¢. This is a straightforward generalization of (2.5) to the continuum. When the odd-point
functions vanish the connected four-point function is

G£4) (X150 0y%4) = GW (X1, ,%4) — (G(z) (xl,xz)G(z) (x3,%x4) + 2 perms), (2.35)

which will capture leading-order non-Gaussianities in many of our examples.
In the following, we will quantify non-Gaussianities in terms of non-vanishing cumulants, as well as
directly in the action via an Edgeworth expansion.

12
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2.3.1. Finite-N corrections with independent neurons

We first study non-Gaussianities in the case where the neurons 4;(x) are i.i.d. but N is finite, e.g. single
hidden layer networks, shown in [42]. We can express the CGF (2.34) in terms of the connected correlation
functions of the neurons,

Wiyl = logE [exp (;NZ / ddxf<x>hi<x>>]

<0 r
—Z/Hdd Jz) (xr) Chl(j;/;l’x)- (2.36)

This result relies on the fact that for independent h;, the expectation of the product is the product of the
expectations, which turns the first expression into a sum on neuron CGFs. For identically distributed
neurons the sum gives a factor of N, and the normalization 1/v/N gives the r-dependent N-scaling. This
result lets us express the connected correlators of ¢(x) in terms of the connected correlators of h;(x),

GE,?!, (xla e 7xf)

GST)(xl’... 7xr) o Nr/2—1

(2.37)
This N-scaling implies

lim G2 (xy, -+ ,x,) =0, (2.38)

N— oo

establishing Gaussianity in the limit.

2.3.1.1. Examples: single layer Cos-net and ReLU-net

We will now consider two single hidden layer architectures with finite N and i.i.d. parameters. While the
methods we describe in this section can be employed to study NN with arbitrary depth L > 1, inducing
statistical correlations among neurons [42], single hidden layer architectures suffice to demonstrate their
utility.

2.3.1.2. ReLU-net
First, we will consider an architecture with a single hidden layer and ReLU activation functions. As ReLU
activations are ubiquitous in ML applications, this is a natural example to study. Consider

$(x) = WIR(Wix;) where R(z) = {Z’ forz>0 , (2.39)

0, otherwise

with d = doy = 1, W0 ~ N(0, ”“O)WINN( 7 LIy}

We compute the two-point function in the parameter space description (1.2) to obtain

2) W%,
G perv(%,0) = —5 (R(x)R(y) + R(—=x)R(~y)), (2.40)

which has a factorized structure in the terms that one might call bi-local: the function depends independently
on x and y, regardless of any relation between them. This result is exact and does not receive 1/N corrections.
Non-Gaussianities induced by 1/N corrections manifest as a nonzero 4-pt connected correlation function,

(4) 1 ( 1503,0%, . o
Gerer (%1,%2,%3,%) = | — 75— > R(jx1)R(jx2)R(jixs)R(jixs)
j=%1

4 4
Tw,%w, . .
4 > Z (jxa)R(jxp)R(—jxc)R(—jxa) ) (2.41)

P(abed) j==%1

As expected, Ggﬁew (%1,%2,%3,%4) scales as 1/N.
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2.3.1.3. Cos-net
Next, let us study a single hidden layer network with cosine activation functions. The NN-FT associated to
Cos-net (and its generalizations) is Euclidean invariant [10], which is interesting on physical grounds, e.g. to
satisfy one of the OS axioms to establish an NN-QFT. Euclidean invariance may be established using the
mechanism of [8] for determining symmetries from parameter space correlators, which absorbs symmetry
transformations into parameter redefinitions, yielding invariant correlators when the relevant parameter
distributions are invariant under the symmetry.

Cos-net was defined in [10], where its 2-point function and connected 4-point function were also
computed. The architecture is

(x) =W, cos(WOx] +bY) (2.42)
where W' ~ N(0, 0%, /N), W0 ~ N (0,03, /d), and b° ~ Unif[—,7]. As before, the correlation functions

are computed in parameter space (1.2). The 2-pt function

2
GOlos(x1,x2) = a;V ¢ 2% (An2)* (2.43)

is manifestly translation invariant, with Ax;; = x; — x,. The 4-pt correlation function is

4 o2, (Axp+Ax)? o2 ((Ax Y2 (Ax )2)

4 Oy _ W ab ed L) ab ed

G£7éos(x1,x2,x3,x4): Nl E (36 1 —2e 1 , (2.44)
P (abed)

where Ax; := x; — xj and P (abcd) denotes the three independent ways of drawing pairs (x,,xp), (., %4) from
the list of external vertices (x,x,,%3,%4)-

We see the manifest Euclidean invariance of these correlators, and that non-Gaussianities are encoded in
GE,%OS asa 1/N corrections.
2.3.2. Generalized connected correlators from independence breaking
We now wish to generalize our theories and connected correlators to including the possibility that
non-Gaussianities arise not only from 1/N-corrections, but also from independence breaking, e.g. by
developing correlations between the neurons h;(x). Previously, [ 10, 42] studied mixed non-Gaussianities at
finite N and statistical correlations among neurons.

Generalizing our approach from section 2.2, we parameterize breaking of statistical independence by
promoting the distribution of neurons P(h) to depend on a vector of hyperparameters & € R4, P(h; @).

Since independence is necessary for Gaussianity via the CLT, and we will sometimes wish to perturb
around the Gaussian fixed point, we require

P(h;a =0) =[] (), (2.45)

where the hyperparameter vector & must be chosen as part of the architecture definition. From this
expression, the neurons become independent when & = 0.
For a general P(h; &), the CGF is

W, [J] = log [ / <HDh> e ZIM x)](x)]. (2.46)

i=1

For small values of «, we can expand P(h; &),

o 4
P(h; &) = P(h: & = 0) + ;ZZI %8% 00, P (2.47)
Analogous to the single variable case, we define
Pr s s} = %&151 -+ Oa,, P(h; @) (2.48)
satisfying the recursion relation
1 &
Pttt = 77 ;(PI,SW + 00, )P s s (2.49)
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Finally, we can expand (2.34) in &,

O ** 1 dx ()] (x
[]] lOg ¢Voa = +Z Z —— HEP [eﬁjd " )]()'77,7{51’...,5,}

r=1sp,--,5,=1

&_OH . (2:50)

where Wy, 5—0[J] is given in (2.36). This form of W[J] makes it clear how one can tune N and & to generate
and manipulate non-Gaussianities; for details see appendix C.

For appropriately small independence breaking hyperparameter &, and other attributes of the
architecture, the ratio of second term to first term in the logarithm of (2.50) is small. In such cases, one can
approximate (2.50) using Taylor series expansion log(1 4 x) & x around x = 0. The CGF becomes

[e3

q N
O gt ;
Wull] = Wea=ol] + Ty 11Een) {em [ p | *:o} : (2.51)
s=1 i=1

and the cumulants

_ oWl
AJ(x1) - 0J(x;) =0’

_ Ggr),i.i.d. + &~AGE” +0(a?). (2.52)

G(r)(xlv”' ,.X,) =

c

are proportional to & at the leading order. The leading order expression in & is evaluated in (C.21).

2.3.2.1. Example: single layer Cos-net

Let us exemplify the non-Gaussianities generated by statistical independence breaking of a single layer
Cos-net architecture given in (2.42). We can break this independence by modifying the distribution from
which the weights Wg (an N X d matrix) are sampled

Q1B

(Wl + g 2 WP | | (2.53)

B2

P(W®) = cexp —Z 207,
ij i1k,

where ¢ is a normalization constant. The rotational invariance preserving term %W introduces
mixing between the weights Wg and parametric independence is explicitly broken. The degree of
independence breaking can be controlled by tuning a;g.

We wish to compute the connected correlation functions to quantify the non-Gaussianities generated by
independence breaking. In general, this is a difficult problem. However, when g < 1, we can perform a
perturbative expansion in agg. Setting d = 1 for simplicity, we obtain

GE?C)OS(Xl,xz) _ amaévoaa,zlj\;w [_ (1- Saévo(AxlzI); + oy, (Axpy)*) U%vo(Axu)Z] . (2.54)
G, ) = G, ) + 2. 5 [6 — (2070 (A + )
iid P (abed)
12080 A2, A e T (agrad) (343020 (Axap + Axea)?) ei%(Axaz7+Axm)2‘| ,
(2.55)
to leading order in oy, where GE Cos(X1, -+ ,x4) is obtained at d = 1 from (2.44). Non-Gaussianities at finite

id.
N, and aqp # O still preserve the translatlon invariance of the 2nd and 4th cumulants of Cos-net architecture.
We refer the reader to appendix B.2 for details, where we also compute leading order non-Gaussian
corrections to first two cumulants in a single hidden layer Gauss-net at agp # 0, finite N, for d = 1.

3. Computing actions from connected correlators

In section 2 we systematically studied non-Gaussianities in NN FT by parametrically violating two
assumptions of the CLT: infinite-N and independence. The study was performed at the level of connected
correlators, rather than actions, because every NN-FT admits a parameter space description of connected
correlators, even if an action is not known.
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In this section we will develop these techniques for calculating actions from connected correlators,
including in terms of Feynman diagrams in which the connected correlators are vertices. More specifically:

o Field Density from Connected Correlators: Edgeworth Expansion. In section 3.1 we review how know-
ledge of the cumulants of a single random variable may be used to approximate its probability density, and
then we generalize to the FT case, which has a continuum of random variables. This gives an expression for
P[¢] = exp(—S[¢]) in terms of connected correlation functions. We present an explicit example in the case
of a single variable.

e Computing the Action with Feynman Diagrams. Given the Edgeworth expansion, we develop a method to
compute the action perturbatively via Feynman diagrams, which becomes clear due to a formal similarity
between the Edgeworth expansion and the partition function of a FT. This is a result that is applicable to
general FT.

o NN FT Actions. In section 3.3 we specify the analysis of section 3.2 to the case of NN FT. We derive the
leading order form of the action for the case of non-Gaussianities induced either by 1/N-corrections or
independence breaking.

e NN FT Examples. In section 3.4 we derive the leading-order action in 1/N for concrete NN architectures.

3.1. Field density from connected correlators: Edgeworth expansion

The Edgeworth expansion from statistics (see e.g. [43] for a textbook statistics description and [11] for an
ML study) can be used to construct the probability density from the cumulants. The key observation which
allows the Edgeworth expansion to be applied in a FT is that the normal relation for the generating function
in terms of the action

M / dg e—SIo1+0 (3.1)

can be inverted to express the action in terms of the generating functional. Adding a source term in the
exponent, mapping J — iJ and integrating over ], we have

/dIeW[i]]fi]qﬁ _ /d]e’”‘b/dqblefswl]“]‘ﬁ/ — ¢ Sl¢] (3.2)
where
/ dje "= = 5[¢" — 9] (3.3)

has been used. Deforming the J integration contour back to real J then results in
P[QS] = e_s[¢] — /d]eW[/] _](75’ (34)

This gives the probability density and action in terms of W[J]. This result can also be thought of as arising
from an inverse Fourier transform of the characteristic function.

Then to apply the Edgeworth expansion for a single random variable ¢, we write W[J] in terms of
cumulants

0o Ky
wlJ] = Z} 7 (3.5)
which lets us write
S Kr r K 2 K1]—
P[¢] = exp [Zﬂ(_a¢) ] /d]@ 2]2“’ J ]457
r=3
> Kr , _(¢*N1)2
=exp [Z ?(—&ﬁ) ] e (3.6)
r=3 '

where the Gaussian integral has been performed by mapping J — iJ (alternatively, working with the
characteristic function the whole time) and we have neglected the normalization factor. We have an
expression for the density Py as an expansion around the Gaussian with mean «; and variance ;.
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The result may be extended to the FT case, where ¢ is replaced by ¢(x), a continuum of mean free
random variables. Then the relation is

st L N (—1)’/ T G0 0 0 ), -selol
e = exp (Z . Hd x; G} (xl,...7xr)5¢(xl) 550 e , (3.7)

r=3 i=1

where the GP action Sg is defined as

Se[d] = % / ds1dxs 6(x1) G (x1, %)~ b(x), (3.8)

To the extent that there is a perturbative ordering to the correlators through some expansion parameter
(such as 4; or independence breaking), this expression can be evaluated perturbatively to systematically
construct an action from the cumulants®.

3.1.1. 1D example: sum of N uniform random variables
Let us demonstrate the Edgeworth expansion in a simple example. Consider the standardized sum of N i.i.d.
random variables sampled from a uniform distribution

N
1
=—Y"X;, X~ Unif(—1/2,1/2)Vi. 3.10
The cumulants of X; are

KX =0, (3.11)

x, _ Br
Ky =—forr>2, (3.12)

r

where B, is the rth Bernoulli number’. Plugging this into (2.15), the cumulants of ¢ are

B,

Rr = N1

RS

(3.13)

At finite N, the cumulants fff;z are nonzero and ¢ is non-Gaussian. Using these cumulants, we can write
down the probability distribution function of ¢ via an Edgeworth expansion,

1 = f{f P eI
Py = 7 XP E 7(_8@ 16 @ /2
r=3
1 —~ B :
I r _ r| ,—¢° /B
= S exp E: N (—0s) ] e (3.14)

Truncating the sum at r = 4, expanding the exponential, and keeping terms up to O(1/N) we get

1 1 1 1 2 P
Py =— |14k - 2 4 ) O /N2 e /2
N (W‘f)z sy gy ) TOUNT)

—Lep|- (L + at ¢2+”—f¢4+0(1/N3/2)
A 269 4(kD)3 24(k9)* ’

2 2 2

=L [(6+ 51;> & - :Tiq% + O(I/N3/2)] , (3.15)

where on the second line we absorbed the constant term into the normalization constant Z’. At order O(N°),
the exponent in (3.15) is quadratic and ¢ is Gaussian distributed. Gaussianity is then broken by a quartic
interaction at order O(1/N).

8 In the finite-dimensional version of the Edgeworth expansion, it is sometimes convenient to further express the powers of derivatives in
terms of probabilist’s Hermite polynomials using

2

(=0 e = Hi(x)e 5, (3.9)

In the FT case, using Hermite polynomials provides no obvious advantage.

L go—L

9 B, vanishes for odd r > 2. First few nonzero Bernoulli numbers are: B, = é,B4 =—5 b
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Table 1. The Edgeworth expansion for P[¢] and the interaction expansion of Z[J] are formally related by a change of variables, given here
up to constant factors. Due to this relationship, non-local couplings and connected correlators may both be computed by appropriate
connected Feynman diagrams.

Field picture Source picture
Field o(x) J(x)
CGF WJ| = log(Z[]]) S[¢] = —log(P[¢])
Cumulant G (x1,...x) gr(x1y. ., xr)

It is worth noting that the cumulants of ¢ are given by simple closed form expressions, see equation
(3.13), while Py involves a perturbative expansion in 1/N. This is in contrast to weakly coupled FT, where we
often start from a simple action expressed in closed form and calculate the connected correlation functions
via a perturbative expansion in the coefficients of interaction terms.

3.2. Computing the action with Feynman diagrams

In a FT a powerful tool for organizing a perturbation expansion is with Feynman diagrams. Just as Feynman
diagrams can be used to compute the cumulants perturbatively in an expansion parameter from an action,
they can also be used to compute the action perturbatively from the cumulants. To understand the
derivation, recall the expression for the partition function

WU] — = C exp <Z/Hd Xi gr X1y, X )5](6 ) '“6](6)@))6_50[]]’ (316)

i=1

where we have introduced couplings g, instead of g, /7!,

= /dxldxzf(xl)A(xhxz)](Xz), (3.17)

and A(x;,x;) is the free propagator. The expression (3.16) arises by taking the usual expression for the
partition function

Z|J) = / Dgp ¢~ Siwl¢1 =S+ [ 45/ 2)9) (3.18)

and replacing the ¢’s in the interaction terms

Sint = Z/Hd X gr(x1, %) d(x1) .. D(%,) (3.19)

i=1

by §/4Js. Pulling the J-derivatives outside of the [ D¢ in (3.18) and performing the Gaussian integral yields
(3.16). These manipulations closely mirror the Edgeworth expansion.

The Edgeworth expansion (3.7) is related to the partition function (3.16) by a simple change of variables,
given in table 1, which one might think of as a duality map between a field picture and a source picture. This
relationship between the Edgeworth expansion and the partition function immediately tells us that the
analog of g.(x1,...,x,) are the connected correlation functions Gt (%1, ,%,) in (3.7).

We may therefore compute the couplings g.(x1,...,X,) in the same way that we compute the connected
correlators G” (%1, ,%). In a weakly coupled FT, one can compute the connected correlation functions
G (x1,- -+ ,x,) in terms of the couplings g.(x1,- - - ,x,) perturbatively via Feynman diagrams. An Edgeworth
expansion allows us to do the converse and compute the couplings g(x1, - - - ,x,) in terms of the connected
correlation functions Gﬁ’) (x1,- - ,%). The similarity between (3.7) and (3.16) suggests that the terms in the
expansion for g,(x;, -+ ,x,) can be represented by Feynman diagrams, whose vertices are connected
correlators, e.g.

| (3.20)
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Table 2. Feynman rules for computing g, from each connected diagram with GE") vertices.

Feynman Rules for g.(x1,. .. ,x,).

1. Internal points associated to vertices are unlabeled, for diagrammatic simplicity. Propagators therefore connect
to internal points in all possible ways.

2. For each propagator between z; and z;,

Z,'————Z]‘:ng)(zi,z]')il. (322)

3. For each vertex,

G = v [ty GO ), .

4. Divide by symmetry factor and insert overall (—).

in the case of a six-point vertex. Notably, the vertex is itself a function and lines enter the n-point vertex at n
locations.

To compute the coupling g,(x1, .. .,%,) in terms of Feynman diagrams, one sums over all connected
r-point Feynman diagrams made out of G vertices. By convention, we do not label internal points on the
vertices, in order to simplify the combinatorics. For instance, the four-point coupling g4(x,...,x;) has a
diagram

(3.21)

where it is to be understood that connections to internal points in a vertex appear in all possible
combinations. Analytic expressions may be obtained from the diagrams via the Feynman rules given in
table 2. If G*) (xi,yj) "' = % involves differential operators, it can be evaluated by Fourier
transformation, see appendix D :

As an example, let us compute a contribution to the quartic coupling g4 (x;,x,x3,%4) from a G£4) vertex

1
g, .. x4) = a0 [/d)’ld)’zdyadﬂG54)()/17J’2J’3a)’4)GEZ)()’hxl)_lGEz)(J’ZaxZ)_l

X G (y3,%3) 'GP (y4,x4) "' + perms | + ... (3.24)
xl N ’ x3

= @ +..., (3.25)
) 2 I Ty

where the dots represent contributions from other diagrams, and ‘perms’ represents other diagrams from
permutations over internal points. A combinatoric factor of 4! from summing over internal points cancels
out the prefactor 1/4! from Edgeworth expansion.

The Edgeworth expansion (3.7) involves an infinite sum. Correspondingly, computing g,(x1,- - ,x,)
requires summing over infinitely many Feynman diagrams. When all but finitely many terms in the
expansion are parametrically suppressed, the expansion can be truncated at finite order to provide an
approximation of g,(x;,- - - ,x,). We will apply these rules to concrete examples later in this section and
demonstrate how approximations to g,(x, -+ ,x,) can be obtained systematically.
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While our focus is on NN FT, we emphasize that Edgeworth expansions can be utilized in any FT where

the connected correlation functions are known, and the expansion in (3.7) is not divergent.

3.2.1. Example: non-local ¢* theory

Aside from any application in NN-FT, it is interesting to study the self-consistency of the Edgeworth

expansion. We do so in a famous case, ¢* theory, generalized to the case of non-local quartic interactions, in
order to demonstrate the ability of the Edgeworth method to handle non-locality. Consider the action

(@] = /ddxlddxz %cb(xl)G(Gz,L(thz)_%(xz)

+ 41' d“x,d%,d%%;d x4)\(x17x2,x3,x4)<b(x1)¢(x2)¢>(x3)¢(x4), (3.26)

where G(Gz)d)(xl ,%2) "1 and A(xp,x2,x3,x4) are both totally symmetric, and G(GZ)¢ (x1,%;) ! is the operator
in the free action Sg[¢]. We denote the free propagator D(x;,x;) so that [ d?x’ G(Ci )¢ (x1,%) 7"

D(x',x;) = 6%(x; — x;). We can then expand c? (x1,%2) in A(xy,%2,%3,%4), and at leading order,

1
G (x1,%) = D(x1,%) + 3 /dd}’l - d A1, 72,93, 70) D(x1,91) D2, 3) D (14, %), (3.27)
where the 1 is a symmetry factor. Similarly,
GW (x),-+ ,x4) = /ddxl’ . --ddxi A(xi, %5, %5, %4 ) D (%1, ) D(%2, %) ) D(x3, 3 ) D (%4, x4 )
+O(N?). (3.28)

There are no other connected correlators that have contributions at O(A). To perform an Edgeworth
expansion, we first need to write down the inverse propagator,

GEZ) (xl,xz)_l = ng(xhxz /ddX3d X4)\(X1,X27X3,X4)D(X3,X4) + O()\ ) (329)

Given (3.29), it is easy to verify that

/dx G (x1,x") IGP (x',x,) = 0(x1 — x2) + O(N2). (3.30)
At this point, let us introduce a shorthand notation to improve readability, rewriting | d'x,d’x, GEZ) (x1,%2),
fddxlddxz G (x1,%,) ! and fddx1 o de, G (x1,++,X4) @S,
1
Gyxy = Dy + 5)\1234D1xD23D4)/ +0(N?), (3.31)
1
Gyl =G (xy) ™t — S gD+ O(X?), (3.32)
Gi234 = A172/374' D11 DyaD3r3Dyrg + O(N?), (3.33)

respectively. Finally, we obtain the Edgeworth expansion at O() by plugging in (3.29) and (3.28) into (3.7),

1

1 1
Pl¢] = 7 &P <4!G123451525354) exp (—2¢xnyl¢y> +0(\), (3.34)

where d; := 0/0¢(x;). Expanding the first exponential and performing the derivatives we obtain

1 A A
Pl¢] = 7 {1 - 1;34D12D34 2 ¢1¢2¢3¢4} exp (—¢x G ¢(x y)~ 1¢y> +0(N), (3.35)
with Ajp34 1= fddxl . ~ddx4 A(x1, -+ ,x4), and ¢ := @(x). The second term does not depend on ¢ and can be

absorbed into the normalization factor, resulting in

Plg] = %exp <—;¢xG8)d>(x1,xz)_l¢y Ao ¢1¢2¢3¢4) +0(\). (3.36)

We have recovered the ¢* action at O()), as expected.
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3.3. General interacting actions in NN-FT

We now study the Edgeworth expansion in NN FT. We will modify the general analysis of the previous
section to the case where non-Gaussianities are generated by the two mechanisms we described in section 2,
namely, by violating assumptions of the CLT by finite N corrections and independence breaking.

3.3.1. Interactions from 1/N-corrections
As we discussed in section 2.3.1, non-Gaussianities arising due to 1/N corrections result in connected
correlation functions that scale as

1

GO )

(3.37)
for a single hidden layer network. At large N, the action can be approximated systematically by organizing the
Edgeworth expansion in powers of 1/N, calculating the couplings via Feynman diagrams, and truncating at a
fixed order in 1/N.

To do so, we need to know how the couplings scale with N. We have studied a case in (3.25) where only
the even-point correlators are non-zero, and clearly there is a 1/N contribution to g4 from a single G§4)
vertex; any higher order correlator G contributes at 1 /N"/2=1 and higher. Consider now contributions to

)

the couplings g~ 4. There is a tree-level 1/N'/2~! contribution from a single Ggr vertex and there are

1/N"/>=1 contributions from a G£”>r) vertex with an appropriate number of loops; both are more
suppressed than the 1/N contribution to g4. Finally, consider contributions from V number of Gor<n
vertices. Forming a connected diagram requires #V > r, which implies V > 2 and therefore the contribution
is of order 1/N>"~1, which is more suppressed than 1/N since  begins at 3 in the Edgeworth expansion.
Therefore, the single-vertex tree-level contribution to g4 is the leading contribution in 1/N.

The quartic coupling gu(x1,%2,x3,%4), at leading order in 6«1 /N, is

1
(1, yX4) = — 2 /dyld)’zd)’sd)’4G£4)(J’1’)’za)’30’4)ng)(yhxl)*ngz)(Yzyxz)fl
1
x G2 (y3,%3) 'GP (y4,x4) " + perms| + O <N2) ) (3.38)
:L‘l N s xg
B \\ // O 1
_ +0( 53 ) (3.39)
T . I Ty

We may compute this coupling in a NN-FT by first computing G£4) in parameter space.

In summary, the leading-order in 1/N action for a single layer NN-FT is

S= SG+/ddX1...ddX4 ga(x,. ., x)0(x1) ... p(x4) + O (1\1]2) , (3.40)

where g4 at O(1/N) is given in (3.39), under the assumption that the odd-point functions are zero, as in the
architectures of section 3.4.

3.3.2. Interactions from independence breaking
Non-Gaussianities generated via independence breaking alone are qualitatively different than those from
1/N corrections.

We wish to determine the leading-order action due to independence breaking. Focusing on the case
where independence breaking is controlled by a single parameter « for simplicity, it follows from (2.52), that
the connected correlation functions scale as

Ggr)(xl,--~,xr)o<a Vr> 2 (3.41)

),free |

at N — oo limit, since the connected correlators GE’ r>2 of the free theory vanish.
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As a result, each coupling g,(x1, - - , x,) receives contributions from tree-level diagrams of all connected
correlators, at leading order in a.. More generally, at any given order in «, there are infinitely many diagrams
from all connected correlators to g,(x;, - - ,x,). For example, the expansion for g4 (x;,x,,x3,x4) at O(c)
includes terms proportional to ngn) (x1,-+ ,X2y) forallm> 1,

0 ( 1)2n
=S | [dy--dy2, G (yy,. ... 12,) GP -1
84(x1,%x2,%3,%4) ; )] [/ 1 dyan G (1,0 pan) G (1,%1)
2n—1
X G (y2,2) 1 G2 (y3,x5) 71 G (g, xa) ! H G (Ymsymt1) " + perms | 4+ 0(a?),
m=>5
(3.42)
T \\\ //,1‘3 71 - /\\ /) 2 1 \\\\\ /////1'3
=(=1)% @ + \/ + +- | +0(a?), (3.43)
S NEA R R
X9 N Ty To - N Ty ( \1

). The terms in the

where summing over internal points y; cancels out 57 prefactor from each G
parenthesis constitute an infinite sum.

This structure makes it impossible to systematically approximate g,(x;, - - ,x,) with a finite number of
terms via a perturbative expansion in «, unless some other structure correlates with it. Note that this is a
feature of NN FT where non-Gaussianities are generated only by independence breaking. Approximation via
a finite number of terms would be possible in cases where connected correlation functions scale with both «

and 1/N. In the limit of N — 0o, the leading-order in « action for a NN-FT is

S=Ss+ Z /ddxl o dh g (1, %) O(x1) - (%) + O(a?), (3.44)
r=4

where g,~4’s are computed similar to (3.43). Such an action can not be approximated by a finite truncation,
unless the theory exhibits additional structure.

3.4. Example actions in NN-FT

Next, we exemplify the Feynman rules from section 3.2 in a few single layer NN architecture examples at
finite width and i.i.d. parameters, and evaluate the leading order in 1/N quartic coupling and NN-FT action.
The quartic coupling is

1
X, x4) = —a [/dd)’1"'dd)’4 G£4)(}’17"' 7)’4)G£2)()’17X1)_1 : "GEZ)()’47X4)_1 +perms|, (3.45)

at O(1/N). When c? (x1,y1) " involves differential operators, we use the methods from appendix D to
evaluate g4.

3.4.1. Single layer Cos-net
Recall the Cos-net architecture introduced earlier, ¢(x) = W} cos(Wix; + bY), for W' ~ N(0,075,, /N),
W2 ~ N(0,0%,/d), and b° ~ Unif[—m, 7]. We will consider the case where all parameters are independent

and non-Gaussianities arise due to finite N corrections. To evaluate the leading order quartic coupling for
this NNFT, let us first compute the inverse propagator G?

'+ Cos(X1,%2) 71, starting from the 2-pt function

2 2
Ty, (1 —x2)

2
I =g (3.46)

2
Cn1,32) = =

and inversion relation [ ddyGE,zc)os(ag y)~! GEZC) o5 (7,2) = 6%(x — z). Translation invariance of the 2-pt function

2 _ L . . .
E C)OS (x,y) ! as a translation invariant operator. Then, performing a Fourier

transformation of the 2-pt function and its inverse operator, followed by an inverse Fourier transformation,
we obtain

and delta function constraints G

203 oy, Vi
G (x,y) ' = TWo e 5d(x—y), (3.47)

¢,Cos 2
oy, d
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where V2 := 9% /0x>. Here, we use (D.3) to evaluate the quartic coupling as,

gfl:OS(xh” . /dd G£4C05(p17 ’p4) Ezéos(_pl) 1'”G§2C)os(_p4) !
« emipx 71p4x1;’ (3.48)

dpz
—1 __ 20w, 2"\24/0 . .
= . Using thi
(=p) Vs, e sing this,

where Ggfc)os(Pl ,*++,p4) is from (B.8), and G2

¢,Cos

2 2
A% \%
0 ( Tab - 'cd)

B (3.49)

g4cos(xlax27x3ax4) = -

4\[7r3/20'w Z _ wo rub(d 87T O'WO Z .
"~ Ndol, Nd2 4
Wy (abed) Tw, P (ab,cd)
We introduce the abbreviation 7,44 := X, + X — X — X4, and P (abcd) = 12 refers to the number of ways
ordered list of indices a,¢,b,d € {1,2,3,4} can be chosen. Similarly, 7, := x, — X, and P (ab, cd) = 12 is the
number of ways ordered pairs (a,c), (b,d) € {1,2,3,4} can be drawn.
With this, Cos-net field theory action at O(1/N) is

2 2 o3 4 3/2 4 Uzovixc
Scos[®] ZGUWD /ddx¢(x)e T /ddxl ddx{ Vo Z e

2 2
w4 Nd*o Wl P (abed)
871' ot T (Vi Vi)
N ¢ d1¢<xl>---¢<x4>+o<1/w2>. (3.50)
TWi D abred)

The NNGP action is local, but the leading order quartic interaction is non-local.

3.4.2. Single layer Gauss-net
As our next example, consider the output of a single-layer Gauss-net

W} exp(Wix; + b7)

P(x) =
\/exp[z(aﬁo + %xz)]

) (3.51)

for parameters drawn i.i.d. from W? ~ A/ (0, UW" ), W~ N(0, ) and b° ~ (0,07, ). The propagator is
identical to Cos-net FT, and so is GE G)auss (%1, x;) . We evaluate Gauss—net quartic coupling g4, using (D.3),
and (B.12) for G G)auss, as

42732 oy (d—a%, V? ) 7, V7
Gauss _ Wo 2 4 "W Wo Y Taped _ _Wo " Tabed
5 (e, yxy) = 7\/§N2d403\, p(gb : {d N+ 20y, 7 ] e o

1 abc

8ot s 207 ol
o > [dzN—i— 60y, — 4d> oy, + +< Yo _ )(V2 +V2)

N2 4 4 3/2 Tab
Nediayy, P (ab,cd) d d &
10 (V2 +V2 )
UW _ Wo Tab " Ted
+— Vfﬂbv,m] 2 (3.52)

where P(ab,cd) and P(abcd) are defined as before.
Thus, Gauss-net FT action at O(1/N),

ZUWO

oy, d

Ty Vi

SGauss|®] = / dxp(x)e TV¢(X) + / A -+ A g8 B (x1) - (), (3.53)

differs from Cos-net FT at the level of quartic interaction.
4. Engineering actions: generalities, locality, and ¢* theory

In section 3 we used the Edgeworth expansion and a ‘duality’ between fields and sources to compute
couplings (including non-local ones) in the action as connected Feynman diagrams whose vertices are given
by the usual connected correlators G (x1,-..,%,). This general FT result is applicable in NN-FT of fixed
architectures, but it does not answer the question of how to engineer an architecture that realizes a given
action.
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In this section we study how to design actions of a given type by deforming a Gaussian theory by an
arbitrary operator. The result is simple and exploits the duality between the parameter-space and
function-space descriptions of a FT. The main results are:

o Action Deformations. We develop a mechanism for expressing an arbitrary deformation of a Gaussian
action as a deformation of the parameter density of a NN-FT.

e Local Lagrangians. We utilize the mechanism to engineer local interactions.

e ¢* Theory as a NN-FT. Using a previous result that achieves free scalar FT as a NN-FT, we engineer local
¢* theory as an NN-FT.

o Cluster Decomposition. We develop an approach to cluster decomposition, another notion of locality that
is weaker than local interactions.

We also discuss why it might have been expected that ¢* theory (and other well-studied FT) arises naturally
at infinite-N.
To begin our analysis, consider the partition function of a Gaussian theory

ZglJ) = Eqle/ W90, (4.1

where we have labelled both the partition function and the expectation with a G subscript to emphasize
Gaussianity.

Now we wish to define a deformed theory that differs from the original only by an operator insertion,
treating it in both function space and parameter space. The deformed partition function is given by

ZU] — EG[E—)\j'ddxl...ddx, (9¢(x1,...,x,)efd"l)c](Jc)d>(3c)]7 (4.2)

where Oy, is a non-local operator (though it may be chosen to be local) that has a subscript ¢, denoting that
it may depend on ¢ and its derivatives. In the function space, the partition function of the Gaussian theory is

Zell] = / Dep =561+ aI(0)8(x) (4.3)
and the operator insertion corresponds to a deformation of the partition function to
7] = / D = SE+] ()90 (4.4)
where the action has been deformed
Scl@] — S[¢] = Sg[¢] + )\/ddxl o dX O (x1, %) (4.5)

We may treat this theory in perturbation theory in the usual way: correlators in the non-Gaussian theory are
expanded perturbatively in A and evaluated using the Gaussian expectation Eg, which utilizes the Gaussian
action when expressed in function-space.

How is this deformation expressed in parameter space, i.e. how do we think of this deformation from a
NN perspective? In parameter space, the Gaussian partition function is

ZG[]] :/dﬁpG(Q) efddx](x)¢9(x)’ (4.6)

We remind the reader that in such a case Gaussianity is not obvious, but requires a judicious choice of
parameter density P(6) and architecture ¢g(x) such that we have a NN GP via the CLT. In parameter space,
the deformation yields

7)) = / dOPG(0) e~ 410 Osy (1....00) o[ d'5](x) b0 (2), (4.7)

where we assume that where the operator Oy, does not involve an explicit ¢(x), but instead its parameter
space representation; we will exemplify this momentarily. Again, correlators may be computed in
perturbation theory in A by expanding and evaluating in the Gaussian expectation, this time in the
parameter space formulation.

We emphasize that if the function space and parameter space descriptions (4.3) and (4.6) represent the
same partition function, then the deformed theories (4.4) and (4.7) are the same theory. That is, we see how
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an arbitrary deformation of the action induces an associated deformation of the parameter space description.
We will use this in section 4.2 to engineer ¢* theory as a NN FT, and in 4.1 we will more explicitly deform a
NN GP.

We end our general discussion with some theoretical considerations in NN FT, interpreting a
non-Gaussian deformation Oy, in terms of the framework of section 2, and also taking into account the
universal approximation theorem.

A non-Gaussian deformation O, must violate an assumption of the CLT. The architecture itself is still
the same ¢y (x) as in the Gaussian theory. Instead, in (4.7) we may interpret the operator insertion as

P(B) := Pg(0) e~ 4145 Oy (31,00 (4.8)

i.e. same architecture, but with a deformed parameter distribution. This makes it clear that our
non-Gaussian theory is still at infinite-N and therefore cannot receive non-Gaussianities in 1/N-corrections.
Instead, it receives non-Gaussianities because the deformed parameter distribution has independence
breaking via the non-trivial relationship amongst the parameters in the deformation. There may also exist
schemes for controlling non-Gaussian deformations in 1/N, instead of via independence breaking, but it is
beyond our scope.

Was it inevitable that systematic control over non-Gaussianities arises most naturally via independence
breaking rather than 1/N-corrections? The general answer is not clear, but we may use the control over
non-Gaussianities to yield common theories, such as ¢* theory in the next section. In that context we may
ask a related question: was it inevitable that we obtain common interacting theories via independence
breaking rather than 1/N corrections? This question has a better answer. Finite action configurations of a
common theory, say ¢* theory

stel = [ ' [ 6T+ myota) + 5000 49)

are not arbitrary functions, since there may be some functions ¢(x) that have infinite action. However, finite
action configurations are still fairly general functions, and since they have finite action they occur with
non-zero probability in the ensemble.

On the other hand, there are universal approximation theorems for NN, where the error in the
approximation to a target function may decrease with increasing N. In such a case this theorem that is usually
cited as a feature in ML may actually be a bug: at finite-N there exist functions that cannot be explicitly
realized by a fixed architecture, but only approximated. We therefore find it reasonable to expect that there is
at least one finite-action configuration ¢(x) in ¢* theory that cannot be realized by a finite-N NN of fixed
architecture; in such a case, a NN-FT realization of ¢* theory must be at infinite-N. This comment only
scratches the surface, but we find the interplay between universal approximation theorems and realizable FT
at finite-N to be worthy of further study.

4.1. Non-Gaussian deformation of a NN GP

To make the general picture more concrete, we would like to consider non-Gaussian deformations of any NN

GP. The main result is that we may deform any NNGP by any operator we like, which breaks independence by

deforming the parameter density, explaining the origin of non-Gaussianities by violating the independence.
As before, we consider a field built out of neurons,

1 N
Po(x) = N Z a; hi(x) (4.10)

i=1

where the full set of parameters 6 is realized by the set of parameters a; and the set of parameters 6}, of the
post-activations or neurons h. This equation forms the field out of a linear output layer with weights a;
acting on the post-activations, which could themselves be considered as the N-dimensional output of
literally any NN. If the reader wishes, one may take ¢ to be a single-layer network by further choosing

hi(x) = o (bijxj + ¢;) (4.11)

with ¢ : R — R a non-linear activation function such as ReLU or tanh; with this additional choice we now
have 6}, comprised of b-parameters and c-parameters. Taking the parameter densities Pg(a) and Pg(6),) to be
independent and N — 00, ¢(x) = ¢g(x) is drawn from a GP; we have again used a subscript G to emphasize
that these are the parameter densities of the Gaussian theory.
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Deforming the Gaussian theory by an operator insertion, which in general is non-Gaussian, we have
_ d d .
Z[]] :/dﬂdeh PG(Q)PG(H;[) e A [d%;...d xro¢“79h (x17...7xr)ejddx](x)¢9(x). (412)

We may interpret the operator insertion as deforming the independent Gaussian parameter density
Pg(a)Pg(0),) to a non-trivial joint density

P(a,0y) = Pg(a)Ps(6) B (4.13)

The partition function is then
Z]] = /dadGh P(a,0y) e/ S9@ 00 () (4.14)

an infinite-N non-Gaussian NN-FT where the operator insertion deforms the parameter density. At
initialization, if one draws the parameters 0, first, one may think of this as affecting the density from which
the a-parameters are drawn; the draws of a-parameters are no longer independent.

For the sake of concreteness, consider the case of the single-layer network and take a general non-local
quartic deformation. Then the operator insertion is

e _[ddxl-~ddx4g4(xl7~--x4)¢u,b,c(xl)“~¢a,h,c(x4)’ (4.15)

where Einstein summation is implied and we have absorbed the overall X into the definition of the non-local
coupling g4(x1,. . .,x4). Inserting the equation for the NN

1
¢a,b,c(x) = W]aia(bijxj + Ci)7 (4.16)

into the deformation, we obtain
e Jd%dx ga (x,exa) iy oaiy 0 (bigjy x5, 46y ) o0 (biyjy g, iy )/NZ’ (4.17)
which defines a deformed parameter density
P(a,b,c) = Pg(a)Pg(b)Pg(c) e/ 4t x) oo (bijyxi )0 (b +e,) /N (4.18)
Then

Z[]] _ /dadbdc P(a,b,c) efddx](x)u,-a(b,-jxjn%i)/\/ﬁ (4.19)

is the partition function of a infinite-N NN-FT, as we impose lim N — 0o, with quartic non-Gaussianity
induced by the breaking of independence in the joint parameter density P(a, b, c).

4.2. ¢* theory asa NN FT
To end this section and demonstrate the power of this technique, we would like to engineer the first
interacting theory that any student learns: local ¢* theory. The action is

stel = [ % 672+ mhote) + 60 (4.20)
Following our prescription, we

o Engineer the NNGP. Using the result of [10], we take

d)a,b,c(x) = Z M (4.21)

i \/b; 4+ m?

where the sum runs from 1 to N = 00, b; is the vector that is the ith row of the matrix b;;, and the parameter
densities of the Gaussian theory are

__N_ .
Pgla) =[] e =" (4.22)
i
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HPG ) with Pg(b;) = Unif(B%) (4.23)

Pg(c) = H Pg(ci) with Pg(¢;) = Unif([—m,7]), (4.24)

i

where B} is a d-sphere of radius A. The density Pg(b;) is not independent in the vector index j, but all that
is needed for Gaussianity is independence in the i index, which is clear due to the product nature of Pg(b).
The power spectrum (Fourier-transform of the two-point function) is

2om)d 1
G® (p) = L , (4.25)
2vol(B4) p* + m?
which becomes the standard free scalar result 1/(p? + m?) by a trivial rescaling
2vol( Bl a; cos(bjxi + ¢
bape(®) =1/ = A Z 6 (4.26)
o2(2m)d / 2
+ m
This NN GP is equivalent to the free scalar theory of mass m in d Euclidean dimensions, with
GO (p) = ——, (4.27)
p2 + m2

where A plays the role of a hard UV cutoff on the momentum.
o Introduce the Operator Insertion. Given the NNGP above, or any other NNGP realizing the free scalar FT,
we wish to insert the operator
e 4yfdx¢abt ) , (428)
associated to a local ¢* interaction.

e Absorb the Operator into a Parameter Density Deformation. The non-Gaussian operator insertion
deforms the parameter density to

P(a,b,c) = Pg(a)Pg(b)Pg(c) e | 45 @aic)’ (4.29)

where for ¢, 5 (%) it is to be understood that the RHS of (4.26) is inserted, yielding an expression that is
only a function of a’s, b’s, and c’s.
o Write the Partition Function. We then have a partition function for the deformed theory, given by

7| = / dadbdc P(a,b,c) e/ 99) derc) (4.30)

where again it is to be understood that we insert the RHS of (4.26) for ¢, ; . and (4.29) for P(a, b, c); there
are no explicit fields in the expression, it depends only on the architecture (which includes parameters a,b,c)
and the joint parameter density.

Thus, the architecture (4.26) and parameter density (4.29) realize local ¢* theory via the partition function
(4.30). We discuss the connections between GPs, locality, and translation invariance in appendix E.

Let us briefly address RG flows. The definition of a fixed non-Gaussian theory here involves the choice of
a fixed value of ), in addition to the choice of a fixed value of A that was implicit in the fixing of the GP.
From that starting point, decreasing A while keeping the correlators fixed induces an RG flow for A governed
by the usual Callan—Symanzik equation. In the language of the NN architecture, this is interpreted as a flow
in the parameter density that is necessary to fix the correlators as A is decreased.

4.3. Cluster decomposition and space independence breaking
We now turn to a weaker notion of locality: cluster decomposition. Given a field ¢(x) (or NN in our context)
we say that it satisfies cluster decomposition if all connected correlation functions GE” (x1,...,x,) asymptote

to zero in the limit where the separation between any two space points x;,x;,i 7 j is taken to oo,

lim  G"(x,...,x)=0. (4.31)

|2 —xj| =00

27



10P Publishing

Mach. Learn.: Sci. Technol. 5 (2024) 015002 M Demirtas et al

If the probability density function of ¢ has the form

P(¢) = éexp (—/dxﬁ(x,d)(x), %,..., g:f)) (4.32)

where Z is a normalization constant and # is finite, we say that ¢(x) has a local Lagrangian density. This is a
stronger notion of locality compared to cluster decomposition, as any theory with a local Lagrangian density
satisfies cluster decomposition, but the converse is not true [44].

Checking whether a theory satisfies cluster decomposition requires knowledge of the asymptotic
behavior of correlation functions, but not the probability density function. As calculating the probability
density function of an NN-FT is more challenging than computing the correlation functions, checking
cluster decomposition is easier than determining whether there exists a local Lagrangian density that
describes the system.

The main result we describe in this section is a framework that enables engineering NN architectures that
satisfy cluster decomposition.

4.4. Space independent FT

We will perform our analysis by studying, and then moving away from, a case with a very strong assumption:
FT that are defined by fields that have independent statistics at different space (or space) points x;. We call
these FT space independent (SI) FT. While one can still view such fields as random functions defined on a
continuously differentiable space, in general the field configurations are discontinuous; avoiding this would
require statistical correlations between nearest neighbors, violating the assumption. This ‘d-dimensional’ FT
is really a collection of uncountably many independent 0-d theories. This means that the partition function
factorizes

Z¢51 m _ E[e_fddxz/(x1)¢(x1)] _ HE¢51 [e](x1)¢'(x1)]’ (4.33)
1

where the product runs over all space points x;. This form is agnostic about the origin of the statistics and
may be specified in either the function space or parameter space description. In parameter space,
independent statistics at different space points x; means that the SI theory has partition function

Z¢SI []] == H /dHIPI(HI) e](xl)¢91(xl), (434)

i.e. each space point x; has its own ensemble of NN ¢y, (x;) with its own set of parameters ; that is
independent of ; for I # J. In function space, independence means that

Zo =11 / Dy SIOCIHID ), (4.35)
I

i.e. the action is such that the path integral factorizes. An immediate consequence of this factorization is that
the action cannot contain derivatives of ¢(x;), as these would depend on the value of ¢ not only at point x,
but a local neighborhood around it. Then, the action is of the form,

S((x1)) = VIg(x1)], (4.36)

which, turning the product into a sum in the exponent, gives the more canonical form

Zosill) = / (H D¢z> ¢ J & (Vo] =1 ¢(x) | (4.37)
I

This is a FT with a potential, but no derivatives. The field values at different points of space are independent
random variables. If they are identically distributed V[¢(x;)] is fixed VI and the different factors in Zg [J]
enjoy an S;, permutation symmetry, where the number of space points L is infinite in the continuum limit.

Before introducing correlations between the field values at different space points, let us first study the
statistics of the SI theory. Denote the cumulants of ¢ at a given point x; as x¢ (x;). For simplicity, we will
assume that the field values at different space points are identically distributed, i.e. ¢ (x;) = ¢ is fixed for all
I, which will also be important for translation invariance. We also assume that they are mean free, /i? =0.
Next, we consider the CGE which takes the form
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Wil = 10g(Zo,1]) =1og (T [ Egu[d™21)),

_ / axlog (B [40)).
- / deW[J; . (4.38)

where WJ[J;x] is the CGF of ¢ at space point x. Just as the partition function Z[J] factorizes into a product of
partition functions associated to individual space points, the CGF W[J] = logZ[J] becomes a sum (or integral,
in this case). The connected correlators are easily computed by taking derivatives'? , where 9](x7) /0](x;) =

5(X1 — X]),
G(”) (xl, <5 X (H a] xI ) Os1 ]7

/ (H 30 > W{J;x]. (4.39)

and the connected correlation functions of SI networks ¢g simplifies to

GE")(xl’---vxn)Z/dx(aﬁx))nw[l;x]f[ﬂx—xz),
Z/dxﬂfﬁ(ﬂx—x]), (4.40)

with # delta functions. The n-point connected correlator is nonzero only when x; = x, = --- = x;,, and its
magnitude is determined by x%.

The correlation functions can be written in terms of the connected correlators. For example, the two
point function of ¢ is

G (x1,3) = By o (1) ()],
=5 8(xa —x;) + (v])”
= k% 0(x; —x,). (4.41)
As ¢(x1) and ¢(x,) are independent and mean free, G((;S? (x1,%2) is nonzero only when x; = x,. Similarly, the
four point function is
G (x1,%2,%3,%4) = K (31 — %2)0 (1 — x3)8 (%1 — x4) + (k2)2 (6 (1 — X2)8 (%3 — x4)
+6(X1 —x3)(5(x2—x4)+5(x1 —X4)5(XZ—X3>). (442)

The statistics of the theory is completely determined by the space independence assumption and the
cumulants £%. The general n-point function can be expressed as

G (xron) = 3 ]G (xtyennt), (4.43)

a€S, rea

where S, denotes partitions of the set {1,...,n}.

4.5. Space-time independence breaking
Clearly we do not want to stop with SI theories. We will now introduce correlations between different space
points to ‘stitch together’ the L 0-dimensional theories (associated to the SI fields) into a d-dimensional FT.
This requires modifying the theory in some way so that there are non-trivial correlations between field values
at different points.

One way to do so is to define new field variables ®(x;) as a function of the SI fields ¢(x;),

(I)(XI) = (I)(¢(X1),...,¢(XL)). (444)

10 We remind the reader that space derivatives are ill-defined, as ¢ (x) is discontinuous everywhere. However, derivatives with respect to
J(xr) are still well defined.
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As the value of ® at site x; in principle depends on the values of ¢ at all space points, ®(x;) and ®(x;) are
correlated in general, even when I # J. The statistics of ®(x;) are then determined by the functional form of
(4.44), as well as the statistics of ¢(x;). However, such a general formulation (4.44) is unwieldy, and we
therefore simplify the picture.

We will describe a family of architectures where ®(x;) is constructed by a simpler ansitz, a smearing of
@(a)acfx,,... x,} across all space points, and write down a necessary and sufficient condition to satisfy cluster
decomposition. Consider the architecture,

D(xp) = /700 daf(x; —a) ¢(a) (4.45)

for some continuous and differentiable function f{x; — a). First, note that although a generic draw of ¢(a) is
discontinuous due to independence across different points in space, ®(x;) is rendered continuous by the
smearing. Furthermore, if the function f is nonzero everywhere, ®(x;) will have correlations between all
pairs of lattice sites.

We wish to check whether cluster decomposition is satisfied, and therefore need to compute correlation
functions of ®(x). The ®-correlators are given by

G (x1,. %) = B [®(x1) - B ()],

= E¢ H/daif(xi - a,') d)(ai) . (4.46)

i=1

As f does not depend on ¢, we can carry out the expectation value over ¢ to obtain

Gg’)(xl, ey Xy) = /Hdaif(x,- —a;) GE;) (ai,...,an), (4.47)
i=1
where G;)") (ai,...,a,) is the n-point correlation function of ¢. The only contribution to the connected
correlator of ®(x) comes from the connected piece of G((;) (a1,...,a,) with n delta functions'’,
G (x1,...,%,) = K /ddeaif(xi —a;)0(x—a;). (4.48)

i=1

Evaluating the integral, we obtain

Ggﬂ)(xl,...,xn) = mf/dfo(x,»—x). (4.49)

Cluster decomposition is satisfied if and only if (4.49) asymptotes to zero in the limit where the separation
between any two of the space points xy,x; is taken to co. Any smearing function f(x) that decays faster than
1/x asymptotically satisfies this condition'?.

4.5.1. Example: Gaussian smearing
We now present an example with a particular choice of the smearing function f and show that the resulting
theory satisfies cluster decomposition. Let

o

B (4.50)

flx)=e"7,
O(x) = /daei (X_Bu)qu(a)7 (4.51)

for some 3 > 0. As before, we will consider a case where ¢(x) at different space points are identically
distributed, with cumulants mg.” Following equation (4.49), the cumulants of ®(x) are then given by

11 The remaining terms factorize and do not contribute to the connected correlator.

12 Note that the SI theory automatically satisfies cluster decomposition as the connected correlator, cf (4.40), vanishes unless all space
points coincide.

13 As ¢p(x) are identically distributed, the cumulants do not depend on the space coordinates x.
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" (—w?
e 7 .3 | Gt
i=1

= ’ff\/ % exp {Mijxixj/ﬁ} , (4.52)

where

2 . . .

£—2, ifi=

M= " g (4.53)

o otherwise
This matrix is negative semidefinite, with eigenvalues A\; = --- = \,_; = —3/2, A, = 0, and the eigenvector
corresponding to A, is (1,---,1). Consequently, the cumulant G (x1,...,%,) vanishes when any of the x;
are taken to be large, unless they coincide x; = - - - = x,,. This theory thus satisfies cluster decomposition.

The dependence of the connected correlators (4.52) on the space coordinates x; is completely determined
by the choice of smearing function f, while their magnitudes depend both on f as well as the cumulants 7.
Although our main motivation here has been to engineer NN architectures that satisfy cluster
decomposition, smearing layers offer great flexibility in manipulating the connected correlators and might be
useful in designing NN with other desired properties.

5. Conclusions

In this paper we continued the development of NN FT (NN-FT), a new approach to FT in which a theory is
specified by a NN architecture and a parameter density. This description enables a parameter space
description of the statistics, yielding a different method for computing correlation functions. For a more
detailed introduction to NN-FT, see the introduction and references therein.

We focused on three foundational aspects of NN-FT: non-Gaussianity, actions, and locality. Via the CLT,
many architectures admit an N — oo limit in which the associated NN-FT is Gaussian, i.e. a generalized free
FT. In the ML literature, these are called NNGPs. In section 2 we demonstrated that interactions arise from
parametrically violating assumptions of the CLT, yielding non-Gaussianities arising from 1/N-corrections, as
well as the breaking of statistical independence and the identicalness assumption. These interactions are
apparent via parameter-space calculations of connected correlation functions, but manifest themselves as
non-Gaussianities in the field density P[¢] = exp(—S[¢]). In section 3 we developed a technique that allows
for the action to be computed from the connected correlation functions, via connected Feynman diagrams.
This is an inversion of the usual approach in FT: we compute coupling functions in terms of connected
correlators, rather than the other way around. The technique was applied to NN-FT, including an analysis
involving the parametric non-Gaussianities we studied. In section 4 we studied how to design architectures
that realize a given action. We do so by deforming an NNGP by an operator insertion that, from a
function-space perspective, corresponds to a deformation of the GP action. However, since we know the
architecture we may also express the deformation in parameter space, in which case the non-Gaussianity
associated to a given deformation of the action has a natural interpretation as a deformation of the NN
parameter density. That is, the interactions arise from independence breaking. We apply this technique to
induce local interactions, and derive an architecture that realizes ¢* theory as an infinite NN-FT.
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Appendix A. Continuum Hermite polynomials

Let us first recall the definition of continuum Hermite polynomials for convenience,

1) 0
H(p,xy, - %) = (—1)"5 —— ... —S (A1)
(@) = (e Sy ™ 5o
Defining
5SG 5ZSG
s, .Sy (A2)
d(xi) Y 5p(xi)0o(x)
the first six Hermite polynomials are,
Hi(¢,x1) =Sy,
Hy(¢,x1,%) = 8152 — Si 2,
Hi(h,x1,%2,%3) = $15,83 — 51,253[3],
H4(¢ X17X27x37x4) 81828354 — 51,25354[6] + 51,253,4[3}7
Hs(h,x1,%2,%3,%4,%5) = $15,8384S5 — $1,55,5384[10] + S 253 455[15],
Ho (¢, x1,%2,%3,%4,%5,%6) = S15253545586 — S1,652535455[15]
+ 81,255,45586[45] — S1,255,455,6[15], (A3)

where the square brackets denote sums over all terms with a given index structure, for example
$12853] = 81283 + 81352 + $2.351.

Appendix B. Details of examples

B.1. ReLU-net cumulants at finite N, i.i.d. parameters
Let us study the output distribution of a single hidden layer network at width N, ReLU activation function,
d = doyt = 1, given by

$(x) = W/ R(Wix;) where R(z) = {Z’ forz>0 (B.1)

0, otherwise

The parameters are sampled i.i.d. W° ~ N(0, UM" ), WH~ N(0, 7y - )» and bias = 0. The 2-pt function is
GE)ZPLLU(x, y) = 0ty 0t, (R(X)R(y) + R(—x)R(— )) /2, and hlgher order cumulants are

Gereru (X1, 5 Xa) = — ¥R Z R(jx1)R(jox2)R(jixs )R (jixa)

) 1 (1503\,003\,1
N j==+1

4 4
Tw,ow, . .
Y Z Z (7%a)R(jxp)R(—jxc)R(—jxa) )a (B.2)

P (abed) j==%1

j=%1

(6) 1 {225 0"6/\/0 0"64/1 . . . . . .
Geetu (1,77 ,%6) = 5 | —— 55— > R(jx1)R(jix2)R(jxs )R(jixa ) R(jixs )R (jxs)
J

- (9”Z;?W‘ (Z R(jlx»R(jlxb)R(jl&)R(jlm) (Z R(jzxe>R<j2xf>>
| 2

P (abcdef) Ji==%1 h==+1
- T ( 3 R(jlx»R(jlxb)) (Z R(jzxc>R(j2xd>> (Z Rogxe)R(ngf)) )] (B.3)
==l ja==%1 j3==%1

where P(abcd) denotes all combinations of non-identical a, b, ¢, d drawn from {1,2,3,4}, and similarly for

P (abcdef).
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B.2. Cos-net cumulants at finite N, non-i.i.d. parameters
The output of a single hidden layer, finite N, fully connected feedforward network with cosine activation
function is given by,

d(x) =W, cos(ngj +b9). (B.4)

For i.i.d. parameters, e.g. W' ~ N (0,07, /N), W ~ N (0,07, /d), and b° ~ Unif[—m, ], the 2-pt function is

2
given by GE)ZC)OS(x7 y) = %e_ 1% ()" For simplicity, we focus on the d = 1 case; the statistical
independence of first linear layer weights can be broken by a hyperparameter agp < 1, then the correlated
weight distribution is

2
P(M)—cexp[—z N Y UARUE ] (53
i Wo in,iz

where ¢ is a normalization constant. The cumulative non-Gaussian effects due to finite width and non-i.i.d.
parameters alter all correlation functions, including the 2-pt function at finite width. Using perturbation
theory at leading order in ayp, the 2nd and 4th cumulants are evaluated as the following,

U%Vo (Ax2)?

4 2 - 2 2 4 4
ABOWw Oy € 2 1—-50 Ax 2)"+o Ax 2
Gl s (01,502) = == (14 oy (A - L2T(B02) 4o (B)) | -
) N N
ot ol ((Axuh)2+(Axcd>2) oty (DsxgptDixg)?
G£,4C)os(x1>x2ax3vx4) = SVI\\ITI Z (26 - : 43¢~ Wo 3 )
P (abed)
oo oy ((As)?+(Ax?) oy (Dot Bxey)?

IB]\IWO ( 6o ) i +3e B ’ + 30%% (Axab + Axcd)2
ol (Axgy+Axg)? o ((Axab)2+(A’(td)2>

Xe - 20€V0 ((Axab)z + (Axcd)z) e 2

i () + (ax?)
20y (AT )| 57)

where Ax;; := x; — x;. The Fourier transformation of this cumulant at oy = 0 is

- 3w 2t \/ﬁ —zfzd
o= e e T (10 p2)6 4 )3 (o1 = 1) 62 = ) (1 )
Wo

I GRe )

W §%(py + pa)8%(p2 + p3)

4
woy,d
e

2Nai,

x 0%(p1 + pa) + 69 (p1+ p2) 3% (ps — p1) 3 (p1 + pa))

(3 43)d (3 +pdd

< e 29y, 5d(P1 +p3)6d(p2 +P4) +e 27y, 5d(p1 +P2)5d(P3 +P4)

+Pp1 <> P2, D3, Pa, (B.8)

where use the convention /(P11 P22+ psxstpexs)
Next, we present another example where non-Gaussianities arise due to both finite width and non-i.i.d.
parameters.

B.3. Gauss-net at finite N, non-i.i.d. parameters
We define the Gauss-net architecture as a single hidden layer, width N, feedforward network with
exponential activation function, and an overall normalizing factor, such that the output is

W; exp(Wix; + b7)

L (B.9)
\/exp[z(crio + U%;"’xz)]

¢(x) =

2
Tw,

), W~ N(0, 5%, and b° ~ N (0,03, ), the 2-pt function

W —Llo (x—y)? . T
(x,y) = %e 227 )" identical as Cos-net. We break the statistical independence of the first

For i.i.d. parameter distributions, W° ~ N(0,
is G2

¢,Gauss
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linear layer weights similar to the previous example, at d = 1. Then, the 2nd and 4th order cumulants at
leading order in oy are,

apot, o oy, (Axip)? 1+ 502, X2 + ot x4
GE?G)auss(xl’xz) = e 2‘/13 o e 2 (U‘Z/VOX%Z - 1) - ( - Il\jv o 12) ; (BIO)
and,
304 exp ( o, (xf—le (X2+X34)+X§—2X2X34+(AX34)2))
Wy - 2
4
Gg,g}auss(x17x2’x37x4) - AN
CMIBO'%VOO';},V] O"Z,VO (X% — 2X1 (XQ +X34) +X% — 2X2X34 + (AX34)2)
——— | 3exp | —
4N? 2
0'2 Xz — 2x1 (Xz +X34) + .X2 — 2X2X34 + (AX34)2
*30@0(X12+X34)Zexp ( Wo ( 1 : 2 )
o2, ((Axuh)2+(Ax[d)2) o2, ((Axuh)2+(Ax[d)2)
— Z (36 = 2 70‘24,0 (Xﬁb +X§d) e = 2

P (abed)

oy (B +(Ax0)?)

b o 2, x o TGl Cu) )) S

P (abed)

] (o i G ),

e 2 , (B.11)

where Xj; := x; + xj, and Ax;; := x; — x;.
At ayp = 0, the Fourier transformation of this cumulant becomes the following

2
3/2 4 pid
~(4) Y / JW1 l

c,Gauss m 4 ZU%VO (dzN* dp?a%vo + 20?/\70) (5d(p1 +P2)5d(P1 +P3)
Wo

x 04(ps — p1) + 69(p2 — p1)8%(p1 + p3) 3% (p1 + pa) + 6% (p1 + p2)6%(p3 — p1)6“ (1 + )

(P} +rd)d
’]TCT%V1 _\nTh

T OINTol. d [(dZ(N+pfp§) —2d(p} + p3) oy, +60%,) <e 7% 64(py + pa)d%(pa + p3)
Wo
_ (p}+p)d (e

xe o 6d<p1+p3>6d<pz+p4>>+(d2<N+p%p§>—zd<p%+p§>a€vo+6oévo)e

X(Sd(pl +p2)5d(p3 +p4) +P1 HPZaP%p% (B12)

using the same convention as Cos-net.

B.4. Non-Gaussianity from non-identical parameter distributions

We discussed examples of NN architectures where non-Gaussianities arise at various widths, from the choice
of identical but correlated parameter distributions. In addition to this, it is possible to violate CLT through
independently drawn dissimilar NN parameter distributions; this too induces non-Gaussianities in NN
output distributions. Let us present an architecture where non-Gaussianities at infinite width limit arise due
to dissimilar and independent parameter distributions. Consider the NN architecture with output

N B
Sla) =Y e WhRE! (x) + b, (B.13)
j=—N

with parameters drawn from W' ~ N(0, 03, ), b* ~ N'(0,07 ), and hjL_1 (x¢) denotes the output of jth

neuron in (L — 1)th hidden layer, from input x;. The presence of the prefactor e™ 7 at the jth node of final

linear layer leads to dissimilarities in the final layer parameter distributions. Let us study the first three
leading order cumulants at lim N — oo,

N 2
G (x1,x,) = Jim_ > e_%U‘Z,VLE[h]L—l(xl)h].L—l(xz)} = \/foa‘z,vLE[h(xl)h(xz)], (B.14)
j=—N
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G£4)(x1,~~~,x4)—\/jaow [31@[;1( D-hx)] = E[h(xu)h(xh)]]E[h(xc)h(xd)]}, (B.15)

P (abcd)

and

GO (x1, %2, %3, %4, X5,X6) = \/Zaow [15E[h( 1) h(x2)h(x3)h(x4) h(xs5 ) h(x6)] — 3 Z

P (abcdef)
(B[ (xa)(oxp) hoxc) B (xa) JE [ ) (ogp) | — 2B [ ) o) |E [ (e (o) | E [ (e o (p)]) } : (B.16)
We used h(x) := h"~!(x), and identities E[(W})°] = 150%,,, E[(W})*] = 37j, . All these cumulants are

nonvanishing at lim N — oo; similarly, one can show that other higher order cumulants are non-vanishing
too, adding non-Gaussianities to the output distribution.

Appendix C. CGF and Edgeworth expansion for NNFT

We express the output of a single hidden layer width N NN as a sum over N continuous variables

1 N
o(x) = ﬁ;hi(@, (C.1)

where h;(x) are the outputs of each neuron before they get summed up into the final output.

C.1. Finite N and L.I.D. parameters
The CGF for i.i.d. parameters P(h;@ = 0) = [, 1 Pi(hi) become the following

1=

i=1

W(b(x) U] = IOgE e

=log [ﬁ/Dhi Pi(h;) exp (\}/dxl(x)hi(x)ﬂ

G(r) (er, o5 x) ] (o) - - J (%)
=Nlog [ZH / dxi AN ]

r=0i=1

GO xa,e e x)()-T ()
SN — ©2)

r=0i=1

N
= fdx/(x)hxx)]

where J(x) and h;(x) are the source current and output of ith neuron, respectively. In the second last step, we
have used the following relation,

V(1,2 (x1) -+ J(%, 3 o [ (TTdx ) 60, (o)) (xr)
S [ s S ) ) _ B () o
rINT/2

r=0i=1

Lastly, we use W[J] = > ( H [ dxi) == G ’x')] (x1)+J6) 46 obtain
r=0 i=

GE’Z (1,52 (x1) - - T ()

GO (xy, - x)J(x1) - J(x,) = (C4)

Nr/2—1 ’
with a N-scaling of cumulants, as expected.
C.2. Correlated parameters at finite N
Let @ = {ay,- - , 0} be parameters breaking statistical independence between neurons. For small &, one can
write
0 q a ... a
P(h;d) =P(ha=0)+Y_ > %8% 0o, P(3G)| (C.5)
r=1 s1,--,5=1
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One can define the rth derivative as 0, --
by Pr g, 5} 1

'aaS,P(h;&)

r+1
1
Pr+1,{5|,'~,5,+1} = 1 z:(tpl,&Y +aas,y )Pr,{51,~~,s,+1}\57~
r=1

With this, the NN parameter distribution can be expressed as

POk = PO =0)+ Y Z PP )P

r=1sp,--,5=1

Next, let us derive the CGF for the NN functional distribution,

LZN: dxhi(x)](x)
Wall = og | [ Dhe(i)e ™= ]

] 0 1 asl"'asrp
2 Y T Pates)

[ N

= log H]Epi(hi) 07_0> v /b (X)I(X)H
i=1 r=1 s, ,5=1

frng log Wfree[]] + Z Z asl T H]EP h) [e VN j dxh (X)](X) ’P {51 Sr} :|‘|
L r=1 sy, -+ ,5,=1 i=1

The last line is obtained using

N o0 r G(T)(x x)](x)](x)
ox JaxI k()| _ c,hi \ s s A 1 T
i o709 o (V5 Fae B2 50
i=1 =) i
— vereeU].
AtlimN — oo, we obtain Wee[J] = [ dxldxzw.

The partition function of a FT is related to its CGF as
N :
Z[](x)} _ E[ei f](x)zb(x)] _ H/thi(hi) eﬁfdx/(x) hi(X).

Under the transformation J — 1], the CGF becomes,

N o
W] :Z/dejﬁcgmxl,... ) J(x1) - T () = Z/dejﬁGgr)]ﬁ
r=1 j=1 p— iy

the inverse Fourier transform of which, up to renormalization, is

P[¢] OC/DIeWU]*ide](xN’(X)

oo
/ ST [dxyeeedxe 5 G(’)(xl7 X)) —i [dx)(x)(x)
S e 0 g 6D : @)
/D] ZSdel dx 7 G (x50 0xr) i[dxy Ge/(x))]p  [dvydy o™ (xp,x0) )y
— er=

" ]Le—ifdx](x)qb(x) e 10 - T
S [y -die, S0 GO
:/D]e;f i S G

1jdx1 J(x1) G(l)(xl

, "*x’)aie—ide](x)d’(x)
3 Jdx dxzf(x])G<z) (31 x2)](x2)

where 0, = % .. fo,)- Next, we evaluate the integral associated with the Gaussian process,

/Dje—ifdxll(xlw(xl)-i-i [y J(x1)GM (1) —4 [ dxy dm(xl)(;gz)(xl,xZ)/(xZ)7
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= P(h;d)P; (s, 5,35 the recursive relation satisfied

(C.6)

(C.7)

(C.8)

(C.9)

(C.10)

(C.11)

(C.12)

(C.13)
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using a change of variables J' (x) — J(x) +i [ dx’ G(z)( x) e (x') — (1)( "] that keeps the measure of
the source D] — DJ’ invariant. We obtam

—Sg=—i / dxJ(x)[p(x) — GV (x)] — % / dxydxy J(x1) G (x1,%2) J(x2)
— -5 [ dna [1( D+ [ G xx) o) - GE”(M)]} GO (x1,32) [J(x2)
+i / dx"' G (x,x"") "V (x"") — G (x"")]] — % / dx’" dx' dx dx [p(x"") — G (x'")]
x G (x",%2) 7' G (3, x1) G (x1,x") ! o (x") — GV (x)]
= _%/dxl dxyJ' (x1) G (x1,32) T (%) — %/dxdx’kb(x) — G (x)] G (x,x") ™!
x [p(x") — G (x")] (C.14)
An integration over J’ results in the distribution

o= b [ dxdx’ ()~ 6P (0] 62 () T [B() GV ()]

such that

Xy Xr( e X1, T L ’ 1 7\—1 ’ 1 ’
[¢]_e,23“ Py TG G ) O e (90— 60 (9] 6O (ex') 7 [9) G ()] (C.15)

We obtain perturbative corrections around the Gaussian field density by expanding the first exponential
term in (C.15) as a series; contributions from higher order cumulants become increasingly less significant in
most cases.

C.3. 4-pt function at finite N, non-i.i.d. parameters
Next, we evaluate the 4-pt function of this NNFT with the following CGF

aSl... d
Wy [J] = log | "= °m+2 Z HEPw)[”Wh(X)I(x) Pr g1, 5}

r=1 sy, ,5,=1 i=1

ﬂ_ow . (Ca6)

For appropriately small &, the ratio of the second term in the logarithm to the first is small, and one can
Taylor expand log(1 + x) ~ x to obtain,

q N
Q L [ iy,
Wd’[j] = Wq&,(i’:O[]] + Z er)i,d:UU] H]Epi(h,') |:e\/ﬁfd xhi(x)J(x) . 'P175|&=0:| . (C17)
s=1 i=1

' Wslll

The 4-pt function is obtained as G (%1, yxa) = ) DI ’]

o We abbreviate

q N
o Qs L [d%xhi(x)](x)
s= i=1

(4) *W, a=olJ] 'M
then, Gc (xI; . 7x4) a](xl)q5 8]0()64) =0 + Al(x)- 76](x4) ]:0.

Next, we evaluate the fourth J-derivative of M and turn the source J off,

84M 1 O al d d hi(xl) T hi(x4) €1 fddxh,-(x)](x)
I, 0a ‘,:0 - Z Wea—ol] (H]Epi(h,) /d Xy dixg = N2 evn Prsl 50
s=1 i=1

OWsa=oll] OWp.azoll] _ O*Wo.a=oll] A d . hi(x)hi(xe)
+ Z [( a]a a]b o a]uajb EEP,(h,-) /d xcd xeT

P (abce)
Jr (I p | ] _ <8W¢,&—0U} OWgy,a=oll] OWs,a=0ll] ~ 0*Wy,a=oll]

ceVvN
a Iy ). 9Ja0lp

OWy.a—oll] | PWya— hi(Xe) 4 [dh(x))(x
IWoa=oll] | W .a=ol >H M)[/ddxe \(F) el hl<>1<>7;1$5|a_0]

a]c a]aa]ba]c
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<3W¢,a—o U] 0Wo,a=0l]] OWy,a=oll] OWs,a—oll] | O*Wy,a=oll] 0°Ws,a—olJ]
oh ol 0 n 0120l 9J:0J.
_ OWga=oll] Wy a=0l)] *Wy.a=oll] = Wy a=oll] OWya=ol]]  *Wy,a=olJ] )
0Ja oy 0].0J. 01.01v0]. . 01,0],0]50]4

chi (x)](x h; hi(xc)hi(x.
XHEP(h) effd hi(x)J( )P 1 HEP(h) /dd.dedxcdd ( )N(3/2> ( )
i=1

efjdxh (x)](x) Pls|a (;| 8W(gi—0[]]1>

=& AGW (x1,- 1),

J=0

where we use the abbreviation J(x;) := J;. In the mean-free case,

8W¢,o_z':0[]] N 83W¢7@:0[ﬂ _
Oa ’1:0 ~ 01.01,0). ‘1:0 =0, (C.19)
84W¢ =0 U] .. aZW 220 U]
Sttt = G (), — B = GO (), C.20
01101,0]30]4 l1=0 ‘ (a *) 01,0, lj=0 (¥a, %) ( )

Thus, the 4-pt function is

G((:4)(x17... ,_x4) e G(4)’i'i‘d'( _x4)

Z W¢,Q 01 0] (HEP(h)

I Z l—GEZ)’i'i'd'(xmxb)HEP,(;”){/ddxcddxewphsb:o}

P (abce) i=1
P1»5|&=0” > ’

=GWid (o x4+ @ AGH (xy, -, x4) + O(P). (C.21)

[t b )

N
+ <G§2),i.i.d. (xmxb)GEZ),i.i.dA(xmxe) _ G§4),i.i.d. (%1, ,x4)> H]Ept.(h,.)

i=1

at leading order.
Appendix D. Fourier transformation trick for G (x,y)~

Let us evaluate the expression
/dyl Ay G (1, yn) G (,x) ™ G () (D.1)

when G (7i,x:) ! involves differential operators. The integrals over y; cannot be directly evaluated as the

eigenvalues of each c? (¥i,x;)~ " are unknown. To avoid this problem, we substitute the operators and
cumulant with their Fourier transformations,

/ dy, - dYy, dp, - dp,dq - dq, dr - A, G (- ) G (qrym) T

.. 6;52) (Gus 1) " e (pran)+irxe - +iyr (putn) +iruxa

n

- - - iy rix
- /ddpl s dipyd'ry - dr GO (pr, o p) GO (—prin) T G (—para) e T (D.2)
Here fis the Fourier transformation of f, and we obtained the second line by evaluating y; integrals to get
5%(p; + q:), then integrating g; variables.

When G is translation invariant, we have G*) (i, %) "' o< 6(y; — x;), leading to further simplification
of the above expression as,

[ o dlp, G ) G (i) G ) e e, (D3)

We exemplify this expression for Cos-net and Gauss-net architectures.
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Appendix E. Gaussian processes: locality and translation invariance

Any Gaussian process (GP) can be described as a function space distribution given by action S,

5= / dxdyf(x) G (x,9)~ ), (E1)

where ng) (x,y) " is the precision function, related to the GP kernel by the inversion formula

/ dyG® (x,) ' K(y,2) = 6(x — 2). (E2)

A local GP can be defined as a family of functions with a completely diagonalizable precision operator,
resulting in the action

5= [ defi) 620 i), (E3)
with the inversion relation simplified into
GEZ) (x) "' K(x,2) = 6(x— 2). (E.4)

This can be seen by considering c? (x,y)7! = §(x — y)X(x) and performing the integral over y in equation
(E.2). A Gaussian process can always be written in a local basis, as we will show below.

E.1. Gaussian process action in the local basis

Any Gaussian Process f(x), when evaluated at a discrete set of inputs {x;},, forms a multivariate Gaussian
distribution. The covariance matrix of a multivariate Gaussian is a real symmetric matrix, and thus can be
diagonalized. We can use this diagonalization procedure on the Gaussian process distribution itself, thereby
rewriting it with a kernel proportional to a Dirac delta function,

=t [ st ) G ) ),
_ ,%/ddx,-ddxjddxkddxzf(xi)v(xiaxj)D(xj’xk)Vﬂ(xk’xl)f(xl)’
_ _%/ddxk |:/ddXi V(Xi,xk)f(xk):| E(Xk) [/ddxlv_l(xkaxl)f(xl) 3
_ _% / dx ¢ (x)2(x)6 (), )

where ¢(x) := [ d?yf(y)V(y,x) and last step of (E.5) is obtained by xx — x. D(x,y) is defined as
D(x,», Xl) = (5()(?,‘ — XI)E(X,') = f ddxjddxk % (x,', Xj)GEz) (xj,xk)*l V(xk,xl).
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