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Abstract

The LHCb experiment is an experiment based at the LHC in Geneva and is
dedicated to the study of mesons containing bottom and charm quarks. One
of the primary goals of the physics at LHCb is to measure CP-violating effects
which lead to a dominance of matter over anti-matter in the universe. This thesis
presents the measurement of the CP-violating phase φs which is one of the golden
channels at LHCb. This phase is observed as the interference between mixing
of B0

s ↔ B0
s and decay of B0

s → J/ψ K+K−. The results, based upon the 1.0 fb−1

dataset collected by LHCb during 2011, are:

φs = 0.07± 0.09± 0.01 rad ,

∆Γs = 0.100± 0.016± 0.002 ps−1 ,

Γs = 0.663± 0.005± 0.006 ps−1 .

This analysis is also able to measure the mixing parameter ∆ms = 17.71± 0.10± 0.01 ps−1.
To improve upon this measurement the B0

s → J/ψ K+K− analysis is combined
with the B0

s → J/ψ π+π− decay channel to make the most accurate measure-
ments to date of, φs = 0.01± 0.07± 0.01 rad,∆Γs = 0.106± 0.011± 0.007 ps−1

and Γs = 0.661± 0.004± 0.006 ps−1. As an integral part of this work a compre-
hensive software suite known as RapidFit was developed, which is used by many
other physicists and this is described.
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Lay Abstract

For the universe that we observe to exist it is required that there are processes
which lead to an excess of matter over anti-matter in the early universe. Current
theories include such processes but predict only enough to account for approxi-
mately one galaxy, and therefore there must be new physics phenomena which
we have not yet discovered. The LHCb experiment, situated at the Large Hadron
Collider in Geneva, in searching for such new phenomena. This thesis presents
results obtained from the LHCb data to measure the properties of the decays of B0

s
mesons which may signal new differences between matter and anti-matter. As an
integral part of this work a comprehensive software suite known as RapidFit
was developed, and which is used by many other physicists and this is described.
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“It’s taken me seven years, and it’s perfect. . .My magnum opus, Baldrick.
Everybody has one novel in them, and this is mine.”

Edmund Blackadder

1
Introduction

One of the observations of modern physics is that the visible universe is composed
entirely of matter particles. However the universe is assumed to have initially been
composed of equal amounts of matter and anti-matter. In order for the universe we
observe today to exist a process leading to an excess of baryons over anti-baryons
must have occurred.

In 1967 Andrei Sakharov [1] proposed three conditions that must be met for a
process known as baryogenesis to occur. These conditions are:

• Interactions must occur out of thermal equilibrium.

• Baryon number must be violated.

• Processes violating the Charge-Parity (CP) symmetry must be occurring.

The Standard Model, which describes the interaction of fundamental particles,
allows for processes meeting all three of these conditions to occur. The subject of
this thesis is the third of these conditions which requires CP-violating processes
to be possible in the Standard Model.

1
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To understand if the Standard Model satisfies the third Sakharov condition, the
amount of CP violation within this model can be compared to the amount of CP
violation observed in the universe.

The amount of CP violation in the universe is related to ratio of the baryon (nB)
and photon (nγ) numbers present in the cosmic microwave background. Recent
measurements of this ratio (η) by the WMAP collaboration [2] determine this to
be:

η = nB
nγ

= (6.19± 0.14) × 10−10 . (1.1)

Within the StandardModel the only observed CP-violating processes are described
by the CKM matrix [3, 4]. (This is discussed in more detail in Section 2.3.) A
quantity (C) proportional to the amount of CP violation present in this matrix
can be constructed using equation 1.2 [5].

C =
(
m2
t −m2

u

) (
m2
t −m2

c

) (
m2
c −m2

u

) (
m2
b −m2

d

) (
m2
b −m2

s

) (
m2
s −m2

d

)
J .

(1.2)

Here the various mass parameters mi correspond to the mass of the ith quark
and J is a quantity known as the Jarlskog invariant [5]. The quantity C has units
of ( GeV/c2)12 and so is typically normalised using the temperature (T ) of the
universe at the time these interactions were taking place, raised to the twelfth
power (T 12). This temperature is normally taken to be the energy corresponding to
the electro-weak phase transition O (100 GeV/c2). Using the known quark masses
(Table 2.1) and knowledge that J w 3× 10−5 [6, 7] the amount of CP violation in
the Standard Model is estimated to be [6]:

C
/
T 12 ≈ O

(
10−20

)
. (1.3)

This asymmetry falls short of the astronomically observed quantity (equation 1.1)
by a factor of 10−10 [6, 8]. This is equivalent to stating that the amount of CP
violation in the Standard Model is enough to account for just one galaxy in the
observable universe. This large difference of ten orders of magnitude is difficult
to account for within the Standard Model and suggests the presence of new CP-
violating processes which have not yet been observed.
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Figure 1.1: Published measurements of φs in B0
s → J/ψ K+K− as of 2012 in-

cluding results from; CDF [9], DØ [10] and LHCb [11], with this
figure from reference [7]. The shaded grey area corresponds to the
combined 68% confidence level.

To search for possible new CP-violating effects, the amount of CP violation within
the Standard Model is being tested to high precision. New physics can potentially
alter known CP-violating processes through the interaction of new particles with
those of the Standard Model.

One parameter in the Standard Model which is sensitive to the effects of new
physics is the CP-violating phase φs. This phase is a measurement of the amount
of CP violation within the interference between the mixing of B0

s ↔ B0
s and the

decay of these mesons to the final state J/ψ K+K−. The lifetime of the different
CP final states in this decay is separated by the difference ∆Γs .

Figure 1.1 shows the current precision of measurements made of the phase φs and
the lifetime difference ∆Γs . The results presented here include the measurements
from the CDF [9] and DØ [10] experiments at the Tevatron and the first mea-
surement of these parameters at LHCb [11]. The first LHCb result corresponds
to a measurement made with the first 337 pb−1 of data collected in 2011 and is
already the world’s most precise measurement.

This thesis presents the updated measurement of φs at LHCb using the 1.0 fb−1 of
data collected in 2011. The results of this analysis have recently been published
in Ref [12] and improve the precision by a factor of 2.



“Physicists are made of atoms.
A physicist is an attempt by an atom to understand itself.”

Parallel Worlds – Michio Kaku

2
Theoretical Background

The known interactions of fundamental particles is described by the Standard
Model of particle physics (Section 2.1). This model has many symmetries which
are important in understanding the possible interactions (Section 2.2). The Stan-
dard Model allows for CP violation within certain interactions as described in
Section 2.3. Experimentally CP violation can present itself in different forms, these
are described in Section 2.4. The phenomenology of the decay of B0

s → J/ψ K+K−

is fully described within Section 2.5. As described in Chapter 1 the main observ-
ables of interest in this decay are φs and ∆Γs with the Standard Model estimates
for these parameters given in Section 2.6.

4
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2.1 The Standard Model

Particles within the Standard Model exist in three generations and their properties
are summarised in Table 2.1. A complete review of all known particles and decay
modes is published by the Particle Data Group (PDG) [7]. The known particles
of matter are grouped into quarks and leptons. Quarks always occur in bound
states but leptons exist as free particles. The quarks are grouped such that the
up, charm and top quarks are referred to as up-type quarks and the down, strange
and bottom quarks are known as down-type quarks. The lepton generations are
referred to as electron, muon and tau, each composed of one charged lepton and
one neutrino.

The forces described by the Standard Model are the electromagnetic, weak and
strong forces. The electromagnetic force governs the interaction of charged par-
ticles through the exchange of photons (γ). The weak force governs the weak
interactions of both quarks and leptons. Weak charged interactions are mediated
by the exchange of a W± boson and weak neutral interactions are mediated by the
exchange of Z bosons. The weak force is responsible for both radioactive decays
and interactions that change the flavour of quarks. The strong force only interacts
with quarks and is responsible for quark confinement, it is mediated through the
exchange of gluons (g).

A scalar Higgs field is responsible for all particles having mass in the Standard
Model. The presence of this Higgs field also requires the existence of an additional
scalar Higgs boson (H).
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Quarks
Name Charge Spin Mass

up (u) +2/3 1/2 2.4 MeV/c2

charm (c) +2/3 1/2 1.27 GeV/c2

top (t) +2/3 1/2 171.2 GeV/c2

down (d) − 1/3 1/2 4.8 MeV/c2

strange (s) − 1/3 1/2 104 MeV/c2

bottom (b) − 1/3 1/2 4.2 GeV/c2

Leptons
Name Charge Spin Mass

electron (e) −1 1/2 0.511 MeV/c2

muon (µ) −1 1/2 105.7 MeV/c2

tau (τ) −1 1/2 1.777 GeV/c2

electron neutrino (νe) 0 1/2 <2.2 eV/c2

muon neutrino (νµ) 0 1/2 <0.17 MeV/c2

tau neutrino (ντ ) 0 1/2 <15.5 MeV/c2

Gauge Mediating Bosons
Name Charge Spin Mass

photon (γ) . 1 0
gluon (g) . 1 1
W Boson (W± ) ± 1 1 80.4 GeV/c2

Z Boson (Z0) . 1 91.2 GeV/c2

Higgs Boson (H) . 0 (*)125 GeV/c2

Table 2.1: Various properties of the known Fundamental Particles of matter
(quarks and leptons) and Gauge mediating bosons within the Stan-
dard Model as given in Ref [7].
(*) Mass of the Higgs boson candidate observed by LHC experiments.
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2.2 Symmetries in the Standard Model

Symmetries are important in the development and understanding of the Standard
Model. This model is invariant under the application of various different trans-
forms, each corresponding to a different symmetry. These different symmetries
are described as either continuous or discrete in nature.

2.2.1 Continuous symmetries

Continuous symmetries in the Standard Model correspond to conserved quantities
in accordance with Noether’s theorem [13]. These symmetries correspond to the
invariance of the Lagrangian through an infinitesimal transform in a given dimen-
sion. Three examples of continuous symmetries within the Standard Model are:

Symmetry Conserved Quantity

time symmetry Energy

translational symmetry Linear momentum

rotational symmetry Angular momentum

2.2.2 Discrete symmetries

A discrete symmetry corresponds to the Lagrangian being invariant under the
application of an operator applied to it. Below are examples of three important
discrete symmetries:

Operator Effect

C Charge Conjugation Inverts the sign of all internal charges of particles

P Parity Conjugation Reverse of the spatial and momentum direction

T Time Conjugation Reverse the direction of time for the particle

Due to the fact that the Standard Model is a Lorentz invariant quantum field
theory it is required to be invariant under the application of the combined CPT
operator [14, 15].
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LH

νµ µ+

LH

νµ µ-

RH

νµ µ+

RH

νµ µ-

π+

π+ π-

π-

P

C

P

C

Observed
Not Observed

CP

Figure 2.1: This diagram shows the decay π+→µ+ νLHµ and the corresponding
processes anticipated due to C, P , and CP transforms.
The decay modes involving right-handed neutrinos and left handed
anti-neutrinos are not observed.

Originally it was assumed that the Standard Model was invariant under the ap-
plication of each of these discrete operators. It was discovered by Wu et al. [16] in
1957 that the weak interaction maximally violates the parity symmetry. It is also
observed that the charge symmetry is maximally violated within the Standard
Model. Although both of the symmetries are broken in the Standard Model it
was discovered that the theory was invariant under the combined CP operator.

An example of C and P violation may be shown by considering the weak decay of
charged pions (π± ) as in Figure 2.1. Only left-handed neutrinos or right handed
anti-neutrinos can interact with the weak force. The decay of π+ → µ+ νLHµ is
allowed as the final state contains a left handed neutrino. This figure shows the
processes which correspond to the separate C and P conjugates which are not
observed. However, the process corresponding to the CP conjugate, π−→µ− νRHµ ,
is observed.

Although the C and P symmetries are maximally violated the compound CP sym-
metry is conserved in many weak decays. Later in 1964 Cronin and Finch [17] dis-
covered kaon decays violate this CP symmetry leaving the full StandardModel only
invariant under the full CPT symmetry with both the CP and T symmetries being
broken.
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2.3 CP violation in the Standard Model

Within the Standard Model CP violation only occurs within the CKM matrix.
This matrix is used within the Standard Model to describe the interaction of
quarks with the weak force. The structure of the CKM matrix is discussed in
more detail in the following subsection.

2.3.1 CKM matrix

The CKM matrix named after Cabibbo [3], Kobyashi and Maskawa [4], is required
to describe the interaction of quarks with the weak force. In quantum mechanics
the evolution of states with time is related to the mass eigenstates (Table 2.1),
however, the the weak force acts upon the quark’s weak eigenstates. The evolution
of weak eigenstates with time can be determined by representing the weak eigen-
states as a mixture of mass eigenstates. The convention normally chosen is such
that the up-type mass and weak eigenstates are aligned, whilst the down-type
mass eigenstates are rotated by the CKM to form the weak eigenstates. This is
shown in equation 2.1, where the weak eigenstates are identified by “W”.


dW

sW

tW

 = VCKM


d

s

t

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d

s

t

 . (2.1)

To describe the mixing between the mass eigenstates the CKM matrix can be
expressed in terms of three Euler angles and a CP-violating phase δ. In this
representation θij represents the mixing angle between the generations i and j.
To simplify the notation the the sin and cos of the different angles are denoted as
cij and sij respectively. Expressing the CKM using Euler angles gives,
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VCKM =


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s13e

iδ

0 1 0

−s13e
iδ 0 c13




c12 s12 0

−s12 c12 0

0 0 1



=


c12c13 s12c13 s13e

iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ s23c13

 . (2.2)

One thing that is immediately apparent in this representation is that although CP
violation is only present due to the single phase δ, this appears in multiple elements
of the matrix with different coefficients. Another common representation of the
CKM matrix is to use the Wolfenstein representation [18] using the definitions,

λ = s12 = |Vus|√
|Vud|2 + |Vus|2

, Aλ2 = s23 = λ
∣∣∣∣VcbVus

∣∣∣∣ ,
Aλ3 (ρ+ iη) = s13e

iδ = V ∗ub =

 Aλ3 (ρ+ iη)
√

1− A2λ4
√

1− λ2
[
1− A2λ4 (ρ+ iη)

]
 . (2.3)

These definitions allow the CKM matrix to be re-expressed as,

VCKM =


1− λ2

2 λ Aλ3 (ρ− iη)

−λ 1− λ2

2 Aλ2

Aλ3 (1− ρ− iη) −Aλ2 1

+ ∆
(
λ4
)
. (2.4)

∆
(
λ4
)

=


−1

8λ
4 0 0

A2λ5
(

1
2 − ρ− iη

)
−1

8λ
4 (1 + 4A2) 0

1
2Aλ

5 (ρ+ iη) +Aλ4
(

1
2 − ρ− iη

)
−1

2A
2λ4

+O
(
λ6
)
.

Using this representation the relative size of the elements in terms ofO (λn) is clear.
Expanding the CKM matrix up to the order of O (λ4) provides the additional
useful representation of the matrix as,
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VCKM =


|Vud| |Vus| |Vub|e−iγ

−|Vcd| |Vcs| |Vcb|

|Vtd|e−iβ −|Vts|e+iβs |Vtb|

+ δ
(
λ5
)
. (2.5)

From this representation it is easily seen that to the precision of λ4, only the
phases of three elements within the CKM can be measured.

2.3.2 Unitarity triangles

The condition of unitarity on the CKM matrix gives nine separate requirements
using the elements in equation 2.1

∑
k

VkiV
∗

kj = δij. Each of these quantities VikV ∗jk
can be represented by vectors in the complex plane. There are six conditions
requiring that the sum of three complex numbers is 0. This is the same as requiring
their path in the complex plane forms a closed triangle.

Two unitarity triangles are shown Figure 2.2 and are constructed from the unitarity
relations,

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 ,

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0 . (2.6)

These two conditions are similar and are commonly referred to as, the B0 unitarity
triangle in Figure 2.2 (a) and, the B0

s triangle in Figure 2.2 (b). The B0 triangle
contains the angles β and γ from the CKM matrix as in equation 2.5. The B0

s

triangle contains the angle βs from this matrix.

The unitarity triangles are normally represented with one side normalised to lie
on the real axis, making use of the parameters (ρ, η) in equation 2.3. In the B0

unitarity triangle, all sides have the same scale in powers of λ. The B0
s unitarity

triangle, however, has one side suppressed by a factor of λ2. From the second
triangle the definition of βs is given in equation 2.7 as in Figure 2.2 (b).

βs = − arg
(
VtsV

∗
tb

VcsV ∗cb

)
. (2.7)
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(a) (b)

βsγ
α

β

=m

<e1

10

0 VtsV
∗
tb

VcsV ∗cb

VusV
∗
ub

VcsV ∗cb

VtdV
∗
tb

VcdV ∗cb
VudV

∗
ub

VcdV ∗cb

=m

<e

(ρ, η)

Figure 2.2: Diagram showing (a) the B0 unitarity triangle and (b) the B0
s unitar-

ity triangle. These two triangles are not to the same scale, although
both have been scaled with one side of length 1 on the real axis.
The two triangles can be obtained from the unitarity relations in
equation 2.6.

Area of unitarity triangles

The area of all of the unitarity triangles, before normalisation of the real axis, is
defined as the quantity A which is related to the amount of CP violation in the
Standard Model. This area is defined as half of the phase-independent Jarlskog
invariant J , in terms of the Euler parameters is,

2A = J = c12c
2
13c23s12s23 sin δ = O

(
10−5

)
. (2.8)

For the Jarlskog invariant to be non-zero it is required that there must be a global
non-zero phase δ within the CKM.
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2.4 Types of CP violation

The three different ways that CP violation may be experimentally present are (i)
differences between two decay processes related by a CP transform, (ii) differences
introduced in mixing between two CP states and (iii) differences due to the
interference between these two processes.

2.4.1 CP violation through decay

CP violation in decay presents itself when there is a difference between one decay
process and its CP conjugate. This requires that Γ (B→ f) 6= Γ

(
B→ f

)
. In this

case the CP-violating observable ACP is defined as,

ACP =
Γ (B→ f)− Γ

(
B→ f

)
Γ (B→ f) + Γ

(
B→ f

) . (2.9)

The total amplitudes representing these processes are,

Af = |a1| ei (δ1 + φ1) + |a2| ei (δ2 + φ2) + . . . , (2.10)

Af = |a1| ei (δ1 − φ1) + |a2| ei (δ2 − φ2) + . . . .

where the ai represents distinct contributions to the total decay amplitude. These
amplitudes are complex quantities and have associated weak and strong phases
φ1,2 and δ1,2 respectively. The total decay amplitude Af corresponds to the decay
of B → f and Af corresponds to B → f . From equation 2.10, taking only two
possible contributions, the CP-violating observable is described by,

ACP = −2 |a1| |a2| sin (δ2 − δ1) sin (φ2 − φ1)
|a1|2 + |a2|2 + 2 |a1| |a2| cos (δ2 − δ1) cos (φ2 − φ1)

. (2.11)

This equation demonstrates that CP violation in decay is only observable if there
are at least two decay amplitudes each with different strong and weak phases. If
the distinct contributions in these amplitudes do not have different strong and
different weak phases then it is not possible to measure CP violation. Even when
CP violation is not measurable in decay it may still be present. CP violation in
decay is often referred to as “direct” CP violation.
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2.4.2 CP violation through mixing

Neutral meson oscillation leads to an additional source of CP violation through
mixing between two states related by CP , e.g. B0

s and B0
s . The time evolution of

this system is described in terms of the heavy (H) and light (L) mass eigenstates
BH and BL. These are constructed from different contributions of B0

s and B0
s

mesons as described in equation 2.12. Here p and q are complex quantities.

|BH (t)〉 = p|B0
s (t)〉 − q|B0

s (t)〉 ,

|BL (t)〉 = p|B0
s (t)〉+ q|B0

s (t)〉 . (2.12)

Details of the time evolution of this system are given in Appendix A.2. The time
dependant probabilities for B0

s

(
B0

s

)
meson to evolve into B0

s (B0
s ) state is given in

equation 2.13. The time evolution of this system is encapsulated in the function
g− (t), defined in Appendix A.2.

∣∣∣〈B0
s |B0

s (t)
〉∣∣∣2 =

∣∣∣∣∣pq
∣∣∣∣∣
2

|g− (t)|2 ,
∣∣∣〈B0

s |B0
s (t)

〉∣∣∣2 =
∣∣∣∣∣qp
∣∣∣∣∣
2

|g− (t)|2 . (2.13)

The condition for CP violation in mixing requires that Γ
(
B0

s → B0
s

)
6= Γ

(
B0

s → B0
s

)
which implies,∣∣∣∣∣qp

∣∣∣∣∣ 6= 1 6=
∣∣∣∣∣pq
∣∣∣∣∣ . (2.14)

This is often referred to as “indirect” CP violation. Even in the case of
∣∣∣∣∣qp
∣∣∣∣∣ = 1

there may still be a CP-violating phase present.

2.4.3 CP violation through interference

CP violation also occurs as a result of the interference between the mixing and
decay processes in the same channel. An important feature of this is that there
can still be CP violation through interference even if it is not observed either in
mixing or decay. This is only possible if the final state f = XCP is a CP-eigenstate
accessible from both B0

s and B0
s meson decays as shown in Figure 2.3.
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Figure 2.3: This figure shows how CP violation can come about due to interfer-
ence between direct decays and decays after neutral B0

s oscillations.
The weak phase introduced through the decay of B0

s , B0
s is φD, −φD

and the strong phase introduced through the mixing of the 2 mesons
is φM.

This figure shows the two possible decay paths for a B0
s meson to a final state

XCP . Starting from a B0
s meson the decay can proceed directly or it may change

flavour into a B0
s meson and then decay. The difference in the phases between

these decay paths leads to CP violation in interference.

CP violation in interference requires that there must be an unbalanced weak phase
between the mixing and decay contributions which gives the definition,

φs = φM − 2φD . (2.15)

This phase φs can also defined in terms of the decay amplitudes Af and Af and
the complex parameters p and q as,

−φs = arg
q
p

Af
Af

 6= 0 . (2.16)
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Figure 2.4: Feynman diagrams for the box mixing diagrams which are responsi-
ble for the B0

s ↔ B0
s oscillations.

s
B0

s

h+h−

s

J/ψ
c

b
W+

c

s

s
B0

s

h+h−
s

J/ψc

b
u, c, t

c

W+

s

1

(a) (b)
Figure 2.5: Feynamn diagrams corresponding to the tree-level decay (a) and

penguin-level decays (b) within the Standard Model.
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2.5 B0
s → J/ψ K+K− phenomenology

The decay of B0
s → J/ψ K+K−mainly proceeds through the resonance of B0

s → J/ψφ
which is a pseudo-scalar to vector-vector decay. This section describes the construc-
tion of the differential decay rate and the physical observables that are measured
for each event.

The B0
s meson is a neutral meson and may oscillate between the different flavour

states before decaying into the J/ψ K+K− daughters. The dominant Feynman
diagrams describing the oscillation and decay of the B0

s mesons are shown in
Figures 2.4 and 2.5.

CP violation in the B0
s → J/ψ K+K− decay presents itself in the form of interfer-

ence between the mixing and decay contributions.

2.5.1 B meson time evolution

Before considering the full B0
s → J/ψ K+K− decay it is informative to consider

the time evolution of the B meson system. Using the definition of the B mesons
in equation 2.12 and starting from the evolution of the mass eigenstates in equa-
tion 2.17, Appendix A.2, describes the time evolution of the B and B systems.

|BH (t)〉 = e−iλHt|BH (0)〉 = e−iMHt−
ΓH
2 t|BH (0)〉 ,

|BL (t)〉 = e−iλLt|BL (0)〉 = e−iMLt−
ΓL
2 t|BL (0)〉 . (2.17)

From this formalism, in the case that there is only one final state, the decay of a
B meson to the final state f is described by the differential decay rate,

dΓ (B→ f)
dt

= Ne−Γ t

a cosh

(
∆Γ
2 t
)

+ b sinh
(

∆Γ
2 t
)

c cos (∆mt) + d sin (∆mt)

 = h
(
t
)
. (2.18)

Where N is 1 in this case. Here, the difference in mass between the eigenstates
is defined as ∆m = MH −ML. The definitions of Γ = ΓL+ΓH

2 , and ∆Γ = ΓL − ΓH,
are also introduced where Γ is the average decay width and ∆Γ is the decay
width splitting. The multiplication factors a, b, c and d vary depending on the
configuration of the final state.
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2.5.2 Full B0
s → J/ψ K+K− differential decay rate

In the case of B0
s → J/ψ K+K− there are four final states with different angu-

lar configurations. Three of these states originate from the P-wave B0
s → J/ψφ

channel (where the K+K− proceed via the φ resonance) and the fourth corre-
sponds to a K+K− S-wave contribution. The three amplitudes corresponding to
the P-wave are A0, A‖ and A⊥. These final states correspond to different CP con-
figurations with the polarisation vectors of J/ψ and φ aligned as in Figure 2.6.
The amplitude corresponding to the S-wave is defined as AS.

The first P-wave amplitude A0 is a CP-even state corresponding to the config-
uration where the two daughters are longitudinally polarised. The other two
P-wave final states (A‖ and A⊥) are transversally polarised. The A⊥ amplitude
is a CP-odd amplitude which corresponds to the case where the daughters are
aligned perpendicular to each other. The final P-wave amplitude A‖ is CP-even
state with the daughters are aligned parallel to each other. The S-wave amplitude
has a CP-odd configuration similar to the A⊥P-wave state. Each of these decay
amplitudes has an associated complex strong phase. These are δ0, δ⊥, δ‖ and δS,
for A0, A⊥, A‖ and AS respectively.

To separate these amplitudes the angular distribution of the final decay products,
~Ω, needs to be described. The choice of angular basis and the angular definitions
are defined in Section 2.5.3.

Due to the fact that B0
s → J/ψ K+K−has four possible decay paths the differential

decay rate for this channel is described by ten terms, four corresponding to the
decay amplitudes and six describing the interference between them,

dΓ(B0
s→J/ψ K+K−)

(
t, ~Ω

)
dt d~Ω

=
10∑
k

hk
(
t
)
fk
(
~Ω
)
. (2.19)

The full form of this differential decay rate for all ten terms are given in Ta-
bles 2.2 and 2.3 for the fk

(
~Ω
)
and hk

(
t
)
terms respectively.
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k fk
(
~Ω = {θtr, ψtr, φtr}

)
gk
(
~Ω = {θµ, θK , φh}

)
1 2 cos2 ψtr (1− sin2 θtr cos2 φtr) 2 cos2 θK sin2 θµ

2 sin2 ψtr (1− sin2 θtr sin2 φtr) sin2 θK (1− sin2 θµ cos2 φh)
3 sin2 ψtr sin2 θtr sin2 θK (1− sin2 θµ sin2 φh)
4 − sin2 ψtr sin 2θtr sinφtr sin2 θK sin2 θµ sin 2φh
5 1

2

√
2 sin 2ψtr sin2 θtr sin 2φtr 1

2

√
2 sin 2θK sin 2θµ cosφh

6 1
2

√
2 sin 2ψtr sin 2θtr cosφtr −1

2

√
2 sin 2θK sin 2θµ sinφh

7 2
3 (1− sin2 θtr cos2 φtr) 2

3 sin2 θµ

8 1
3

√
6 sinψtr sin2 θtr sin 2φtr 1

3

√
6 sin θK sin 2θµ cosφh

9 1
3

√
6 sinψtr sin 2θtr cosφtr −1

3

√
6 sin θK sin 2θµ sinφh

10 4
3

√
3 cosψtr (1− sin2 θtr cos2 φtr) 4

3

√
3 cos θK sin2 θµ

Table 2.2: The angular dependant B0
s → J/ψ K+K− decay rate coefficients used

in fitting to data. fk
(
~Ω
)
describes the transversity basis and gk

(
~Ω
)

the helicity basis. Here k corresponds to kth term in the differential
decay rate, equation 2.19.

k Nk ak bk ck dk

1
∣∣∣A0 (0)

∣∣∣2 1 D C −S
2

∣∣∣A‖ (0)
∣∣∣2 1 D C −S

3
∣∣∣A⊥(0)

∣∣∣2 1 −D C S
4

∣∣∣A‖ (0) A⊥(0)
∣∣∣ C sin

(
δ⊥− δ‖

)
S cos

(
δ⊥− δ‖

)
sin

(
δ⊥− δ‖

)
D cos

(
δ⊥− δ‖

)
5

∣∣∣A0 (0) A‖ (0)
∣∣∣ cos

(
δ‖ − δ0

)
D cos

(
δ‖ − δ0

)
C cos

(
δ‖ − δ0

)
−S cos

(
δ‖ − δ0

)
6

∣∣∣A0 (0) A⊥(0)
∣∣∣ C sin

(
δ⊥− δ0

)
S cos

(
δ⊥− δ0

)
sin

(
δ⊥− δ0

)
D cos

(
δ⊥− δ0

)
7

∣∣∣AS (0)
∣∣∣2 1 −D C S

8
∣∣∣AS (0) A‖ (0)

∣∣∣ C cos
(
δ‖ − δS

)
S sin

(
δ‖ − δS

)
cos

(
δ‖ − δS

)
D sin

(
δ‖ − δS

)
9

∣∣∣AS (0) A⊥(0)
∣∣∣ sin

(
δ⊥− δS

)
−D sin

(
δ⊥− δS

)
C sin

(
δ⊥− δS

)
S sin

(
δ⊥− δS

)
10

∣∣∣AS (0) A0 (0)
∣∣∣ C cos

(
δ0 − δS

)
S sin

(
δ0 − δS

)
cos

(
δ0 − δS

)
D sin

(
δ0 − δS

)
Table 2.3: The time dependant B0

s → J/ψ K+K− decay rate used in fitting to
data.
Using: C = 1− |λs|2

1 + |λs|2
, D = −2<e (λs)

1 + |λs|2
, S = 2=m(λs)

1 + |λs|2
, |λs| =

∣∣∣∣∣pq AA
∣∣∣∣∣ .

Here k corresponds to kth term in the differential decay rate, equa-
tion 2.19.
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A0 A‖ A⊥

Figure 2.6: Relative polarisation of P-wave final states. A0: longitudinal po-
larisation, A‖: parallel transverse polarisation, A⊥: perpendicular
transverse polarisation.

For each of the possible amplitude configurations the time dependence is described
by equation 2.18 with the full structure of all ten terms given in Table 2.3. Each
term hk (t) describes the time evolution of the kth decay amplitude. The phases
(δi) appearing in Table 2.3 are due to the strong phases of the different decay
amplitudes as described in Section 2.5.3.

In Table 2.3 the parameter λs is the term containing all of the CP violation, with
its complex phase given as −φs. Using this notation the imaginary component of
this is defined as =m (λs) = |λs| sin (−φs) and the real component is <e (λs) =
|λs| cos (−φs).

The corresponding differential decay rate for B0
s → J/ψ K+K− can be derived from

equation 2.18 by changing the sign of terms c and d as described in Appendix A.2.

2.5.3 Choice of angular basis

The measurements of any underlying physics parameters are independent of the
choice of angular basis used in measuring the distribution. Nevertheless, there are
traditionally two different angular bases used for describing the data. These are
the helicity and transversity bases as shown in Figure 2.7 (a) and (b) respectively.

The helicity basis defines two separate z-axes in the J/ψ and K+K− rest frames
and defines the angles of θµ and θK between each z axis and the flight direction
of the positively charged daughter. The angle φH is defined as the angle between
the two planes of the di-muon and di-kaon system.
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(a)
θK

K+

K−

K+K− B0
s µ+µ−

θµ

µ+

µ−

φh
x

y

z

(b)
ψtr

K+

K−

K+K− B0
s µ+µ−

θtr

µ+

µ−

φtrx

z

y

Figure 2.7: Angular basis used within the B0
s → J/ψ K+K− analysis. (a) Helicity

basis, (b) Transversity Basis.

The transversity basis defines the angles θtr and φtr in terms of µ+ in the J/ψ
rest frame and ψtr is defined using K+ in the in the K+K− rest frame. The full
derivation of the helicity basis using the momenta of the decay particles is given
in Ref [12].

2.6 Standard Model predictions

As shown in Figure 1.1 φs is known to be correlated with ∆Γs from previous
analyses. The Standard Model predictions for these 2 values are summarised
within this section.
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2.6.1 φs in the Standard Model

In B0
s → J/ψ K+K− the angle φs is the CP-violating phase introduced through

the interference between decay and mixing as described in Section 2.4.3. The
value of φs is therefore the sum of the weak phases introduced in mixing

(
q
p

)
and

decay
(
A

A

)
,

−φs = arg (λs) = arg
{
q

p

A

A

}
. (2.20)

CP violation in mixing of B0
s → J/ψ K+K−

The time evolution of the B0
s system is described through the Matrix (R),

R = M− iΓ2 =

M11 M12

M21 M22

− i

2

Γ11 Γ12

Γ21 Γ22

 . (2.21)

Considering the evolution of the heavy and light mass eigenstates as given in
equation 2.12, the ratio between these two states (q/p) is given in equation 2.22.

q

p
=

√√√√√√√M
∗
12 −

i

2Γ∗12

M12 −
i

2Γ12

= e−φM . (2.22)

This solution is shown more completely in Appendix A. In the Standard Model
the approximation |Γ12| � |M12| is valid, and hence q

p
≈M12.

The Feynman diagrams associated with neutral B0
s mixing in B0

s → J/ψ K+K− is
shown in Figure 2.4. The main internal quark contribution to this diagram is a
top quark and as such the transitions involved in mixing are described by the Vtb
and Vts elements of the CKM matrix 2.5.

The mixing phase (φM) introduced throughM12 and is the phase corresponding
to the leading virtual top contribution to the box diagram Figure 2.4. Hence the
phase introduced through decay is given as:

arg
(
q

p

)
= φM = 2 (VtsV ∗tb) . (2.23)
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CP violation in decay in B0
s → J/ψ K+K−

The tree level amplitude from Figure 2.5 (a) is taken to be AT and the contribution
from each penguin diagram in Figure 2.5 (b) is Pq where q is the internal u, c or
t quark. Using this notation, and making use of the βs unitarity relation 2.6 the
total amplitude of the flavour changing decay can be defined as:

A
(
b→ ccs

)
= VcsV

∗
cb (AT + Pc) + VusV

∗
ubPu + VtsV

∗
tbPt

= VcsV
∗
cb (AT + Pc − Pt) + VusV

∗
ub (Pu − Pt)

= VcsV
∗
cb (AT + Pc − Pt) +O

(
λ4
)
. (2.24)

The dominant contribution to this amplitude is the tree level decay AT in Fig-
ure 2.5. This decay includes contributions from the Vcs and Vcb elements in the

CKM matrix 2.5. Ignoring penguin terms suppressed by λ4, A
A

is approximated
to be 2.25.

A

A
= − |VcbV

∗
cs| ei arg(VcbV

∗
cs)

|VcsV ∗cb| e−i arg(VcbV ∗cs) = −|VcbV
∗
cs|

|VcsV ∗cb|
e2i arg (VcbV

∗
cs) .

arg
[
A

A

]
= 2 arg (VcbV ∗cs) = 2φD . (2.25)

Standard Model value of φs
(J/ψK+K−)

From equations 2.23 and 2.25 it follows that the Standard Model expectation for
the phase φs (J/ψ K+K−) is given in equation 2.26.

λs
(
J/ψ K+K−

)
=
∣∣∣λs (J/ψ K+K−

)∣∣∣ e−iφs(J/ψ K+K−) =
∣∣∣∣∣qp AA

∣∣∣∣∣ e−iφMe2iφD .

φs
(
J/ψ K+K−

)
= (φM − 2φD)

= 2 arg (VtsV ∗tb)− 2 arg (VcsV ∗cb)

= 2 arg
[
VtsV

∗
tb

VcsV ∗cb

]
, βs = arg

{
−
[
VtsV

∗
tb

VcsV ∗cb

]}
,

φs
(
J/ψ K+K−

)
= −2βs . (2.26)

From a global fit to the CKM matrix, this the Standard Model value of φs is
calculated to be φsSM = −0.036± 0.002 rad [19].
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2.6.2 ∆Γs in the Standard Model

In B0
s → J/ψ K+K− final state is composed of CP-even and CP-odd components

which have different lifetimes ΓL and ΓH separated by the lifetime difference
∆Γs = ΓL − ΓH.

The time evolution of the B0
s meson is described using the matrix (R), given

in equation 2.21. Taking the eigenvectors of this matrix as described in Ap-
pendix A shows the splitting between these 2 states to be described by,

∆M + i

2∆Γ = 2
√(
M12 −

i

2Γ12

)(
M∗

12 −
i

2Γ∗12

)
. (2.27)

From this definition of the splitting and under the assumption of no CP violation,
∆Γs can be approximated to be,

∆Γs = −2Γ12 . (2.28)

The value of ∆Γs can be calculated using heavy quark expansion theory (HQET)
which is described more in Ref [20]. Using this approach the Standard Model
prediction is, ∆Γs

SM = 0.082± 0.021 ps−1 [21–23].



“For a long period of time there was much speculation and controversy about where the so-called
‘missing matter’ of the Universe had got to . . . but when eventually it was tracked down it turned
out in fact to be all the stuff which the equipment had been packed in.”

Mostly Harmless − Douglas Adams

3
The LHCb Detector

The LHCb experiment is one of the four major experiments performing physics
measurements at the LHC accelerator in CERN, as outlined in Section 3.1. The
detector is designed to make detailed measurements of B(B) mesons.

The detector is briefly described in Section 3.2 and more detail can be found in
Ref [24]. It has been designed such that it has the ability to track particles with
high accuracy. This allows for the correct identification of the flavour of each
particle.

The LHCb detector is ideally suited for measuring the decay channels of interest
in this thesis. The B0

s meson has a relatively large flight distance that can be accu-
rately measured and the J/ψ (→ µ+µ−) K+K− final state is composed of charged
particles that can be accurately tracked through the LHCb detector as described
in Section 3.3. The experiment is also able to accurately identify particles using
information from various sub detectors as described in Section 3.4.

The selection of data by the LHCb trigger system is outlined in Section 3.5, and
the software stack used for data reconstruction and analysis within the LHCb ex-
periment is summarised in Section 3.6.

25
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3.1 The LHC

The Large Hadron Collider (LHC), located across the Swiss-French border near
Geneva, is the world’s largest and highest energy particle accelerator. The circular
tunnel housing the LHC is 27 km in diameter and approximately 100m under-
ground.

The protons supplied to the LHC originate from a source of pure Hydrogen which
is ionised and then passed through a series of progressively higher energy acceler-
ators. The series of accelerators traversed by the protons is: LINAC2 [50MeV] →
Proton Synchrotron Booster (BOOSTER) [1.4GeV] → Proton Synchrotron (PS)
[25GeV]→ Super Proton Synchrotron (SPS) [450GeV]. Figure 3.1 show a digram
of these different accelerators. Two beams are injected from the SPS into the main
LHC ring, one carrying protons in a clockwise direction, and the other counter-
clockwise. The LHC accelerator uses 400MHz Radio-Frequency (RF) cavities to
accelerate protons and is designed to reach a centre of mass energy of 14TeV.

During 2011 the LHC machine delivered proton-proton collisions with a centre of
mass energy of

√
s = 7TeV, with a luminosity of the order of 1033 cm−2s−1.

To direct the proton beams around the circular accelerator 1,232 super-conducting
dipole magnets are used each capable of generating a field of approximately 8.3T.

Around the LHC there are four major experiments situated at different interaction
points. These are ALICE[25], ATLAS[26], CMS[27] and LHCb [24]. The position
of these four experiments on the LHC ring is shown in Figure 3.1.
The ATLAS and CMS experiments are general purpose detectors designed pri-
marily for the discovery of new particles. ALICE is an experiment specialising
in heavy ion collisions and LHCb is designed to make precision measurements of
B mesons.
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Figure 3.1: Diagram outlining the accelerators at CERN (not to scale) [28].

P1 P2

b

g1

b

g2

b

Figure 1: The predominant production mechanism of bb pairs at LHCb.

1

(a) (b)
Figure 3.2: (a) Dominant Feynman diagram responsible for the production of

B/B mesons at the LHC involving gluons (g1 and g2) radiated from
two colliding protons (P1 and P2).
(b) Distribution of the b/b quark pairs produced according to
Pythia [29]. The red region indicates where both quarks are pro-
duced in the same forward direction. Quark pairs produced in a
back to back configuration is dis-favoured [30].
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3.1.1 B meson production at the LHC

The main production process for B mesons at the LHC is through gluon-gluon
fusion as shown in Figure 3.2 (a). The B mesons are produced such that they are
highly boosted along the direction of the beam line. The total b/b production cross
section has been measured to be σ

(
pp→ bbX

)
= 284± 20± 49µb at 7TeV [31].

The distribution of b/b quark pairs as calculated by Pythia [29] is shown in
Figure 3.2 (b). The direction favoured for producing these quark-pairs is in the
forward/backward region with both quarks boosted in the same direction from
the interaction point.

3.2 The LHCb experiment

The LHCb detector is a forward arm spectrometer. A cross section through the
LHCb detector is shown in Figure 3.3, highlighting the position of important
sub-detectors. Proton beams from the LHC collide at the interaction point on
the left of the figure within the VELO sub-detector. The beam pipe can be seen
running along the length of the detector.

The coordinate system of the experiment is defined such that positive z is along
the beamline, positive y is in the upward direction and positive x points toward
the centre of the LHC ring, in a right-handed coordinate system. The acceptance
of the LHCb detector in the y-z plane extends to 250mrad and in the x-z plane it
extends to 300mrad. The dipole magnet in the LHCb experiment deflects particles
in the x-z plane.

The VELO and Tracking sub-detectors are important for tracking charged particles
and are described in Section 3.3. To identify the individual particles passing
through the LHCb detector information is combined from the RICH sub-detectors,
the calorimeters and the muon stations as described in Section 3.4.
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3.3 Particle tracking

Reconstructing the trajectories of charged particles allows their momentum and
decay vertices to be accurately determined. Particle tracking is performed using
two sub-detectors in the LHCb detector. These are, the VELO, which is discussed
in Section 3.3.1 and the four Tracking Stations, described in Section 3.3.2. Charged
particles are deflected in the bending plane of the magnetic field allowing their
curvature q/p where q is the charge and p the momentum to be determined. The
dipole magnet generating this field is described in Section 3.3.3.

3.3.1 The VELO

The VErtex LOcator (VELO) is a critical sub-detector to the LHCb experiment.
Its primary purpose is to measure the position of decay vertices with high accuracy.
The VELO is constructed of two halves centred around the interaction point of
the two proton beams as in Figure 3.3. At the injection energy of 450GeV the
beam is defocused. To protect the VELO from radiation damage due to particles
in the beam the two halves are designed to open and close around the interaction
point. When the proton beams are focussed and in collision the VELO is closed
to a distance of 8mm from the interaction point. When not collecting data the
two halves are able to open to 3 cm from the interaction point [24].

The VELO is composed of a series of 21 modules that measure the position of
charged particles as they pass through the active silicon sensor. Each module
has two types of sensors, the first has silicon strips arranged in radial (r) paths,
the second has strips with fixed axial (φ) paths. These sensors are orientated
perpendicular to the beam line. The strip pitch is such that it is finest close to
the interaction point in the region of the highest radiation flux and widens with
increasing radius.

Within the VELO the modules are arranged as shown in Figure 3.4. This shows
that the majority of the modules are closely spaced around the location of the
interaction point. The layout of the modules has been designed such that particles
within an acceptance of < 390 mrad will pass through at least six modules (three
sensors). This is a larger acceptance than the rest of the LHCb detector.
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Figure 3.4: A view of the VELO geometry showing the positions of the different
r-φ sensors [24].

In order to be close to the interaction point the VELO is integrated into the beam-
pipe running through the experiment. To isolate the VELO from the vacuum of
the beam-pipe the VELO modules are encased within a corrugated foil box. This
foil protects the VELO from picking up radio frequency signals from the beams.

3.3.2 Tracking stations

The tracking system consists of four stations, the Tracker Turicensis (TT) and the
three T-Stations as shown in Figure 3.3. The TT is a silicon tracker located after
RICH1 and before the LHCb magnet. The T-Stations (T1, T2 and T3) are located
downstream of the LHCb magnet and are composed of two detector technologies.
The first of these is the silicon Inner Tracker (IT) which is placed around the
beam pipe in regions of highest radiation flux and the second is the drift-chamber
Outer Tracker (OT).



Chapter 3. The LHCb Detector 32

The silicon sensors in the TT and IT are able to measure the position of charged
particles in a similar way to the VELO (Section 3.3.1). These silicon sensors
have a high granularity and radiation hardness which is required in the region of
high radiation flux around the beam pipe. The drift-chamber sensors in the OT
measure the position of charged particles through gas-ionization. The OT has a
larger granularity covering the rest of the LHCb acceptance around the IT.

Individual trackers are composed of four layers, the outer layers are referred to
as the x layers and the middle two layers are referred to as u and v layers. The
x layers are orientated vertically, parallel to the y axis. The u and v layers are
rotated about the z axis of the beam pipe in stereo angles of +5◦ and −5◦ as
shown for the v layer of the TT in Figure 3.5 (a).

Tracker Turicensis and Inner Tracker

Within the TT the xu and vx layers are separated by 27 cm to improve the
transverse momentum (pT) resolution for use in the trigger, whilst in the IT
this separation is 4 cm. Sensors within the TT and IT are arranged as shown in
Figures 3.5 (a) and (b). The IT detectors present in T1, T2 and T3 are composed
of four boxes around the LHCb beam-pipe. The IT trackers are positioned in front
of each of the OT tracking stations.

Outer Tracker

The OT is a drift chamber detector and is composed of staggered straw tubes made
a Kapton foil and with an Aluminium coating. The straw-tubes are grounded and
act as the cathode which encloses an anode wire held at high voltage. Inside the
straw tubes there is a a mixture of Ar (70%) and CO2 (30%) gas which has a
drift time of 40 ns. The relative position and size of the modules within the OT
trackers are shown in Figure 3.5 (c).
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(a)

(b) (c)
Figure 3.5: (a) Layout of sensors in the v layer of the TT sub-detector. [24]

(b) Layout of sensors in the IT sub-detector. [24]
(c) Layout of the Tracker sub-detectors. [24]
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Figure 3.6: The LHCb Magnet [24].

3.3.3 The magnet

The LHCb detector includes a water cooled, warm dipole magnet between the
TT and T1 stations as shown in Figure 3.3. This has an integrated

∫
B dl of

4Tm for particles originating from the interaction point and traversing the entire
spectrometer to z = 10 m. The magnet is composed of two large aluminium coils
supported by a large iron yoke as in Figure 3.6. During data taking the polarity
of the magnet is periodically reversed to minimise detector asymmetries.

3.4 Particle identification

An important requirement of the LHCb experiment is to be able to correctly iden-
tify the different types of particles. Information is used from the tracking system
(Section 3.3.2) and the RICH sub-detector (Section 3.4.1) to determine the particle
mass. The RICH sub-detector provides information which constrains the particle
velocity using Cherenkov radiation. The calorimeters in (Section 3.4.2) provide
information to correctly identify electrons, photons and hadrons. Finally, hits in
the muon chambers (Section 3.4.3), identify high-energy muons.
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Figure 3.7: Schematics of (a) RICH1 [24] and (b) RICH2 [24] sub-detectors.
The view of the RICH1 sub-detector is side-on, whilst the view of
the RICH2 sub-detector is top-down.
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Figure 3.8: (a) Definition of the Cherenkov angle θC for a particle with velocity
v, (β = v

c
) passing through a radiator with refractive index n.

(b) Variation of the measured angle θC for different particle types
with varying energies within the RICH sub-detectors at LHCb [24].
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3.4.1 The RICH system

LHCb incorporates two separate Ring Imaging CHerenkov (RICH) sub-detectors,
RICH1 and RICH2. These are designed to measure the Cherenkov photons emitted
by charged particles passing through a radiating material with a velocity greater
than the local speed of light in that medium. The structure of the two sub-detectors
is shown in Figure 3.7. The photon detectors used in both RICH detectors are
pixelated Hybrid Photon Detectors (HPDs) that combine photo-cathode and
silicon sensor technologies.

Cherenkov light emission is similar to a sonic shock-wave as shown in Figure 3.8 (a).
The radiation forms of a ring of photons measured by the photo-detectors, from
this the angle θC can be calculated. This angle relies on the velocity of the particle
v as well as the refractive index of the medium n. Due to the reliance of θC on n
different radiators can identify different particles as in Figure 3.8 (b).

RICH1

RICH1 is located upstream of the magnet immediately after the VELO and
covers the the full acceptance region. RICH1 houses two radiating materials,
aerogel tiles and C4F10 gas. The aerogel tiles are positioned immediately after
the VELO and are placed in their own gas-tight box. This is surrounded by a
larger box encompassing the rest of the RICH1 detector which contains the C4F10

gas. The Cherenkov photons are reflected by mirrors within the detector to HPD
photo-detectors outside the LHCb acceptance. The HPDs are shielded from the
magnetic field generated by the dipole magnet and are positioned above and below
the detector acceptance.

RICH2

RICH2 is located after the T3 tracking station and covers a narrower acceptance
of 120mrad in the y-axis. This allows the detection of high momentum particles
and extends the coverage of the RICH system to 100 GeV/c2.

Using a similar design to RICH1 the mirrors in the RICH2 sub-detector are
housed in a gas-tight box containing CF4. The Chrenkov radiation is reflected to
magnetically shielded HPDs positioned left and right of the bending plane.
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Figure 3.9: The layout of the calorimeters within LHCb. It also illustrates the en-
ergy deposition from different particles throughout the detector. [33]

(a) (b)
Figure 3.10: This shows the segmentation of one quarter of (a) the SPD/PS/E-

CAL and (b) the HCAL detectors. The segmentation is chosen
to give a more uniform occupancy across the whole detector. The
tiles used in the different cells have different sizes as described in
the figure. [24]

3.4.2 The calorimeters

The calorimeter system is composed of multiple layers. These are the Scintillation
Pad Detector (SPD), Pre-Shower detector (PS), Electromagnetic CALorimeter
(ECAL) and the Hadronic CALorimeter (HCAL). This system allows for elec-
tron and photon identification and also provides information to the L0 Trigger
(Section 3.5). The layout of these detectors are shown in Figure 3.9. All of the
Calorimeters are constructed in two halves and are supported on rails to allow
them to be opened and closed for access.
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(a) (b)

Figure 3.11: Layout of the tiles (cells) within the panels of the (a) HCAL and
(b) ECAL sub-detectors [34].

SPD and PS sub-detectors

The Scintillation Pad Detector (SPD) and Pre-Shower (PS) detectors are com-
posed of planes of scintillating plastic. These are separated by a layer of lead of
approximately 2.5X0 or 0.1λI thickness1. The SPD and PS detector planes are
composed of thin square plastic scintillator tiles (cells) composed of polystyrene
containing small quantities of WaveLength Shifting (WLS) dopants. Tiles within
the SPD and PS detector have the same segmentation as the ECAL in Fig-
ure 3.10 (a). This granularity is chosen to minimise the occupancy of the individ-
ual cells in the regions of high radiation flux close to the beam pipe as shown in
the figure.

To detect the light emitted within the tiles WLS optical fibres are embedded
within a circular groove for each of the panels as in Figure 3.11 to carry this light
to photo-detectors outside the LHCb acceptance.

To distinguish between photons and electrons within the Calorimeter the readout
electronics within the SPD and PS differ. The electronics for the SPD readout a
time-integrated signal and perform a threshold cut. This allows for high energy
photons to be discarded from the SPD output. The PS detector uses a 10-bit
ADC to digitize the measured signal pulse. Between the PS and SPD the lead
absorber is thick enough to allow electrons to interact electromagnetically but not
for pions to interact hadronically.

1X0 is the electromagnetic radiation length of a material, λI is the nuclear interaction length.
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Electromagnetic Calorimeter

The Electromagnetic CALorimeter (ECAL) is a multi-layered sub-detector sit-
uated after the PS. This detector uses a layered shashlik1 design which has a
modest energy resolution. This design sandwitches 4mm deep scintillator tiles
between layers of 2mm deep lead tiles as in Figure 3.11 (b).

The total ECAL consists of 66 layers of lead tiles and 67 layers of scintillators,
which corresponds to approximately 25X0, or 1.1λI . The ECAL is designed to
provide information to the L0 trigger to identify events containing electrons with
high ET.

Additionally, when selecting electrons the ECAL must reject π0 candidates with
large ET. Similar to the SPD/PS, light from scintillators in the ECAL are collected
by WLS fibres and is carried to photo-detectors outside the detector acceptance.
The resolution of the ECAL is σ(E)/E = 10%

/√
E⊕1% (E given in GeV/c2)[24].

Hadronic Calorimeter

The Hadronic CALorimeter is another multi-layered sub-detector positioned down-
stream to the ECAL sub-detector. This calorimeter makes use of iron rather than
lead to separate the scintillating tiles. The HCAL provides information to the L0
trigger to select hadronic events containing candidates with a large ET.

The HCAL also uses a layered detector design. Unlike the ECAL the scintillators
are orientated vertically rather than horizontally as in Figure 3.11 (a). The dis-
tance between the iron sheets is chosen to correspond to 1X0 vertically, and 1λI
along the z axis.

The HCAL detector is designed with the constraints of the LHCb cavern in
mind and measures 5.6λI along the z axis. It is built as a wall downstream of
from the ECAL. Unlike other calorimeters the readout electronics are located
within the detector acceptance, behind the detector. The HCAL resolution is
σ(E)/E = (65± 5) %

/√
E ⊕ (9± 5) % (E given in GeV/c2)[24].

1‘This type of calorimeter has been nicknamed shashlik calorimeter from the Russian word for
skewer...’ [35], which is also the name for a popular type of eastern European kebab.
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3.4.3 Muon chambers

The muon chambers in the LHCb detector consist of five separate stations M1-
M5 shown in Figure 3.3. These are designed to measure the position of muons
traversing all of the chambers through gas ionization. The muon stations M2-M5
are separated by large iron absorbers each of which corresponds to approximately
20λI . The muon stations are also assembled in two halves and designed to open
for access to the detectors.

The energy required for muons to pass through all five stations is 6GeV. The M1
muon station is located before the calorimeters in Figure 3.12 (a). This provides
information for the L0 trigger to select events containing muons with a large pT.
This adds 0.26λI of material before the calorimeters.

The muon chambers are segmented using four different regions R1-R4 as in Fig-
ure 3.12 (b). The size of each station increases incrementally between M1 and
M5. The low occupancy segments R2-R4 are composed of multi wire propor-
tional chamber (MWPC) detectors. The detector granularity varies to reduce the
occupancy closer to the beam pipe.

The region closest to the beam pipe given by R1 in Figure 3.12 (b) is composed
of triple gas electron multiplier (GEM) detectors which have a finer granularity.
Triple GEM detectors are also more resilient to the high radiation flux close to
the beam pipe. The gas used within both detector types is a mixture of Ar (45%)
/ CO2 (15%) / CF4 (40%), chosen to achieve good time resolution.

3.5 Trigger system

The role of the trigger in the LHCb detector is to reduce the rate of data from the
detector to a rate which can be stored offline. To reduce the data rate, decisions
are made on a per-event basis to keep interesting events and to reject background.
There are multiple trigger lines which are designed to pick different types of events
based on their characteristic properties. The LHCb trigger is composed of two
main stages shown in Figure 3.13:

1. Hardware Trigger (Level 0)

2. Software Trigger (HLT1 & HLT2)
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(a) (b)

Figure 3.12: This cross-section shows the relative size and position of the
Muon sub-detectors M1-M5 (a) [24] as well as the R1-R4 regions
(b) [36] in the cross-section of each Muon plane.

Hardware trigger

The first level of the trigger L0 is based on hardware and reduces the total rate
from the experiment from a maximum of 40MHz to 1.1MHz primarily by selecting
events with high transverse momentum. The information used in the L0 trigger
is limited to that from the calorimeter and the muon systems.

Within the L0 trigger, multiple lines are designed to identify particles with high
transverse momentum (pT) or high transverse energy (ET). During 2011 there
were 23 L0 trigger lines [37].

Software trigger

After the data has been read out using the L0 trigger it passes to the High
Level Trigger (HLT) which is implemented in software. The HLT runs on the
Event Filter Farm (EFF) which is a cluster of CPUs running in the radiation
shielded part of the LHCb cavern. The EFF runs 26,000 concurrent instances of
the Moore program (Section 3.6) in order to reconstruct the particles in each
event. The decision to accept or reject each event is made within a time window
of 30ms. Due to this time constraint only a certain amount of information can
be used on a per-event basis.
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The HLT trigger is sub-divided into two levels, HLT1 and HLT2. The HLT1 trigger
is designed to verify the decision made by the L0 trigger and reduce the total rate
to a final 50 kHz. HLT1 performs a full 3D reconstruction of tracks within the
VELO to determine the best primary vertex of each event. Cuts are made based
on the measured momentum (p) and transverse momentum (pT) of various tracks
as well as the quality of the impact parameter for each event. During the 2011
running there were 38 HLT1 trigger lines [37].

The HLT2 trigger is more complex and is designed to run over all of the events
that pass the HLT1 trigger lines. Because the HLT2 trigger has to run over less
events it is able to make a more complete reconstruction of each event. This allows
the HLT2 trigger to reconstruct all tracks which are seeded by hits in the VELO.

The HLT2 triggers are separated into inclusive and exclusive. Inclusive triggers
make cuts which are generic to all B meson decays whilst the exclusive triggers
make cuts designed to improve the signal for specific decays. The HLT2 trigger
is able to reduce the rate to 5 kHz of events being written to disk. The current
trigger configuration is stored in a Trigger Configuration Key (TCK) which is
stored with each selected event. Throughout 2011 running a typical TCK contained
information on 131 HLT2 trigger lines [37].

3.6 LHCb software

The LHCb software stack uses multiple programs to perform different tasks at each
stage of the analysis. These tools, used for simulating the LHCb detector as well
as (re)processing the collected data, are built around the Gaudi framework [39].
A large amount of the software stack also makes use of the ROOT analysis
framework [40, 41].

A list of the major tools used in the reconstruction and analysis of data is as
follows [42]:
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Figure 3.13: This is diagram showing the flow of data through the LHCb Trig-
ger System [38]. Here the rate of events stored to disk is only
5 kHz compared to the 40MHz of the LHCb experiment.

• Gauss
The Gauss [42] software package is used to perform generation and simula-
tion of Monte Carlo (MC) events. Internally, Gauss uses the Pythia [29]
program to simulate the underlying hard interactions, with the EvtGen [43]
package used to simulate the B meson decays, and the final state radia-
tion simulated by Photos [44]. The actual detector simulation uses the
Geant4 [45] toolkit.

• Boole
The Boole [42] program is used to digitize the MC simulated output from
Gauss. This piece of software simulates the detector response.

• Moore
The Moore [42] program is used to apply HLT selections on the input data.
This program can be run over raw data from the detector as well as the
output from digitized MC from Boole. Moore adds extra information to
each event including a summary of which triggers selected each event and
the particles used in the trigger decision.



Chapter 3. The LHCb Detector 44

• Brunel
Brunel [42] is used to fully reconstruct events offline.

• DaVinci
DaVinci [42] is used for Stripping data that has been fully reconstructed
as well as for performing a large amount of analysis work.

ROOT Analysis Framework

The ROOT framework [40, 41] is heavily used within the LHCb software archi-
tecture. This framework comprises a large set of libraries useful for data analysis,
simulation and presentation. The ROOT framework has been designed to allow
for interactive use of most tools within the framework along with the ability to
link against the framework with external executables.

To perform a physics analysis using the data collected by LHCb the Rapid-
Fit [46] program was developed in Edinburgh. This package makes extensive use
of ROOT libraries to perform complex tasks and is discussed in more detail in
Chapter 7.

3.6.1 Data reconstruction

Data reconstruction for LHCb makes use of the computing GRID [47, 48] in order
to store and reconstruct data. The GRID consists of distributed resources across
many computing sites. For LHCb, larger computing sites are used in reconstruct-
ing/storing data and are referred to as Tier1 sites. Smaller computing sites are
used for generating Monte Carlo data and are referred to as Tier2. CERN is the
only Tier0 site, but also functions as a Tier1 site.

The data from the LHCb detector is first stored in a raw format containing
both information from the detector and the trigger decision. This data is then
reconstructed in an initial processing, the output from this has the format of ‘Data
Summary Tape’ (DST) files which are distributed across the Tier1 sites of the
GRID. These files are then used in the Stripping process which selects events into
different physics streams for different analyses. The output from this selection
process is also in a DST format.
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Datasets which are used in the main physics analysis are selected from events
from these stripping lines. The selections relevant to this thesis are discussed in
more detail in Chapter 4. The output from this selection process is stored in a
standard ROOT file format.



“What is the most important symbol in physics? Is it this:+? Is is this: ×? Is it this =?
No. I claim that it is this: ∼ . Tell me the order of magnitude, the scaling.
That is the physics.”

Yuval Grossman

4
Data selection, acceptances and

tagging
As introduced in Chapter 1, the focus of this thesis is to study the decay of
B0

s → (J/ψ → µ+µ−) K+K− (Section 2.5). This chapter describes the process by
which the data is collected and the selection cuts that have been applied.

Candidate events are selected using the triggers outlined Section 4.1. These
events are required to pass further selection cuts applied by the stripping in
Section 4.2 and a final selection summarised in Section 4.3.

Fully simulated Monte-Carlo (MC) samples are used to optimise and understand
the selection of candidate events. They are also used in understanding the be-
haviour of the LHCb detector. The MC datasets used in this analysis are described
in Section 4.4 and a comparison between the data and MC samples is made in
Section 4.5.

The effect of finite time resolution in the reconstruction of data is described in
Section 4.6. In addition to this, variations in acceptance for both the decay time
and angular distributions are discussed in Section 4.7.

Important input required for the full B0
s → J/ψ K+K− analysis is the flavour of the

B0
s meson at production, determined through flavour tagging the meson. Flavour

tagging uses additional information from each event and is described in more
detail in Section 4.8.

46



Chapter 4. Data selection, acceptances and tagging 47

4.1 Trigger selection

The selection of the data used in this analysis makes use of different combinations
of triggers (Section 3.5) to select events of interest. The presence of high momen-
tum muons in the B0

s → J/ψ K+K− final state provides a clean signature which
can be exploited at the trigger level.

Two combinations of triggers are used in this analysis to construct independent
datasets. These are referred to as decay time almost unbiased and decay time exclu-
sively biased [12]. This naming scheme reflects the fact that different cuts in these
triggers effects the decay time distribution of recorded events. The corresponding
trigger decisions for these datasets are listed in Table 4.1.

Dataset Trigger decision
almost unbiased Hlt2DiMuonDetachedJPsi TOS and Hlt1DiMuonHighMass Dec

exclusively biased Hlt2DiMuonDetachedJPsi TOS and not Hlt1DiMuonHighMass Dec

and (Hlt1TrackMuon or Hlt1TrackAllL0)

Table 4.1: Triggers used for selecting the data used in this analysis.

The cuts applied by the L0 triggers used in this analysis are shown in Table 4.2
and are described in more detail in [37]. These triggers select events containing
muons which have a large transverse momentum (pT) as well as placing an upper
limit on the number of recorded hits in the Scintillating Pad Detector (SPD)
(Section 3.4.2) per event.

The HLT triggers used in selecting the almost unbiased dataset are described
in Table 4.3. Both triggers for this dataset make use of measurements from the
individual muon tracks.

The Hlt1DiMuonHighMass trigger selects only events containing two muons with
large momenta (p) and transverse momenta (pT). It also cuts on the quality
of the muons by using the χ2/nDoF of the reconstructed track trajectory. In
addition, lose cuts are made on the reconstructed vertex, including the Distance
Of Closest Approach (DOCA) of the two muon candidates, as well as cutting on
the chi-squared of the vertex fit (χ2

vtx) and the reconstructed mass.
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The Hlt2DiMuonDetachedJPsi trigger performs a more complete candidate re-
construction and places a tighter constraint on the reconstructed track χ2, the
re-calculated χ2

vtx and the J/ψ mass. The trigger also calculates the flight dis-
tance of particles; this is defined as the distance between the primary vertex and
the decay vertex. Cuts on this flight distance χ2 are made for the reconstructed
J/ψ meson with respect to the primary vertex.

The additional triggers used in selecting the exclusively biased dataset are de-
scribed in Table 4.4. The Impact Parameter (IP) of a particle is the Distance
Of Closest Approach (DOCA) of the reconstructed track to the primary vertex.
These triggers make use of the B0

s IP and the associated χ2. Additionally these
triggers both have requirements for the muons to have high momentum and trans-
verse momentum. Good quality of tracks are required by cutting on the χ2/nDoF
as well as the number of hits/missed-hits per track in the VELO and OT/IT
(Sections 3.3.1 and 3.3.2).

4.2 Stripping selection

The stripping used for the 1.0 fb−1 analysis is commonly referred to as Strip-
ping17(b) [12] and the cuts applied during this level of the selection are listed in
Table 4.5. The selection made at the stripping stage is tighter than any previous
trigger selection.

For muons in the J/ψ → µ+µ− decay the difference between the log-likelihood
functions under the different particle hypotheses of the muon and pion (∆LLµπ1)
is required to be > 0. This is a lose cut favouring the muon hypothesis. Also, the
fit to the J/ψ vertex is required to have a low χ2

vtx/nDoF and a selection is made
on the di-muon invariant mass about the J/ψ mass [7].

For kaons in the φ → K+K− decay the difference between the log-likelihood
functions for the kaon and pion hypotheses (∆LL Kπ) is required to be > −2,
another lose cut favouring the kaon hypothesis. The transverse momentum of the
φ meson is required to be > 1 GeV/c, and the invariant di-kaon mass is required
to be within a narrow window around the φ mass [7]. Additionally the fit to the
φ meson vertex is required to have a low χ2

vtx/nDoF.

1∆LL µπ = ln {L (µ)} − ln {L (π)} = ln [L (µ) /L (π)]
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Track Property L0Muon L0DiMuon

Threshold pT > 1.48 GeV/c
√
plargestT × p2nd largest

T > 1.296 GeV/c
SPD* multiplicity < 600 < 900

Table 4.2: The requirements for candidates to pass the L0Muon and L0DiMuon
Triggers [49]. *Scintillating Pad Detector

Track Property Hlt1DiMuonHighMass Hlt2DiMuonDetachedJPsi
Pre-Requirements L0Muon or L0DiMuon any Hlt1 trigger
Track pT [GeV/c] > 0.5 -
Track p [GeV/c] > 6 -
Track χ2/nDoF < 4 < 5
DOCA* [mm] < 0.2 -
χ2

vtx < 25 < 25
Mass [GeV/c2] > 2.7 MJ/ψ ± 0.12
Flight Distance** (J/ψ) χ2 - > 9

Table 4.3: Requirements for events to pass the trigger selection associated with
the decay time almost unbiased trigger decision [49]. (*) Distance Of
Closest Approach. (**) Distance between primary and decay vertices.

Track Property Hlt1TrackMuon Hlt1TrackAllL0
Track IP* [mm] > 0.1 > 0.1
Track IP* χ2 > 16 > 16
Track pT [GeV/c] > 1 > 1.7
Track p [GeV/c] > 8 > 10
Track χ2/nDoF < 2 < 2.5
Number VELO hits/track - > 9
Number missed VELO hits/track - < 3
Number OT+IT× 2 hits/track - > 16

Table 4.4: Requirements for events to pass the triggers only used as part of
the decay time exclusively biased trigger decision [49]. (*) Impact
Parameter, defined as the DOCA of the track to the primary vertex.
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Decay mode Cut parameter Stripping 17
all tracks χ2

track/nDoF < 5
J/ψ → µ+µ− ∆LL µπ > 0

χ2
vtx/nDoF(J/ψ) < 16

|M (µ+µ−)−M (J/ψ) | < 80 MeV/c2

φ→ K+K− ∆LL Kπ > −2
pT (φ) > 1 GeV/c
M(φ) ∈ [980, 1050] MeV/c2

χ2
vtx/nDoF(φ) < 16

B0
s → J/ψφ M(B0

s ) ∈ [5200, 5550] MeV/c2

χ2
vtx/nDoF(B0

s ) < 10
t (*) > 0.2 ps

Table 4.5: This table outlines the selection applied in the stripping.
(*) Decay time as calculated using OfflineVertexFitter tool.

Cuts are also made on the fully reconstructed B0
s → J/ψ K+K− candidates. The

final B0
s vertex is required to have a small χ2

vtx/nDoF and in addition to this the
lifetime of the B0

s is required to be > 0.2 ps. Also, only events within the mass
range M (B0

s ) ∈ [5200, 5550] MeV/c2 are kept.

4.3 Final selection

The output from the stripping selection is the basis for a final selection which
produces the dataset used in the main physics analysis. The final cuts used for
this analysis are listed in Table 4.6.

The final selection tightens the requirement on the χ2/nDoF for all tracks, as
well as removing clone tracks. Clone tracks are candidates created when a single
particle trajectory is split during the event reconstruction. To remove these clones
a cut is made on the Kullback-Liebler distance [50]; this is a measure of the shared
information between two tracks. These clone tracks are rejected by requiring this
distance be > 5000.
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Decay mode Cut parameter Final selection
all tracks χ2

track/nDoF < 4
clone distance > 5000

J/ψ → µ+µ− ∆LL µπ > 0
min (pT (µ+) , pT (µ−)) > 0.5 GeV/c

χ2
vtx/nDoF(J/ψ) < 16

|M (µ+µ−)−M (J/ψ) | ∈ [3030, 3150] MeV/c2

φ→ K+K− ∆LL Kπ > 0
pT (φ) > 1 GeV/c
M(φ) ∈ [990, 1050] MeV/c2

χ2
vtx/nDoF(φ) < 16

B0
s → J/ψφ M(B0

s ) ∈ [5200, 5550] MeV/c2

χ2
vtx/nDoF(B0

s ) < 10
χ2

DTF(B+PV)/nDoF(B0
s ) < 5

χ2
IP(B0

s ) < 25
χ2
IP,next(B0

s ) > 50
t (*) [0.3, 14.0] ps

Table 4.6: This table outlines the cuts applied by the final selection.
(*) Decay time as calculated using DecayTreeFitter tool.
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The final selection for the decay of J/ψ → µ+µ− involves narrowing the mass
window and making an additional cut on the minimum pT for either of the muon
tracks. The final selection for the φ → K+K− decay is the same as used in the
stripping selection, aside from the mass range of the φ candidates being reduced.

For the fully reconstructed decay of B0
s → J/ψ K+K− the final selection requires

the decay time range to be tightened. This removes a significant amount of lower
time background events and poorly reconstructed events with a high decay time.

The B0
s meson is also required to have originated from the best PV for each event.

This selection is performed through requiring that the χ2 of B0
s with respect to

the best PV χ2
IP(B0

s ) is small, while the χ2 with respect to any other PV in the
same event χ2

IP,next(B0
s ) is large.

For the final selection the decay time of the B0
s meson is re-calculated by the De-

cayTreeFitter tool [51]. This package performs a global kinematic fit to the whole
B0

s decay chain including the IP. In addition to cutting on this re-calculated decay
time, it is required that the total χ2/nDoF from this kinematic fit, (χ2

DTF(B+PV)/nDoF)
should be < 5.

The mass distributions for the reconstructed J/ψ , φ and B0
s candidates which pass

all of the selections for this analysis are discussed in detail in Sections 5.1 and 5.2.

4.4 MC dataset

Two large datasets of fully simulated Monte Carlo (MC) events were generated us-
ing the LHCb software framework described in Section 3.6. Each of these datasets
contain 5 million signal events and are identified as being reconstructed using the
processings labelled Sim05-Reco12-Stripping17 and Sim05-Reco12a-Stripping17.
The conditions used for generating these datasets is representative of the detector
and reconstruction conditions throughout 2011. The two datasets were selected
using a trigger configuration which is representative of the running conditions dur-
ing 20111. The underlying physics parameters used for the generation of events
in fully simulated MC data are given in Table 4.7.

1This configuration is identified by the Trigger Configuration Key (TCK), which for MC
Simulation corresponds to using 0× 40760037.
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Parameter Generation Value
Γs 0.6793[ps−1]
∆Γs 0.060 [ps−1]
|A0| 0.775
|A⊥| 0.40∣∣∣A‖∣∣∣ 0.49
|AS| 0
δ0 0 [rad]
δ⊥ −0.17 [rad]
δ‖ 0 [rad]

Table 4.7: Input physics parameters used for the generation of the fully simulated
MC datasets. (These parameters are defined in Section 2.5.)

4.5 Data and MC comparison

Some distributions of candidate properties from MC simulations are compared
with data in Figure 4.1, with both data and MC distributions normalised based
on their sample sizes. These distributions overlay the momentum and trans-
verse momentum for kaons, muons and B0

s mesons. Each data distribution is
background subtracted using data in the upper and lower B0

s mass side-bands
([5218,5293]MeV/c2 and [5443,5518]MeV/c2) to remove the background in the
signal region ([5293,5443]MeV/c2). The mass distribution of the signal events is
discussed in Section 5.1.

Here, all candidates from both MC simulation and data have passed a modified
selection which has no cuts applied on the J/ψ or φ reconstructed masses.
In Figure 4.1 the distributions are in good agreement. Nevertheless, the momentum
distributions for the B0

s mesons and kaons are consistently harder in data than
MC. Any impact this may have on fitting to data is discussed in Section 8.2.
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Figure 4.1: Here the distributions corresponding to the momentum (p) and
transverse momentum (pT) for the kaon, muon and B0

s meson sys-
tems shown for MC and data. kaon: (a) p, (b) pT; muon: (c) p, (d)
pT; B0

s : (e) p, (f) pT .
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4.6 Decay time resolution

The VELO detector (Section 3.3.1) makes high precision measurements of the
beam interaction point and decay vertex of B0

s mesons. This allows for precision
measurement of the decay time of each event. This is important to resolve the B0

s

oscillation period of approximately 350 fs. Each measurement has an associated
error which is calculated from the kinematic and vertex fits. To incorporate the
effects of this in the fit to data it is important to understand the detector resolution.

When fitting to data a per-event model of time resolution is used to optimally
make use of the information in the fit. This time resolution model is calibrated
using the time resolution model of prompt events which are described below.

Time resolution of prompt events

The prompt time resolution is determined by the distribution of J/ψ K+K− can-
didates reconstructed from a prompt J/ψ meson and two random kaon tracks.
Here the data has passed a modified stripping and final selection which places no
cut on the decay time. The decay time distribution of these events is shown in
Figure 4.2 (a) and (b) using two different scales. Events in this distribution have
been background subtracted with the SPlot technique [52] using the µ+µ− mass
distribution as a discriminating variable.

The distribution of events in Figure 4.2 is described through the convolution of
a signal function with a resolution function R. The signal function corresponds
to a delta function δ (t = 0) describing prompt J/ψ events and two exponentials
describing the B0

s → J/ψ K+K−decay as seen in the upper lifetime of Figure 4.2 (b).
The resolution function R describing the distribution of prompt-events is described
as the sum of 3 Gaussians:

R (t;σt) =
3∑
i=1

fi√
2π (si ·σt)

e

(
−

(t− d)2

2(si ·σt)2

)
. (4.1)

Here the ith Gaussian function has a width of si ·σt and a common offset d with
the values of t and σt determined on a per-event basis.
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Figure 4.2: Decay time distribution of prompt B0
s → J/ψ K+K− [12]. The fit re-

sult (blue line) is the result from fitting the signal model described
in the main text, convolved with the time resolution function as
described in the text. Both figures (a) and (b) are projections from
the same fit and dataset over different scales and ranges. The distri-
butions in these plots have been background subtracted as described
in the text.

Per-Event Decay Time Resolution

When fitting to data a different per-event decay time resolution model is used. In
order to reduce the complexity of the analysis a simplified form of the resolution
model described by equation 4.1 is used.

R1 (t;σt) = 1√
2π (st ·σt)

e

(
− t2

2(st ·σt)2

)
. (4.2)

The width of this single Gaussian function is defined as the per-event decay time
uncertainty σt multiplied by the scale factor st. Using the distributions of prompt
events the calibration factor is determined to be st = 1.45± 0.06. The calibrated
distribution of per-event decay time uncertainties is given in Figure 4.3, the fixed
uncertainty of 45 fs is shown for comparison.
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Figure 4.3: The distribution per-event values of s ·σt with 45 fs highlighted which
corresponds to the value for a single fixed width Gaussian time
resolution model.

4.7 Detector acceptance

The geometry of the LHCb detector and cuts applied in the data selection modifies
the true distribution of events. A description of detector acceptance in general
relies on simulated Monte Carlo (MC) events. The detector efficiency (ε) is the
ratio of the number of generated B0

s mesons compared to the number which were
selected,

ε = Selected B0
s

Generated B0
s
. (4.3)

The efficiency is known to vary as a function of both the decay time and angles
and is described by the function ε

(
t, ~Ω

)
. This efficiency function is separable into

angular and decay time efficiencies, εa
(
~Ω
)
and εt

(
t
)
as in equation 4.4. These

efficiencies are discussed separately in Sections 4.7.1 and 4.7.2 respectively.

ε
(
t, ~Ω

)
= εt

(
t
)
× εa

(
~Ω
)
. (4.4)

When fitting to data an NLL function is used (Section 6.2) which is constructed
from a probability density function (PDF). This function is constructed to be the

normalised form of the differential decay rate,
dΓ(B0

s→J/ψ K+K−)
(
t, ~Ω

)
dt d~Ω

, described
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in Section 2.5 and represented as X
(
t, ~Ω

)
. The detector acceptance, ε

(
t, ~Ω

)
, is

incorporated into this PDF as a product of the decay rate,

PDF
(
t, ~Ω

)
=

X
(
t, ~Ω

)
× ε

(
t, ~Ω

)
∫∫

dtd~Ω X
(
t, ~Ω

)
× ε

(
t, ~Ω

) . (4.5)

Here both the decay rate ΓB0
s

(
t, ~Ω

)
and the efficiency function ε appear explicitly

in the numerator and denominator. When the decay rate and acceptance functions
are separable into independent time and angular functions, equation 4.5 may be
re-written as,

PDF
(
t, ~Ω

)
=

10∑
k

εtk
(
t
)
εak
(
~Ω
)
fk
(
~Ω
)
hk
(
t
)

10∑
k

∫
d~Ω εak

(
~Ω
)
fk
(
~Ω
) ∫

dt εtk
(
t
)
hk
(
t
) . (4.6)

Here hk contains the decay-time dependent component and fk the angular com-
ponent from the decay rate equation 2.19. The description of the acceptance can
be incorporated into the PDF through the use of an analytic function or using a
histogram describing the variation of the acceptance.

4.7.1 Angular acceptance

The knowledge of angular acceptance relies on information from fully simulated
Monte Carlo (MC) events. The acceptance function is used differently within the
numerator and denominator of the PDF in equation 4.5. The reason for this is
due to the way that the fit to data is constructed as described in Section 6.2.1.

In the numerator the acceptance function is only used when constructing PDF
projections and for performing consistency checks. Because of this, the detector
acceptance is described by a three-dimensional histogram.

The angular acceptance within the denominator however is included within an
integral over the whole phase-space. In order to incorporate this acceptance, a
different method is used to efficiently pre-calculate the result of this integral. This
results in a set of angular acceptance weights, which are incorporated into the fit.
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Figure 4.4: Projections of the efficiency histogram extracted from fully simulated
MC [12]. (a) Projection in cos (θK), (b) Projection in cos (θµ),
(c) Projection in φh

Angular acceptance in PDF numerator

The efficiency histogram used in the numerator for the fit function is a three-
dimensional histogram constructed from the comparison of the distribution of
MC events and the true angular distribution. The MC events used within this
histogram have been fully reconstructed and have passed all cuts applied in the
final selection of data. The true angular distribution is calculated using the signal
differential decay rate (equation 2.19) and knowledge of the physics conditions
used to generate the MC (Table 4.7).

The full angular histogram is calculated across all three angles using the complete
MC dataset. The efficiency of the selection is defined by comparing the true
distribution of expected events to the distribution of observed MC events as
in equation 4.3. Figure 4.4 shows the one-dimensional projections from the full
efficiency histogram. These projections show that the variation of angular efficiency
at most approximately 15–20% at the edge of the angular acceptance.
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As previously mentioned these acceptance histograms are used for making PDF
projections, however they are not required when fitting to data.

Angular acceptance in PDF denominator

The angular acceptance weights used in the denominator are also determined from
fully simulated MC samples. In the denominator of the PDF in equation 4.6 the
angular efficiencies are included within an integral over the whole phase-space.
Due to this, the angular acceptance in the denominator is described through the
use of acceptance weights. The process by which the weights are determined is
summarised in this section and discussed in more detail in Appendix B as well as
in Ref [53].

From equation 4.6, the angular components of the PDF are defined as fk
(
~Ω
)

hence the corresponding weights are ξk and are calculated as,

ξk =
∫
d~Ω εak

(
~Ω
)
fk
(
~Ω
)

. (4.7)

PDF
(
t, ~Ω

)
=

10∑
k

εtk
(
t
)
εak
(
~Ω
)
fk
(
~Ω
)

10∑
k

ξk

∫
dt εtk

(
t
)
fk
(
t
) .

When calculating the acceptance weights using MC, only events passing all of
the cuts in the final selection are used. The distribution of observed MC events
is defined as Sobs

(
~Ω | t

)
and the distribution of the true physical distribution is

Sphys
(
~Ω | t

)
. Using these distributions ξk can be expressed as,

ξk =
∫
d~Ω Sobs

(
~Ω | t

) fk(~Ω)
Sphys

(
~Ω | t

) . (4.8)
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This integral is approximated using a large MC dataset of Nobs events to integrate
over the MC phase-space to produce,

ξk = 1
Nobs

Nobs∑
e=1

 fk
(
~Ωe
)

Sphys
(
~Ωe | te

)
 ,

= 1
Nobs

Nobs∑
e=1

fk (~Ωe
)/ X

(
~Ωe|te

)
∫
d~ΩX

(
~Ω|te

)
 . (4.9)

This final equation 4.9 is used to calculate the angular acceptance weights from MC.
The angular acceptance weights calculated using the full MC dataset (Section 4.4)
are shown in Table 4.8. The errors shown in this table correspond to statistical
uncertainties from the size of the Monte-Carlo dataset.

For a detector with perfect angular acceptance, the angular acceptance weights
in Table 4.8 reduce to ξ1,2,3,7 = 1, ξ4,5,6,8,9,10 = 0. This particular case is often
referred to as “flat” angular acceptance. This table shows that the final acceptance
weights calculated from MC are close to the case of a “flat” angular acceptance
and as such the effect of angular acceptance is expected to be small.
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k
ξk

From MC Flat Acceptance
1 +0.9800± 0.0009 1
2 +1.0287± 0.0014 1
3 +1.0283± 0.0016 1
4 −0.0010± 0.0015 0
5 −0.0004± 0.0010 0
6 −0.0004± 0.0009 0
7 +0.9916± 0.0009 1
8 +0.0010± 0.0014 0
9 +0.0007± 0.0013 0
10 −0.0072± 0.0028 0

Table 4.8: Angular Normalisation weights calculated using equation 4.9. These
weights were calculated using the full MC datasets described in Sec-
tion 4.4 using events passing the final selection. The acceptance
weights defined for the case of “Flat Acceptance” corresponds to
the case of a perfect acceptance. [12]
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4.7.2 Decay time acceptance

Unlike the angular acceptance, the decay time acceptance can be determined
using data driven methods. There are two different effects which alter the decay
time efficiency. The lower decay time acceptance effect is a selection efficiency
introduced by the triggers used to select events. The upper decay time efficiency
is an effect which reduces the efficiency of events with large decay time. Both
of these acceptance effects can be described through the use of an efficiency
histogram in decay time. This efficiency histogram is used in both the numerator
and denominator of the fitting function PDF

(
t, ~Ω

)
(equation 4.5).

Lower decay time acceptance

The lower decay time acceptance effect is due to the use of time biasing triggers
in the selection of events. The trigger requirements which produce a time biasing
effect are cuts on parameters correlated to the decay time such as the cuts on the
impact parameter (IP) or the decay length. There are two different categories of
triggers which are used to construct the almost unbiased and exclusively biased
datasets. These triggers are defined in Table 4.1. The two different triggers also
require different strategies to determine the biasing effect that they have on the
decay time.

For the almost unbiased trigger line a subset of events are additionally selected
by the completely unbiased trigger line. This additional trigger is unbiased at the
HLT1 level and uses the pre-scaled Hlt2DiMuonJPsi trigger line. It is possible
to use this additional trigger line due to the fact that the selection it performs
on data is the same as the Hlt2DiMuonDetachedJPsi trigger aside from the cuts
on the impact parameter known to bias the lifetime. Making use of the fact that
some of these events pass through both triggers it is possible to calculate the
efficiency (ε1) using1,

ε1 (t) = # events selected by (almost unbiased) AND (completely unbiased) triggers
# events selected by (completely unbiased) trigger .

(4.10)

1Whilst this equation correctly defines the trigger efficiency the actual calculation uses knowl-
edge of the pre-scaling applied to the Hlt2DiMuonJPsi trigger line. This corrects for the fact
this trigger line was pre-scaled by a factor of 5 during the second half of running in 2011.
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Figure 4.5: Lower decay time acceptance histograms for the (a) almost unbi-
ased [12] and (b) exclusively biased [12] datasets.

In order to calculate the number of events selected by each trigger line, the number
of B0

s signal events is extracted from a fit to the m(J/ψ K+K−) distribution. This
fit is the same as described in Section 5.1. The resulting acceptance histogram for
the almost unbiased dataset is shown in Figure 4.5 (a). This method is referred
to as the “overlap” method.

For the exclusively biased dataset the events are selected such that they are in-
dependent of the almost unbiased dataset. To calculate the decay acceptance for
this trigger the decay time distribution of events selected by this trigger can be
compared to the distribution of events selected by the completely unbiased trigger.
The decay time acceptance for these events (ε2) is therefore calculated using,

ε2 (t) = # events selected by (exclusively biased) trigger
# events selected by (completely unbiased) trigger . (4.11)

The yield in each bin in time is calculated using fits to m(J/ψ K+K−) as described
previously and the resulting acceptance histogram is shown in Figure 4.5 (b). This
method is referred to as the “ratio” method.

Upper decay time acceptance

In addition to the lower decay time acceptance effects there is a drop in efficiency
in selecting B0

s mesons with large decay times [54]. This drop in upper decay time
efficiency is described by a linear function,

ε (t) = (1 + β) . (4.12)
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The drop in upper decay time efficiency has been determined to be related to
various effects including track reconstruction efficiency, VELO geometry and cuts
performed in selecting events. Using a combination of data driven methods and
fully simulated events the value of the β-factor for B0

s → J/ψ K+K− is determined
to be [55],

β = (−8.3± 4.0) × 10−3 ps−1 (4.13)

Using simulated datasets it has been determined that the only effect of this
efficiency is to apply an offset to the measured lifetime Γs . This allows for this
efficiency to be applied to the measured value of Γs after fitting.

4.8 Flavour tagging at production

To study the oscillation of B0
s mesons it is important to determine the initial

flavour of the b-quark at production. This process is referred to as flavour tagging.
Several flavour tagging algorithms are used in the LHCb experiment, the results
from each of these are grouped into two tagging decisions depending on the
strategy used. These are referred to as the Opposite Side Tagger (OST) and the
Same Side Tagger (SST) as illustrated in Figure 4.6.

The result of these two tagging algorithms and the use of the individual taggers
are described in more detail in Refs [56] and [57] respectively and are summarised
in Section 4.8.1.

Each tagged event has an associated tag decision (d) and a mistag (η) which
describes the probability of the tag decision being incorrect. The final mistag
calculation and calibration is discussed in more detail in Sections 4.8.2 and 4.8.3.
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Figure 4.6: The same side and opposite side taggers illustrated for the signal
and opposite B mesons [34]. In this figure the signal and opposite
B mesons are well separated, nevertheless in the actual detector
the events may be geometrically close. The taggers are described in
more detail in Section 4.8.1.

4.8.1 Description of flavour taggers

B mesons are primarily produced in pairs through the gluon fusion mechanism
(Section 3.1.1). In this analysis the B0

s meson is regarded as the signal meson with
any secondary B hadron defined as the opposite side meson. Because of the two
mesons in each event there are two different types of taggers used in identifying the
initial flavour of the B0

s meson. The Opposite Side Tagger (OST) uses information
from the decay of this opposite side B meson. This information is collected from
four different taggers shown in Figure 4.6. The Same Side Tagger (SST) uses a
single kaon tagger using a possible kaon that is formed through hadronisation of
the signal B0

s meson.

Opposite side tagger
The four different taggers used in the OST are, the vertex charge tagger, two
leptonic taggers (e and µ) and the opposite side kaon tagger [56]. The electron
and muon taggers tag events based on the semi-leptonic decays of the opposite
B meson (B → X lνl). The opposite side kaon tagger assigns a tag to the event
based on the kaon produced in the decay chain b→ c→ s, Ref [56].The e, µ and
K taggers are commonly referred to as single particle taggers.
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Tagger pT (GeV/c) p (GeV/c) IP/σIP PID cuts IPPU/σIPPU

µ > 1.2 > 2.0 − ∆LL µπ > 2.5 > 3.0
e > 1.0 > 2.0 > 2.0 ∆LL eπ > 2.5 > 3.0
K > 0.8 > 5.9 > 4.0 ∆LL Kπ > 6.5 > 4.7

∆LL Kp > −3.5

Table 4.9: Particle selection criteria used in the selection of candidates for the
various single particle taggers used in the OST [56]. The various
parameters used to apply selection cuts are described in more detail
in the text.

The candidates used by the single particle tagging algorithms are required to
have large transverse momentum (pT) and a large impact parameter significance
(IP/σIP). For events containing multiple candidates the the candidate with the
highest transverse momentum is chosen as the opposite B meson to tag the flavour
of the signal B0

s .

Each event used by the single particle tagger must pass a PID requirement on
the difference of the log-likelihood (∆LL) for each particle hypothesis. Only B
candidates corresponding to the best primary vertex are used. They must also have
a large significance with respect to any other Pile-Up vertices (IPPU/σIPPU) in the
same event. The requirements for the events used by these taggers is summarised
in Table 4.9.

Lepton taggers also place additional requirements on the candidates they tag.
The electron tagger requires these candidates to deposit a certain amount of
ionising charge in the VELO. They also require that the ratio of energy (E) over
momentum (p), as measured in the ECAL, to be E/p > 0.6. The muon tagger
also requires that each muon track not share any hits in the muon chambers with
tracks from other events.

In addition to the single particle taggers a vertex charge tagger is used which
is able to determine the sign of the charge for a secondary decay vertex of the
opposite side B meson decay.

The vertex charge tagging process includes performing an inclusive reconstruction
of the decay vertex of the opposite side B meson. From this reconstructed vertex
a weighted charge is calculated using,
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Qvtx =
∑
i p

κ
T(i)Qi∑
i p

κ
T(i) (4.14)

In this equation the parameter κ is optimised for the best tagging power resulting
in κ = 0.4. Only charged final vertices are tagged and events with vertices having
a charge of |Qvtx| < 0.275 remaining untagged.

The final decision of the OST relies on the combination of the results from each of
the four taggers into one decision for each event. This decision is made using the
method outlined in Section 4.8.2, where the results of all four individual taggers
are combined.

Same side tagger

The SST makes a decision on the flavour of each event based on the same side
kaon tagger as in Figure 4.6. This makes a decision on the tag of each event based
on a charged kaon produced as part of the hadronisation of the signal B0

s meson.
Based on simulations using the hadronisation in the Pythia [29] event generator
(Section 3.6) approximately 50% of events produce a charged kaon candidate
alongside the production of the signal B0

s meson [57].

Candidates used by the same side kaon tagger require that an additional kaon is
consistent with the B0

s production vertex. This requirement is made through an
IP significance cut of IP/σIP < 2.5. Kaon candidates are also required to have a
high momentum p and transverse momentum pT to increase the efficiency of the
reconstructed candidate. As with the OST, in the case of events having multiple
candidate kaons, the candidate with the highest pT is chosen and determines both
the event tag and mistag.

The kaons are required to be outside of a conical volume containing the B0
s decay

which is defined through a cut on the azimuthal angle about the B0
s flight direction.

Backgrounds from misidentified particles are mainly suppressed through cuts on
the PID information for each candidate. Backgrounds introduced though combin-
ing kaons from other sources with the signal B0

s meson are also reduced. This
supression is obtained by cutting on the difference in mass between the signal
B0

s meson and the mass from the reconstructed B0
sK± vertex.
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4.8.2 Combining tagging decisions

For each tagging decision, a corresponding mistag probability is estimated using
knowledge of the mistag algorithm as well as the kinematics of the event. This
mistag probability is calculated using a neural network. The final output mistag
is calibrated using data as discussed in Section 4.8.3.

When candidates pass the selection required for multiple tagging algorithms, multi-
ple tag decisions are made with associated uncertainties. The result from multiple
taggers must be combined into a single tag decision.

For each event the tag decision is given by d = 1(−1) when the flavour of the
quark is b(b) in a B(B) meson. For each event the predicted probability of an
incorrect tag is η. Using the information available on a per-event basis the tags
are combined using equation 4.15. Here the per-event probability that the B meson
contains a b/(b)-quark is given as P (b) /P

(
b
)
. The probability is calculated using

the combined tagger decisions p (b) and p
(
b
)
. The combined tagger decision is

calculated as,

P (b) = p (b)
p (b) + p

(
b
) P

(
b
)

= 1− P (b) (4.15)

where:

p (b) =
∏
i

(
1 + di

2 − di (1− ηi)
)
, p

(
b
)

=
∏
i

(
1 + di

2 + di (1− ηi)
)

Here the individual tagger decisions are d and associated mistags, η. To reduce
the contribution of taggers with poor tagging power only tags from the kaon or
vertex taggers with η < 0.46 are tagged, otherwise the event remains untagged.

The combination of taggers using equation 4.15 doesn’t take into account any
correlation between the tagging algorithms. Due to this, the combined mistag for
the OST is potentially overestimated. To correct for this the tagging algorithm
has to be calibrated using data. This allows for the correct mistag ω for each
event to be calculated.
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4.8.3 Mistag calibration

The per-event mistag probability calculated for a given tagging algorithm (η) is
calibrated to the true mistag ω using self-tagging control channels. For the OST
the control channel used is B± → J/ψK± and for the SST the control channel
is B0

s → D±s π∓ . To perform this calibration, events in these channels are tagged
and binned according to their associated mistag (η). The true value of the mistag
(ω) is then calculated for all events in each bin.

From this, the variation of of η vs ω can be plotted and a calibration equation is
fit to the distribution. The resulting distribution for the control channel B± →
J/ψK± is presented in Figure 4.7 (a), and the calibration equations are,

ω (η) = p0 + ∆p0

2 + p1 (η − 〈η〉) ,

ω (η) = p0 −
∆p0

2 + p1 (η − 〈η〉) . (4.16)

These equations give the true mistag values ω (η) and ω (η) for B and B mesons.
The parameters p0 and p1 are obtained through fitting equation 4.16 to the binned
distribution of η vs ω.

The parameter 〈η〉 is the mean calculated mistag probability, and ∆p0
2 is used to

account for any asymmetry in the tagging efficiency between B and B. This is
defined as ∆p0 = pB

0 −pB
0 and is calculated by performing the calibration using the

different self tagged final states separately. In the case that the different tagging
algorithms are uncorrelated and optimal it is anticipated that p0 = 〈η〉 and p1 = 1.
The final mistag calibration for the two tagging decisions are listed in Table 4.10.

The per-event distributions of η for the combined decision as well as the separate
OST and SST decisions are shown in Figures 4.7 (b), (c) and (d) respectively.
These distributions have been background subtracted using the SPlot [52] tech-
nique withm(J/ψ K+K−) used as the discriminating variable. When fitting to data
the per-event value of η is used in combination with the calibration equation 4.16.

The effective tagging power for a given tagger is defined as εtagD2. Here εtag is the
efficiency of the tagger and the dilution factor is given as D = 1− 2ω. The power
of a tagger is defined such that itprovides the same information as N× εtagD2

perfectly tagged events, for a dataset of size N.
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Figure 4.7: (a): The calibration fit for the OST, η vs ω for the control channel
B+ → J/ψK+. Fit result are projected as the red line and reviewed
in Table 4.10 [12].
For B0

s → J/ψ K+K− candidates, (b): the combined mistag probabil-
ity η for OST and SST [12], (c): η for just the OST tagged events [12]
and (d): η for just the SST tagged events [12]. These distributions
have been background subtracted using the SPlot [52] technique
with m(J/ψ K+K−) used as the discriminating variable.
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Calibration p0 p1 〈η〉 ∆p0

OST 0.392± 0.002± 0.008 1.000± 0.020± 0.012 0.392 0.011± 0.003
SST 0.350± 0.015± 0.007 1.000± 0.160± 0.020 0.350 −0.019± 0.005

OST+SST 0.000± 0.025 0.0 0.0 −0.011± 0.004

Table 4.10: This are the final calibration values obtained in fitting the mistag
calibration (eq 4.16) to both the OST and SST taggers and the
result from the combination of tag decisions.

SubSet Tagging Efficiency εtag (%) Tagging Power εtagD2 (%)
OST Tagged Events 33.00± 0.28 2.29± 0.06
SST Tagged Events 10.26± 0.18 0.89± 0.17

OST+SST Tagged Events 0.51± 0.03 3.90± 0.11
All Data 39.36± 0.32 3.13± 0.12*

Table 4.11: Tagging Power and Efficiency in B0
s → J/ψ K+K−for various subsets

of the whole dataset [12]. * All quoted errors are statistical with
an additional systematic error of ± 0.20% being assigned to the
tagging power calculated for the whole dataset.

For B0
s → J/ψ K+K− the tagging efficiencies and tagging power are listed in

Table 4.11 [12]. The errors quoted in this table are statistical with an additional
error of ± 0.20% associated with the total tagging power of the whole dataset.



“Everything should be as simple as it can be, but not simpler.”

Albert Einstein

5
Signal Yield and Background

The B0
s → J/ψ K+K− dataset selected in Chapter 4 is discussed in more detail in

this chapter. First a fit to the mass distribution and the signal yield of this dataset
is described in Section 5.1. The analysis makes use of the SPlot technique [52] to
statistically remove combinatorial background from the dataset and this process is
described in Section 5.2. Peaking backgrounds present in this dataset are reviewed
in Section 5.3.

5.1 Signal yield

The mass distribution for all events passing the final selection is shown in Fig-
ure 5.1 (a). The distributions corresponding to the almost unbiased and exclusively
biased datasets are shown separately in Figures 5.1 (b) and (c). From these figures
it is clear that the background in this analysis is small and corresponds to ≈ 8%
under the B0

s signal peak (m(J/ψ K+K−) ∈ [5338.2, 5398.2] MeV/c2).

In Figure 5.1 the result from a fit to the mass distribution using the PDF given in
equation 5.1 is shown. The signal component of the PDF, S (m) is the sum of two
Gaussian functions with different widths and a common mean. The background
component B (m) is described by an exponential function. The signal fraction
is defined as fsig. In the fit to the m(J/ψ K+K−) distribution all of the parame-
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ters described are varied to obtain their optimal values. The result of this fit is
summarised in Table 5.1.

PDF (m) = fsig
S (m)∫
dmS (m)

+ (1− fsig)
B (m)∫
dmB (m)

(5.1)

S (m) = fσ1

 1
σ1
√

2π
e
−

(m−m)2

σ2
1

+ (1− fσ1)

 1
σ2
√

2π
e
−

(m−m)2

σ2
2


B (m) = e−αm

Parameter Final Value
σ1 6.1± 0.1 MeV/c2

σ2 12.6± 0.6 MeV/c2

fσ1 0.76± 0.03
m̄ 5368.20± 0.05 MeV/c2

Table 5.1: Values for mass parameters in equation 5.1 with the result from this
fit projected in Figure 5.1 (a).

The average mass m̄ from this fit is high compared to the B0
s value in Ref [7] (5366.77 MeV/c2)

due to the fact the momentum scale has not been fully calibrated.

The total signal yield is Nsig = 27617± 117, with the dataset composed of NUB
sig =

23502± 109 events selected by the almost unbiased trigger, and NB
sig = 4115± 43

events selected by the exclusively biased trigger. These signal yields and errors
are calculated using the value and error of the signal fraction fsig obtained from
fitting equation 5.1 to the m(J/ψ K+K−) distribution.

From the distributions in Figure 5.1 it is seen that the mass fit is well behaved
and the signal and background are well described.
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Figure 5.1: The fit results to the m(J/ψ K+K−) distribution of events passing

the full offline selection. (a) Projected fit result to the complete
dataset, (b) Projected fit result to the almost unbiased data subset,
(c) Projected fit result to the exclusively biased data subset.

(a)

signal

(b)

background

Figure 5.2: Distribution of per-event weights vs m(J/ψ K+K−) for all events se-
lected using the almost unbiased trigger. (a) SWeights for extracting
Signal from the dataset, (b) SWeights for extracting Background
from the dataset.
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5.2 Combinatorial background subtraction

Almost all of the background in the B0
s → J/ψ K+K− analysis is combinatorial in

origin and is statistically subtracted from data using the SPlot [52] technique. This
technique involves using a physical observable, termed the discriminant, which
is uncorrelated to the other quantities being analysed within the dataset. This
discriminant is used to distinguish between the signal and background species.
Using this, a per-event SWeight is calculated for the signal or background.

In this analysis the full process to subtract the background from a dataset using
the SPlot method is:

1. Identify an uncorrelated physical observable which can be used to discrimi-
nate between signal and background. This is chosen to be the mass of each
event.

2. Perform a fit to data to determine the optimal set of physics parameters, ~λ
which describe the distribution of the chosen observable.

3. Using the physics parameters ~λ, calculate the per-event SWeights according
to equation 5.2.

4. Using these values a histogram is constructed populated by the per-event
SWeights calculated for each event.

SPi (~x) =

nSP∑
j

Vij Fj
(
~x;~λ

)
nSP∑
k

NkFk
(
~x;~λ

) (5.2)

Where: ~x = Observables for each event x

SPi = Per-event SWeight for species i Vij = covariance matrix

Nk = Number events of species k nSP = number of species

Fj = Normalised PDF describing distribution of species j
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The elements of the covariance matrix V are calculated using the dataset as in
equation 5.3.

Vij
−1 =

events∑
y

Fi
(
~xy;~λ

)
Fj
(
~xy;~λ

)
[
nSP∑
k

NkFk
(
~xy;~λ

)]2 (5.3)

In this analysis the PDF used in calculating the SWeights is that given by equa-
tion 5.1.

The distribution of per-event weights vs m(J/ψ K+K−) for events selected us-
ing the almost unbiased trigger are shown in Figure 5.2. Figure 5.2 (a) shows
the distribution of signal SWeights. Here the sWeights are > 0 in the central
m(J/ψ K+K−) region dominated by the signal species and < 0 in upper and lower
sidebands which are dominated the background species. Figure 5.2 (b) shows the
distribution of background SWeights. These weights are > 0 in the background
dominated region and < 0 in the signal dominated region.

Using these SWeights the background subtracted distributions of the J/ψ and
K+K− invariant masses are projected in Figure 5.3. In this figure the J/ψ and
φ resonances are clearly visible and well defined. The m(K+K−) distribution in
Figure 5.3 (a) is described by a relativistic Breit-Wigner function convolved with
a Gaussian function. The m(µ+µ−) distribution in Figure 5.3 (b) is modelled
using a Crystal-Ball function.

The time and angular distributions of the background subtracted B0
s signal events

are shown in Figure 5.4 (a). The result from using the same technique, but instead
removing the signal from the background distributions, is shown in Figure 5.4 (b).
From these figures the signal and background distributions are seen to have
different structures.
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Figure 5.3: Background-Subtracted masses of all events passing the final se-
lection. The blue line shows the projected fit result to the mass
distributions. (a) m(K+K−) resonance modelled using a relativis-
tic Breit-Wigner function, (b) m(µ+µ−) resonance modelled using
a Crystal-Ball function.
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(a) Signal Distributions: (b) Background Distributions:
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Figure 5.4: Distributions of the decay time, and helicity angles for all events.
Both sets of plots use the SPlot technique to remove one species with
the m(J/ψ K+K−) mass used to discriminate between signal and
background. (a) Signal distributions with background subtracted,
(b) Background distributions with signal subtracted.
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Figure 5.5: Mass distribution of fully simulated B0 → J/ψK∗(892)0 MC events
reconstructed under the B0

s → J/ψ K+K− hypothesis.

5.3 Peaking backgrounds

The main sources of peaking background in the B0
s → J/ψ K+K− analysis are

considered to be from B0 → J/ψK∗(892)0 and B±c → B0
sX
± decays. These are

discussed in more detail the following sections.

5.3.1 B0 → J/ψK∗(892)0 background

One possible source of background is introduced through incorrectly reconstructing
B0 → J/ψK∗(892)0 events under the B0

s → J/ψ K+K− hypothesis in data. The
mass distribution of fully simulated B0 → J/ψK∗(892)0 MC events reconstructed
under the B0

s → J/ψ K+K− hypothesis is shown in Figure 5.5. This distribution
has a peak in the B0

s signal region and a small contribution in the upper mass
side-band of m(J/ψ K+K−) ∈ [5400, 5550] MeV/c2.

In order to determine how many of these background events are present in
data, events in the upper mass side-band, m(J/ψ K+K−) ∈ [5400, 5550] MeV/c2,
are reconstructed under the J/ψKπ hypothesis. The resulting mass distribution,
m (J/ψKπ) ∈ [5200, 5320] MeV/c2, is plotted in Figure 5.6.

In this figure the combinatorial background is described by a second order polyno-
mial and the B0 component is described by a Gaussian function.This figure shows
a small resonant component at the B0 mass (mB0 ≈ 5280 MeV/c2).
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Figure 5.6: This mass distribution shows J/ψKK events in the upper mass side-
band reconstructed under the J/ψKπ hypothesis.

From this fit 245± 55 B0 background events are found in the upper mass side-
band of m(J/ψ K+K−) ∈ [5400, 5550] MeV/c2. Using Figure 5.5 the number of B0

candidates in the total B0
s dataset is estimated to be 780± 170 in the mass range

m(J/ψ K+K−) ∈ [5200, 5550] MeV/c2.

The decay time and angular distributions of the B0 → J/ψK∗(892)0 MC events
reconstructed under the B0

s → J/ψ K+K− hypothesis are shown in Figure 5.7.
From this figure the angular distribution of these events appears to be similar to
the distribution of data signal events in Figure 5.4 (a). These events have a similar
average lifetime to the signal, however they will not have the fast B0

s modulation.

As the total number of events from this background contribution is small compared
to the signal yield this background is ignored in any further fits in this thesis. A
systematic error introduced through not describing this background in the fit to
data is discussed in Section 8.2.
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Figure 5.7: The decay time and angular distributions of B0 → J/ψK∗(892)0 MC
events reconstructed under the B0

s → J/ψ K+K− hypothesis.

5.3.2 Backgrounds from B±c

A possible source of backgrounds in this analysis are from the decays of B±c
mesons. A search for events from the decay of B±c → B0

sπ
± is performed using the

B0
s → J/ψ K+K−dataset. Additionally an upper limit on the rate of B±c → B0

sX
±

is also estimated.

B±c → B0
sπ
± background

One possible source of this background is a contribution of non-prompt B0
s mesons

from the decay B±c → B0
sX
± . This background introduces an additional signal

component with a different decay time distribution compared to the prompt
because of the additional B±c decay.
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Figure 5.8: Invariant mass distribution formed through adding an additional
pion to the primary vertex from B0

s → J/ψ K+K− events.

To explore any contribution from this background the mass spectrum of J/ψK+K−π±

is plotted in Figure 5.8. The mass for each event in this distribution is formed
by adding an additional pion to the primary vertex of a B0

s → J/ψ K+K− candi-
date. The additional pion must pass the criteria that pT > 250 MeV/c and that
its χ2 about the best primary vertex is > 4. From this figure no resonance is ob-
served at the B±c mass,m(B±c ) ≈ 6277 MeV/c2 [7]. There is no significant peaking
contribution observed from this channel.

The analysis of B±c → B0
sX
± in reference [58] finds 35± 8 B+

c → B0
s (→ J/ψ φ) π+

events in 3 fb−1 of events collected by LHCb during 2011 and 2012. The selection
in this analysis is loser than that for the B0

s → J/ψ K+K− analysis and as such
this serves as an upper limit of the number of events expected from this decay in
the dataset. Assuming that 12± 3 events were collected in the 1.0 fb−1 from 2011,
this corresponds to (0.04± 0.01) % of the dataset. The tights cut on the quality
of the B0

s impact parameter (χ2
IP,next(B0

s ) > 50 Table 4.6) reduces the number of
B0

s mesons originating from a B±c selected within the B0
s → J/ψ K+K− dataset.

As no significant peaking background is observed in this channel it is ignored in
any further fits in this thesis. Any systematic uncertainty introduced through this
decision is discussed in Section 8.2.
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B±c → B0
sX

± background

As B±c → B0
sπ
± is only one possible decay mode of B±c → B0

sX
± the total

number of B0
s mesons originating from a B+

c has to be estimated. The ratio of the
number of B0

s mesons from B+
c compared to the number of prompt B0

s mesons is
estimated to be:

N (B±c → B0
sX
± )

N (B0
s ) = 0.6% . (5.4)

This quantity is estimated making use of the hadronisation fractions fq and
knowledge of cross sections and branching fractions,

fc
fs

= σ (Bc)
σ (B0

s )

= fc
fu

/
fs
fu

=
[(

σ (Bc) ×Br (Bc → J/ψπ)
σ (B+) ×Br (B+ → J/ψK+)

)
× Br (B+ → J/ψK+)

Br (Bc → J/ψπ)

]/
fs
fu

=
[
0.68%× 0.1016%

0.291%

]/
0.27

= 0.0088 . (5.5)

Using
(

σ (Bc) ×Br (Bc → J/ψπ)
σ (B+) ×Br (B+ → J/ψK+)

)
= 0.68% from Ref [59],

Br (B+ → J/ψK+) = 0.1016% from Ref [7], Br (Bc → J/ψπ) = 0.291% from
Ref [60] and fs

fu
= 0.27 from Ref [61].

From this, and taking the conservative branching fraction Br (B±c → B0
sX
± ) =

70%, the amount of B0
s mesons from B+

c is expected to be:

N (B±c → B0
sX
± )

N (B0
s ) = σ (Bc)

σ (B0
s ) ×Br

(
B±c → B0

sX
±
)

= 0.0088× 70%

= 0.6% (5.6)
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Fitting to simulated datasets with 0.6% of the signal events originating from
B±c → B0

sX
± shows that no significant bias is introduced through ignoring this

in fitting the B0
s → J/ψ K+K− PDF.



“Measure with a micrometer, mark with chalk, cut with an axe.”

Ray’s Rule of Precision

6
Fitting Methodology

This chapter describes the fitting process which is used to extract a set of physics
parameters which most optimally describe a dataset.

A PDF describing all of the effects modifying the distribution of the observables
is constructed in Section 6.1.

The physics parameters describing data are extracted using a Negative Log Likeli-
hood (NLL) function. The construction of this function is described in Section 6.2.
In the analysis of B0

s → J/ψ K+K−, SWeights from the SPlot [52] method (Sec-
tion 5.2) are combined with the NLL function to form an SFit as described in
Section 6.3.

External measurements are used in the full analysis to constrain several free
parameters within the fit. This is used to propagate the uncertainties from the
external measurement of various parameters into the fit. The full set of constraints
and how they are applied is reviewed in Section 6.4.

The behaviour of the S-wave and P-wave amplitudes across the m(K+K−) range
differ and so the analysis must be performed in multiple bins across this range.
This is described in more detail in Section 6.5.
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6.1 PDF for fitting to B0
s → J/ψ K+K−

In order to describe the distribution of B0
s → J/ψ K+K− signal events in data a

probability density function (PDF) describing all of the observable distributions
needs to be constructed. A PDF describes the probability of an event being in a
given range within the phase space. These are defined to return a finite probability
p in the range of [0, 1], with a normalised integral of unity.

The tagging calibration is included in the PDF describing data through the pre-
scription given in equation 6.1. The differential decay rate for B0

s → J/ψ K+K−,
( dΓB0

s

(
t, ~Ω
)

dt d~Ω
) in equation 2.19, is denoted by X

(
t, ~Ω

)
and for B0

s → J/ψ K+K− by
X
(
t, ~Ω

)
. Using these definitions the PDF describing an event with tag d is de-

noted S
(
t, ~Ω|d, η

)
and is constructed as,

S
(
t, ~Ω|+ 1, η; ~P

)
=
[
(1− ω (η))X

(
t, ~Ω

)
+ ω (η)X

(
t, ~Ω

)]
,

S
(
t, ~Ω| − 1, η; ~P

)
=
[
ω (η)X

(
~Ω, t

)
+ (1− ω (η))X

(
t, ~Ω

)]
,

S
(
t, ~Ω| 0, η; ~P

)
= 1

2
[
X
(
t, ~Ω

)
+X

(
t, ~Ω

)]
. (6.1)

Here the mistag calibrations ω (η) and ω (η) are described by equation 4.16 and
are defined by different tagging parameters for the different taggers used. The
parameter ~P contains all of the parameters required to define both the differential
decay rate and the mistag calibrations. Using these functions the PDF describing
the differential decay rate as well as detector acceptance and decay time resolution
is defined as,

PDF
(
t, ~Ω|d, η; ~P , st

)
=

[
S
(
t, ~Ω|d, η; ~P

)
⊗R (t|σt; st)

]
× ε

(
t, ~Ω

)
∫∫
dt d~Ω

[
S
(
t, ~Ω|d, η; ~P

)
⊗R (t|σt; st)

]
× ε

(
t, ~Ω

) (6.2)

The decay time resolution function is described in Section 4.6, and the detector
acceptance function is described in Section 4.7.
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The full PDF describing data is invariant under the transform in equation 6.3.
This invariance leads to two degenerate minimum values for the PDF function.(

φs, ∆Γs , δ‖, δ⊥, δS, δ0
)
→
(
π − φs, −∆Γs , −δ‖, π − δ⊥, −δS, −δ0

)
. (6.3)

6.2 Performing a fit to a dataset

The likelihood (L) of a given dataset is described as the product of the PDF
values for each event. This is a function of the physics parameters ~P ,

L
(
~P
)

=
N∏
i

PDF
(
~xi; ~P

)
. (6.4)

The aim of performing a fit is to extract the set of physics parameters ~P cor-
responding to the maximum likelihood for a given dataset. Here ~xi contains all
of the observable quantities required by the PDF for event i in a dataset of N
events.

6.2.1 Maximum likelihood fitting

The physics parameters ( ~P) which best describe a dataset correspond to the global
maximum of the likelihood function in equation 6.4. Although it is possible to
determine the physics parameters using 6.4 a Negative Log Likelihood (NLL)
function is more commonly used,

− ln
[
L
(
~P
)]

= −
N∑
i

ln
[
PDF

(
~xi; ~P

)]
. (6.5)

This is a one to one transform, hence a minimum of the NLL corresponds to a
maximum of equation 6.4. The best fit is then obtained by varying the physics
parameters ~P to determine the global minima of the NLL. With a minima of the
function satisfying the condition:

− d

d ~P

N∑
i

ln
[
PDF

(
~xi; ~P

)]
= 0 . (6.6)
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The Minuit [62] minimisation package is commonly used, with the search for
the minimum performed by the Migrad minimiser [62]. This package explores
the behaviour of the likelihood within the phase space described by the vector ~P .
This attempts to find the best global minima corresponding to the condition in
equation 6.6.

When constructing an NLL function using the PDF is described by equation 6.2,
the numerator becomes factorisable,

− ln
[
L
(
~P
)]

= −
N∑
i

ln


[
S
(
t, ~Ω|d, η; ~P

)
⊗R (t|σt; st)

]
∫∫

dt d~x
[
S
(
t, ~Ω|d, η; ~P

)
⊗R (t|σt; st)

]
× ε

(
t, ~Ω

)


−
N∑
i

ln
[
ε
(
t, ~Ω

)]
(6.7)

Due to this and the fact the function ε
(
t, ~Ω

)
is independent of any of the physics

parameters ~P, the term describing detector acceptance in the numerator adds
a constant offset to the NLL function. As a constant value does not affect the
function minima (equation 6.6) this term can be ignored in constructing the PDF.
This means that the effect of detector acceptance only has to be included in the
denominator of equation 6.2 when determining the function minima. It is still
necessary to include this term in the numerator when projecting the PDF over a
dataset.

6.2.2 Error estimation

In addition to finding the optimal set of physics parameters it is important to
determine the uncertainty of any values which are extracted from the fit. Taking
the NLL function to be well behaved and continuous it can be described using a
Taylor expansion. This expansion about the function minima

(
~Pmin

)
is,

− lnL
(
~P
)

= f
(
~P
)
≈



f
(
~Pmin

)
+

d f
(
~P
)

d ~P

∣∣∣∣∣∣
~Pmin

(
~P − ~Pmin

)

+ 1
2!
d2f

(
~P
)

d ~P
2

∣∣∣∣∣∣
~Pmin

(
~P − ~Pmin

)2

+ O
(
~P − ~Pmin

)3


,
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≈ f
(
~Pmin

)
+ 0 + 1

2
d2f

(
~P
)

d ~P2

∣∣∣∣∣∣
~Pmin

(
~P − ~Pmin

)2
. (6.8)

Equation 6.8 makes use of the fact that the first order derivative is defined to be
0 at the minima (equation 6.6). From this approximation the likelihood function
for one free parameter a is shown in equation 6.9. Here amin is the global minima
for this free parameter and f (a) the NLL function for a.

L (a) ≈ exp [−f (amin)] exp
−1

2 (a− amin)2
/(

d2f (a)
da2

∣∣∣∣∣
amin

)−1
 .

L (a) ≈ A exp
[
− (a− amin)2

/
2σ2(a)

]
.

∴ σ2 (a) =
(
d2f(a)
da2

∣∣∣∣∣
amin

)−1

. (6.9)

From this equation it can be seen that the likelihood function for a well behaved
parameter is expected to approach a Gaussian, with the uncertainty on a, σ (a),
given by the second order derivative of the NLL function about the minimum
amin.

When performing a fit to a complex PDF it is common for multiple physics
parameters to be correlated. This is not accounted for in equation 6.9 since this
only refers to a single parameter. In the case of multiple parameters the second
order variance of the NLL function is described by a (Hessian) matrix, evaluated
about the minima. The uncertainty on a parameter is therefore calculated using
the inverse of this matrix. In the case of a fit extracting n physics parameters this
is a Hessian matrix H of dimension n×n. This matrix is composed of the second
order partial derivatives of the NLL function for each combination of parameters.
From this the error on the i th parameter, Pi, is calculated from the (i, i)-th
element of the inverted Hessian matrix.

σ (Pi) =
√(

H−1
)
i,i
. (6.10)

When calculating the error from data the tool most commonly used is called
Hesse [62]. This tool calculates the Hessian matrix (H) about the function
minima. Hesse explicitly relies upon the assumption that the calculated matrix
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must be positive definite. When this is not the case Hesse will attempt to force
the Hessian matrix to become positive definite which often leads to inaccurate
results.

There is an alternate definition for the error on a parameter. If the parameter
a is translated by one unit of its uncertainty, σ (a), then NLL function rises by
δ = 1/2,

− ln [L (a)] = − ln
[
exp (f (amin)) exp

(
−1

2
(a− amin)2

σ (a)2

)]
.

a→ amin + σ (a) , lnL (a)→ lnL (amin)− δ ,

−
[
������lnL (amin)− δ

]
= −

[
�����f (amin)− 1

2
(amin + σ (a)− amin)2

σ (a)2

]
, δ = 1

2 . (6.11)

This alternative definition of the error from the NLL function is used by the Mi-
nos [62] tool to determine the error on each parameter. The Minos tool explores
possible values in each parameter separately. As it does this it re-minimises the
full NLL function to find the point where the function rises by 1/2 due to varying
a single parameter.

The two techniques to determine the error on a parameter are therefore:

• Invert the Hessian matrix and take the square root of the correct matrix
element, as in equation 6.10.

• Find the point where the NLL function rises by 1/2 by varying the given
parameter, as in equation 6.11.

When a parameter has a Gaussian likelihood function the two definitions of the
error are identical. Throughout the rest of this thesis (unless expressly stated
otherwise) the errors quoted have been determined using the Hesse tool.
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6.3 SWeighted fitting

The process used to calculate SWeights for a given dataset is described in Sec-
tion 5.2. The result of this is a set of per-event weights wi which are used to
statistically remove the background from a dataset. This removes the need to
describe the background species in the distributions of the observables.

In the case of B0
s → J/ψ K+K− the m(J/ψ K+K−) observable is used to calculate

the per-event weights, with the distribution of weights shown in Figure 5.2.

When performing an SWeighted fit these weights are used to modify the calculation
of the NLL. This modified form of the NLL (equation 6.5),

− ln
[
L
(
~P
)]

= −α
N∑
i

wi ln
[
F
(
~xi; ~P

)]
. (6.12)

Performing a fit using this weighted function is commonly referred to as per-
forming an SFit [63]. In the case that the dataset is un-weighted (ωi ≡ 1 and
α ≡ 1) equation 6.12 reduces to equation 6.6. Here, the per-event SWeights are
incorporated in the NLL as wi along with a correction factor α.

When SWeights are included in the definition of the NLL they may modify the
corresponding Hessian matrix. The effect of per-event weights on the Hessian
matrix are discussed in Ref [64]. This α parameter in equation 6.12 is used to
correct the Hessian matrix. Within the RooFit [40, 41] framework α is a matrix
which is used to scale the Hessian matrix H to extract the correct errors. The
calculation in RooFit which defines α is given by,

α = HG−1 . (6.13)

Here H is the normal Hessian matrix from the SFit NLL function and G is the
Hessian matrix derived from a modified form of equation 6.12, replacing wi with
w2
i and defining α = 1. The calculation of G is non-trivial and can introduce

technical problems. A simpler approach to calculate α is to use,

α ≈
N∑
i

wi

/
N∑
i

w2
i . (6.14)

Both of these methods for calculating α yield the same results when the SWeights
are able to separate well the signal and background species.
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It is possible to fit to multiple datasets with independent SWeights within a fit.
As such a different values of α must be calculated for each set of weights. For
simplicity the latter approach (equation 6.14) is used to calculate α in the full fit
for B0

s → J/ψ K+K−.

6.4 External constraints

When performing a fit some parameters are constrained from external measure-
ments. This information is introduced in the fit to data through the use of an
external constraint functions.

As the NLL function allows independent fit functions to be linearly added each
of these external constraints are included as extra terms added to the total NLL
function. These terms take the form shown in equation 6.15. This equation rep-
resents a constraint on a given parameter a with the central value amin and error
σ (a),

− lnL (a) = −
[

(a− amin)2

σ (a)2

]
. (6.15)

The main use of external constraints is to propagate the uncertainties of externally
measured parameters into the statistical uncertainties of other parameters which
are determined in the fit. The full list of external constraints which are used in
fitting to B0

s → J/ψ K+K− are given in Table 6.1.
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Parameter External Measurement
∆ms 17.63± 0.11 ps−1 [65]
st 1.45± 0.06

p0 (OS) 0.392± 0.008
p1 (OS) 1.00± 0.023

∆p0 (OS) 0.011± 0.0034
p0 (SS) 0.350± 0.017
p1 (SS) 1.00± 0.16

∆p0 (SS) −0.019± 0.005
p0 (OS + SS) 0.000± 0.0025

∆p0 (OS + SS) −0.011± 0.004

Table 6.1: External Constraints applied in the fit to B0
s → J/ψ K+K−. The

constraint on ∆ms comes from another analysis [65] whilst the con-
straints on time resolution scale factor st and the tagging calibrations
are described in Sections 4.6 and 4.8, respectively.
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m(K+K−) [ MeV/c2]
Figure 6.1: Strong Phase behaviour of a Breit-Wigner function (red) and a flat

amplitude (blue) across the m(K+K−) range [55].

6.5 Correction of relative S-Pwave phase
difference

When constructing a fit to data, the strong phases of the P-wave and S-wave ampli-
tudes have different behaviours across the range m(K+K−) ∈ [990, 1050] MeV/c2.
The strong phase functions are shown in Figure 6.1. Across the m(K+K−) range
the S-wave strong phase is relatively flat while the P-wave varies dramatically
across the φ resonance (m (φ) = 1020 MeV/c2 [7]). The physical solution of the
B0

s → J/ψ K+K− analysis corresponds to a negative trend in the S-P strong phase
difference across the m(K+K−) range. The behaviour of the strong phases across
the m(K+K−) range was first examined in the cos 2β analysis at BarBar as de-
scribed in Ref [66] and was applied to the B0

s → J/ψ K+K− analysis in Ref [67].

The behaviour of the strong phases as a function ofm(K+K−) is not described the
in the B0

s → J/ψ K+K−decay rate. Thism(K+K−) dependence can be expressed as
g (mK+K−) for the P-wave amplitudes and v (mK+K−) for the S-wave. Integrating
over a finite range of m(K+K−) for the different strong phases terms yields:
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where: i, j ∈ (0, ‖,⊥) ,

m2
K+K−∫

m1
K+K−

dmK+K− AiA∗j |g (mK+K−)|2 = |Ai|
∣∣∣A∗j ∣∣∣ ,

m2
K+K−∫

m1
K+K−

dmK+K− ASA∗S |v (mK+K−)|2 = |AS|2 ,

m2
K+K−∫

m1
K+K−

dmK+K− AiA∗Sg (mK+K−) v∗ (mK+K−) = |Ai| |A∗S|CS−Pe
−iθSP . (6.16)

From these integrals Terms 1-7 in Table 2.3 are unaffected, however an additional
factor of CS−Pe

−iθSP is present in terms 8-10. These 3 terms of the differential
decay rate are multiplied by the CS−P factor and the complex phase −θSP is
absorbed into the difference of the strong phases in the decay rate.

The P-wave function g (mK+K−) is taken to be a relativistic Breit-Wigner function
and the S-wave is taken to be constant inm(K+K−). The calculation of these CS−P

factors is described in Ref [12], for a single bin of m(K+K−) ∈ [990, 1050] MeV/c2,
CS−P ≈ 0.5. To keep CS−P close to 1, the full B0

s → J/ψ K+K− range is split into
six-bins in m(K+K−). The list of the m(K+K−) bin ranges and the corresponding
CS−P factors are given in Table 6.2.

Figure 6.2 shows these bin ranges overlaid on the m(K+K−) distribution for all
events passing the final selection (Section 4.3). The choice of binning is centred
around the nominal φ mass (1020MeV/c2 [7]). The binning in the centre of the
m(K+K−) range is finest due to the large number events and the rapidly changing
strong phase across the resonance. At the outer edges of the m(K+K−) range the
bins are largest due to the lower number of events and the slowly varying strong
phases.

When performing a fit to data using these six bins, only the S-wave parameters
are independent for each bin, with all other free parameters taken to be common
to all bins. This results in six different S-wave phases and amplitudes measured
in the full fit to data. These will be reported in Chapter 8.
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Figure 6.2: The bin edges of the six bins in m(K+K−) chosen for the B0
s →

J/ψ K+K− analysis [55]. The m(K+K−) range has been divided into
six bins. These are symmetrically arranged around the nominal φ
mass (1020 MeV/c2 [7]). This histogram contains all of the events
passing the final selection described in Section 4.3.

m(K+K−) range (MeV/c2) CS−P

bin 1 990–1008 0.966
bin 2 1008–1016 0.956
bin 3 1016–1020 0.926
bin 4 1020–1024 0.926
bin 5 1024–1032 0.956
bin 6 1032–1050 0.966

Table 6.2: List of S-wave bin edges and CS−P factors.
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Figure 6.3: Distribution of SWeights vs m(J/ψ K+K−) for: (a) 990MeV <
m(K+K−) < 1020MeV for decay time unbiased events, (b)
1020MeV < m(K+K−) < 1050MeV for decay time unbiased events,
(c) 990MeV < m(K+K−) < 1020MeV for decay time biased events,
and (d) 1020MeV < m(K+K−) < 1050MeV for decay time bi-
ased events. The three separate lines are from the different bins
of m(K+K−) described in the text.
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Signal Yield α from SWeights
bin 1 545± 34 0.5658
bin 2 2772± 46 0.8632
bin 3 9815± 80 0.9564
bin 4 8118± 73 0.9478
bin 5 3301± 53 0.8547
bin 6 2016± 57 0.6617
total 26567± 117 n/a

Table 6.3: Summary of the yield and corresponding α values from the six-bin
mass fits.
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6.5.1 Six bin m
(
K+K−

)
mass fit

In order to correctly perform the analysis in six m(K+K−) bins, the m(J/ψ K+K−)
fit, described in Section 5.1, is repeated with a different signal fraction and back-
ground model in each bin. The fit is constructed with an independent background
description and signal fraction in each bin and a common signal description across
all six bins. The results of this fit are described in more detail in Appendix C.
The calculated yield in agreement with the result quoted in Section 5.1.

The set of calculated SWeights in each bin are independent. Due to this, a separate
α correction factor is calculated for each bin using equation 6.14. The distribution
of SWeights vs m(J/ψ K+K−) for all events is shown in Figure 6.3. Here, the
almost unbiased dataset is split between Figures 6.3 (a) and (b) and the exlusively
biased dataset between Figure 6.3 (c) and (d). The choice of binning allows for the
distributions of SWeights for each bin in m(K+K−) to be clearly viewed. The 3
separate distributions of SWeights are visible as 3 lines in each subplot. From this
the distribution of SWeights in each bin is similar to the distribution calculated
using a single bin of m(K+K−) in Figure 5.2.

A summary of the signal yield in each m(K+K−) bin and the corresponding α
values calculated from the SWeight are given in Table 6.3.
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6.6 B0
s → J/ψ K+K− fitting review

The fit to B0
s → J/ψ K+K− involves minimising the NLL function to deter-

mine the set of physics parameters ~P corresponding to the best description the
1.0 fb−1 dataset. Background is removed from this analysis through the use of an
SFit [63] as described in Section 6.3. This fitting approach removes the need to
describe the background species in the NLL. In addition a set of external con-
straints (Section 6.4) are also applied in the fit; this propagates the uncertainties
from the mistag and proper time, and ∆ms calibrations into the fit.

For reference later the full set of parameters used in the fit for B0
s → J/ψ K+K−

are described below.

Of the three P-wave amplitudes only two of them are independent, this allows for∣∣∣A‖ (0)
∣∣∣2 to be defined as,
∣∣∣A‖ (0)

∣∣∣2 = 1−
(
|A0 (0)|2 + |A⊥(0)|2

)
. (6.17)

The strong phases between the decay amplitudes are such that only the differences
between the phases are measurable. By convention δ0 = 0, allowing the other
phases to be measured relative to this.

Instead of fitting directly for the S-wave amplitude |AS (0)|2 the S-wave fraction
FS is used,

FS = |AS (0)|2

1 + |AS (0)|2
. (6.18)

From fitting to simulated datasets, the strong phase δ⊥ and δS are known to be
highly correlated parameters at ≈ 90%. Hence, the parameter δS is replaced by
δS−⊥which is defined as,

δS−⊥= δS − δ⊥− θSP . (6.19)

The physical observables described by the B0
s → J/ψ K+K− differential decay rate

are,

~x =
{
t, ~Ω

}
. (6.20)
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The full set of physics parameters,

~P =
{

Γs ,∆Γs , |A0 (0)|2, |A⊥(0)|2, FS, δ⊥, δ‖, δS−⊥, φs, |λs| , ∆ms

}
. (6.21)

Where, there are six S-wave fractions FS and phases δS−⊥, one for each bin in
m(K+K−). The nuisance parameters are,

~P (nuisance) =
{p0 (OS) , p1 (OS) ,∆p0 (SS) , p0 (SS) , p1 (SS) ,∆p0 (SS) ,

p0 (OS + SS) ,∆p0 (OS + SS) , st}
.

(6.22)



“The last bug isn’t fixed until the last user is dead.”

Sidney Markowitz

7
RapidFit Framework

RapidFit is a general purpose XML driven fitting framework developed and used
within the LHCb groups at Edinburgh and EPFL Universities. The framework
was originally developed by another Edinburgh PhD student Ben Wynne before he
moved to the ATLAS experiment. Throughout my PhD I have worked extensively
on the RapidFit fitting framework assuming the role of lead developer. My
contributions toward RapidFit have been varied and most notably include:

• Implementing component projections for user PDFs

• Parallelising the existing technologies

• Development of the RapidPlot tool for post-processing and analysis

In this chapter I will discuss the general structure of the RapidFit fitting
framework. I will also describe the information which a user must provide in order
to use this framework to perform a fit to extract a set of physics parameters.

I will also describe the RapidPlot tool used alongside the fitting framework.
This tool is used in the analysis and post-processing of results from fits.

103
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7.1 Introduction to RapidFit

RapidFit is a fitting framework developed within Edinburgh University primar-
ily around the needs of the B0

s → J/ψ K+K− analysis. The design of RapidFit
is heavily influenced by the Object Orientated [68] approach to computing. The
RapidFit architecture is composed of two independent binaries named fitting
and RapidPlot. The fitting binary is the executable which contains all of
the code which performs the complex fitting and contains the users’ PDF. The
RapidPlot binary is the executable which is responsible for the post-processing
and presentation and complex formatting of the results from fitting. However,
RapidFit is not intended to be a full drop-in replacement for the more com-
prehensive RooFit fitting framework [69] which is distributed as part of the
ROOT [40, 41] architecture.

As well as the fitting binary being able to be built locally it is also possible to build
RapidFit as an external ROOT library. This allows for large scale analyses to
be distributed across computing clusters where ROOT is supported.

An overview of the key elements within RapidFit framework is given in Sec-
tion 7.1.1.

Due to its modular design this framework supports multiple complex analyses.
Each analysis involves two user provided components.

1. User written PDF
This is a user written PDF component describing the actual calculation to
be performed for each DataPoint. Information on the requirements of a users’
PDF are described in Section 7.1.2.

2. Fitting XML
This is a user written XML file which drives the actual fit which RapidFit
is to perform. This contains the information required to configure Rapid-
Fit to perform an analysis using a dataset. The information that must be
provided by the XML is described in Section 7.1.3.



Chapter 7. RapidFit Framework 105

One of the main advantages of this design is that multiple fit configurations can
be captured and developed independently to the PDF development. It also allows
the same fit to be replicated between users sharing the same XML.

7.1.1 Overview of RapidFit

In discussing RapidFit a list of important C++ objects and their descriptions
are given in Table 7.1. The flow of information between these main objects within
RapidFit is shown in Figure 7.1.

When fitting to a dataset a “FitFunction” needs to be constructed which can be
used with a chosen “Minimiser” to extract a set of physics parameters. This
FitFunction used in this thesis is the negative log likelihood function (NLL)
discussed in Chapter 6. This FitFunction knows how to evaluate a set of given
external constraints as well as how to evaluate a PDF for a each event in a dataset,
based on a given “ParameterSet”. The design of the RapidFit architecture
allows for multiple PDFs and datasets to be fit in parallel, this allows for complex
analyses involving multiple channels to be constructed by adding multiple fit
functions together.

The requirements of the FitFunction are grouped such that the “PhysicsBottle”
contains all of the information required to evaluate a given set of functions based
on datasets and the “ParameterSet” which describes that function. The functions
included within the PhysicsBottle include both external constraints and C++
PDF functions written by the user. The data sets which are evaluated over each
of the user written PDFs are pointed to as IDataSet objects which contain both
the measured events and the phase space which contains them.

In RapidFit the functions which are evaluated correspond to either external
constraints or PDFs with associated datasets. The external constraints applied
in B0

s → J/ψ K+K− are described in Section 6.4, and the combined PDFs and
datasets are described in Sections 6.1 and 4.3 respectively.

The requirements of the C++ PDF provided by the user are outlined in Sec-
tion 7.1.2 and the requirements of the user written XML are described in Sec-
tion 7.1.3.
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Term Definition
PDF UserWritten C++ class inheriting from BasePDF

object in RapidFit
Observable A per-event physical observable of some quantity,

e.g. mass/time
DataPoint A collection of Observable objects for each event

in a dataset
IDataSet An interface class for a container for DataPoint

objects in a dataset. This is typically a Memory-
DataSet container for many DataPoints.

IConstraint An interface class for the range of possible val-
ues for a given physical observable eg mB0

s ∈
[5200, 5550] MeV/c2, d = ± 1.

PhaseSpaceBoundary A collection of IConstraint objects describing
the entire Phase-Space of the dataset

PhysicsBottle Contains all of the Information required to construct
a FitFunction

PhysicsParameter The Physics Parameter a PDF depends upon e.g.
Γs ,∆Γs

ParameterSet A collection of PhysicsParameter objects
FitFunction The FitFunction which is being evaluated by a min-

imiser i.e. χ2 or NLL Function
Minimiser The tool being used to minimise a given FitFunc-

tion over a dataset typically Minuit or Minuit2
toolset

FitResult A collection of all of the Output from a fit, very
similar to RooFitFitResult

ResultParameter Contains the information on the range, central value
and uncertainty of a physics parameter after per-
forming a fit

ResultParameterSet A collection of ResultParameter objects

Table 7.1: Common RapidFit C++ objects

In addition to these high level descriptions a minimalist analysis is described in
Appendix E which provides an example C++ PDF and XML configuration file.
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7.1.2 User written PDFs

The user written PDF in RapidFit is a C++ class which is intended to inherit
from the BasePDF object. These user written PDFs are required to provide a
certain amount of information to the fitting framework in order for it to be used
in RapidFit.

This information is:

• List of observables described by the PDF. e.g. mass, time

• The required PhysicsParameters. e.g. Γs , ∆Γs

• A function to evaluate.

• How to analytically normalise the function. (Optional)

The first two pieces of this information must be provided by the PDF class upon
construction. This allows the fitting framework to check that the appropriate
physics parameters and observables are provided by the user at runtime. In ad-
dition to the list of observables that the PDF describes it must also inform the
framework of observables which it is conditional upon. An example of these are
the mistag calibration parameters in the B0

s → J/ψ K+K− analysis.

The third piece of information provided by the PDF is what to calculate for a given
DataPoint. This is provided through an implementation of an Evaluate method
within the PDF which returns a double value. This function is expected to be well
behaved, however, the framework is designed to provide minimal checking of this
output should this method return an invalid value or throw an exception.

The fourth piece of information a PDF can provide is a method which is able to
calculate the normalisation factor for a given DataPoint and PhaseSpaceBoundary.
This information is provided by the user implementing a Normalise method within
their PDF. As it it not always possible to analytically integrate complex functions
this method is strictly optional. Providing a method to normalise a PDF has two
advantages. Firstly it is less computationally intensive to analytically integrate
a function and secondly this avoids problems with computational accuracy often
associated with numerical integration. Should a users PDF not provide a nor-
malisation method then the numerical integral is calculated automatically within
RapidFit.
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Although the PDF is required to provide these four pieces of information there
are many other virtual functions in the BasePDF which the users PDF may
overload to provide additional functionality, however discussion of these is beyond
the scope of this thesis.

More complex PDF

In addition to the user providing their own PDFs some common PDFs are dis-
tributed as part of the RapidFit. In addition to these PDFs the framework is
also able to combine these functions using multiplication and addition.

This is achieved through the ProdPDF and NormalisedSumPDF classes
which are constructed from other PDFs in RapidFit. These PDF take the form
shown in equation 7.1.

ProdPDF (~y, ~z) = F (~y) ×F ′ (~z)∫
d~y d~z F (~y) ×F ′ (~z)

NormalisedSumPDF (~y, ~z) = f1

 F (~y)∫
d~y F (~y)

+ (1− f1)

 F ′ (~z)∫
d~z F ′ (~z)


(7.1)

Here the functions F (~y) and F ′ (~z) can be any of the PDF evaluate functions
known to RapidFit.

The ProdPDF as an example here can be used to perform a combined fit to
the mass distribution in combination with the decay time and angular PDF. The
NormalisedSumPDF can be used to construct a fit to data which contains
both signal and background species.
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7.1.3 User written XML files

As RapidFit is configured primarily through the use of a fitting XML there is
a minimal set of information that it must provide.

• What type of FitFunction to use

• Which Minimiser to use

• Where to start the fit

• What Dataset(s) and PDF(s) to use

• Which studies are to be performed (optional)

When fitting to data it is important to know what FitFunction is being used.
Within RapidFit there are multiple FitFunctions, however there are mostly dif-
ferent implementations of the Negative Log Likelihood (NLL) function (Chapter 6)
which have been modified to address specific technical challenges.

The user is able to request the minimiser used to find the minimum of the fit
function. Normally the Minuit fitting suite [62] is used when fitting to data,
however an interface to the Minuit2 suite [70] is also implemented within the
framework.

When performing a fit to data, choosing the starting position for the physics
parameters can be important. Choosing starting values close to the expected true
minima reduces the computational requirements of the fit. It is also important to
choose the parameters to be in a region where the FitFunction is well behaved.

The users XML also provides information on which PDF to use in an analysis
and which dataset the PDF describes. Typically the data is provided in a ROOT
TTree format with the relevant information for fitting read into memory. The
XML interface to configure reading in from a TTree allows for a final selection to
be placed on the dataset. In addition to this the XML interface has been designed
to allow for the stored TTree to be transparently converted as the data is read
from disk. This allows the users PDF class to be written in a way that it doesn’t
depend on the format of the actual dataset.
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RapidFit is also capable of performing complex studies. These are configurable
through extra options which are added to the users XML file. The list of typical
studies which a user may perform are described in Sections 7.3 and 7.4.

7.2 PDF projections

Part of my work on RapidFit was to build in the capability of constructing
projections from a users’ PDF and overlaying it over a full dataset. These projec-
tions can represent the complete PDF or individual components of the function.
In order for a PDF to project individual components it must provide knowledge
of the components it knows about and a method to evaluate them.

The components a PDF can calculate is communicated to RapidFit by the PDF-
Components method and the function which returns the values of each component
is EvaluateComponent. This EvaluateComponent function accepts two arguments
which are the requested component name and the DataPoint that the com-
ponent is to be evaluated for. In the case that the user does not implement this
method the BasePDF implementation provides knowledge of the 0-th PDF com-
ponent (PDF total) and wraps the EvaluateComponent method to the Evaluate
method.

Generally a users’ PDF in RapidFit describes n observable quantities. To con-
struct a projection of the PDF over one of its observables requires the framework
to perform an integrations over the remaining (n − 1) dimensions. To perform
this projection, RapidFit makes use of numerical integration. The complex
ProdPDF and NormalisedSumPDF objects provided by the fitting frame-
work fully support the projection of individual components allowing the user to
construct complex component plots from simple PDFs and an XML.

In order to integrate a PDF the phase-space which the data occupies has to be
known. It is possible to construct a phase space in RapidFit which contains
both discrete and continuous observables. An example of a discrete observable is
the flavour tagging decision in B0

s → J/ψ K+K− which has three possible values
for the initial B0

s flavour. An example of a continuous observable is the decay
time observable which may take any value between the pre-defined minimum and
maximum bounds used in the analysis.
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When calculating these projections RapidFit calculates a separate projection
for each discrete combination which is described by the PDF. The PDF being
projected may also be conditional on a given set of observables which are not
described. When this is the case the numerical integration is performed using the
fixed mean value calculated from the distribution of a given observable.

In the case of B0
s → J/ψ K+K− the PDF is conditional upon the per-event mistag

(η) and time resolution (σt) observables. In this case the integration is performed
using the values of η ≈ 0.37 and σt ≈ 45 fs. The result of projections for the
B0

s → J/ψ K+K− analysis are shown in Section 8.1.1 .

7.3 Fast-MC studies in RapidFit

To perform fast Monte Carlo (fast-MC) studies RapidFit makes use of the
Foam [71] MC event generator which is distributed as part of the ROOT frame-
work. This generator is able to adapt to any PDF written by the user and has
excellent performance. The toy datasets are transient in nature and are gener-
ated and stored when required. Fitting to many datasets generated this way is
commonly referred to as a fast-MC study.

Analysing the results from a such a study provides two important pieces of in-
formation. Firstly, a MC study provides a powerful cross-check to search for any
potential fit biases. The fit bias is defined as the difference between the gener-
ated value and the optimal value extracted from a given dataset. Secondly, a MC
study provides a reliable estimate of the sensitivity of a fit to the various physics
parameters.

One of the important features of the implementation of Foam within RapidFit
is the reproducibility of the fit results. This is due to the fact that Foam makes
use of a pseudo-random number generator from within the ROOT framework.

Using these random number generators allows RapidFit to be able to reproduce
the results from a fast-MC fit exactly which serves as a powerful diagnostic tool.
As random numbers are only used in the generation of fast-MC events, different
studies can be performed which can fit a different PDF to the same transient
datasets. The results from a fast-MC study using the full B0

s → J/ψ K+K− PDF
are shown in Appendix F.
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7.4 Likelihood profiles

An important part in understanding the results from fitting to data is to determine
the behaviour of the NLL function about the extracted minima. This function is
defined to be well behaved when it has a single minima and rises parabolically
about that minima. The parameters the likelihood profile is calculated for are
referred to as the ‘control parameters’.

The process to construct a likelihood profile is as follows:

1. Perform a global fit to data.

2. Change the control physics parameter(s) and fix their values.

3. Re-minimise the fit function to obtain the minimum NLL.

4. Repeat steps 2-3 until the function has been defined over a given range.

The choice of where to start the fits in step 3 depends on the implementation within
the framework, this generally takes one of two approaches. The first approach
is to start with parameter values close to the global minima to determine the
best likelihood any other given point. (This is the approach that is taken by the
Minuit fitting package.) This approach is susceptible to becoming stuck in a
local minima. The second approach is to perform a full minimisation starting from
a position far from the global/local minima. The second approach consumes more
computing resources, but is far less susceptible to becoming stuck in spurious local
minimas. Likelihood scans in RapidFit are performed with the minimisation at
each point started from the same starting coordinates in the user written XML.
This allows the user to control the behaviour of the scans for a faster or more
stable result.

One important requirement of all of the fits is that the result should be reliable.
In order to guarantee that this is the case RapidFit requires that the fit has
correctly converged at each point with a well defined correlation matrix. Should
the fit not reach this criteria the framework will attempt to refit at different
coordinates close to where the fit failed. This approach of attempting to recover
from a failed fit gives the best coverage possible for unstable likelihood functions.
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The scanning technology in RapidFit is user configurable and the fit is always
restarted from the location defined in the user written XML. Both 1D and 2D
Scans in RapidFit are performed by the ‘fitting’ binary which returns a ROOT
file containing the result from re-minimising the NLL at each point in the control
parameter. The result from this is then passed to the ‘RapidPlot’ binary which
performs the post-analysis and plotting of the likelihood function.

The result of constructing 1D likelihood profiles for the physics parameters in
B0

s → J/ψ K+K− are shown in Appendix D.

7.5 Work on RapidFit performance

Throughout my PhD I have worked extensively on improving the performance
of the RapidFit fitting framework. This work involves many different aspects
with the most notable gains in performance being described in this section.

7.5.1 Optimising fit performance

A full angular time dependent B0
s → J/ψ K+K− fit to the 1.0 fb−1 dataset takes

approximately 4-5 hours on a modern single CPU core (≈ 3GHz clock-speed).
The vast majority of the calculations performed during this time are related to
the per-event time resolution. When performing the full B0

s → J/ψ K+K− analysis
this became a significant technical hurdle which had to be addressed.

The simplest way that a FitFunction can evaluate a dataset is to use the user
written C++ PDF to evaluate each DataPoint in series. This is normally adequate
for simple analyses, however, for analyses with large amounts of data and/or
complex PDFs this can often become limited by the speed of the CPU core the
program is running on. One way to overcome this barrier is to exploit the fact that
modern computers have access to multiple CPU cores. In order for RapidFit
to make use of these additional resources a large part of my work has been to
allow for the users PDF to be distributed across many CPU cores using multiple
processing threads to evaluate large datasets in parallel.
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The effect of this work has been to bring the length of time required to perform a
fit to data down from 4-5 hours on one CPU core to 30 Min with the work spread
across 8 cores. Although this performance improvement is most noticeable in the
analysis of B0

s → J/ψ K+K− the framework has been written in a generic enough
way to allow for all RapidFit analyses to benefit from these improvements.

7.5.2 Numerical Integration

To numerically integrate a PDF the function has to be evaluated for many different
coordinates within a given phase-space.

The simplest approach to optimising numerical integration is to optimise the
sampling of the phase-space to reduce the number of coordinates that the PDF
must be evaluated at. This is the approach taken by the AdaptiveIntegra-
torMultiDim tool distributed with the ROOT framework. This is a single
threaded numerical integration tool which samples the phase-space depending
upon the behaviour of the user’s function. One major advantage of this is that it
does not oversample in regions where the PDF is slowly varying, but this comes
at the cost of being constrained to running on one CPU core.

An alternative approach to improve the performance of numerical integration
is to distribute the computational load of sampling the phase-space. To do this
RapidFit samples the phase-space using many coordinates calculated in a pre-
determined way using the GSL libraries [72]. This sampling of the phase-space
is performed using the Sobol [73] random number sequence which adapts to the
number of dimensions its sampling. This sequence allows for the phase-space to
be sampled uniformly in n dimensions, allowing an integral to be calculated in
a brute-force way. The coordinates generated using this algorithm are uniformly
distributed within each observable.

Once these coordinates have been pre-calculated the fitting framework is able
to use multiple threads to sample the phase-space using the PDF. This multi-
threaded numerical integration has been implemented in a transparent way such
that user written code does not have to worry about how many threads are being
used. This brings a significant performance boost to complex operations such as
PDF projections which rely on numerical integration to project PDFs over one
Observable.
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7.5.3 Highly distributed analyses

Although the performance of RapidFit running individual fits can be improved
locally using techniques such as multi-threading, ultimately larger analyses need
to be distributed across systems with a large number of CPU cores. One of
the advantages of RapidFit being build upon the ROOT framework is that
it allows it to be compiled as an external ROOT library. Using this ROOT
library in combination with the LHCb software framework (most notably the
Ganga [74] grid frontend) allows RapidFit to be built once and run across
many systems supporting the ROOT framework. This is advantageous in the
case of large scale distributed analyses such as running many complex MC studies
for the 1.0 fb−1 B0

s → J/ψ K+K− analysis.

Taking the B0
s → J/ψ K+K− as an example, as a single fit takes approximately

5 hours on a single CPU, producing a 2D likelihood contour from sampling the
PDF at 20× 20 points would take approximately three months on a single CPU.
Making use of Ganga [74] and the computing GRID [47, 48], these calculations
can be performed in about 10-12 hours. In this case running on a highly distributed
platform represents a significant performance improvement by a factor of 150.

7.6 Post Processing with RapidPlot

When performing a single fit to a dataset RapidFit creates a folder with a unique
time-stamp. This folder contains a summary of the fit result in LATEX format and a
ROOT file. This ROOT file contains the fit result and the runtime configuration
which produced it, including a copy of the user-written XML. If projections of the
fit results onto the dataset are requested then these are also stored in this output
folder.

When a more complex analysis is performed using the RapidFit framework an
additional ROOT output file is produced. This file contains the results from the
many fits involved in a complex study and additional information allowing the
results to be post-processed by the RapidPlot tool. An important feature of
this output format is that the results from various stages of these analyses can
be stored in separate files which can be merged before post-processing.
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The RapidPlot tool is designed to inspect the output ROOT file from Rapid-
Fit. This tool is able to determine the appropriate post-processing which should
be performed.

7.6.1 Post-processing toy study results

The output from performing a toy study contains (i) the measured central values,
(ii) the estimated sensitivities and (iii) per-dataset pulls, where the pull is defined
as,

pull = Measured Value−Generated Value
Estimated Uncertainty . (7.2)

For a toy study large numbers of each of these three values are measured and their
distributions be plotted. It is assumed that they follow a Gaussian distribution.
Using this assumption the data is plotted in a binned histogram with the optimal
bin number determined according to D. Scott’s method [75]. Using a histogram
with this number of bins a fit is performed to extract the mean and width of
each of these three distributions. The behaviour of the central value and pull
distributions are important for understanding how a parameter is behaving in a
fit, however, the pull distribution is the most useful parameter for checking that
a fit is consistent.

It is expected that parameters which are well behaved in fits will have pull distri-
butions which are centred at 0 with a width of 1. Should the pull distribution not
match these criteria then different statements about the fit can be made.

• Pull distribution central value 6= 0
When the distribution is centred significantly far from zero the parameter is
biased.

• Width of pull distribution > 1
When the width of the distribution is wider than 1 the uncertainty of the
parameter in the fit has likely been underestimated in individual fits to dat-
sets.
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• Width of pull distribution < 1
When the width of the distribution is narrower than 1 the uncertainty of the
parameter in the fit has likely been overestimated in the fits to individual
datasets.

When extracting the mean and width of the distribution of results the tool at-
tempts to fit a Poisson, Gaussian and Gamma function to the dataset. The func-
tion which returns the lowest χ2/nDoF is taken to be the best fit function and
is used to define the mean and width of the distribution. For well behaved pa-
rameters the distributions of value, estimated error and pull are described by a
Gaussian function. However, parameters with a true value close to a boundary
condition have distributions best described by an asymmetric Poisson or Gamma
function.

7.6.2 Likelihood Profiles

Once RapidFit has explored the behaviour of the likelihood function by repeat-
edly fitting with different values the results are saved in a ROOT output file. This
output file contains enough information for the RapidPlot tool to determine
if a 1D or 2D likelihood profile was constructed and from this the appropriate
post-processing is applied to the data in the file. The chosen parameters for which
the likelihood function is being explored are referred to as control parameters.

To explore the likelihood for given control parameter the FitFunction is min-
imised at various pre-defined coordinates for the control parameter. The informa-
tion stored for each of these fits includes the full set of fit results in addition to
the absolute NLL at each point. From this the ∆LL is defined as the difference
between the local NLL and the global best NLL for each coordinate.

1D likelihood functions

For a well behaved fit the a 1D likelihood function is defined to be parabola with a
clearly defined minima with ∆LL values of 0.5 at ±σ, as defined in Section 6.2.2.

A likelihood function is taken to be well behaved and continuous around the
function minima. Hence when plotting the likelihood function based on sampled
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Figure 7.2: 1D likelihood profiles for (a) δS−⊥ (bin1) and (b) |A0 (0)|2 in the
1.0 fb−1 B0

s → J/ψ K+K− analysis. The profile for δS−⊥ is not not
parabolic with a clear minima, however the profile for |A0 (0)|2 is
parabolic with a single global minima.

DataPoints it is approximated in ROOT using a third order spline function.
This function connects the measured ∆LL values with a continuous smooth line.

For example, the likelihood functions corresponding to δS−⊥ and |A0 (0)|2 from a
simulated B0

s → J/ψ K+K− dataset are shown in Figure 7.2. This figure shows
that for well behaved parameters such as |A0 (0)|2 the fit function is indeed well
behaved and parabolic, whilst for poorly behaved parameters such as δS−⊥ the
function may not be parabolic in nature.

Although not shown here, the projection tool also plots the variation of the nui-
sance parameters which correspond to the NLL as a function of the control pa-
rameter. The plots produced this way are useful for understanding the complex
behaviour of fits.

2D likelihood contours

2D Likelihood Contours are constructed from minimising over a pre-defined surface
for two physics parameters. To construct the contours which correspond to the
confidence limits from the likelihood function, the data points must be interpolated
to produce a smooth plane. This step is performed within ROOT using a process
known as Delaunay1 triangulation to construct a 2D surface based on the measured
∆LL values. The 2D profiles are then constructed as contours of constant value
lying on this surface.

1Named after B. Delaunay for his work on the subject [76].
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1D ∆LL 2D ∆LL Confidence Limit
0.5 1.15 68%
2.0 2.36 90%
4.5 3.00 95%

Table 7.2: ∆LL values which are required to calculate the 1D uncertainties or
to construct the corresponding 2D Confidence Limits to form 2D
likelihood projections.
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Figure 7.3: 2D likelihood profiles constructed using RapidFit of φs vs ∆Γs
for datasets of (a) 36 pb−1 [77] and (b) 337 pb−1 [11] in size.

Unlike the case of the 1D profile likelihood the contour lines correspond to different
changes in the NLL function. The values of ∆LL and the confidence bands they
represent are listed in Table 7.2.

Figure 7.3 shows 2D likelihood contours on the φs vs ∆Γs plane for B0
s →

J/ψ K+K− analyses using (a) 36 ps−1 [77] and (b) 337 pb−1 [11] of data. The
correlation between the two parameters was found to be, (a) ρ (∆Γs , φs) = 0.20,
(b) ρ (∆Γs , φs) = −0.08. In the case of a small dataset the contours may not be
well defined as in Figure 7.3 (a), however, when the parameters are well defined
the contours will appear similar to Figure 7.3 (b).
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Figure 7.4: The resulting distribution of the measured (a) value and (b) from
fitting to width of a Gaussian distribution. From these fits the pull
(equation 7.2) distribution is centred at 0 with a width of 1 indicating
that the fits are unbiased.

7.7 Validation of RapidFit architecture

A simple PDF composed of a Gaussian distribution with a measurable width
is used to verify the RapidFit architecture. Using this PDF a fast-MC study
fitting to 1,000 datasets each containing 1,000 events was performed and the
results are shown in Figure 7.4.

From Figure 7.4, performing a fast-MC study using a simple PDF using the
RapidFit architecture gives results which are unbiased with a pull distribution
centred at 0 with a width of 1. This gives confidence that the fitting framework
works as expected and introduces no bias when fitting to a dataset.



“I often say that when you can measure what you are speaking
about, and express it in numbers, you know something about it;
but when you cannot express it in numbers, your knowledge is
of a meagre and unsatisfactory kind: it may be the beginning of
knowledge, but you have scarcely, in your thoughts, advanced to
the stage of science, whatever the matter may be.”

Lord Kelvin 8
B0

s → J/ψ K+K−Results

The results for all physics parameters measured in the B0
s → J/ψ K+K− analysis

are summarised in Section 8.1. The systematic uncertainties are discussed in
Section 8.2 and are summarised in Section 8.3. As this analysis is performed in
six separate bins of m(K+K−) the two-fold ambiguity of the PDF (Section 6.1)
can be resolved, this is discussed in Section 8.4.

In addition to B0
s → J/ψ K+K− the CP-violating phase φs can also be measured

through the decay of B0
s → J/ψ π+π− as described in Ref [78]. By performing a

combined fit to data from both the B0
s → J/ψ K+K− and B0

s → J/ψ π+π− decay
channels it is possible to improve on the statistical sensitivity of φs and other
parameters, this is discussed in Section 8.5.
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8.1 Fit results for B0
s → J/ψ K+K−

The central values and statistical uncertainties extracted from the likelihood fit
for B0

s → J/ψ K+K− are shown in Table 8.1. The physics parameters at the
top of table are the key physics parameters. The six bins correspond to the
different ranges in m(K+K−) as defined in Table 6.2. Each of these bins has an
independent set of S-wave parameters but all other parameters are common to all
bins in m(K+K−). The nuisance parameters within the fit are allowed to vary with
external constraints applied as described in Section 6.4. The correlation matrix
from this fit is shown in Figure 8.1 with a reduced correlation matrix of the key
physics parameters in Table 8.2.

The likelihood profiles corresponding to the key physics parameters are reviewed
in Appendix D. Most of the likelihood profiles are parabolic with a single well
defined minima, indicating that their uncertainty is Gaussian.

The likelihood profiles for δ‖ and the S-wave parameters FS and δS−⊥ are not
parabolic. Due to this, the statistical uncertainties quoted for these parameters
are asymmetric and are extracted using Minos as described in Section 6.2.2.

The results presented in Tables 8.1 and 8.2 have been published in Ref [12]. From
Table 8.2 it can be seen that there is only a small correlation between ∆Γs and φs,
however, there are larger correlations between Γs , ∆Γs and the decay amplitudes.

8.1.1 B0
s → J/ψ K+K− projections

The projections of the signal PDF onto the data are shown in Figure 8.2. This
figure shows the different decay time and angular distributions for the total PDF
and the sub-component CP-odd, CP-even and S-wave decay amplitudes.

In this figure the histograms corresponding to the signal dataset are constructed
using SWeights as described by the SPlot method in Section 5.2. The projected
PDF is then normalised to the signal yield of this weighted dataset.

Although the analysis is performed in the helicity basis rather than the transversity
(Section 2.5.3) the projections of the full PDF in both angular bases are shown.
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Parameter Fit result and statistical uncertainty
Γs 0.6631± 0.0048 [ ps−1]

∆Γs 0.100± 0.016 [ ps−1]
|A⊥(0)|2 0.24865± 0.0086

Key |A0 (0)|2 0.5211± 0.0061
Physics Parameters δ‖ 3.30 +0.13

−0.21 [ rad]
δ⊥ 3.07± 0.22 [ rad]

∆ms 17.669± 0.077 [ ps−1]
φs 0.067± 0.091 [ rad]
|λs| 0.943± 0.031

bin 1 FS 0.227 +0.081
−0.073

S-wave Parameters δS−⊥ 1.31 +0.78
−0.49 [ rad]

bin 2 FS 0.067 +0.030
−0.027

S-wave Parameters δS−⊥ 0.77 +0.38
−0.23 [ rad]

bin 3 FS 0.008 +0.014
−0.007

S-wave Parameters δS−⊥ 0.51 +1.40
−0.30 [ rad]

bin 4 FS 0.016 +0.012
−0.009

S-wave Parameters δS−⊥ –0.51 +0.21
−0.35 [ rad]

bin 5 FS 0.055 +0.027
−0.025

S-wave Parameters δS−⊥ –0.46 +0.18
−0.26 [ rad]

bin 6 FS 0.167 +0.043
−0.042

S-wave Parameters δS−⊥ –0.65 +0.18
−0.22 [ rad]

p0 (OS) 0.392± 0.008
p1 (OS) 1.000± 0.023

∆p0 (OS) 0.0111± 0.0034
p0 (SS) 0.355± 0.016

Nuisance Parameters p1 (SS) 1.030± 0.16
(Section 6.4) ∆p0 (SS) –0.019± 0.005

p0 (OS + SS) 0.005± 0.024
∆p0 (OS + SS) –0.011± 0.004

st 1.45± 0.06

Table 8.1: Central values and statistical uncertainties of the fitted parameters in
the B0

s → J/ψ K+K− analysis. Here the value of ∆ms is constrained
according to [65]. The central values of the Nuisance parameters are
consistent with the external constraints described in Section 6.4.
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Γs ∆Γs |A⊥(0)|2 |A0 (0)|2 δ‖ δ⊥ φs |λs|
[ ps−1] [ ps−1] [ rad] [ rad] [ rad]

Γs [ ps−1] 1.00 −0.39 0.37 −0.27 −0.09 −0.03 0.06 0.03
∆Γs [ ps−1] 1.00 −0.68 0.63 0.03 0.04 −0.04 0.00
|A⊥(0)|2 1.00 −0.58 −0.28 −0.09 0.08 −0.04
|A0 (0)|2 1.00 −0.02 −0.00 −0.05 0.02
δ‖ [ rad] 1.00 0.32 −0.03 0.05
δ⊥ [ rad] 1.00 0.28 0.00
φs [ rad] 1.00 0.04
|λs| 1.00

Table 8.2: Correlation matrix for key physics parameters.

Note that θK in the helicity basis is the same as ψtr in the transversity basis.

The discontinuities in the PDF function are related to the bin edges of the angular
acceptance histogram discussed in Section 4.7.1. These histograms are only used
when projecting the PDF over the dataset and don’t effect the numerical results
in Table 8.1 as described in Section 6.3.

In these projections, the total PDF, shown by the black line, agrees well with the
total distribution of decay time and angles. The red and green lines describe the
CP-even and CP-odd components of the full PDF and clearly have different decay
time and angular distributions. The small S-wave component in the dataset is
also shown within these projections as the blue line.

In order to asses the goodness of fit the data was binned into a 4D with a binning
of (4× 4× 4× 4) (time× cos θL× cos θK×φH) with a total of 256 bins across the
whole phase-space. The result of projecting the full PDF across these bins yields
χ2/nDoF = 1.03 with a probability of = 49.4%.

8.1.2 Fitting with ∆ms free

Although ∆ms is constrained within the full analysis using the result from Ref [65],
it is possible to independently measure this parameter using this decay channel.
In the expression for the decay rate of B0

s → J/ψ K+K−most terms including ∆ms

are multiplied by sinφs (Section 2.5). For small values of φs, determining ∆ms
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Figure 8.2: Projections of the Fit Results for B0
s → J/ψ K+K− showing the vari-

ous CP components of the fit. Black Line: Total PDF, Red Line: CP-
even P-wave component, Green Line: CP-odd P-wave component,
Blue Line: S-wave component. Discontinuities in the PDF functions
are due to the angular acceptance histograms (Section 4.7.1).
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Parameter Fit result and statistical uncertainty
Γs 0.6631± 0.0048 [ ps−1]

∆Γs 0.100± 0.016 [ ps−1]
|A⊥(0)|2 0.2488± 0.0088
|A0 (0)|2 0.5211± 0.0061

δ‖ 3.29 +0.13
−0.21 [ rad]

δ⊥ 3.13± 0.25 [ rad]
∆ms 17.71± 0.10 [ ps−1]
φs 0.080± 0.094 [ rad]
|λs| 0.945± 0.034

Table 8.3: Parameters that are significantly changed when performing a fit to
B0

s → J/ψ K+K−without an external constraint on ∆ms.

can therefore be difficult. However, terms describing the interference between the
decay amplitudes also contain factors of ∆ms which allows for this parameter to
be measured even when φs ≈ 0.

Removing the external constraint on ∆ms and repeating the analysis yields an
additional set of results. There is a small correlation between ∆ms and most
parameters in the canonical fit. For brevity, only the key physics parameters of
this fit are listed in Table 8.1. Only the values which differ by more than 10% of
the statistical uncertainty compared to the nominal fit (and ∆ms) appear in bold
in Table 8.3. The likelihood function for ∆ms is presented in Appendix D.2 and
is found to have a single well defined minima.

8.2 Systematic studies

Individual systematic uncertainties in this analysis are discussed in Sections 8.2.1–
8.2.11 and a summary of all uncertainties is given in Table 8.5.
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8.2.1 Combinatorial background

As previously described in Sections 5.2 and 6.3 the combinatorial backgrounds
are statistically removed from the fit to data through the use of SWeights.

These SWeights are calculated based on a fit to the m(J/ψ K+K−) distribution. As
such an additional uncertainty comes from propagating the statistical uncertainties
from this fit. To propagate this uncertainty the physics parameters in the fit to
m(J/ψ K+K−) are adjusted by one sigma and the SWeights are re-calculated.
Using these new SWeights the full analysis is repeated and the new physics results
are compared to the nominal fit results in Table 8.1. The systematic uncertainty
due to this effect is defined as the difference between the repeated and nominal
fit results.

In order to use the m(J/ψ K+K−) observable to calculate the SWeights it is
assumed that it is independent of the decay time and angular observable distri-
butions. To explore the effect of this assumption, the fit to the mass distribution
is repeated in different bins of decay time and angles. New sets of SWeights are
then calculated using these fit results and the full B0

s → J/ψ K+K− analysis is
re-performed for each new set of weights. The variance of the fit results due to
the new set of weights is defined as the systematic uncertainty and these are
summarised in Table 8.4.

8.2.2 Peaking backgrounds

Two possible sources of peaking backgrounds are considered in Section 5.3. The
contributions from these are found to be small compared to the signal dataset
and so these are ignored in the construction of likelihood fit.

Approximately 780± 170 B0 → J/ψK∗(892)0 events are found in the mass range
m(J/ψ K+K−) ∈ [5200, 5550] MeV/c2 as described in Section 5.3.1. This corre-
sponds to approximately 1.5% of the signal in the analysis as described in Sec-
tion 5.3.1. The uncertainty associated with ignoring this background is determined
by re-performing the fit to data with this B0→ J/ψK∗0 background statistically
removed. This background is removed by introducing B0→ J/ψK∗0 MC events
with negative weights such that they statistically cancel the background in the
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Parameter Decay time cos θK cos θµ φhel Total
uncertainty uncertainty uncertainty uncertainty uncertainty

Γs [ ps−1] 0.0013 0.0006 0.0038 0.0003 0.0041
∆Γs [ ps−1] 0.001 0.001 0.001 0.000 0.002
|A⊥(0)|2 0.00 0.00 0.00 0.00 0.00
|A0 (0)|2 0.0009 0.0005 0.0029 0.0002 0.0031
δ‖ [ rad] 0.01 0.01 0.03 0.00 0.03
δ⊥ [ rad] 0.01 0.01 0.02 0.00 0.02
φs [ rad] 0.001 0.001 0.002 0.000 0.003
|λs| 0.001 0.001 0.002 0.001 0.003

bin 1 FS 0.004 0.002 0.013 0.001 0.014
δS−⊥ [ rad] 0.01 0.01 0.02 0.01 0.03

bin 2 FS 0.001 0.001 0.003 0.001 0.003
δS−⊥ [ rad] 0.01 0.01 0.01 0.01 0.02

bin 3 FS 0.000 0.000 0.001 0.000 0.001
δS−⊥ [ rad] 0.0 0.0 0.0 0.0 0.0

bin 4 FS 0.000 0.001 0.001 0.000 0.002
δS−⊥ [ rad] 0.01 0.01 0.02 0.01 0.03

bin 5 FS 0.001 0.001 0.004 0.000 0.004
δS−⊥ [ rad] 0.00 0.00 0.01 0.00 0.01

bin 6 FS 0.001 0.002 0.006 0.001 0.006
δS−⊥ [ rad] 0.00 0.00 0.01 0.00 0.01

Table 8.4: Systematic uncertainties due to the possible correlation of
m(J/ψ K+K−) with the decay time and angular observables.
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dataset. The difference between these refitted results and the nominal results are
taken to be the associated uncertainty.

Using Ref [58], Section 5.3.2 predicts 12± 3 events from the B±c → B0
sX
± decay

contribute to this final state. Therefore no systematic uncertainty is assigned for
the B±c → B0

sX
± background contribution.

8.2.3 Angular acceptance

The inclusion of angular acceptance in the fit is discussed in Section 4.7.1. This
involves the use of angular acceptance weights in the PDF. The nominal angular
acceptance weights are calculated using the fully simulated MC as described
in Section 4.7.1. However, there is a known difference between the momenta
distributions of MC and data as shown in Figure 4.1. To determine the uncertainty
associated with this difference the angular acceptance weights are re-calculated
using re-weighted MC such that the kaon and B0

s momenta distributions agree.
(Re-weighting the MC such that the muon momenta agrees with data has no
observable effect.) The difference introduced by fitting with these new angular
acceptance weights is taken to be the systematic uncertainty.

Due to the fact that the full MC sample is only six times larger than the full
J/ψ K+K− dataset there is an associated statistical uncertainty on the angular
acceptance weights. This uncertainty is propagated to the full fit by generating
new angular acceptance weights with values fluctuated within their statistical
uncertainties. This fluctuation is done in a correlated way using a weight error
matrix. The fit is is then repeated using these new acceptance weights and the
differences between these values and the nominal fit results are taken as the
systematic uncertainty.

8.2.4 Decay time acceptance

The lower decay time acceptance is modelled using a histogram which describes
the acceptance function. This is described in detail in Section 4.7.2. Each bin in
this histogram has an associated statistical uncertainty as shown in Figure 4.5.
To propagate this uncertainty in the fit to data additional acceptance histograms
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are generated. The acceptance within each bin of the new histograms is floated
within the statistical uncertainty of the values from the nominal histogram. The
full analysis is repeated for each histogram and the systematic uncertainty is
extracted from the variance of the fit results. This systematic uncertainty in the
lower decay time acceptance only affects Γs and ∆Γs .

The upper decay time acceptance is incorporated in the fit through the use of the
β factor as described in Section 4.7.2. There is an uncertainty with this parameter
which propagates to a systematic uncertainty only on Γs of 4.0× 10−3 ps−1.

8.2.5 Nuisance CP asymmetries

This analysis is potentially susceptible to the effects of nuisance CP-asymmetries.
By construction, any possible asymmetry between the decay of B0

s and B0
s is

modelled in the likelihood fit through the parameter |λs|. The interpretation of
|λs| as the magnitude of the CP violation relies on the description of all other
asymmetries within the fit to data. Other possible asymmetries include differences
in the production or tagging of the two flavours of B0

s mesons.

Separate tagging calibrations are used for B0
s and B0

s as described in Section 4.8.3.
The asymmetry between the tagging efficiencies has been found to be small. In
addition to this a different normalisation is used for each tagging decision in the
fit. The mistag calibration is floated with a Gaussian constraint incorporating
its systematic uncertainty. Because of this, any systematic uncertainty from this
source is already included within the statistical uncertainties. Simulations show
that the effect of a small asymmetry in production has a negligible effect on the
fit and so no systematic uncertainty is assigned.
8.2.6 CS−P factors

The CS−P factors used in the analysis are described in Section 6.5. These are
calculated under the assumption the line-shape of the S-wave across the m(K+K−)
range is flat. As a cross-check these parameters are re-calculated using a Flatté
function [79] to describe the S-wave strong phase. Repeating the fit to data
with these new factors is found to only effect the measured values of δS−⊥ by
approximately 10% of the statistical uncertainty in each of the six m(K+K−) bins,
which is taken as the systematic uncertainty.
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8.2.7 Fit bias

To explore any possible biases in the fit MC datasets are generated using the same
PDF1 function which is fit to data. These datasets can then be fit to and the
distribution of extracted fit results and errors in each parameter can be explored.
Each dataset is constructed to contain 24,500 events and the sensitivities are
scaled to the sensitivities expected for 28,000 events to make the comparisons to
data easier. The resulting distributions from performing 1,000 fits to MC data are
presented in Appendix F. The majority of these parameters are well behaved with
Gaussian distributions centred at their generated value and with uncertainties
matching the results from data. However, both |A⊥(0)|2 and δ‖ are found to
have an approximate 10% bias, compared to their generated value. A systematic
uncertainty of 0.0010 is also conservatively assigned to |A⊥(0)|2, based on the
result of this study. The δ‖ parameter has a central value close to a secondary
minima, due to this the uncertainty is asymmetric and is described using a range.
As δ‖ is known to have a non parabolic likelihood no systematic bias is assigned to
this parameter. The S-wave fractions (FS) and phases (δS−⊥) are also observed to
have significant fit biases and so these are taken to be a conservative systematic
uncertainty on these parameters. All of these biases have been observed to vanish
when fitting with much larger MC datasets.

8.2.8 Momentum and length scale

The measurements of the momentum scale and decay length of candidates at
LHCb both have a small associated uncertainty of 0.020%. The uncertainty in the
decay length propagates to a systematic uncertainty on Γs and ∆Γs of 0.0009 ps−1

and 0.0002 ps−1 respectively. This is a relatively small uncertainty on Γs and is
negligible for ∆Γs . The uncertainty in the momentum scale effects both the
reconstructed B0

s momentum and mass values and the effect largely cancels when
calculating the decay time. Due to this there is no systematic effect associated
with the momentum uncertainty in the fit.

1The PDF is evaluated using the same physics parameters obtained from fitting to data.
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8.2.9 Decay time resolution offset

In Section 4.6 the decay time resolution of prompt events is described by a Gaus-
sian function, this Gaussian has an associated offset of ≈ −4 fs. When performing
a per-event fit to data the fit is performed using an offset of 0 fs. The effect of this
difference is calculated by re-performing the full analysis with all events having
a decay time offset of +4 fs applied. The difference between this fit result and
the nominal fit is taken as the systematic uncertainty. A series of MC fits were
performed to verify this uncertainty. These MC datasets were generated using
nominal fit conditions and the same physics parameters found in data. These
datasets were then fit to before and after an offset of −4 fs was applied. The
bias introduced in fitting with and without these offsets is compatible with the
observed bias introduced when fitting to data with a +4 fs correction applied.

8.2.10 Total systematic uncertainties

The final set of all of the systematic uncertainties are listed in Tables 8.5 (a), (b)
and (c). Table 8.5 (a) contains the breakdown and total systematic uncertainties
on the key physics parameters. Table 8.5 (b) contains the systematic uncertainties
on the measurement of FS in each bin of m(K+K−). Table 8.5 (c) contains the
systematic uncertainties on δS−⊥ in each of the m(K+K−) bins.

8.2.11 Free ∆ms systematics

The dominant source of systematic uncertainty for ∆ms comes from the uncer-
tainty in length and momentum scales. Adding these contributions in quadrature
produces a systematic uncertainty of ± 0.005 ps−1. Repeating the full fit to data
ignoring the effects of decay time and angular acceptances as well as the finite
time resolution yields a maximum systematic uncertainty of ± 0.01 ps−1. Half of
this value is taken as a conservative systematic uncertainty. Adding both of these
sources in quadrature yields a systematic uncertainty of ± 0.007 ps−1.
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Source Γs ∆Γs |A⊥(0)|2 |A0 (0)|2 δ‖ δ⊥ φs |λs|[
ps−1] [

ps−1] [ rad] [ rad] [ rad]

Stat. uncertainty 0.0048 0.016 0.0086 0.0061 +0.13
−0.21 0.22 0.091 0.031

Background subtraction 0.0041 0.002 – 0.0031 0.03 0.02 0.003 0.003
B0→ J/ψK∗0 background – 0.001 0.0030 0.0001 0.01 0.02 0.004 0.005
Ang. acc. re-weighting 0.0007 – 0.0052 0.0091 0.07 0.05 0.003 0.020
Ang. acc. statistical 0.0002 – 0.0020 0.0010 0.03 0.04 0.007 0.006
Lower decay time acc. model 0.0023 0.002 – – – – – –
Upper decay time acc. model 0.0040 – – – – – – –
Length and mom. scales 0.0002 – – – – – – –
Fit bias – – 0.0010 – – – – –
Decay time resolution offset – – – – – 0.04 0.006 –
Quadratic sum of syst. 0.0063 0.003 0.0064 0.0097 0.08 0.08 0.011 0.022
Total uncertainties 0.0079 0.016 0.0107 0.0114 +0.15

−0.23 0.23 0.092 0.038

(a) Statistical and systematic uncertainties for key physics parameters.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6
FS FS FS FS FS FS

Stat. uncertainty +0.081
−0.073

+0.030
−0.027

+0.014
−0.007

+0.012
−0.009

+0.027
−0.025

+0.043
−0.042

Background subtraction 0.014 0.003 0.001 0.002 0.004 0.006
B0→ J/ψK∗0 background 0.010 0.006 0.001 0.001 0.002 0.018
Angular acc. re-weighting 0.004 0.006 0.004 0.005 0.006 0.007
Angular acc. statistical 0.003 0.003 0.002 0.001 0.003 0.004
Fit bias 0.009 – 0.002 0.002 0.001 0.001
Quadratic sum of syst. 0.020 0.009 0.005 0.006 0.008 0.021
Total uncertainties +0.083

−0.076
+0.031
−0.029

+0.015
−0.009

+0.013
−0.011

+0.028
−0.026

+0.048
−0.047

(b) Statistical and systematic uncertainties for FS for each m
(
K+K−

)
bin.

Source bin 1 bin 2 bin 3 bin 4 bin 5 bin 6
δS−⊥ δS−⊥ δS−⊥ δS−⊥ δS−⊥ δS−⊥

[ rad] [ rad] [ rad] [ rad] [ rad] [ rad]

Stat. uncertainty +0.78
−0.49

+0.38
−0.23

+1.40
−0.30

+0.21
−0.35

+0.18
−0.26

+0.18
−0.22

Background subtraction 0.03 0.02 – 0.03 0.01 0.01
B0→ J/ψK∗0 background 0.08 0.04 0.08 0.01 0.01 0.05
Angular acc. re-weighting 0.02 0.03 0.12 0.13 0.03 0.01
Angular acc. statistical 0.033 0.023 0.067 0.036 0.019 0.015
Fit bias 0.005 0.043 0.112 0.049 0.022 0.016
CS−P factors 0.007 0.028 0.049 0.025 0.021 0.020
Quadratic sum of syst. 0.09 0.08 0.20 0.15 0.05 0.06
Total uncertainties +0.79

−0.50
+0.39
−0.24

+1.41
−0.36

+0.26
−0.38

+0.19
−0.26

+0.19
−0.23

(c) Statistical and systematic uncertainties for δS−⊥ in each m
(
K+K−

)
bin.

Table 8.5: Table of systematic uncertainties for: (a) B0
s → J/ψ K+K− P-wave

physics parameters (b) S-wave fractions FS (c) Strong phase differ-
ences δS−⊥.
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Parameter Value± stat± syst
Γs [ ps−1] 0.663± 0.005± 0.006
∆Γs [ ps−1] 0.100± 0.016± 0.003
|A⊥(0)|2 0.249± 0.009± 0.006
|A0 (0)|2 0.521± 0.006± 0.010
δ‖ [ rad] 3.30 +0.13

−0.21± 0.08
δ⊥ [ rad] 3.07± 0.22± 0.07
φs [ rad] 0.07± 0.09± 0.01
|λs| 0.94± 0.03± 0.02

Table 8.6: Final set of results for B0
s → J/ψ K+K−. The central values and sta-

tistical uncertainties in this table are the same as in Table 8.1.

8.3 Final B0
s → J/ψ K+K− results

The final measurement of the key physics parameters in the fit to B0
s → J/ψ K+K−,

including the statistical and systematic uncertainties are presented in Table 8.6.

Previous analyses have shown that ∆Γs and φs are highly correlated parameters
for analyses using small datasets. This is not the case in this analysis as shown in
the correlation matrix in Table 8.2. Figure 8.3 shows the likelihood profile corre-
sponding to the solution ∆Γs > 0. This figure shows the contours corresponding
to confidence limits of 68%, 90% and 95% with the standard model expected value
shown as a black point with 1σ uncertainties. The contours in here only include
the statistical uncertainties on each parameter. It can be seen from Figure 8.3 that
the minima from this analysis is consistent with the standard model expectation
of φsSM = −0.036± 0.002 rad [19] ∆Γs

SM = 0.082± 0.021 ps−1 [21–23].
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Figure 8.3: Two-dimensional profile likelihood in (∆Γs , φs) plane [12]. The
Standard Model expectation is shown as a black point with un-
certainties and corresponds to φs

SM = −0.036± 0.002 rad [19],
∆Γs

SM = 0.082± 0.021 ps−1 [21–23].
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8.4 ∆Γs sign resolution

Section 6.1 describes how the B0
s → J/ψ K+K− PDF is invariant under the trans-

form of equation 6.3 giving rise to two degenerate results which have different
signs of ∆Γs . As previously discussed in Section 6.5 the nominal fit to data is
performed in six bins of m(K+K−). Performing this analysis in six bins allows
the variation of the strong phase difference δS−⊥

1 to be determined. This was first
implemented in Ref [67].

The numerical fit results for the second minima in the B0
s → J/ψ K+K− analysis

correspond to the results in Table 8.1 with the application of the transform in
equation 6.3.

The results of the strong phase difference in the six m(K+K−) bins are shown in
Figure 8.4. The total uncertainties in this plot are defined as the quadrature sum
of both the statistical and systematic uncertainties in Tables 8.1 and 8.5.

The expected behaviour of the S-wave and P-wave strong phases are shown in
Figure 6.1. From this the strong phase difference of the physical solution is ex-
pected to decrease across the m(K+K−) range. In Figure 8.4 the blue points
correspond to the solution where ∆Γs > 0 and the red points where ∆Γs < 0.
With the physical solution corresponds to the set of points with a decreasing trend
across m(K+K−), the ambiguity is resolved such that ∆Γs is positive. This is in
agreement with the observed result from the previous analysis in Ref [67].

As described in Section 6.6, the difference between the strong phases shown in
Figure 8.4. Using the values of δ⊥from the fit to data (Table 8.1) and averaging over
the six bins the S-wave strong phase is calculated to be δS = 1.7+0.3

−0.2 [ rad, ] under
the approximation that the phase is constant across m(K+K−). The difference
between the phases in bins 1 and 6 in Figure 8.4 is approximately π [ rad] when
the variation of θSP in included. This corresponds to the phase change of the
P-wave across the φ resonance.

1It is also possible to study the δS − δ‖ phase difference, however, the phase difference δS − δ⊥
has a smaller uncertainty.
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Figure 8.4: Variation of strong phase difference across m(K+K−) for the two
possible solutions from the analysis of B0

s → J/ψ K+K− [12]. Blue
Points: Solution corresponding to ∆Γs > 0. Red Points: Solution
corresponding to ∆Γs < 0. Total uncertainties include the quadra-
ture sum of the statistical and systematic uncertainties δS−⊥ results.
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8.5 Inclusion of B0
s → J/ψ π+π−

The decay of B0
s mesons to the final state of J/ψ h+h− is described in Section 2.5

with the leading order Feynman diagrams given in Figure 2.5. In addition to the
final state of J/ψ K+K−, which has been discussed earlier, the final state J/ψ π+π−

is also possible. A measurement of φs in the channel of of B0
s → J/ψ π+π− using

1.0 fb−1 of data at LHCb has previously been published in Ref [78]. The results
from this analysis have been superseded with more updated results published
in Ref [12]. Using a combination of the B0

s → J/ψ K+K− and B0
s → J/ψ π+π−

analyses it is possible to make a more precise measurement of φs, Γs and ∆Γs , as
will be described below.

Although the B0
s → J/ψ π+π− analysis was originally performed by other groups,

the results have been reproduced as part of this thesis as required to perform the
combined measurement between the decay channels.

8.5.1 Fit to only B0
s → J/ψ π+π−

One of the important results from the analysis of Ref [78] is that, in the range
m(π+π−) ∈ [775, 1550] MeV/c2, 97.7% of the signal is in a CP-odd final state at
95% C.L. From this result the B0

s → J/ψ π+π− dataset is taken to be composed
of an entirely CP-odd component. Because of this, there is no need to perform an
angular analysis to separate the final states and the B0

s → J/ψ π+π− cross-section
is described only by term h7 (t) in Table 2.3.

The analysis of B0
s → J/ψ π+π− is unable to simultaneously determine the values

of Γs and ∆Γs by itself. Therefore, the measurements and correlation of Γs and
∆Γs are used from from Tables 8.1 and 8.2. The value of φs from this updated
B0

s → J/ψ π+π− analysis alone is,

φs = −0.14+0.17
−0.16± 0.01 rad . (8.1)

The systematic uncertainty on this measurement of φs is calculated in the same
way as described in the published B0

s → J/ψ π+π− analysis [78].
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Parameter Value± stat± syst
Γs [ ps−1 ] 0.661± 0.004± 0.006
∆Γs [ ps−1 ] 0.106± 0.011± 0.007
|A⊥(0)|2 0.246± 0.007± 0.006
|A0 (0)|2 0.523± 0.005± 0.010
δ‖ [rad] 3.32 +0.13

−0.21± 0.08
δ⊥ [rad] 3.04± 0.20± 0.07
φs [rad] 0.01± 0.07± 0.01
|λs| 0.93± 0.03± 0.02

Table 8.7: Key physics parameters measured for the combined analysis of B0
s →

J/ψ K+K− and B0
s → J/ψ π+π− decay channels.

8.5.2 Combined results for B0
s → J/ψ h+h−

As these two independent analyses provide independent constraints on φs it is
possible to use the two channels to provide a combined constraint on these parame-
ters. This is performed by adding the NLL fit functions from the B0

s → J/ψ K+K−

and B0
s → J/ψ π+π− analyses and performing a simultaneous fit of the combined

likelihood to the two datasets.

The final combined results from performing a simultaneous fit to to both B0
s →

J/ψ K+K− and B0
s → J/ψ π+π− are shown in Table 8.7, with the correlation ma-

trix given in Table 8.8. Due to the background model in B0
s → J/ψ π+π− and

variations in the decay time acceptance, the combined analysis includes addi-
tional systematic uncertainties of 0.001 ps−1 on Γs and 0.006 ps−1 on ∆Γs . The
systematic uncertainties on all other parameters are unaffected.

In Table 8.8 it can be seen that the correlation between Γs and ∆Γs is reduced
compared to just the B0

s → J/ψ K+K− analysis. This is largely due to the addition
of the CP-odd component from B0

s → J/ψ π+π− which allows for the different CP
eigenstates to be more clearly resolved.
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Γs ∆Γs |A0 (0)|2 |A⊥(0)|2 δ‖ δ⊥ φs |λs|
[ ps−1 ] [ ps−1 ] [rad] [rad] [rad]

Γs [ ps−1 ] 1.00 0.10 0.08 0.03 −0.08 −0.04 0.01 0.00
∆Γs [ ps−1 ] 1.00 −0.49 0.47 0.00 0.00 0.00 −0.01
|A⊥(0)|2 1.00 −0.40 −0.37 −0.14 0.02 −0.05
|A0 (0)|2 1.00 −0.05 −0.03 −0.01 0.01
δ‖ [rad] 1.00 0.39 −0.01 0.13
δ⊥ [rad] 1.00 0.21 0.03
φs [rad] 1.00 0.06
|λs| 1.00

Table 8.8: Correlation matrix for the combined analysis of B0
s → J/ψ K+K− and

B0
s → J/ψ π+π− decay channels.



“An expert is a person who has made all the mistakes that can be
made in a very narrow field.“

Niels Bohr

9
Complimentary Decay Time

Studies
In Chapter 8 the results of the main analysis of this thesis, the fit to B0

s →
J/ψ K+K−, have been presented. The results in Chapter 8 include, among other
physics parameters, the average B0

s decay width (Γs ) and width splitting between
the mass eigenstates (∆Γs ) using the full B0

s → J/ψ K+K−decay rate (Section 2.5).

In this final chapter two complementary and more “visual” ways to view the
lifetime information in the data are used. One such piece of information is the
effective decay time τeff . This is defined as the decay time obtained by fitting
a single exponential function to the whole dataset. Because the final state is
composed of different short and long lived components the effective decay time is
related to the average decay width, Γs , and splitting, ∆Γs . A fit to measure this
quantity is described in Section 9.1, and forms a simple qualitative cross-check of
the full B0

s → J/ψ K+K− analysis.

The values of Γs and ∆Γs are related to the decay widths of the individual mass
eigenstates, ΓH and ΓL, as described in Appendix A.2. Using an angular moment
analysis (Ref [80]) is it also possible to measure these decay widths separately.
Another complementary analysis using this technique is described in Section 9.3.
The values of Γs and ∆Γs can then be calculated, which provides an additional
cross check of the full B0

s → J/ψ K+K− analysis.
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9.1 Effective decay time study

Using the total 1.0 fb−1 dataset from the B0
s → J/ψ K+K− selection it is possible

to fit a single exponential function to the decay time distribution. The result from
this fit is to measure the effective decay time τeff = 1/Γeff .

The expected value for τeff of the dataset relies on knowledge of the average decay
width, Γs , the decay width splitting, ∆Γs , and the amplitudes of the different CP
eigenstates. This relation is described in Ref [81] and given below,

1
Γeff

= τeff = τBs

1
1− y2

s

(
1 + 2Af

∆Γsys + y2
s

1 + Af
∆Γs ys

)
, (9.1)

Where: ys = ∆Γs

2Γs
, and, Af

∆Γs = 2 |ACP−odd (0)|2 − 1 .

Here, |ACP−odd (t = 0)|2, is the amplitude of the CP-odd component within the
dataset. This is defined as,

|ACP−odd (0)|2 = |A⊥(0)|2 + |AS (0)|2

1 + |AS (0)|2
. (9.2)

The effective lifetime is extracted using an SFit strategy (Section 6.3) using the
same SWeights as in the B0

s → J/ψ K+K− analysis. The PDF used to extract the
effective decay time from the dataset is defined as,

PDF (t|σt; τeff , st) =

[
e−( t/τeff ) ⊗R (t|σt; st)

]
× ε (t)∫

dt
[
e−( t/τeff ) ⊗R (t|σt; st)

]
× ε (t)

. (9.3)

The decay time efficiency function ε (t) incorporates the effect of lower decay time
acceptance into the fit as described in Section 4.7.2. This study ignores the effect
of the upper decay time acceptance.

The numerical results from the fit to the effective decay time are summarised in
Table 9.1. The final projection of the fit of the single exponential to data is shown
in Figure 9.1. The measured and expected values for τeff are in good agreement.
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τeff [ ps] Γeff [ ps−1]
Measured 1.457± 0.009 0.686± 0.004
Expected* 1.456± 0.006 0.685± 0.003

Table 9.1: A comparison between expected and measured effective decay time
τeff (Γeff = 1/τeff ). The expected effective decay time is calculated
using equation 9.1 with: Γs = 0.6715± 0.0048 ps−1(Ignoring upper
decay time acceptance.), ∆Γs = 0.100± 0.016 ps−1 , |ACP−odd (0)|2 =
0.285± 0.001. * These are conservative errors which don’t account
for parameter correlations.
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Figure 9.1: Projection of the single exponential effective decay time fit result
from the SWeighted fit to the B0

s → J/ψ K+K− data.
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This is a useful qualitative cross check that a simple fit is consistent with the
information found in the more complex fits of the thesis. The χ2/nDoF = 1.9
with a probability of < 1% this is believed to be in part due to approximating
the distribution containing 2 lifetimes with a single effective lifetime.

9.2 Angular moment weights

The individual time distributions that correspond to the high and low mas eigen-
states can be constructed using orthonormal functions of the angular distribution
of the data to extract the different decay widths ΓH and ΓL.

For convenience, and to be consistent with the method described in Ref [80], this
analysis ignores the contribution of the small S-wave component1 in the fit and
all calculations are performed in the transversity angular basis (Section 2.5.3).

The simplest form of the full B0
s → J/ψ K+K− decay rate which allows for angular

moments to be used is the one-angular differential decay rate [80, 82]. This decay
rate only describes the distribution of events in θtr and decay time,

dΓ′ (t, θtr)
dtdθtr

=
2∑
k

hk
′(t)fk ′(θtr) , (9.4)

where: hk ′ (t) = Nk
′e−Γkt .

Here the decay time distributions are described by hk ′ (t) and the angular distri-
butions are described by fk ′ (θtr), both of these terms fully expanded in Table 9.2.
This form of the decay rate is constructed under the assumption of no CP violation
being present in the dataset, i.e. φs = 0 and |λs| = 1. This table shows that the
decay is therefore approximated by two different mass eigenstates with different
angular distributions and different decay widths.

Using angular moment functions, ωj (θtr), defined in Ref [80] and presented in
Table 9.3, it is possible to integrate over the angular distribution and extract
each of the individual terms in Table 9.2. The weights ωj (θtr) in Table 9.3 are
orthonormal to the angular distributions of the ΓH and ΓL components shown in

1The S-wave across the whole dataset corresponds to FS ≈ 4%. This is calculated using a
weighted average over all six bins in m(K+K−).
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k fk
′(θtr) Nk

′ e−Γkt

1 3
8 (1 + cos2 θtr) |A0 (0)|2 +

∣∣∣A‖ (0)
∣∣∣2 e−ΓHt

2 3
4 sin2 θtr |A⊥(0)|2 e−ΓLt

Table 9.2: 1-angular form of the B0
s → J/ψ K+K− decay rate [80], [82], where

fk
′(θtr) and hk ′ (t) = Nk

′e−Γkt are terms in equation 9.4.

k j fk
′(θtr) ωj (θtr) I

1 1 3
8 (1 + cos2 θtr) (5 cos2 θtr − 1) 1

1 2 3
8 (1 + cos2 θtr) (2− 5 cos2 θtr) 0

2 1 3
4 sin2 θtr (5 cos2 θtr − 1) 0

2 2 3
4 sin2 θtr (2− 5 cos2 θtr) 1

Table 9.3: The appropriate projection operators ωj (θtr) which satisfy the con-
dition: I =

∫ +1

−1
dcos θtr ωj (θtr) fk ′ (θtr) = δjk [80].

Table 9.2. The integral I, over the product of the angular moment functions and
the angular distributions extracts only one of the decay time components for each
weight function,

I =
∫ +1

−1
dcos θtr ωj (θtr) fk ′ (θtr)hk ′ (t) = δjk hk

′ (t) . (9.5)

Figures 9.2 and 9.3 show the decay time projections where the datapoints cor-
respond to the datasets weighted using ω1 (θtr) and ω2 (θtr) respectively. The
long lived signal components are clearly visible in addition to the short lived
background events.

Figures 9.4 and 9.5 show the mass projections where again the datapoints corre-
spond to the weighted datasets using the angular moment functions ω1 (θtr) and
ω2 (θtr) respectively.

When fitting to data, the integral I is approximated by summing over the per-event
angular moment weights for all events in the dataset.



Chapter 9. Complimentary Decay Time Studies 148

Figure 9.2: Decay time projection of the fit to the dataset weighted using ω1 (θtr)
to determine ΓH. The Red line corresponds to the signal component,
the Green line the background and the black line the PDF total.

Figure 9.3: Decay time projection of the fit to the dataset weighted using ω2 (θtr)
to determine ΓL. The Red line corresponds to the signal component,
the Green line the background and the black line the PDF total.
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Figure 9.4: Mass projection of the fit to the dataset weighted using ω1 (θtr) to
determine ΓH. The Red line corresponds to the signal component,
the Green line the background and the black line the PDF total.

Figure 9.5: Mass projection of the fit to the dataset weighted using ω2 (θtr) to
determine ΓL. The Red line corresponds to the signal component,
the Green line the background and the black line the PDF total.
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9.3 Fitting to the Projections

The PDF used to fit to the projected data in Figures 9.2, 9.3, 9.4 and 9.5 describes
both the signal and background components in decay time and mass,

PDF
(
t,m; ~P

)
= fS

S
(
t,m; ~P

)
∫
dt dm S

(
t,m; ~P

) + (1− fS)
B
(
t,m; ~P

)
∫
dt dm B

(
t,m; ~P

) ,

(9.6)
where:

fS = Signal Fraction ,

S (t,m) =
[
e− (t/τ ) ⊗R (t|σt; st) × εt

(
t
)]
×S (m) ,

B (t,m) =
([
fLL1 e

−ΓLL1t + (1− fLL1) e−ΓLL2t
]
⊗R (t|σt; st) × εt

(
t
))
×B (m) .

Here the PDF
(
t,m; ~P

)
is composed of the sum of two PDFs describing the

signal, S (t,m), and background, B (t,m), species within the dataset. The signal
species is described by a single exponential function in time multiplied by the
mass signal PDF S (m) (a double Gaussian function). The signal decay width is
either ΓH or ΓL depending upon which projection is being fit. The background
species is described by two decay time exponentials (for the short and long lived
background components), multiplied by the exponential background in mass B (m)
(Section 5.1).

The time resolution function R (t, σt) and decay time acceptance εt (t) are the
same as used in the B0

s → J/ψ K+K−analysis (Section 6.1). To be compatible with
the other results in this thesis there are six separate mass background models,
one for each of the 6 bins in m(K+K−) as described in Section 6.5.1.

The numerical results from the weighted fits to equation 9.6 are given in Table 9.4.
Here, the precision of the expected values from the B0

s → J/ψ K+K− analysis is
expected to be better as this analysis makes use of more information when fitting
to data. The expected values are calculated using the values, uncertainties and
correlations for Γs and ∆Γs quoted in Chapter 8. The corresponding decay time
projections for ΓH and ΓL are shown in Figures 9.2 and 9.3 respectively.
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B0
s → J/ψ K+K−Analysis:

ΓH [ ps−1] ΓL [ ps−1]

Γ∗H = 0.622± 0.010 Γ∗L = 0.722± 0.009

Angular Moment Analysis:

ΓH [ ps−1] ΓL [ ps−1]

Γ∗H = 0.627± 0.018 Γ∗L = 0.721± 0.011

Table 9.4: Table comparing the expected vs the measured decay time of
the different mass eigenstates from data. The expected decay
times are calculated using: Γs

∗ = 0.6715± 0.0048 ps−1, ∆Γs =
0.100± 0.016 ps−1, ρ (Γs ,∆Γs ) = −0.36. (∗ Here the measured de-
cay width has not been corrected for the effect of upper decay time
acceptance.)

The χ2/nDoF values from these fits are χ2/nDoF (ΓH) = 2.1 and χ2/nDoF (ΓL) =
1.9, both with probabilities of< 1× 10−5. One of the reasons for the poor fit quality
of fit is due to the unknown effect of angular weights on the backgrounds in the
dataset. Additionally the poor fit quality is partially due to the fact that the
angular moments are used to statistically subtract a large number of events from
the dataset. This removal of a large number of events potantially amplifies the
effect of statistical fluctuations. These values for χ2/nDoF suggest that the errors
presented in Figures 9.2 and 9.3 are potentially underestimated, as well as the
results presented in Table 9.4.

The equivalent measurements of ∆Γs and Γs using the angular moment analysis
are quoted in Table G.3. Here the uncertainties are calculated using the values
in Table 9.4 in combination with the correlation factor ρ (ΓH,ΓL) = −0.789 cal-
culated from MC datasets as described in Appendix G.2. There is a very good
agreement between the angular moment analysis and the B0

s → J/ψ K+K− analy-
sis which is further qualitative evidence that the measurements from the complex
analysis in this thesis are correct.
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B0
s → J/ψ K+K−Analysis:

Γs [ ps−1] ∆Γs [ ps−1]

Γs = 0.6631± 0.0048 ∆Γs = 0.100± 0.016

Angular Moment Analysis:

Γs [ ps−1] ∆Γs [ ps−1]

Γs = 0.6661± 0.0050 ∆Γs = 0.094± 0.025

Table 9.5: This is a comparison between the results from the full analysis and
the measurements of Γs and ∆Γs extracted from angular moment
fits. The uncertainties quoted here are statistical only.



“If you torture the data enough, nature will always confess.”

Ronald Coase

10
Summary of Results and Outlook
The analysis of B0

s → J/ψ K+K−makes use of 1.0 fb−1 of data collected by LHCb
during 2011 and contains≈ 27, 600 signal events. The results from this full analysis
represent the single most precise measurement φs, Γs and ∆Γs ,

φs = 0.07 ± 0.09 (stat) ± 0.01 (syst) rad

Γs = 0.663± 0.005 (stat) ± 0.006 (syst) ps−1,

∆Γs = 0.100± 0.016 (stat) ± 0.003 (syst) ps−1. (10.1)

The B0
s → J/ψ K+K−analysis is also able to perform an independent measurement

of ∆ms = 17.70± 0.10± 0.01 ps−1. Combining this analysis with that of B0
s →

J/ψ π+π− improves the statistical precision of the results,

φs = 0.01 ± 0.07 (stat) ± 0.01 (syst) rad

Γs = 0.661± 0.004 (stat) ± 0.006 (syst) ps−1,

∆Γs = 0.106± 0.011 (stat) ± 0.007 (syst) ps−1. (10.2)

These results are the most precise measurement to date and are in agreement with
Standard Model predictions. This result and other independent measurements of
φs and ∆Γs made by different analyses are shown in Figure 10.1. In this figure
the global average (shown in grey) calculated by the HFAG [83] is in agreement
with the Standard Model predictions. In this figure it can be seen that the global
average is dominated by the LHCb measurement described in this thesis.
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Figure 10.1: HFAG [83] combined measurement of ∆Γs and φs as of April
2013 [84]. This result includes independent measurements from
DØ [10], CDF [85], ATLAS [86] and LHCb [12]. The outlined re-
gions correspond to the 68% Confidence Limit (CL) from each
measurement and the grey region corresponds to the combined
68% CL.

In addition to the measurements from the B0
s → J/ψ K+K−analysis, measurements

of Γs and ∆Γs have been presented from an angular moment analysis and these
results are shown below,

Γs (AngularMoment) = 0.666± 0.005 ps−1

∆Γs (AngularMoment) = 0.094± 0.025 ps−1 (10.3)

These results are in good agreement with those from the full B0
s → J/ψ K+K−

analysis and give qualitative support that the results from the more complex
analysis are correct.

10.1 Constraints on new physics

New physics beyond the Standard Model can potentially modify the measured
value of φs from the prediction in Section 2.3. It is expected that new physics will
most likely modify φs through modifications to the weak mixing phase φM. This
could occur due to new particles contributing to the B0

s mixing Feynman diagram
in Figure 2.4. The matrix, R describing the evolution of these states is defined
as,
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R = M− i

2Γ =

M11 M12

M∗
12 M22

− i

2

Γ11 Γ12

Γ∗12 Γ22

 . (10.4)

Here, the weak mixing phase is defined as φM = arg (M12). Modifications to φM
can be described in a model independent way using a complex scale factor ∆s,

M12 =MSM
12 ·∆s = |∆s|MSM

12 e−φ∆s . (10.5)

Here ∆s is related to the scale of the new physics effects expressed in terms of its
magnitude |∆s| and associated complex phase φ∆s . The StandardModel prediction
for this quantity is therefore |∆s| = 1, φ∆s = 0. The recent measurement places
strong constraints on new physics contributions to φs. The constraints on ∆s as
calculated by the CKMFitter group [87] are shown in Figure 10.2 which covers
the complex plane of <e (∆s) vs =m (∆s).

Here the solid shaded ranges correspond to 68% Confidence Limits (CL) from
various analyses, with the constraint from the recent φs measurements indicated in
solid blue. The red dashed region indicates the combined 68% CL region from all
of the analyses, this is compatible with the Standard Model expectation. The con-
tribution of any new physics to B0

s mixing must be small in order to be compatible
with the measurements made of CP violation within this process.

10.2 Outlook

Throughout 2012 the LHCb experiment collected an additional 2.2 fb−1 of data
which is currently being analysed. From this, a combined fit using the 2011+2012
datasets is expected to have a statistical uncertainty on φs of≈ 0.04 rad, improving
on the current best measurement. The LHCb experiment is to be upgraded in
2018 and is expected to collect 50 fb−1 of data throughout the upgraded run. The
analysis of B0

s → J/ψ K+K−with this dataset is expected to achieve a statistical
sensitivity on the measurement of φs of 0.008 rad. As the theoretical precision
on φs is 0.003 rad [19], a measurement made using the 50 fb−1 of data from the
upgrade will place a very strong constraint on the effects of new physics.
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A
Time Evolution of States

This appendix describes the time evolution of a neutral B meson state composed
to two eigenstates with different lifetimes.

A.1 Mass and lifetime splitting

The general equation describing the time evolution of two states is given in A.1.
From this it is possible to relate the mass and lifetime splitting in terms of elements
within the given matrices.

R = M− i

2Γ =

R11 R12

R21 R22

 .

R =

M11 M12

M21 M22

− i

2

Γ11 Γ12

Γ21 Γ22

 =

 M− i
2Γ M12 − i

2Γ12

M∗
12 − i

2Γ∗12 M− i
2Γ

 . (A.1)

First the eigenstates of A.1 are calculated making use of the relation R− λ1 = 0.
From this it is possible to construct equation A.2.

λ± =
(
M − i

2Γ
)
±
√(
M12 −

i

2Γ12

)(
M∗

12 −
i

2Γ∗12

)
. (A.2)

Defining the eigenstates to take the form of A.3, makes it clear that collecting the
real and imaginary terms gives the definitions given in A.4.
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λH =
(
M + ∆M

2

)
+ i

2

(
Γ + ∆Γ

2

)
, λL =

(
M − ∆M

2

)
+ i

2

(
Γ− ∆Γ

2

)
. (A.3)

∆M = 2<e
√(
M12 −

i

2Γ12

)(
M∗

12 −
i

2Γ∗12

)
= MH −ML ,

∆Γ = 4=m
√(
M12 −

i

2Γ12

)(
M∗

12 −
i

2Γ∗12

)
= ΓL − ΓH

Γ = ΓL + ΓH

2 . (A.4)

Using the eigenstates given in equation A.2 and solving the eigenstate problem
in equation A.5 the fraction p

q
is defined as in equation A.6.R11 R12

R21 R22


p
q

 = λ±

p
q

 . (A.5)

q

p
=

√√√√√√√M
∗
12 −

i

2Γ∗12

M12 −
i

2Γ12

. (A.6)

A.2 Time evolution of neutral B mesons

By definition the CP eigenstates of neutral B mesons are composed of two different
flavour mesons as defined in A.7.

|BH〉 = p|B〉+ q|B〉 |BL〉 = p|B〉 − q|B〉 . (A.7)

Here BH is defines as the Heavy mass eigenstate and BL is referred to as the
Light mass eigenstate. The time evolution of these mass eigenstates is governed
by equation A.8.

|B(H
L)(t)〉 = e

iM(H
L)t
e
− 1

2 Γ(H
L)t
|B(H

L) (t = 0)〉 . (A.8)

From equations A.7 and A.8 the time evolution of the two different flavour eigen-
states is given in equation A.9.
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|B(t)〉 = 1
2p

[
ei(MH+ i

2 ΓH)t|BH (t = 0)〉+ ei(ML+ i
2 ΓL)t|BL (t = 0)〉

]
= 1

2p

[
ei(MH+ i

2 ΓH)t (p|B (0)〉 − q|B (0)〉
)

+ ei(ML+ i
2 ΓL)t (p|B (0)〉+ q|B (0)〉

)]

=


(
e

i(MH+ i
2 ΓH)t+ei(ML+ i

2 ΓLi)t

2

)
|B (0)〉

+ q
p

(
e(MH+ i

2 ΓH)t−ei(ML+ i
2 ΓL)t

2

)
|B (0)〉

 . (A.9)

Here the identities g+ (t) and g− (t) A.10 are also introduced for convenience.

g+ (t) = e−i(ML− i
2 ΓLt) + e−i(MH− i

2 ΓHt)
2 , g− (t) = e−i(ML− i

2 ΓLt) − e−i(MH− i
2 ΓHt)

2 .

(A.10)

Using these definitions equation A.9 to A.11 and the equivalent equation govern-
ing the evolution of an initial B state is given.

|B(t)〉 = g+ (t) |B (0)〉+ q

p
g− (t) |B (0)〉 ,

|B(t)〉 = p

q
g+ (t) |B (0)〉+ g− (t) |B (0)〉 . (A.11)

Using this notation the evolution of an initial B meson at t = 0 meson to a B
meson at time t is given in by equation A.12.

P (B (0)→ B (t)) = |〈B (0) |B (t)〉|2

=
∣∣∣∣∣g+ (t) 〈B (0) |B (0)〉+ q

p
g− (t) 〈B (0) |B (0)〉

∣∣∣∣∣
2

= |g+ (t) 〈B (0) |B (0)〉|2 = g+ (t)2

= e−Γt

2

[
cosh

(1
2∆Γt

)
+ cos (∆mt)

]
. (A.12)

The expression governing the evolution of an initial B meson into a B meson at
time t is given in equation A.13.
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P
(
B (0)→ B (t)

)
= p2

q2 g− (t)2

= p2

q2
e−Γt

2

[
cosh

(1
2∆Γt

)
− cos (∆mt)

]
. (A.13)

Similarly the equivalent expressions governing the time evolution of an initial B
meson are given in equations A.14 and A.15.

P
(
B (0)→ B (t)

)
= g+ (t)2 = e−Γt

2

[
cosh

(1
2∆Γt

)
+ cos (∆mt)

]
. (A.14)

P
(
B (0)→ B (t)

)
= p2

q2 g− (t)2 = p2

q2
e−Γt

2

[
cosh

(1
2∆Γt

)
− cos (∆mt)

]
.

(A.15)

Using these definitions it is possible to calculate the probability of a given meson
decaying into the final state f . This is calculated in equation A.16. Here the
identities Af = 〈f |H|B〉 and Af = 〈f |H|B〉 are used.

P (B(t)→ f) = |〈f |B(t)〉|2 = 〈f |B(t)〉〈f |B(t)〉†

=
[
g+ (t) 〈f |B (0)〉+ q

p
g− (t) 〈f |B (0)〉

]
×
[
g+ (t) 〈f |B (0)〉+ q

p
g− (t) 〈f |B (0)〉

]†

=


|g+ (t)|2|Af (0)|2 +

∣∣∣∣∣qp
∣∣∣∣∣
2

|g− (t)|2
∣∣∣Af (0)

∣∣∣2 +q

p
g− (t) g+ (t)∗|Af (0)|∗

∣∣∣Af (0)
∣∣∣

+
(
q

p

)∗
g+ (t) g− (t)∗|Af (0)|

∣∣∣Af (0)
∣∣∣∗
 .

(A.16)



Chapter A. Time Evolution of States 161

Using: Γ = ΓH + ΓL

2 and ∆Γ = ΓL−ΓH, the time dependent functions are defined
as A.17.

g+ (t)2 = e−Γt
2

[
cosh

(1
2∆Γt

)
+ cos (∆mt)

]
,

g− (t)2 = e−Γt
2

[
cosh

(1
2∆Γt

)
− cos (∆mt)

]
,

g+ (t) g− (t)† = e−Γt
2

[
− sinh

(1
2∆Γt

)
+ i sin (∆mt)

]
,

g− (t) g+ (t)† = e−Γt
2

[
− sinh

(1
2∆Γt

)
− i sin (∆mt)

]
. (A.17)

P (B(t)→ f) = e−Γt
2



|Af (0)|2 cosh
(

1
2∆Γt

)
+ cos (∆mt)

+
∣∣∣Af (0)

∣∣∣2 ∣∣∣∣∣qp
∣∣∣∣∣
2 {

cosh
(

1
2∆Γt

)
− cos (∆mt)

}
+ |Af (0)|∗

∣∣∣Af (0)
∣∣∣q
p

{
− sinh

(
1
2∆Γt

)
− i sin (∆mt)

}
+ |Af (0)|

∣∣∣Af (0)
∣∣∣∗(q

p

)∗ {
− sinh

(
1
2∆Γt

)
+ i sin (∆mt)

}


,

P (B(t)→ f) = e−Γt
2 |Af (0)|2



1 +
∣∣∣∣∣qp
∣∣∣∣∣
2 ∣∣∣∣∣Af (0)
Af (0)

∣∣∣∣∣
2 cosh

(
1
2∆Γt

)

+
1−

∣∣∣∣∣qp
∣∣∣∣∣
2 ∣∣∣∣∣Af (0)
Af (0)

∣∣∣∣∣
2 cos (∆mt)

−2<e
(
q

p

∣∣∣∣∣Af (0)
Af (0)

∣∣∣∣∣
)

sinh
(

1
2∆Γt

)
−2=m

(
q

p

∣∣∣∣∣Af (0)
Af (0)

∣∣∣∣∣
)

sin (∆mt)


. (A.18)

From the identities in A.17 the time dependent probability A.16 can be expanded
to take the form in A.18. Although this equation is the full PDF expressing the
time dependent decay rate of B→ f it is normally written in a more convenient

form using the parameter λ0
f = q

p

Af
Af

as in equation A.19.
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P (B(t)→ f) = e−Γt
2 |Af (0)|2



(
1 +

∣∣∣λ0
f

∣∣∣2) cosh
(

1
2∆Γt

)
+
(

1−
∣∣∣λ0
f

∣∣∣2) cos (∆mt)

−2<e
(
λ0
f

)
sinh

(
1
2∆Γt

)
−2=m

(
λ0
f

)
sin (∆mt)


. (A.19)

Here the parameter λ0
f contains all of the CP-dependent terms and as such it is

important to consider how it behaves under the CP operator. As such because the
behaviour of the possible final states differs under application of the CP operator
the λ0

f parameter must be changed for different final state configurations.

The final state is known to be either CP-odd or CP-even. In order to describe the
state in a way that is invariant of this transform the parameter λf is used. This
parameter is defined to include the eigenvalue of the CP eigenstate as in A.20.

CP λ0
f = ηf λ where:


ηf = +1 (CP-even)

ηf = −1 (CP-odd)
. (A.20)

This allows for the different CP states be constructed using the same definition
of λ. This results in the ‘master equation’ A.21.

P (B(t)→ f) = e−Γt
2 |Af (0)|2

(
1 + λ2

) a cosh
(

1
2∆Γt

)
+b sinh

(
1
2∆Γt

)
+c cos (∆mt)

+d sin (∆mt)

 .

(A.21)

a = 1 , b = −2<e (λ)
(1 + λ2) = D , c = 1− λ2

(1 + λ2) = C , d = −2=m(λ)
(1 + λ2) = S . (A.22)

This master equation makes use of the factors a, b, c, d (equation A.22) which
vary depending on the physics present.
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The equivalent function for the decay of B0
s → J/ψ K+K− is shown in equa-

tion A.23.

P
(
B(t)→ f

)
=
∣∣∣∣∣p2

q2

∣∣∣∣∣ e−Γt
2 |Af (0)|2

(
1 + λ2

) a cosh
(

1
2∆Γt

)
+b sinh

(
1
2∆Γt

)
−c cos (∆mt)

−d sin (∆mt)

 .

(A.23)

Under the assumption that
∣∣∣∣∣p2

q2

∣∣∣∣∣ = 1 adding both equations A.21 and A.23 gives

equation A.24.

P (B(t)→ f)

+P
(
B(t)→ f

)
 ∝ e

−(ΓH+ΓL)t

2



(
e

(ΓL−ΓH)t

2 + e
(ΓH−ΓL)t

2

)
2

+
[

2<eλ
1 + |λ|2

] (
e

(ΓL−ΓH)t

2 − e
(ΓH−ΓL)t

2

)
2

 .

(A.24)

Assuming no CP violation, |λ| = 1, Af = Af . Equation A.24 can be simplified to
equation A.25.P (B(t)→ f)

+P
(
B(t)→ f

)
 ∝


A1e

−ΓLt CP-odd

+ A2e
−ΓHt CP-even

. (A.25)

From this the final untagged time dependence can be seen to be the sum of the
two different lifetimes A.25. Here A1 and A2 are the amplitudes of the CP-odd and
CP-even final states.



B
Angular Weights

This appendix describes the calculation of angular acceptance weights used to
incorporate the effect of angular detector acceptance into a PDF denominator.

The angular weights (ξi) used to describe the behaviour of the angular acceptance
in the denominator of a fit function are defined as in B.1.∫

εaPDFa
(
~Ω
)
d~Ω =

∑
i

∫
εaiPDFai

(
~Ω
)
d~Ω

ξi =
∫
εa
(
~Ω
)
PDFai

(
~Ω
)
d~Ω (B.1)

From this definition of the angular acceptance weights it is possible to express
the angular weights in a more generic form as described in B.2.

ξk =
∫ Sobs

(
t
)

〈εa〉
(
t
)dt

 × ∫
εa
(
~Ω
)
fk
(
~Ω
)
d~Ω
/∫ Sobs (t)

〈εa〉
(
t
) dt

defining: Ea =
∫ Sobs

(
t
)

〈εa〉
(
t
)
dt

−1

1
Ea
ξk =

∫ Sobs
(
t
)

〈εa〉
(
t
)dt

 × ∫
εa
(
~Ω
)
fk
(
~Ω
)
d~Ω

=
∫
Sobs

(
t
) εa

(
~Ω
)

〈εa〉
(
t
)fk (~Ω) dtd~Ω (B.2)
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Here the parameter Ea reduces to the time averaged angular acceptance when
the time and angular acceptance effects are uncorrelated. The parameter Sobs

(
t
)

is the observed distribution of events in decay time from MC, fk
(
~Ω
)
is the k-th

angular term of the PDF describing the underlying physics, and 〈εa〉
(
t
)
is the

time-averaged angular acceptance. From this equation it is required that the term
εa(~Ω)
〈εa〉(t) is to be expressed using using information from MC. Equation B.3 relates
this term to the ratio of the observed and underlying angular distributions of the
particles from MC.
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(
~Ω | t

)
=

ε
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t, ~Ω

)
PDF

(
t, ~Ω
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=
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PDF
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∫
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∫

PDF
(
t, ~Ω

)
d~Ω

=
ε
(
t, ~Ω

)
∫
ε
(
t, ~Ω

)
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(
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)
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(
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~Ω | t

)
d~Ω
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(
t, ~Ω

)
εt
(
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〈εa〉

(
t
) =
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(
~Ω
)

〈εa〉
(
t
)
(B.3)

Combining these two equations (B.3 and B.2) leads to the relation which is used
to calculate the angular weights B.4.

1
Ea
ξk =

∫
Sobs

(
t
) Sobs (~Ω | t)
Sphys

(
~Ω | t

)fk(~Ω) d~Ωdt

=
∫
Sobs

(
~Ω , t

) fk
(
~Ω
)

Sphys
(
~Ω | t

) d~Ωdt (B.4)

This particular relation is actually approximated in the equation that is used to
calculate the acceptance weights from data. The final approximation takes the
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k ξk

Data Subset:
Untagged Events Tagged Events almost unbiased exclusively biased

1 +0.9779± 0.0011 +0.9835± 0.0015 +0.9792± 0.0010 +0.9851± 0.0024
2 +1.0308± 0.0018 +1.0252± 0.0024 +1.0295± 0.0016 +1.0239± 0.0039
3 +1.0312± 0.0020 +1.0235± 0.0026 +1.0291± 0.0017 +1.0231± 0.0042
4 –0.0012± 0.0019 –0.0007± 0.0025 –0.0012± 0.0016 +0.0003± 0.0040
5 –0.0011± 0.0013 +0.0009± 0.0016 –0.0009± 0.0011 +0.0028± 0.0027
6 –0.0005± 0.0012 –0.0004± 0.0015 –0.0003± 0.0010 –0.0014± 0.0025
7 +0.9903± 0.0012 +0.9937± 0.0015 +0.9919± 0.0010 +0.9899± 0.0025
8 +0.0009± 0.0018 +0.0011± 0.0023 +0.0008± 0.0015 +0.0020± 0.0037
9 +0.0026± 0.0017 –0.0023± 0.0021 +0.0009± 0.0014 +0.0004± 0.0035
10 –0.0038± 0.0035 –0.0129± 0.0045 –0.0067± 0.0030 +0.0103± 0.0075

Table B.1: The values of the angular acceptance weights calculated using dif-
ferent subsets from the fully simulated MC. These weights are for
illustration purposes only and aren’t used in fitting.

limit of using a large MC dataset to integrate over the observed MC distribution.
This is expressed in equation B.5.

E
( 1

Ea
ξk

)
= 1

Nobs

Nobs∑
e=1

fk (Ωe)
Sphys

(
~Ωe | te

) (B.5)

As the parameter Ea is a constant it is often ignored in fitting to data.

For the analysis of B0
s → J/ψ K+K− the angular weights calculated using the

whole dataset are given in Table 4.8. The angular weights are also recalculated
using various subsets of the data as shown in Table B.1. It is seen that the results
calculated from the various subsets of the whole dataset are compatible with the
numbers used in the main analysis.



C
Mass Fits in Six Bins

This appendix describes the results from fitting to the m(J/ψ K+K−) mass distri-
bution fitted in six bins of m(K+K−)

When performing the full B0
s → J/ψ K+K− analysis the mB0

s fit is performed in
six bins in m(K+K−) as described in Section 6.5. The PDF used in fitting to the
mass distribution is described in this section. In order to construct the fit this way
each bin has an independent signal fraction and background model. A separate
signal fraction is used for the almost unbiased (fUB) and the exclusively biased
(fB) datasets. The numerical fit results for this fit are summarised in Table C.1.
The projections of the fits to each of the six bins are shown in Figure C.2. The
number of signal events from these fits is Nsig = 27617± 117.
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Parameter Fit result and error
fσm

1 0.75977 ± 0.034441
σm

1 6.0801 ± 0.13159
r21 2.0655 ± 0.088238
mBs 5368.2 ± 0.048375

bin 1

αM 0.0017313 ± 0.00014683
fUB 0.10793 ± 0.0063747
fB 0.15143 ± 0.01756
NUB 4515
NB 716

bin 2

αM 0.0017486 ± 0.00017719
fUB 0.4729 ± 0.007945
fB 0.51274 ± 0.01945
NUB 5276
NB 845

bin 3

αM 0.0017361 ± 0.00019785
fUB 0.79351 ± 0.0044383
fB 0.81683 ± 0.010221
NUB 10858
NB 1776

bin 4

αM 0.0012316 ± 0.00019773
fUB 0.76111 ± 0.0050647
fB 0.80411 ± 0.011173
NUB 9351
NB 1585

bin 5

αM 0.0015366 ± 0.00015527
fUB 0.4537 ± 0.0071086
fB 0.48973 ± 0.017756
NUB 6607
NB 1039

bin 6

αM 0.0015859 ± 9.9538e-05
fUB 0.1689 ± 0.0046759
fB 0.21286 ± 0.012794
NUB 10594
NB 1593

Table C.1: Fit Results corresponding to mB0
s fit in 6 bins of m(K+K−) as de-

scribed in Section 6.5. The signal mB0
s mass distribution is common

to all six bins and each bin has a separate signal/background frac-
tion and background model for the almost unbiased(UB) and the
exclusively biased(B) datasets.
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Figure C.1: Mass Distributions for the lower 3 bins in m(K+K−), bins 1, 2 and

3.
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D
Measured Likelihood Profiles

This appendix summarises the likelihood profiles which have been extracted for
the physics parameters in the full B0

s → J/ψ K+K− analysis.

The process for extracting the likelihood profiles was to fix the value of a chosen
parameter and to re-minimise the likelihood function to determine the best minima.
The fit was always started close to the global minima to reduce the computational
requirements and to help keep the nuisance parameters in each scan well behaved.

D.1 Likelihood profiles in nominal fit

The likelihood profiles for the key physics parameters are given in Figure D.1.
The likelihood profiles for all of the key physics parameters apart from δ‖ are well
behaved. In the case of δ‖ this is due to the parameter’s minima being close to its
second degenerate minima and so the function isn’t parabolic. This allows for all
parameters bar δ‖ to have symmetric errors quoted about their global minima.

The likelihood profiles for the S-wave parameters in the six bins of m(K+K−)
are shown in Figure D.2. Unlike the key physics parameters none of the S-wave
parameters have parabolic likelihood profiles. This is related to the fact that the
S-wave fractions FS are close to the physical limit of 0.
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This discontinuity in the likelihood function is also responsible for the structure
of the δS−⊥ likelihood function in each bin. Because none of these parameters have
parabolic likelihood profiles the errors quoted are asymmetric and correspond to
the limits where the likelihood function rises by 0.5.

D.2 Likelihood profiles for ∆ms

In the nominal fit to B0
s → J/ψ K+K− the parameter ∆ms is constrained using an

external measurement of this parameter Ref [65], an additional fit is performed
with this parameter free. The likelihood function in Figure D.3 (a) shows that
the fit is able to fit to a single well defined value for ∆ms over a wide range. The
function shown Figure D.3 (b).
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Figure D.1: Likelihood profiles for key physics parameters
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E
RapidFit Example Analysis

This appendix describes a minimal analysis within the RapidFit framework
making use of a simple Gaussian function width a fixed central value and a
variable width, which is analytically integrable.

Figure E.1 shows the source code for the user provided PDF along with the
simplest XML required to actually perform a fit to a toy dataset using this PDF.
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F
Pull Bias Measurements

This appendix summarises the work done to extract the sensitivity on the various
parameters in the B0

s → J/ψ K+K− analysis.

The expected sensitivity to each parameter of interest was determined using toy
Monte Carlo events, generated with central values equal to the fit results measured
with the data. The results are given in Table F.1. 24500 events were generated
for each toy dataset.

The distributions of central value, error and pull from each toy fit are shown in
the subsequent histograms.
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Paramater Sensitivity Pull Bias
Γs [ ps−1] 0.00483 0.0587 ± 0.0359
∆Γs [ ps−1] 0.0166 0.074 ± 0.0359
|A⊥(0)|2 0.00888 -0.121 ± 0.035
|A0 (0)|2 0.0062 0.000116 ± 0.0365
δ‖ [ rad] 0.156 -0.155 ± 0.0471
δ⊥ [ rad] 0.226 -0.0858 ± 0.035
∆ms [ ps−1] 0.0765 0.0431 ± 0.0294
φs [ rad] 0.0885 0.0313 ± 0.0342
|λs|2 0.0301 -0.0333 ± 0.0398

bin 1 FS 0.0666 0.112 ± 0.0367
δS−⊥ [ rad] 0.389 0.0718 ± 0.0459

bin 2 FS 0.0279 0.00435 ± 0.0343
δS−⊥ [ rad] 0.257 -0.152 ± 0.0444

bin 3 FS 0.0119 0.205 ± 0.0326
δS−⊥ [ rad] 0 -0.229 ± 0.0457

bin 4 FS 0.0133 0.142 ± 0.0362
δS−⊥ [ rad] 0.316 0.197 ± 0.0419

bin 5 FS 0.025 -0.0262 ± 0.0357
δS−⊥ [ rad] 0.24 0.107 ± 0.0421

bin 6 FS 0.0352 0.0167 ± 0.038
δS−⊥ [ rad] 0.168 0.0781 ± 0.0369

Table F.1: Table showing the results of toy studies using 1000 toys of equivalent
size to the unbiased+biased data sets. The first column shows the
sensitivity to each parameter. The second column shows the pull bias
(bias divided buy statistical error) derived from the set of histograms
below
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Figure F.1: Toy study distributions. Left=central fit value, Centre=error,
Right=pull.
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Figure F.1: Toy study distributions. Left=central fit value, Centre=error,
Right=pull.
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Figure F.1: Toy study distributions. Left=central fit value, Centre=error,
Right=pull.
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Figure F.1: Toy study distributions. Left=central fit value, Centre=error,
Right=pull.
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Figure F.1: Toy study distributions. Left=central fit value, Centre=error,
Right=pull.



G
Supporting Decay Time Studies

Material

This appendix describes supporting material for the measurements of Γs and ∆Γs

from the angular moment analysis. In particular the generation of MC datasets
to determine the behaviour of the fits to ΓH and ΓL are described in addition to
the extraction of the correlation coefficient ρ (ΓH,ΓL).

G.1 Estimated sensitivities

In order to replicate the full angular moment analysis, signal MC datasets are
generated using the full B0

s → J/ψ K+K− PDF with the generation values in
Table G.1. These MC datasets were each constructed with 27,600 signal events. A
series of MC fits were performed to each dataset with angular weights calculated
for each mass eigenstate. These used a single exponential function to extract the
lifetime of the mass eigenstate for each dataset. Figure G.1 shows the distribution
of measured values and errors for τH = 1/ΓH and τL = 1/ΓL from fits to 10,000
MC datasets. The distributions are well defined and centred around the input
values.
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Parameter Generation Value
Γs * 0.6715 [ ps−1]
∆Γs 0.100 [ ps−1]
|A0 (0)|2 0.521
|A⊥(0)|2 0.2485

FS 0.0
δ0 0.0 [ rad]
δ⊥ 3.31 [ rad]
δ‖ 3.08 [ rad]
δS 0.0 [ rad]
φs 0.0 [ rad]
|λ| 1.0

Table G.1: Central values used for the generation of the effective decay time
MC datasets using the B0

s → J/ψ K+K− PDF. *The effect of upper
decay time acceptance has been ignored here.

Generated Values Measurements from MC
ΓH [ ps−1] ΓL [ ps−1] ΓH [ ps−1] ΓL [ ps−1]

0.622 0.722 0.628± 0.021 0.722± 0.011
τH [ ps] τL [ ps] τH [ ps] τL [ ps]
1.609 1.386 1.609± 0.055 1.386± 0.021

Table G.2: A comparison between the generated and observed decay time values
of the mass eigenstates for 10,000 MC datasets.

Table G.2 shows a numerical comparison between the central values extracted
from the MC distributions and the expected central values. The result of this
shows that the extracted decay times are centred around the generated value with
errors comparable to the measured times from data in Table 9.4.

The pull distribution for τL , Figure G.1 (c), shows this parameter is measured in
an unbiased way and that the per-dataset uncertainties are correctly estimated.
The pull distribution for τH , Figure G.1 (f), shows that although this parameter
is unbiased the per-dataset uncertainty is systematically overestimated leading to
the width of the pull distribution being 0.9.
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Figure G.1: Distribution of: (a) τL value, (b) τL error, (c) τL pull, (d) τH value,
(e) τH error and (f) τH pull. These results correspond to values
extracted from 10,000 fast Monte Carlo datasets. The MC datasets
were generated with 27,600 signal events using the values in Ta-
ble G.1.
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B0
s → J/ψ K+K−Analysis:

Γs [ ps−1] ∆Γs [ ps−1]
Γs
∗ = 0.6715± 0.0048 ∆Γs = 0.100± 0.016

Angular Moment Analysis:
Γs [ ps−1] ∆Γs [ ps−1]

Γs
∗ = 0.6744± 0.0050 ∆Γs = 0.094± 0.025

Table G.3: This is a comparison between the results from the full analysis and
the measurements of Γs and ∆Γs extracted from angular moment
fits. The errors quoted here are statistical only. (∗ Here the measured
decay width has not been corrected for the effect of upper lifetime
acceptance.)



Chapter G. Supporting Decay Time Studies Material 190

G.2 ΓL and ΓH correlation

Both (ΓL,ΓH) and (Γs ,∆Γs ) are pairs of parameters which are strongly correlated.
In order to propagate the errors from these measurements correctly this correlation
between the values must be included. In order to correctly propagate the errors
on ΓH and ΓL the value of ρ (ΓH,ΓL) is determined from MC simulations.

Using the distribution of fit results from the previous section allows the correlation
between ΓH and ΓL (ρ (ΓH,ΓL)) to be extracted. This can be calculated though
fitting a bivariate normal function to the distribution of ΓH vs ΓL. This function
is defined as,

f(ΓH,ΓL) = 1
2πσ (ΓH)σ (ΓL)

√
1− ρ (ΓH,ΓL)2

×

exp


− 1

2
(
1− ρ (ΓH,ΓL)2

)


(ΓH − µ (ΓH))2

σ (ΓH)2 + (ΓL − µ (ΓL))2

σ (ΓL)2

−2ρ (ΓH,ΓL) (ΓH − µ (ΓH)) (ΓL − µ (ΓL))
σ (ΓH)σ (ΓL)




.

(G.1)

An alternate approach to calculating the ΓH, ΓL correlation is to calculate the
Pierson product-moment coefficient ρPierson(ΓH,ΓL),

ρPierson(ΓH,ΓL) =

n∑
i

(ΓHi − µ (ΓH)) (ΓL − µ (ΓL))√√√√ n∑
i

(ΓHi − µ (ΓH))2

√√√√ n∑
i

(ΓL − µ (ΓL))2

. (G.2)

The resulting coefficient as calculated by the two methods is summarised in Ta-
ble G.4. These values are in good agreement and have a small associated error
allowing the correlation to be used to correctly propagate the errors on ΓH and
ΓL.

In order to propagate the correlation between (ΓH,ΓL) to make a measurement
of (Γs ,∆Γs ) equation G.3 is used to calculate the uncertainty associated on each
event. The small error associated with the correlation allows this to be taken as
a fixed constant.
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Method ρ(ΓL,ΓH) Results
Bivariate Normal Distribution −0.7888± 0.0046
Pierson Product Moment −0.792 ± 0.069

Table G.4: Calculated ρ(ΓL,ΓH) values using different methods

σ (Γs )2 =
(1

2

)2
σ (ΓH)2 +

(1
2

)2
σ (ΓL)2 + 2ρ (ΓH,ΓL)

(1
2

)2
σ (ΓH)σ (ΓH) .

σ (∆Γs )2 = σ (ΓH)2 + σ (ΓL)2 − 2ρ (ΓH,ΓL)σ (ΓH)σ (ΓH) . (G.3)
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