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Abstract. There is a commonly expressed opinion in the literature, that cosmic-ray (CR) e+ come from a
primary source, which could be dark matter or pulsars. In these proceedings we review some evidence to the
contrary: namely, that e+ come from secondary production due to CR nuclei scattering on interstellar matter.
We show that recent measurements of the total e± flux at E � 3 TeV are in good agreement with the predicted
flux of secondary e±, that would be obtained if radiative energy losses during CR propagation do not play an
important role. If the agreement between data and secondary prediction is not accidental, then the requirement
of negligible radiative energy losses implies a very short propagation time for high energy CRs: tesc � 105 yr at
rigidities R � 3 TV. Such short propagation history may imply that a recent, near-by source dominates the CRs
at these energies. We review independent evidence for a transition in CR propagation, based on the spectral
hardening of primary and secondary nuclei around R ∼ 100 GV. The transition rigidity of the nuclei matches
the rigidity at which the e+ flux saturates its secondary upper bound.

1 CR e± at E ∼ 3 TeV saturate the
secondary upper bound

Measurements of Galactic CR in the energy range (1 −
104) GeV have improved significantly in the last decade.
For e±, in particular, the individual fluxes of e+ and e−

up to ∼ 1 TeV and the total e± flux up to ∼ 10 TeV be-
came available thanks to the PAMELA [1], AMS02 [2],
DAMPE [3], CALET [4, 5], Fermi-LAT [6], HESS [7, 8],
VERITAS [9], and MAGIC [10] experiments. Some of the
key measurements are summarised in Fig. 1. (At TeV en-
ergies, e± data sets from AMS02 [2] and CALET [5], on
the one hand, and from DAMPE [3], Fermi-LAT [6], and
HESS [7, 8], on the other hand, are not fully consistent,
indicating systematic errors. This current disagreement on
the details of the flux does not affect our discussion.)

Fig. 1 shows measurements of the total e± flux by
DAMPE [3] (blue markers) and HESS (green), as well as
measurements of the individual flux of e+ by AMS02 [2]
(red). Preliminary measurements by AMS02, extending to
higher energy, are also shown [11] (brown). The e+ flux in
Fig. 1 is shown multiplied by a factor of 2: we’ll explain
the reason for this presentation shortly.

It is well known, and obvious from Fig. 1, that e− and
e+ below ∼ 1 TeV come from separate sources: the e− flux
(and thus the total e± flux) is larger than the e+ flux by
a factor of O(10). The bulk of the e− flux in this energy
range is thought to be primary, due to Fermi acceleration
of ambient ISM e− at astrophysical shocks. In contrast, the
origin of e+ is not known. There are suggestions that e+ are
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Figure 1. e± data from DAMPE [3] (blue) and HESS (green),
and (2×) e+ data from AMS02 [2] (red), compared with the
secondary e± upper bound derived from AMS02 B/C (black),
CREAM-I B/C (orange), and AMS02 p̄ (purple).

produced by exotic primary sources like dark matter anni-
hilation (see, e.g. [12–15]) or pulsars (see, e.g. [16–19]).
Alternatively, the e+ may be due to secondary production
in CR nuclei collisions with ISM [20].

There is (we think) an important hint in the data, that
supports a secondary origin for e+. To see this, in Fig. 1
we supplement the experimental data with a theory calcu-
lation, shown by the shaded bands. The calculation shows
the secondary flux of e+ that would be predicted if radia-
tive energy losses of e+, during the propagation from the
production point to the Earth, are not important. If we
“turn off" radiative losses, then the propagation problem
for secondary e+ becomes similar to that for other sec-
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ondary CR nuclei, like B and p̄. We can use the mea-
sured fluxes of B or p̄ to calibrate out the effect of propa-
gation, and predict the (no-loss) flux of secondary e+ us-
ing known production and fragmentation cross sections.
Thanks to progress at the LHC and other high-energy ac-
celerator experiments, the most important cross sections
are now directly calibrated against data, up to multi-TeV
e+ energies [21]1.

The answer that we get by “turning off" energy losses,
is an upper bound to the flux of secondary e+ [20]. In
Fig. 1, the black shaded band shows the result obtained
when using B and other nuclei data from AMS02 to cal-
ibrate out the propagation. The orange band shows the
result of the same exercise, but this time using B/C data
from CREAM that extends to higher rigidity. The pur-
ple band shows the result of a similar exercise, using p̄
data from AMS02. This last calculation is the most robust
one, because secondary p̄ and e+ come from the same sec-
ondary production mechanism (mostly p and He collisions
with ISM) while B comes from fragmentation of heavier
nuclei (mostly C and O), involving different systematic un-
certainties.

The measured e+ flux in Fig. 1 saturates the secondary
e+ flux upper bound [23]. It may be useful to note that the
upper bound was predicted in Ref. [20] before high en-
ergy e+ data at E > 100 GeV became available. If e+ are
in fact primary, from e.g. pulsars, then this saturation of
the secondary bound is an accidental coincidence23. We
cannot rule out such accidental coincidence. However,
we think that the saturation of the secondary bound is a
strong motivation to consider the hypothesis that e+ are,
well, secondary. The theoretical challenge that follows, in
this case, is to explain what CR propagation scenario, if
any, could result with ineffective radiative energy losses
for secondary e+.

The recent high-energy e± data in Fig. 1, extending
to E ∼ 5 TeV, suggest a new coincidence. As discussed
above, CR e− at E < 1 TeV are primary. At E � 1 TeV,
however, the data show that the e± flux falls off, in what
may be a radiative cooling cut-off (of the primary e− com-
ponent, possibly occurring at the e− acceleration site.) The
point we wish to note here is that at yet higher energy,
E � 3 TeV, the flux fall-off appears to cease. Interestingly,
the flux at E � 3 TeV saturates to a value that is, once
again, consistent with the secondary flux upper bound. It
is for this reason – to compare the secondary upper bound

1Nevertheless, we note that this calibration is incomplete because ex-
isting LHC data does not probe the entire kinematical region relevant
for CR secondary production: high-rapidity measurements are missing.
There is ongoing effort to supplement the missing data at the LHC, by
arranging for a fixed-target experimental set-up [22].

2See discussion in [24], and the pulsar example in Fig. 15 there.
3There is another point to be made here. In computing the shaded

bands in Fig. 1, there are, of course, statistical measurement and sys-
tematic flux and cross section uncertainties, reflected by the width of the
band. However, there are no free theoretical model parameters. This
must be contrasted with, e.g., pulsar models for CR e+, where free pa-
rameters of the model are adjusted to fit the e+ injection efficiency and
spectrum, and the unknown details of the propagation from the pulsar to
Earth (which cannot be calibrated out using any other CR species, be-
cause the pulsar is postulated to produce only e±), in order to match the
measured e+ flux.

prediction with the total e± measured flux – that we have
shown the e+ flux multiplied by a factor of 2. High-energy
secondary production of e+ predicts an almost equal flux
of secondary e− [21].

We think that the E � 3 TeV saturation of the mea-
sured e± flux with the secondary bound, is new evidence
in favour of the secondary source hypothesis for e+ (and,
at these energies, e−). This interpretation reinforces the
theoretical challenge, of explaining why radiative energy
losses do not affect the flux of secondary e±. The only way
to achieve this, is by a short propagation time for TV sec-
ondary CR: shorter than the radiative cooling time of TeV
e±. In the next section we discuss this possibility.

We note that a more direct check of secondary multi-
TeV e±, would be achieved by measuring the e+/e± ra-
tio at these energies. If our interpretation is correct, then
e+/e− ≈ 1 at E = 3 TeV.

2 Secondary e± at E ∼ 3 TeV require
(very?) short propagation time

How could CR e± at E � 3 TeV, not be significantly af-
fected by radiative energy losses during the propagation?
The most commonly adopted steady-state diffusion mod-
els of CR propagation [25] predict, to the contrary, that
energy losses should completely dominate the behaviour
of the secondary e± flux at these energies.

Radiative losses become ineffective if the CR prop-
agation time-scale, tesc, is shorter than the e± radiative
loss time-scale, tcool [20]. It is important to note, that
the widely used diffusion models for CR propagation have
been successfully tested and calibrated along the years to
fit observations of stable nuclei. These nuclei data in-
clude a zoo of different elements, from primary p, He,
C, O, Fe,... to secondary B, Li, sub-Fe (that is, the
Sc-Ti-V-Cr group), and recently p̄. CR nuclei test the
amount of nuclear transformation undergone by CR dur-
ing propagation. This constrains the column density of
target material traversed along the CR path. Stable nu-
clei data are not, however, sensitive to the time it takes
the CR to traverse that column density. Traditionally, CR
models attempted to overcome this ambiguity about prop-
agation time by adjusting the models to fit low-energy
secondary radioactive isotopes (notably 10Be), and some
scarce radioactive-sensitive elemental data (notably the
Be/B ratio) [20, 26, 27]. The first class of measurements
(10Be) does not help us much: it only extends to R � 1 GV,
while the riddle we face with the e± appears at R �
100 GV. The second class of measurements (Be/B) pro-
vides useful constraints up to R ∼ 20 GV, however (i) it is
strongly affected by systematic uncertainties of fragmen-
tation cross sections, and (ii) it does not provide additional
information at R � 30 GV, because the Lorentz-dilated
observer frame lifetime of 10Be, td ≈ 20 (R/20 GV) Myr,
becomes much longer than the CR propagation time so
that Be becomes just another effectively-stable secondary,
like B. Lastly, we note that recent Be/B measurements by
AMS02 [28] are not fully consistent with earlier measure-
ments by HEAO3 [29], although the two experiments have
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upper bound was predicted in Ref. [20] before high en-
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we think that the saturation of the secondary bound is a
strong motivation to consider the hypothesis that e+ are,
well, secondary. The theoretical challenge that follows, in
this case, is to explain what CR propagation scenario, if
any, could result with ineffective radiative energy losses
for secondary e+.

The recent high-energy e± data in Fig. 1, extending
to E ∼ 5 TeV, suggest a new coincidence. As discussed
above, CR e− at E < 1 TeV are primary. At E � 1 TeV,
however, the data show that the e± flux falls off, in what
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ponent, possibly occurring at the e− acceleration site.) The
point we wish to note here is that at yet higher energy,
E � 3 TeV, the flux fall-off appears to cease. Interestingly,
the flux at E � 3 TeV saturates to a value that is, once
again, consistent with the secondary flux upper bound. It
is for this reason – to compare the secondary upper bound

1Nevertheless, we note that this calibration is incomplete because ex-
isting LHC data does not probe the entire kinematical region relevant
for CR secondary production: high-rapidity measurements are missing.
There is ongoing effort to supplement the missing data at the LHC, by
arranging for a fixed-target experimental set-up [22].

2See discussion in [24], and the pulsar example in Fig. 15 there.
3There is another point to be made here. In computing the shaded
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tematic flux and cross section uncertainties, reflected by the width of the
band. However, there are no free theoretical model parameters. This
must be contrasted with, e.g., pulsar models for CR e+, where free pa-
rameters of the model are adjusted to fit the e+ injection efficiency and
spectrum, and the unknown details of the propagation from the pulsar to
Earth (which cannot be calibrated out using any other CR species, be-
cause the pulsar is postulated to produce only e±), in order to match the
measured e+ flux.

prediction with the total e± measured flux – that we have
shown the e+ flux multiplied by a factor of 2. High-energy
secondary production of e+ predicts an almost equal flux
of secondary e− [21].

We think that the E � 3 TeV saturation of the mea-
sured e± flux with the secondary bound, is new evidence
in favour of the secondary source hypothesis for e+ (and,
at these energies, e−). This interpretation reinforces the
theoretical challenge, of explaining why radiative energy
losses do not affect the flux of secondary e±. The only way
to achieve this, is by a short propagation time for TV sec-
ondary CR: shorter than the radiative cooling time of TeV
e±. In the next section we discuss this possibility.

We note that a more direct check of secondary multi-
TeV e±, would be achieved by measuring the e+/e± ra-
tio at these energies. If our interpretation is correct, then
e+/e− ≈ 1 at E = 3 TeV.

2 Secondary e± at E ∼ 3 TeV require
(very?) short propagation time

How could CR e± at E � 3 TeV, not be significantly af-
fected by radiative energy losses during the propagation?
The most commonly adopted steady-state diffusion mod-
els of CR propagation [25] predict, to the contrary, that
energy losses should completely dominate the behaviour
of the secondary e± flux at these energies.

Radiative losses become ineffective if the CR prop-
agation time-scale, tesc, is shorter than the e± radiative
loss time-scale, tcool [20]. It is important to note, that
the widely used diffusion models for CR propagation have
been successfully tested and calibrated along the years to
fit observations of stable nuclei. These nuclei data in-
clude a zoo of different elements, from primary p, He,
C, O, Fe,... to secondary B, Li, sub-Fe (that is, the
Sc-Ti-V-Cr group), and recently p̄. CR nuclei test the
amount of nuclear transformation undergone by CR dur-
ing propagation. This constrains the column density of
target material traversed along the CR path. Stable nu-
clei data are not, however, sensitive to the time it takes
the CR to traverse that column density. Traditionally, CR
models attempted to overcome this ambiguity about prop-
agation time by adjusting the models to fit low-energy
secondary radioactive isotopes (notably 10Be), and some
scarce radioactive-sensitive elemental data (notably the
Be/B ratio) [20, 26, 27]. The first class of measurements
(10Be) does not help us much: it only extends to R � 1 GV,
while the riddle we face with the e± appears at R �
100 GV. The second class of measurements (Be/B) pro-
vides useful constraints up to R ∼ 20 GV, however (i) it is
strongly affected by systematic uncertainties of fragmen-
tation cross sections, and (ii) it does not provide additional
information at R � 30 GV, because the Lorentz-dilated
observer frame lifetime of 10Be, td ≈ 20 (R/20 GV) Myr,
becomes much longer than the CR propagation time so
that Be becomes just another effectively-stable secondary,
like B. Lastly, we note that recent Be/B measurements by
AMS02 [28] are not fully consistent with earlier measure-
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Figure 2. Upper panel: ISRF models. Lower panel: e± cool-
ing time vs. energy, for three ISRF models [31, 32]. Upper
dashed line shows 4 (R/100 GV)−0.8, lower dashed line shows
1.9 (R/100 GV)−0.92.

comparable nominal precision for this particular observ-
able.

In short, the e+ and e± data itself is, to date, the only
probe of the CR propagation time that is currently avail-
able at high energies, R � 100 GV. If we take it from Fig. 1
that at R � 3 TV, e± are secondary, then given an estimate
of the effective e± cooling time at these energies, tcool, we
can deduce an upper bound tesc < tcool. The cooling time
can be calculated given an estimate of the interstellar radi-
ation field (ISRF) and magnetic fields in the propagation
region [30]. In the upper panel of Fig. 2 we show three
ISRF models, taken from recent literature [31, 32]. In the
lower panel we show the radiative cooling time tcool com-
puted using these ISRF models. In addition to the ISRF,
we add magnetic field B = 1 µG (upper set of lines) and
6 µG (lower lines, difficult to resolve by eye). This range
of B roughly spans the expectations for the real situation
in an average region in the Galaxy. The upper dashed line4

in the lower panel of Fig. 2 shows 4 (R/100 GV)−0.8. The
lower dashed line shows 1.9 (R/100 GV)−0.92.

4We note that with the ISRF parametrisations of [31, 32], we do not
find room for pronounced Klein-Nishina steps [33].

The e± cooling time deduced from Fig. 2 is
tcool(3 TV) ∼ (0.1−0.3) Myr. This gives an upper limit for
the CR propagation time, that we take to be, roughly,

tesc(R = 3 TV) � 0.1 Myr. (1)

How far off is Eq. (1), compared to the expecta-
tions from steady-state diffusion models? With commonly
adopted values for the parameters of these models, a dif-
fusion coefficient of D ≈ 4 × 1028 (R/1 GV)0.4 cm2/sec,
and a CR halo scale height of L ≈ 5 kpc, the escape
time in the diffusion model, tdiff

esc = L2/(2D), is expected
to be tdiff

esc (R = 3 TV) ∼ 10 Myr, a factor of ∼ 100 longer
than is permitted by Eq. (1). Either the diffusion model is
wrong, or else the e± are not secondary. The contradic-
tion remains also if we consider only the lower energy e+,
at R ∼ 300 GV, to be secondary. Here the discrepancy
between the upper bound on tesc and the value expected
in the diffusion model is about a factor of 10. If we go
down further to R = 10 GV, the diffusion model predicts
tdiff
esc (R ∼ 10 GV) ∼ 100 Myr, while the cooling time is

tcool(R ∼ 10 GV) ∼ (10 − 30) Myr. When energy loss
is dominant, the diffusion model makes a generic predic-
tion for the suppression of the flux. Parametrising the sup-
pression by fe = Je+/Jno−loss

e+ , the diffusion model predicts
f diff
e ≈ 0.8

√
tcool/tesc, which gives f diff

e (R = 10 GV) ≈
(0.25 − 0.5). Inspecting the data vs. upper bound at
R = 10 GV in Fig. 1, the e+ data does hint for some sup-
pression of the flux, which is in fact consistent with the
diffusion model expectation.

3 Coincident trends in nuclei and e+

It is illuminating to inspect the behaviour of e+ alongside
the behaviour of secondary nuclei. In Fig. 3, in the upper
panel, we plot the measured e+ flux divided by the theo-
retical secondary e+ upper bound. We denote this ratio by
f obs
e . Note that in this calculation, we use p̄ data to extract

fe directly, without reference to nuclei data. In the lower
panel we plot Xesc, calculated from nuclei data, scaled by a
factor of Rζ with ζ = 0.55, to highlight the spectral shape.
As noted before, the e+ flux rises to and saturates the sec-
ondary upper bound, signified by f obs

e = 1. The saturation
rigidity of f obs

e , R ∼ 100 GV, is close to a hardening break
seen in Xesc: at R � 100 GV, the spectral index of Xesc is
hardened by ∆ζ ≈ 0.2. This is highlighted by the dashed
line. The spectral hardening, that we exhibit here in terms
of the CR grammage, is consistent with recent analyses by
the AMS02 collaboration [28] (see also [34, 35]).

4 Discussion and summary

We have presented some new evidence, supporting the
possibility that CR e+ are dominantly coming from sec-
ondary production:

1. As shown in Fig. 1, measurements of the e± flux
at E ∼ 3 TeV are consistent with the flux ex-
pected from secondary production, if radiative en-
ergy losses during secondary e± propagation are not
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Figure 3. Upper: e+ cooling suppression factor, derived from
e+ and p̄ data. Lower: CR grammage, derived from nuclei data.
The dashed line highlights the hardening break in Xesc. It starts
at R = 130 GV with slope R0.2.

important. This coincidence with the secondary flux
adds to the earlier observation, that the e+ flux in the
range E ∼ 100−800 TeV saturates the no-loss upper
bound. We note that direct parametrisation of LHC
data, necessary for the calculation of secondary e±

production at multi-TeV energies, have now become
available [21].

2. As shown in Fig. 3, the transition of the e+ data,
into saturating the secondary upper bound, occurs at
R ∼ 100 GV and is correlated with another observed
transition in the CR grammage Xesc, measured for
secondary nuclei B, Li, and Be.

Interpreting Fig. 1 to imply that e+ are secondary in
the entire measured energy range E ∼ (10 − 104) GeV,
we would deduce that the propagation time of CR sat-
isfies tesc(R = 10 GV) � 10 Myr (based on the hint
for O(1) suppression of the e+ flux at this energy), and
tesc(R = 3 TV) � 0.1 Myr (based on the hint for negligi-
ble effect of loss). Thus, tesc must decrease fast with R. If
the propagation time was a smooth power-law in rigidity,
tesc ∝ R−α, then we must deduce α � 0.8. (More precisely,

the requirement is, roughly, tesc � tcool for R � 100 GV.
In the Thomson limit one has tcool ∝ R−1. However, KN
corrections due to the UV component in the ISRF lead to
tcool ∼ R−αc , with αc ∼ 0.8 in the energy range of inter-
est.) This possibility was considered in [20]5. However, a
smooth power-law model for tesc must give over to another
behaviour at yet higher rigidity, probably by R ∼ 100 TV
or so. The reason is that accepting power-law tesc all the
way to very high rigidities, with α � 0.8, we would be led
to tesc(R = 500 TV) � 2 kyr. This is an unacceptably small
value for tesc: if there were a CR source near Earth in the
last 2 kyr, we would see it.

Another possibility is that CRs in the range between
few GV to few TV, are not well described by some global,
smooth power-law propagation history. Instead, it may be
the case that we are seeing transitions between different
populations of CR sources, with an older population of
sources, characterised by tesc � 10 Myr, dominating the
CRs below R ∼ 10 GV, and other sources, possibly a sin-
gle source characterised by tesc ∼ 0.1 Myr, dominating the
flux above R ∼ 100 GV.

Either way, with a short propagation time of ∼ 0.1 kyr,
we expect to see structure in the CR flux, reflecting a tran-
sition between different populations of sources or different
mechanisms of CR propagation. Proton and helium mea-
surements, extending from sub-TV up to several PV [36]
(see [37] for a recent review of relevant measurements), do
not seem inconsistent with such transitions, in the sense
that the data does not appear to be well described by a
simple power-law but rather suggests a certain degree of
structure.
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Another possibility is that CRs in the range between
few GV to few TV, are not well described by some global,
smooth power-law propagation history. Instead, it may be
the case that we are seeing transitions between different
populations of CR sources, with an older population of
sources, characterised by tesc � 10 Myr, dominating the
CRs below R ∼ 10 GV, and other sources, possibly a sin-
gle source characterised by tesc ∼ 0.1 Myr, dominating the
flux above R ∼ 100 GV.

Either way, with a short propagation time of ∼ 0.1 kyr,
we expect to see structure in the CR flux, reflecting a tran-
sition between different populations of sources or different
mechanisms of CR propagation. Proton and helium mea-
surements, extending from sub-TV up to several PV [36]
(see [37] for a recent review of relevant measurements), do
not seem inconsistent with such transitions, in the sense
that the data does not appear to be well described by a
simple power-law but rather suggests a certain degree of
structure.
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