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Abstract. In this paper, we describe some of the computational challenges that need to be 
addressed when developing active Space Radiation Monitors and Dosimeters using the 
Timepix detectors developed by the Medipix2 Collaboration at CERN. Measurement of the 
Linear Energy Transfer (LET), the source and velocity of incident ionizing radiation, are of 
initial interest when developing such operational devices because they provide the capability to 
calculate the Dose-equivalent, and to characterize the radiation field for the design of radiation 
protective devices. In order to facilitate the LET measurement, we first propose a new method 
for calculating azimuth direction and polar angle of individual tracks of penetrating charged 
particles based on the pixel clusters they produce. We then describe an energy compensation 
method for heavy ion tracks suffering from saturation and plasma effects. Finally, we identify 
interactions within the detector that need to be excluded from the total effective Dose-
Equivalent assessment. We make use of data taken at the HIMAC (Heavy Ion Medical 
Accelerator Center) facility in Chiba, Japan and NSRL (NASA Space Radiation Laboratory) at 
the Brookhaven National Laboratory in New York, USA for evaluation purposes. 

1. Introduction 

The rapid development in semiconductor detector technology at CERN has provided the capability to 
develop active personal dosimeters and radiation area monitors for use in space radiation 
environments [1]. The work reported here is based on the Timepix chip developed by the Medipix2 
Collaboration at CERN, which when coupled with a Si sensor, can function as an active nuclear 
emulsion, allowing the visualization of the individual tracks created as the different incident particles 
traverse the detector [2]. The Timepix chip provides the capability of measuring the energy deposited 
by each incident particle that traverses the sensor layer. Together with the capability for online 
readout, this detector opens the door to a completely new generation of active Space Radiation 
Dosimeters and area monitors. 

The Timepix chip is a CMOS-based pixel ASIC made of 256 x 256 pixels, each 55μm square, 
where the readout electronics for each pixel is embedded within the footprint of that pixel. The chip is 
attached to an overlying sensor layer using the Flip-Chip® bump-bonding technology. In this 
particular application, bulk n-type Si with p-type implants at each pixel interface is employed to 
enable the reverse biasing of the entire sensor layer, allowing the depletion of the free charge carriers 
from the sensitive volume to reduce noise.  Pixel information is read-out in a frame that corresponds to 
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a 256 x 256 pixel image containing the digitized charge information collected during the acquisition 
time window. Based on the Timepix outputs, the measurement of Linear Energy Transfer (LET) [3], 
as well as the source and velocity of incident ionizing radiation [4][8], are attainable, and that 
information provides the capability to calculate the Dose-equivalent and to characterize the radiation 
field for future radiation protection purposes. The calculation of Dose-equivalent from the raw 
Absorbed Dose, which is simply the energy deposited per unit mass, requires the track-by-track 
multiplication of Absorbed Dose value by a Quality Factor that is a function of the LET of the particle 
producing the track. That Quality Factor can be as high as 30 for high LET tracks [5]. 

For a Timepix-based detector deployed in space, a penetrating energetic charged particle may be 
incident on the detector layer isotropically. While it is possible to determine the axis of the particle’s 
trajectory through the sensor layer, there is an ambiguity in terms of the actual physical particle’s 
direction of motion along that axis.  By default, we assume that the particle direction is incident from 
above the sensor layer.  There may be mechanisms, in some instances, to resolve the ambiguity, but 
we have not taken on that challenge yet. Calculation of the two angles --azimuth and polar angle-- 
described in Section 2 is a critical step in determining the LET, Dose-equivalent, charge and velocity 
of the particles. 

Ionization along the primary particle track causes the creation of electrons and holes, which then 
drift under the influence of the applied bias voltage. As the carriers drift, they may interact with 
opposing sign charge carriers, which may result in recombination. This effect is enhanced at the 
highest densities of electrons and holes (the so-called “plasma-effect”) [6]. The estimate of the amount 
of energy deposited based on the charge collected at the input to the Timepix is thus reduced when this 
occurs. This effect occurs to the greatest extent in the regions of highest ion density in the sensor, and 
when the bias voltage field direction is parallel to the track direction. Recombination may cause a 
reduced amount of energy in the measurement. However, the major losses are introduced by the non-
linear response of the in-pixel front-end pre-amplifier stage and the effect of the front-end over-
voltage protection diodes. These effects will clearly affect the uncertainty in LET calculations. A 
reconstruction technique described in Section 3 will be proposed to compensate for the energy loss 
due to these effects. 

As the charged particles traverse the sensor, they may occasionally experience nuclear interactions 
within the sensor material. These interactions are normally rare and as such, negligible because of the 
small relative interaction cross section of the nucleus. However, because protons are by far the most 
common particles in the incident flux, the interactions of incident protons with detector material can 
produce short-range heavily ionizing nuclear fragments often enough, and these events can mimic 
genuine incident primary heavy ions that look like high LET particles. These misidentified heavy ions 
then in turn can contribute significant errors to the Dose-equivalent estimates due to their potentially 
large Quality Factors. Since our goal is the characterization of the incident radiation field, such 
interactions are of interest only insofar as we need to know what the primary incident particle was. 
Therefore, discrimination between these interactions and the tracks of genuine incident heavy ions 
need to be addressed in order to exclude them from the total effective Dose-Equivalent assessment. 
The interaction recognition will be shown in Section 4. Conclusion and future work will be described 
in Section 5. 

2. Angle calculation method 
When an event occurs, electrons and holes liberated along the particle’s path drift in the electric field 
of the depletion bias voltage, diffusing both laterally and horizontally with respect to the field. The 
diffused charge will generally spread out over multiple pixels creating a cluster of pixels associated 
with a single event. This spreading follows a characteristic pattern such that the shape and energy 
intensity at pixels have precise information embedded within them about the azimuth direction and the 
angle of incidence with respect to the normal direction.  

ACAT2013 IOP Publishing
Journal of Physics: Conference Series 523 (2014) 012026 doi:10.1088/1742-6596/523/1/012026

2



 
 
 
 
 

2.1. Azimuth direction determination 

The shape of a cluster resembles a continent (using a geographic analogy) comprising a mountain in 
the center that is surrounded by peninsulas. Close study of the structure of clusters enabled us to 
identify three main components: a core part at the center of each cluster, the region immediately 
surrounding the core, that has been termed the “skirt”, and an δ-ray part which comes from the higher 
energy recoil electrons liberated from the ionization process [3][8](Figure 1). The core contains most 
of the pixels with high energy, as it is the area where the detector collects most of the charges 
produced along the traversed path. The skirt contains lower energy pixels, where charge densities are 
low. The core and the skirt parts constitute the primary track, or continent. The δ-ray part can be 
considered as peninsulas connecting to the continent. The δ-ray part also contains low energy levels 
that provide estimates on the velocity or energy of the δ-rays embedded in their length and total 
energy. The δ-rays begin deep within the core and emerge through the skirt, where they can typically 
be distinguished clearly. The maximum possible δ-ray energy is a kinematic function of the velocity 
of the primary ion. 

The core part can be used to calculate the azimuth direction, or slope of the track projected onto the 
plane of the detector. High-energy pixels provide more information about the direction than the low-
energy pixels. Thus, instead of using a standard linear least squares fitting, we propose a weighted 
least square linear fit to find an equation of a line that best describes x-y data pairs of pixels in the core 
part. The energy at each pixel will be utilized as the weighing factor for this technique.  

 
 
 
 
 
 
 
 
 

 
 
 

Figure 1. Cluster components  

For computational reduction, we apply a threshold cut using a mean energy value of the cluster to 
get only pixels belonging to the core for model fitting. This threshold value will therefore exclude δ-
ray and skirt pixels from data. In order to fit a line y=β0+β1x to pixels in the core of cluster, we 
minimized the function of weighted root mean square error as follows: 

     
where ei is the energy of the pixel, β0, β1 are the intercept and the slope of the regression line. xi, yi are 
the coordinates of corresponding pixels in the detector coordinate. E is the error function. By solving 
this optimization problem, we can calculate the intercept and the slope of the regression line of the 
cluster as follows: 

    

2.2. Polar angle calculation method 

One of the biggest challenges in the determination of the uncertainty in the estimate of the polar angle 
is that the type of a charged particle at the point of penetrating Timepix chip is unknown. Each type 
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creates a distinct shape and energy on the projected plane of the detector. The δ-ray, skirt, and bias-
voltage variation also affect the incident angle resolution. Also, the high-charge non-linearity effects 
need to be taken into account when they occur with the most heavily ionizing particles. We need to 
find a general pattern for all types of particles in order to come up with a method for accurately 
determining the angles of incidence. 

We extract the effective major track length on the X-axis, and minor track width on the Y-axis as 
described in [3]. We then apply a new formula that combines the track length and width to obtain the 
best estimate of the angle. Note that using only the major length for angular estimation is not 
appropriate, as this length will vary considerably according to different applied bias-voltage and 
different unknown sources of particles. 

      
In this equation, T=300 (μm) is the detector layer thickness, and D=55 (μm) is the distance 

between two pixels in the detector. The other constants are assigned by finding a reasonable fit to data 
for the angles and do not change as much for different configurations of the detector. Note that these 
assigned constants must satisfy the asymptotic principles in which tan(α) reaches ∞ as major reaches 
∞ and tan(α)=0 as major=0. An additional requirement for the vertical track formulation is tan(α)=0 
as major=minor. This formula ensures that the increasing or decreasing of both track lengths by bias-
voltage variation effect does not have a big impact on the final angle resolution. Also, this formula can 
be applied for all types of heavy ion particles that are unknown at this point. D and T parameters can 
be changed according to a specific design of the Timepix chip and the associated sensor. 

3. Energy compensation 

3.1. Compensation method 

The energy values are suppressed for the pixels in the middle of the clusters where the density of the 
charges and the resulting input voltages are very high (Figure 2). If we assume that a nominal cluster 
has the cone-shaped structure that was built by the more-or-less symmetrical accumulation of charges, 
the appearance of volcano would have to be filled in at a minimum. The slope of the exterior to the 
summit crater varies depending on the density of the charges. This summit crater needs to be 
compensated first by flattening out the top of cluster as shown in Figure 3. (Note that this step will not 
be necessary in the next generation of this technology, known as the Timepix 3 as it has a modified 
front end pre-amplifier design so that the cluster will have a flat top response for large charges and 
voltages at the input). 

 

Figure 2. Volcano effect              Figure 3. Energy compensation 
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We assume the total energy of the original cluster without suffering from volcano effect is V. After 
filling energy loss from the summit crater, we obtain total energy V2. The remaining energy loss is the 
missing energy on the top of cluster, which is assumed as V1. The purpose of the compensation 
process is to calculate V (V=V1+V2), given V2 and the structure of cluster as in Figure 3. This structure 
allows calculations of minor projected track lengths x1, x2 at different the height of cluster according to 
different energy thresholds. We can calculate V in following equation. 

 

 
 
 

In the formula above, y1, y2 are major projected track lengths at different energy thresholds. h1, h2 
are the height of V1 and V2, S1 and S2 are the projected area of V1 and V2 respectively. h=h1+h2 is the 
height of the original cluster after compensation. Note that these formulas are only valid with the 
assumption that a projected shape of cluster has ellipse-shaped or symmetric quadrilateral. In fact, 
experimental results show that the assumption is reasonable to yield compensated LET accurately to 
within 10% at most. A disadvantage of this compensation method is that it is very sensitive to the 
variation of applied bias voltage, which is affecting the diffusion of charges and cluster structure. 

3.2. Incident angle and energy compensation evaluation      

We perform an analysis to determine incident angle, LET values for the tracks and evaluate the 
compensation method. Table 1 shows the LET estimation using angular resolutions described above, 
combined with total energy deposited from energy calibration method as described in [3]. The LETs 
generated from different angles are expected to be the same because the relatively small thickness of 
the sensor does not typically induce a significant variation in heavy ion LET (due to the reduction in 
the kinetic energy of the incident particle). In this table, the calculated LET values of the particles 
from H (50, 100MeV), He (100, 180MeV), C (300MeV), O (430MeV), N (290MeV) are very close to 
the ones calculated from SRIM simulation even for different angles. The high charge non-linear 
effects do not occur with these particles. 

Due to the high charge non-linear effects, which may come in part from the recombination of high 
densities of electrons and holes, the estimate of the amount of energy deposited is reduced for particles 
at the end of the table (Si-400MeV, Ar-290MeV, Fe-400MeV), although the angles are well estimated. 
The red numbers in this table represent raw calculated LET values without compensation for the non-
linear effects. The black numbers of the same cell show results after making a correction using the 
method described in Section 3.1. The corrected mean values of these are close to what is expected. 
The RMS representing the spread of statistical LET distribution is still big due to the saturation effect. 
As noted above, the new version Timepix 3 will solve this problem by removing the saturation effect 
and by providing a flat response region on the top of the volcano. 
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Table 1. Angle and LET resolution 

 SRIM 0 degree 30 degree 60 degree 75 degree 

 Kev/um Angle LET Angle LET Angle LET Angle LET 

 H-50  2.3  8.4±6.9  2.26±0.27  28±3.5  2.27±0.28  59.7±1.7  2.27±0.25  74.2±1.56  2.35±0.24 

 H-100           1.36  0.6±1.3  1.4±0.3  30.2±3.8  1.3±0.3  59.7±1.2  1.26±0.3  74.5±1.3  1.3±0.3 

 He-100  5.42  2.1±6.8  5.5±0.75  30.2±3.7  5.67±0.54  60.1±1.3  5.7±0.6  74.7±1.5  6.0±0.54 

 He-180  3.65  4.7±7.2  3.65±0.5  29.3±3.5  3.8±0.6  60.3±1.4  3.7±0.5  74.6±1.04  3.76±0.4 

 C-300  23.0    29.7±4.3  25.4±3.6  60.9±3.6  26.6±4.1   

 C-400  20.0  2.1±5.2  20.01±2.8    60.4±1.2  20.6±2.2   

 O-430  35.0  4.3±6.2  32.2±7.7  29.7±3.6  38.8±5.4  60.1±1.3  39.6±4.8  74.7±0.6  41±4.4 

 N-290  32.0  4.3±6.6  31.0±7.6  29.1±3.6  29.1±2.8  60.5±1.1  31.9±2.7  75.2±0.6  33±2.8 

 Si-400  110.0  2.6±3.5  106.0±18.8 
 57.2±5.1  25.5±4.6  113±24.2 

 65.5±6.1  59.5±1.8  125±17.0 
 74.9±4.9 

 
 

 
 

 Ar-290  225  4.9±7.6  219.2±18.9 
 88.15±8.3  20±6.4  237±19.5 

 97.6±6.6  59±1.57  218.5±15.8 
 102±5.98   

 Fe-400  377.0  3.8±4.5  374.0±40.4 
 126.3±8.2  24.1±5.2  380±49.0 

 137±9.5  61.6±1.1  328±40.5 
 134.7±12.1  75.9±1.5  340±23.8 

 141.8±11.2 
 

4. Interaction recognition 
In order to identify the variety of patterns of clusters created from interactions, we conducted 
experiments with a large sample of proton energies. From that data we can separate high LET clusters 
that are definitely products of proton interactions. We have been able to identify different types of 
interactions associated with following patterns: 

• Interaction with two of more clear peaks. A proton interacts with a Si nucleus producing 
two or more heavy ions connecting via lower energy pixels. This pattern can be easily 
recognized by using a suitable energy threshold cut and calculating number of connecting 
components from the remaining pixels. 

 

Figure 4. Interaction with 2 primary fragments 

• Interaction that creates a stopping particle: This interaction transmutes the Si nucleus into 
a slow particle that ranges immediately or shortly at the vicinity of interaction position. As a 
result, the forming cluster contains characteristics similar to products of captured neutron with 
round shape, special morphology, or stopping particle with Bragg curve structure. 
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Figure 5. Interaction with stopping 
 

• Interaction with visible fragments surrounding primary particle: Unlike the first case, 
which produces two or more primary fragments, this interaction creates one primary core of 
cluster and secondary fragments that are clearly different from the skirt of a genuine cluster. 
We use distance transform [7] to determine levels of pixels and the core of the primary. 
Calculating the average distance between pixels level 3 in the core and remaining pixels level 
2 will help to recognize pixels of fragments. In a genuine cluster, pixels of levels 2 must be the 
immediate neighbors of pixels level 3 in the core, but this is not the case for these interacting 
clusters. 

 

Figure 6. Interaction with one primary and one surrounding secondary 

• Interaction with fragments similar to delta rays: Similar to the third case, the cluster 
consists of one primary fragment surrounded by many other fragments. However, the 
surrounded fragments that mimic the δ-rays are not easy to recognize. We also use the 
distance transform to isolate the core and calculate the number of inner pixels in fragments. 
The number of inner pixels will help us determine whether secondary particles are δ-rays or 
interaction fragments.  

 

 Figure 7. Interaction with one primary and fragments similar to delta-ray 
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5. Conclusion and future work 
In this paper, we proposed a new method for calculating azimuth direction and polar angle of 
individual tracks of penetrating charged particles, which is a critical step to estimate LET and Dose-
equivalent. We then described an energy compensation method to make a correction of LET for heavy 
ion tracks suffering from plasma effects. Finally, we identified interactions to exclude them from the 
total effective Dose-Equivalent assessment. Future work will focus on data analysis of delta-rays, 
which reflect the energy of primary particles, and extract relevant features for identification of ion 
charge and velocity. 
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