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Abstract

This note presents a search for a high nitsssonance ippcollisions at/s = 7 TeV at
the LHC. We search for such a resonance using the final stateeviteWW bosons from the
top quark decay into either an electron and electron-meusr a muon and muon-neutrino
(dilepton final state). The data were recorded by the ATLAgeexnent during 2011 and
correspond to a total integrated luminosity 6£1.04 fo1. No statistically significant ex-
cess above the Standard Model expectation is observed.r Uipjis at the 95% Confidence
Level are set on the cross section times branching ratioeofehonance decaying tiopairs
as a function of the resonance mass. A lower mass limit of DeBAis set for the case of a
Kaluza-Klein gluon resonance in the Randall-Sundrum Model



1 Introduction

Many models of physics beyond the Standard Model (BSM) ptekée existence of new resonances that
decay predominantly into top quark pairs. The top quark igusamong the known matter constituents.
It is the only fermion whose mass is very close to the scaléeatmweak symmetry breaking. Partly due

to this reason, the top quark has a special treatment in m&ny &enarios. These include alternative
mechanisms of electroweak symmetry breaking (Topcolgr,see-saw)[1] as well as models that aim
at the stabilization of the Higgs mass (supersymmetryaediimensions). In many such models gauge
interactions exist whose coupling to the third generatioarlgs, and in particular to the top quark, are
enhanced [2]. These include Kaluza-Klein (KK) excitatiafishe graviton, gluon as well as other gauge
bosons which couple to top quarks [3][4].

This note provides a description of the ATLAS search for neawy particles decaying to pairs in
the dilepton channel. Three final state topologies are densil: dimuon, dielectron and electron-muon,
resulting from the leptonic decays of the tWé bosons from the top quark decay. Despite the lower
branching ratio of the dilepton channel compared to lepfeis, the dilepton channel has a cleaner final
state and hence is less sensitive to Monte Carlo modelifggrs of non-top background. Furthermore
this channel will be invaluable to confirm and charactertee tature of a potential new signal in other
channels.

Two variables of particular interest in this analysis &g and EfT“iSS. Hr is defined as the scalar
sum of the transverse momenta of the two identified leptodsadirthe jets in the event above a given
momentum threshold.EfTniss is the missing transverse momentum from the escaping nestfrom
the leptonicW boson decay. This analysis searches for an excess illthe ET"*® spectrum. The
Hr + ET"S®distribution of a heavy KK-gluon resonance will be hardeartlthat for Standard Model top
quark production.

In the absence of any significant signal, limits on the préidaccross section times branching ratio
(oB) are set for a series of resonance masses using a templpeefgtiag method. The limits oorB are
translated into limits on the resonance mass using predifior a Kaluza-Klein gluon resonance in the
Randall-Sundrum Model. While our benchmark model is the ¢dien in the Randall-Sundrum model,
this search is also sensitive to other resonances decaytog fjuark pairs.

Although this is the first result obtained in the dilepton ral, previous results obtained in the
leptont+jets channel exist from the ATLAS [5], CMS [6], CDF [7] and D@ [collaborations.

2 ATLAS detector

The three main detector systems of ATLAS [9] used in thisysiglare the inner tracking detector, the
calorimeter, and the muon spectrometer. Charged partiatkg and vertices are reconstructed with
the inner detector (ID) which consists of silicon pixelj@h strip, and transition radiation detectors
covering the pseudorapidity rangg< 2.51. Itis immersed in a 2 T magnetic field provided by a super-
conducting solenoid. The latter is surrounded by a finegrsented, hermetic sampling calorimeter that
coversn| < 4.9 and provides three-dimensional reconstruction of darsbhowers. The electromagnetic
compartment of the calorimeter uses lead and liquid argdaharregion up tdn| < 3.2. The hadronic
compartment is based on iron and scintillator tiles in thggame up to|y| < 1.7 and copper and liquid
argon in the region.b < || < 3.2. The forward calorimeter covers the regiof & || < 4.9; the first
layer is copper and liquid argon and the second and thirddegie tungsten and liquid argon. Outside

LATLAS uses a right-handed coordinate system with its oraithe nominal interaction point (IP) in the centre of the
detector and the-axis along the beam pipe. Theaxis points from the IP to the centre of the LHC ring, andjlaxis points
upward. Cylindrical coordinates, ) are used in the transverse plapdeing the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar ariggesn = — Intan@/2).



the calorimeter, there is a muon spectrometer with air-ttmeads providing a magnetic field. Three sets
of drift tubes or cathode strip chambers provide precisigrcgordinates for momentum measurement
in the regionin| < 2.7. Finally, resistive-plate and thin-gap chambers prowumn triggering capability
up toln| < 2.4.

3 Event simulation

Monte Carlo (MC) samples with full ATLAS detector simulatifilO] based on the £€~nt4 program [11]
are used to model the signal process and most of the bacldgotihe signal process is generated using
the Mapcraru [12] and Rruia programs [13]. The primary background in the high + E?iss region
comes from direct Standard Modglproduction. To simulate this background, we use the MC@NLO
[14] generator with the CTEQ6.6 [15] parton distributiométion. The parton shower and the underlying
event were added using thest#vic [16] generator andnivy [17] underlying event model. Thig cross
section is normalized to the approximate next-to-nexteading order prediction value of 164.6 pb,
obtained using the ktror tool [18].

Other backgrounds considered are those arising #omjets production with th& boson decay-
ing to dileptons as well as diboson production. These backgls were simulated usingLisen [19]
interfaced to the Ekwic generator andmdmy underlying event model.

QCD multijet production, and thé/+jets process in which a jet is misidentified as a lepton also
contribute to the background and are estimated and modsied data.

4 Object Definition and Event selection

The data analyzed were collected in the period from Marchulp 2011, corresponding to a total inte-
grated luminosity of£=1.04 fo1[20]. The selection oft events makes use of reconstructed electrons,
muons, jets anE?"SS. The following criteria are used to define the selected abjiecthe events.

Events in each channel must satisfy good data quality reopgnts, i.e. proper functioning of the
ID, solenoid, calorimeter and trigger subsystems, as vedtha presence of stable beams from the LHC.
We require the events to have been triggered by either aes@igttron trigger with a transverse energy
threshold ofEr > 20 GeV or a single-muon trigger with a transverse momentusstiold ofpr >
18 GeV.

Electron candidates are required to have transverse eBgrgy25 GeV andy| < 2.47. The region
1.37 < |n| < 1.52 is excluded because it corresponds to a transition rdgatween the barrel and endcap
calorimeters that has a degraded energy resolution. Thiidzdas are formed from clusters of cells
reconstructed in the electromagnetic calorimeter. Cateiélectrons are required to satisfy thght
electron definition [21], which involves criteria on therisxerse shower shape, the longitudinal leakage
into the hadronic calorimeter, and the association to arrdbkt The electron energy is obtained from
the calorimeter measurements and its direction from theczsed track.

Muon tracks are reconstructed independently in both theridetector and muon spectrometer, and
their momenta are determined from a combined fit to the measemts from both sub-systems. The
combined track is required to have a transverse momentwerlétan 20 GeV witly| < 2.5.

To reduce background from misreconstructed hadrons, plemoversions and semileptonic decays
inside jets, the leptons in each event are required to biatesdi within a cone im — ¢ space of radius
AR = +/An? + A¢?. For electrons, the calorimeter isolation transversegnir a cone ofAR = 0.2
about the electron direction, corrected for electron Igakand for the dependence on the number of
primary vertices, is required to be less than 3.5 GeV. Formauthe corresponding calorimeter isolation
energy in acone AR = 0.3 is required to be less than 4 GeV, and the analogous suncéfttensverse



momenta in a cone AR = 0.3 is also required to be less than 4 GeV. Muons are requiredve a
distanceAR greater than 0.4 from any jet withr > 20 GeV.

Each pair of muons passing these cuts are further checkedsaganple cosmic-muon rejection
criteria. Events are removed if any combination has opelysighed impact parameteds, both muons
fulfill |dg] > 0.5 mm and if the muons are back-to-back, ie.> 3.1 between the two muon directions.

Jets are reconstructed with the aktialgorithm ® = 0.4) [22] using noise-suppressed clusters as
inputs, which helps reduce the contribution of electrorusa and activity from extra events (pileup) in
the calorimeter. These jets are then calibrated to the hadenergy scale [23], usingr andn dependent
correction factors obtained from simulation. The jet goaits corrected to the primary vertex.

If a jet is the closest jet to an electron candidate and theesponding distanca&R between the jet
and the calorimeter cluster of the electron is less thantl®eZjet is removed from consideration in order
to avoid double-counting of electrons as jets. Finally,ygets with pr > 25 GeV andjp| < 2.5 are
considered. No explicib-tagging of jets is required in this analysis.

The missing transverse momentuE{}‘(SS) is constructed from the vector sum of the energies in all
calorimeter cells associated to clusters, resolved irgotthnsverse plane. Cells not associated with
identified muons, electrons and photons (wpth> 10 GeV), taus, jets and soft jets are included at the
electromagnetic scale.

To ensure that the event was actually triggered by the Isptised in the analysis at least one match
between the reconstructed leptons and the trigger objeatsquired. For the matching the distance
requirement iAR < 0.15.

After the trigger selections, events must have &tine-reconstructed primary vertex with at least
five tracks. Events in data are discarded if any jet viath> 25 GeV fails jet quality cuts designed to
reject jets arising from out-of-time activity or calorineetnoise (jet cleaning cuts).

Candidate events are required to have two or more seledtednd exactly two oppositely-signed
selected leptons. In order to suppressZhgets backgroundeeanduu events are required to have an
invariant dilepton masar,,) outside theZ window, defined agm; — my| < 10 GeV, andEQqiSS > 40
GeV. An additional cut ofn,, > 10 GeV is applied to the data in order to conform with the lower
cut-of in the Z+jets Monte Carlo and to reduce backgrounds from meson rasesaln thesu channel
the nontt background is suppressed by requirldg > 130 GeV.

5 Backgrounds

Apart from the dominant Standard Modéebackground, there are three other categories of background
sources. The second largest background originates froiihYane processesZ/y* — ¢*¢~) produced
in association with jets, where the Iarﬁ#‘iss arises due to resolutiorffects and measurement errors.
Z/y* — ¢ (with £ = e u) is the second largest background source for the same-iténaomel anal-
yses, whileZ/y* — 71~ is the second largest background source forethehannel analysis. The size
of the Drell-Yan background<Z{y* — e*e™,u*u~) and the distributions for the misidentified primary
lepton backgrounds are determined using data. The evesttigsl includes cuts to reject Drell-Yan
events. However, a small fraction of events in Eﬁ@sstails and dilepton invariant mass sidebands will
be selected by the signal selection. To estimate the Dagilbackground (excluding the decayrta™)
in the tail region, the number of Drell-Yan events is meagdumea control region orthogonal to the signal
region. The control region consists of events with at leastjets, an invariant dilepton mass inside the
‘Z-window’, and WithE"S> 40 GeV; a wideiZ-window is used for events witB"**> 20 GeV and
ET'S< 40 GeV.

The contamination in the control region from backgroundgitey processes and its contribution is
subtracted from data relying on the Monte Carlo predictiénscale factor is derived using Drell-Yan
simulations to extrapolate from the control region (CRbitite signal region (SR):
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where MGyrel_yan(SR/CR) represent the number of events in the signal and comtgadm, respectively.
MCoiheris the number of events from physics backgrounds that cantaethe control region. Data(CR)
is the observed number of events in the control region in.ddta Drell-Yan background normalization
prediction from the Monte Carlo is thus scaled by the ratidatt and Monte Carlo events in the control
region. This scale factor is close to unity in both channel3? + 0.03 in the electron and.Q4 + 0.02 in
the muon channel, where the quoted uncertainties aretisiaitianly.

Another source of background events is from processesdhgio misidentified hadrons or semilep-
tonic decays inside jets (fakes). These \&fdoson events, produced in association with jets, and QCD
multi-jet events. The contribution of these events is estiéd from data using the Matrix Method [24]
which accounts intrinsically for backgrounds with one and fake leptons. We assign a 50% system-
atic uncertainty to the fake background estimate derivethfthe uncertainty on the misidentification
rates. We also evaluate th&ext of systematic uncertainty in the fake background on tiape of the
Hr + EMSSdistribution.

The remaining background sources are electroweak precassleding two leptons in the decay
such asvtand diboson\WWW, ZZ andW 2) production processes. The contributions from these ssurc
are small and they are determined from Monte Carlo simuiatio

The background predictions in the signal region from tHEedent sources are listed in Table 1. The
Monte Carlo is hormalized using the ATLAS luminosity measuent.

Drell — Yan background estimates

x (Data(CR)- MCothedCR)) 1)

Table 1. Background composition in the signal region. Ba#tigtical and systematic uncertainties are
included.

Process Predicted number of background events
230
tt _ 1920%50
Z/y* — ee+ jets 130 49
Z|y" — pp + jets 140'57
Z/v* — 1T + jets 8572
Diboson 8315
Single top 9813
Fakes 96' 21
Total background 25507330
Data 2659

‘Figures 1 and 2 show data-Monte Carlo comparisons for reteyzantities that enter into thér +
Ef"*Scalculation. The discontinuity in theT"*distribution in Figure 2 is due to the cut iy, instead
of onET"S, in thegu channel. The hashed band corresponds to the Monte Caiktistdtand systematic
uncertainty.

6 Systematic Uncertainties

This analysis requires input from theoretical models, Mddarlo simulations, and extrapolations from
control samples in data. We assign systematic uncertaitdieur predictions and include thffexts of
these uncertainties on the measured cross section andimdss |

Two categories of systematic uncertainty were considenedertainty in the predicted rates of the
signal and background processes and uncertainty in thee sifaheHt + EVT“iSSdistribution. A given
systematic uncertainty mayfact multiple signal and background components. Tifexes of systematic

4
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Figure 1. Data-Monte Carlo comparison of the transverse emtam of both leptons in the event (left)
and all jets in the event (right). The points represent ATLdea and the filled histograms show the
simulated backgrounds including the statistical and syate uncertainty represented by the hashed
band.
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Figure 2: Data-Monte Carlo comparison of the missing trars¥ momentum in the event (left) and
number of selected jets in the event (right). The pointsesgmt ATLAS data and the filled histograms
show the simulated backgrounds including the statistindl systematic uncertainty represented by the
hashed band.

uncertainties from the same source are considered to hedoitelated. For example, the jet energy
scale (JES) uncertaintyffacts the predictions of the Monte Carlo based backgrounckpees as well as
the signal, so the uncertainty on the JH®ets all processes in a correlated way. Theats of diterent
sources of systematic uncertainty are considered to benataizd.

The rate uncertainties were quantified by evaluating tregivel change in total acceptance for signal
and background Monte Carlo samples after applyiig- shifts (where appropriate) due to each source
of systematic uncertainty. Shape uncertainties onHher E?‘Ssdistribution are estimated comparing
the bin-by-bin relative variations from the nominal normed distributions.

The following sources of systematic uncertainties werduatad:

e Reconstruction, identification and triggefieiencies.

e Jet energy scale. The jet energy scale was derived usingriafmn from test-beam data, LHC
collision data and simulation. Its uncertainty varies lesw 2.5% and 8% (3.5% and 14%) in the
central (forward) region, depending on jgt andn [23]. This includes uncertainties in the flavor



composition of the samples and mis-measurements from-bipgets. Additional uncertainties
due to pileup can be as large as 5% (7%) in the central (fojwagion.

e Jet energy resolution. The energy resolution of jets wassared in dijet events and agrees with
predictions from simulations within 10%.

e Initial and final state radiation (ISRSR). Dedicatedt samples produced with increased and de-
creased amounts of QCD radiation were compared to a nonainglls. The amount of initial and
final state radiation was varied by modifying parameters@ERMC [25] interfaced to PYTHIA.
The parameters were varied in a range comparable to thoseirusee Perugia Sottard tune
variations [26]. This uncertainty is extrapolated to thgnsi by separating the Standard Model
samples into bins of dfierenttt invariant mass.

e Parton Shower. To evaluate the systematic uncertaintyaltieetparton shower model ftir pro-
duction, we compare twodw Hec [27] samples interfaced to HERWIG and PYTHIA, respectively

e Generator uncertainty. The uncertainty due to generafoernience fott production is estimated
by comparingt events generated withoRHeg interfaced with Hrwic to the default sample gen-
erated with MC@NLO and HHia.

e PDF uncertainty. The PDF uncertainties are evaluated wittetPDF sets, namely CTEQ6.6[28],
MSTW2008NLO (68% C.L.)[29] and NNPDF2.0. For each PDF eset; theHT + E'T“issdistri-
bution is recomputed. We assign the envelope from all thagiatons to be the PDF uncertainty
[24]. For the signal samples solely the change resultingy fitee modification of the acceptance is
used as the systematic error.

The following global systematic uncertainties are consde

e The uncertainty on the luminosity determination is 3.7 % [Zthis is applied to both signal and
background processes.

» Background cross sections. All background cross secti@nsgeaied within their theoretical uncer-
tainty. These are9% fortt, +10% for single top and-5% for the diboson samples. Fortjets
the uncertainty in the data driven normalization is used.

The following systematic uncertainties were also congideand were found to have a negligible
effect: jet reconstructionficiency, lepton energy scale and resolution, the contobutif calorimeter
clusters not associated to any final state object irEli]ﬂ@s calculation. Table 2 summarizes the accep-
tance change due toftBrent systematic uncertainties.

7 Statistical Analysis

Template shape fitting is employed to test the consistentyeoBtandard Model background hypothesis
with the observed data over the spectrum oflthe+ E?issdistribution. _

Template shape fitting is essentially a counting experirimemiany bins of thé4y + ET"*distribution
and the likelihood function is the product of single bin ctimg experiment likelihood functions. The
sensitivity of the search is enhanced over a single bin cogieixperiment by the exclusive treatment of
bins with diferent signgbackground ratios. The shape information helps to bettastcain the signal
and background contribution of the candidate sample.

The expected number of events in Iis represented by the Poisson meanwhich is a sum of
KK-gluon signal and total backgroundllg, = N+ Nz.jets + Nbiboson+ Nsingletop+ Nrakes- The binned



Table 2: Change in acceptance due to various sources ofrsytsteuncertainties. Positive and negative
acceptance variations are listed in [%]. All signal systitnancertainties have been symmetrized. The
total systematic uncertainty for Standard Model backgdoalso includes luminosity (3.7%) and the

cross-section uncertainties.

SM background| mxx=700 GeV | mkxx=1000 GeV
(+) @)

Lepton ID/ Trigger 3.4 45 4.2 4.7

Jet energy scale 7.4 6.7 3.5 4.0

Jet energy resolution 2.3 - 25 6.8

ISR/FSR 0 2.3 25 4.5

Parton Shower 14 1.4 - -

Generator 4.8 4.8 - -

PDF 2.7 2.7 1.2 1.2

| Total Systematic | 12.8 115 | 6.6 | 10.3 |

likelihood function is shown in Equation 2. Signal and tddtatkground correspond to template numbers
j = 1 andj = 2 respectivelyG is a unit width Gaussian prior for nuisance paramefethat control
systematic rate variationgj() as well as bin-by-bin systematic shape variatiagg)(of the (unit area)
template shapebj, in the likelihood function.

Nbin Eke—,uk Ngs Ngys Ngs
L(dataNj, ;) = l_[ el G(6;,0,1) ,where ux = Z N l_[(l + 9i5ji) 1—[(1 + Hifjik) Tik (2)
k=1 SES] i i=1 i=1

Rate Uncertaint S hape Uncertaint

For a fixed value of the resonance mass we perform a signalusiag the likelihood function of Equa-
tion 2.

Figure 15 shows thelt + ErT“iSSdistribution for data and all backgrounds together with pdiigetical
KK-gluon signal with a mass of 700 GeV for illustration.

In order to test the signal hypothesis we evalugpevalue for the data. Thp-value quantifies, in the
absence of signal, the probability of observing a resonergss anywhere in thet + E?issdistribution,
with a significance at least as great as that observed in the 8ace the resulting-value is 40%, no
statistically significant excess above the predictiondhef3M has been observed.

In the absence of a signal, we set 95% Confidence Level (Chapémulimits on the KK-gluon pro-
duction cross section times branching ratio using a Bagesmigroach. This is repeated for a sequence
of resonance masses ranging from 500 — 1600 GeV.

The reduced likelihood, which is only a function of the paeden of interest Nkk—_giuon) is 0b-
tained by means of a marginalization technique using MafKoain Monte Carlo as implemented in the
Bayesian Analysis Toolkit [30].

£t gpon) = [ LN O ), ..l ©)

The reduced likelihood function is converted into a Bayegiasterior probability density using
Bayes’ theorem, assuming a uniform (non-informative) {paesiprior in (B), i.e. n(cB) = 1. The
maximum of the posterior probability densiB(o-B|data) corresponds to the most likely signal content
given the data. The 95% Bayesian upper limit is obtained tagiating the posterior probability density.

The cross section limits are converted into mass limitsgusie theoretical £B) dependence of
the KK-gluon on the resonance mass. Our interpretationisfritodel does not consider any possible
interference fects.
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Figure 3: Data - Monte Carlo comparison for tHe + E?‘Ssdistribution together with a KK-gluon signal
with a mass of 700 GeV for illustration. The statistical agdtematic uncertainty on the Monte Carlo
is represented by the hashed band.

To estimate the priori sensitivity for this search Monte Carlo pseudo-experimeare generated
using only Standard Model processes in proportion to thgieeted rate. The pseudo-experiments are
randomly drawn from Monte Carlo samples of all relevant lgacknds. The nuisance parameters are
allowed to randomly vary within their prior distributionsrfeach pseudo-experiment. It was ensured
that the sampling of the priors was not truncated in the amlyrhe median of the distribution is chosen
to represent the expected limit. The ensemble of limitsse aked to find the 68% and 95% envelope of
limits as a function of resonance mass.

Figure 4 shows the 95% C.L. exclusion limit on the cross sadiimes branching ratio. The signal
cross section for the KK-gluon production with subsequestay tott pairs is available in a recent
version of Rruia [31] with input from [32] which has been used for this anatysihe coupling of light
quarks to the KK-gluon is varied by scaling the strong couplparametetyqq, /gs in a range from
0.2 to 0.35, where 0.2 corresponds to the default couplirtgarRandall-Sundrum model, and the other
couplings are within a reasonable range constrained byrtbertainty in the light quark masses-our
cross section curves are calculated for fodfedent couplings, each using the MRST 2007*LRDF
[33]. Table 3 lists the expected and observed mass limiamdd for each model point.

8 Conclusions

The ATLAS detector has been used to search for high-massaeses in the dileptoti final state. The
Hr + EY"* observable is well described by the Standard Model backgimu We find no significant
excess at higiHr + ET"®®in the data, and set limits on the cross section times bragctitio for

2The sign Ofgaq /g5 IS Negative, which is important if interference terms afereinto consideration.

8
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Figure 4: Expected and observed limits on cross sectiorstmenching ratio at 95% C.L. and expected
cross section for a Randall-Sundrum KK-glugitk. Cross sections were calculated using the MRST
2007 LO PDF.

Table 3: Expected and observed lower limits on the KK-glu@assin the Randall-Sundrum model
Mass Limit (TeV)

Jaww /9s | Expected| Observed
-0.20 0.80 0.84
-0.25 0.88 0.88
-0.30 0.95 0.92
-0.35 1.02 0.96

KK-gluon production as well as upper limits at 95% C.L. on thass of the KK-gluon in the Randall-
Sundrum model of 0.84 TeV.

For resonance masses above approximately 1 TeV, the tog deaay products start to become
strongly collimated. A search taking into account such fatate topologies as well as reconstruction of
the resonance mass is the subject of a forthcoming analysis.
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9 Appendix: Extra public plots
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Figure 5: TheHt + E?"Ssdistributions in the control region. The control region tiasZ boson rejec-
tion window cut inverted and predominantly selezts- jets events. Thelr + ET'® distribution with
the Z dielectron (dimuon) mass rejection window cut invertedhieven on the left (right). The points
represent ATLAS data and the filled histograms show the sitedlbackgrounds including the statistical
uncertainty represented by the hashed band.
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Figure 6: The leptorpy distributions in the control region. The control region ti@sZ boson rejection
window cut inverted and predominantly seleZts jets events. The electron (muaopy distribution with
the Z dielectron (dimuon) mass rejection window cut invertedhieven on the left (right). The points
represent ATLAS data and the filled histograms show the sitadlbackgrounds including the statistical
uncertainty represented by the hashed band.
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Figure 7: The jepr distributions in the control region. The control region ki@sZ boson rejection win-
dow cut inverted and predominantly seleZts jets events. The jgbr distribution with theZ dielectron
(dimuon) mass rejection window cut inverted is shown on #fe (right). The points represent AT-
LAS data and the filled histograms show the simulated backgt® including the statistical uncertainty
represented by the hashed band.
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Figure 8: TheEfT“iSSdistributions in the control region. The control region kzesZ boson rejection win-
dow cut inverted and predominantly selezts jets events. Th&T"*distribution with theZ dielectron
(dimuon) mass rejection window cut inverted is shown on #fe (right). The points represent AT-
LAS data and the filled histograms show the simulated backgt® including the statistical uncertainty
represented by the hashed band.
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Figure 9: TheHt + ErTniss distribution for dielectron (dimuon) candidate eventshiswn on the left
(right) after all cuts. The points represent ATLAS data ahnel filled histograms show the simulated
backgrounds including the statistical and systematic maicgy represented by the hashed band.
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Figure 10: TheHr + EMSS(EMS9) distribution for electron-muon candidate events is showrthe left
(right) after all cuts. The points represent ATLAS data ahnel filled histograms show the simulated
backgrounds including the statistical and systematic taicgy represented by the hashed band.
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Figure 13: The lepton (jefr distribution for electron-muon candidate events is showthe left (right)
after all cuts. The points represent ATLAS data and the filistbgrams show the simulated backgrounds
including the statistical and systematic uncertainty éspnted by the hashed band.
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Figure 15: Data - Monte Carlo comparison for tHe + E?‘SS distribution together with a KK-gluon
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Run Number: 182747, Event Number: 112506255
Date: 2011-05-28 14:51:22 UTC

Figure 17: Event display of an event with highy + E?‘SS. The highest energy electron has &n of
104 GeV, the subleading electron B of 35 GeV. The highest energy jet has B&n of 526 GeV, the
subleading jet afer of 339 GeV. TheHt + ET"®is 1226 GeV of which 222 GeV originates fro&y"'®.
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