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Abstract

The Hercules ultrafaint dwarf galaxy (UFD) has long been hypothesized to be tidally disrupting, yet no conclusive
evidence has been found for tidal disruption owing partly to difficulties in identifying Hercules member stars. In this
work, we present a homogeneous reanalysis of new and existing observations of Hercules, including the detection of
a new potential member star located ∼1° (∼1.7 kpc) west of the center of the system. In addition to measuring the
line-of-sight velocity gradient, we compare predictions from dynamical models of stream formation to these
observations. We report an updated velocity dispersion measurement based on 28 stars, 1.9 0.6

0.6
-
+ km s−1, which is

significantly lower than previous measurements. We find that the line-of-sight velocity gradient is1.8 1.8
1.8

-
+ km s−1 kpc

along the major axis of Hercules, consistent with zero within 1σ. Our dynamical models of stream formation, on the
other hand, can reproduce the morphology of the Hercules UFD, specifically the misalignment between the
elongation and the orbital motion direction. Additionally, these dynamical models indicate that any radial velocity
gradient from tidal disruption would be too small, 0.00 0.91

0.97
-
+ km s−1 kpc, to be detectable with current sample sizes.

Combined with our analysis of the tidal radius evolution of the system as a function of its orbital phase, we argue that
it is likely that Hercules is indeed currently undergoing tidal disruption in its extended stellar halo with a line-of-sight
velocity gradient too small to be detected with current observational data sets.

Unified Astronomy Thesaurus concepts: Dwarf galaxies (416); Galaxy dynamics (591); Galaxy kinematics (602);
Radial velocity (1332)

1. Introduction

Ultrafaint dwarf galaxies (UFDs) are a class of stellar
systems orbiting the Milky Way, which have recently been
discovered by the advent of large wide-field digital sky
surveys. The first UFDs, Ursa Major and Willman 1 were
discovered in the Sloan Digital Sky Survey (SDSS; York et al.
2000) by Willman et al. (2005a, 2005b), initiating the next two
decades of further discovery. Efforts with subsequent sky
surveys, such as the Dark Energy Survey (Bechtol et al. 2015;
Drlica-Wagner et al. 2015; Kim & Jerjen 2015; Koposov et al.
2015), Pan-STARRS (Laevens et al. 2015a, 2015b), MagLITeS
(Drlica-Wagner et al. 2016; Torrealba et al. 2018), Subaru/
Hyper Suprime-Cam survey (Homma et al. 2016, 2018, 2019),
and DELVE (Mau et al. 2020; Cerny et al. 2021a, 2021b, 2023)
have led to the current census of nearly 60 such satellites (for a
recent review, see Simon 2019).

UFDs are of particular scientific interest as they are the least
massive (extrapolated virial mass 109 Me; Simon &
Geha 2007; Strigari 2018) and most dark-matter-dominated
(M/L >100 Me/Le; Simon & Geha 2007; Geha et al. 2009)
galaxies known. As such, they can be used to test predictions
from models of galaxy formation (e.g., ΛCDM; Kroupa et al.
2010; Perivolaropoulos & Skara 2022). The low-mass regime
of the halo mass function, where the UFDs reside, is sensitive
to the nature of dark matter particles (Jethwa et al. 2018; Kim
et al. 2018; Nadler et al. 2019; Mau et al. 2022). In addition to
the mass, studying the internal structure (e.g., density profile)
of UFDs’ dark matter halos tests dark matter models with
different interactions with the baryonic matter on small scales
(see, e.g., Calabrese & Spergel 2016; Errani et al. 2018; Bozek
et al. 2019; Sales et al. 2022; Silverman et al. 2023).
Stellar tracers are key to obtaining mass estimates and

interpreting the internal structures of the Milky Way’s UFDs.
Assuming dynamical equilibrium, the velocity dispersion of
member stars can be used to estimate the dynamical mass of the
UFD (e.g., Wolf et al. 2010). When combined with positional
information, the stellar tracers can also map out the enclosed
mass of the system as a function of distance from the center,
thus providing a direct probe to the dark matter density profile
of the UFD (e.g., Chang & Necib 2021; Guerra et al. 2023).
The kinematics of stars in UFDs thus play a critical role in

The Astrophysical Journal, 966:33 (19pp), 2024 May 1 https://doi.org/10.3847/1538-4357/ad2f27
© 2024. The Author(s). Published by the American Astronomical Society.

* This paper includes data gathered with the 6.5 m Magellan Telescopes
located at the Las Campanas Observatory, Chile.

Original content from this work may be used under the terms
of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

1

https://orcid.org/0000-0002-4669-9967
https://orcid.org/0000-0002-4669-9967
https://orcid.org/0000-0002-4669-9967
https://orcid.org/0000-0002-7155-679X
https://orcid.org/0000-0002-7155-679X
https://orcid.org/0000-0002-7155-679X
https://orcid.org/0000-0003-2497-091X
https://orcid.org/0000-0003-2497-091X
https://orcid.org/0000-0003-2497-091X
https://orcid.org/0000-0002-4733-4994
https://orcid.org/0000-0002-4733-4994
https://orcid.org/0000-0002-4733-4994
https://orcid.org/0000-0002-7007-9725
https://orcid.org/0000-0002-7007-9725
https://orcid.org/0000-0002-7007-9725
https://orcid.org/0000-0002-2139-7145
https://orcid.org/0000-0002-2139-7145
https://orcid.org/0000-0002-2139-7145
https://orcid.org/0000-0001-9178-3992
https://orcid.org/0000-0001-9178-3992
https://orcid.org/0000-0001-9178-3992
https://orcid.org/0000-0002-8448-5505
https://orcid.org/0000-0002-8448-5505
https://orcid.org/0000-0002-8448-5505
https://orcid.org/0000-0003-2806-1414
https://orcid.org/0000-0003-2806-1414
https://orcid.org/0000-0003-2806-1414
mailto:xwou@mit.edu
http://astrothesaurus.org/uat/416
http://astrothesaurus.org/uat/591
http://astrothesaurus.org/uat/602
http://astrothesaurus.org/uat/1332
https://doi.org/10.3847/1538-4357/ad2f27
https://crossmark.crossref.org/dialog/?doi=10.3847/1538-4357/ad2f27&domain=pdf&date_stamp=2024-04-24
https://crossmark.crossref.org/dialog/?doi=10.3847/1538-4357/ad2f27&domain=pdf&date_stamp=2024-04-24
http://creativecommons.org/licenses/by/4.0/


bridging the gap between observed and theoretical dark matter
halo properties at a scale currently not as well constrained by
either most other observational probes or simulations
(Simon 2019; Battaglia & Nipoti 2022).

One of the more intriguing aspects of UFDs in the Milky
Way is their potential tidal interaction with the Milky Way dark
matter halo (Collins et al. 2017; Fattahi et al. 2018; Li et al.
2018), opening another doorway into studying their total halo
mass and internal structure. The tidal radius of a UFD marks
the distance from the center of the system beyond which its
mass becomes tidally stripped. Consequently, bound stellar
tracers at large distances can better constrain the enclosed mass
(e.g., Chiti et al. 2021), which makes it valuable to identify and
derive kinematic information of stellar tracers at large radii. A
UFD with a given mass can also have a large tidal radius if its
central density is high. The general nature of central densities in
UFDs is a question under debate and is known as the core/cusp
problem. ΛCDM simulations generally predict density profiles
with diverging central densities (cuspy) at all mass scales
(Dubinski & Carlberg 1991; Navarro et al. 1997), while
observations tentatively prefer profiles with constant central
densities (cored) in dwarf galaxies (Moore 1994; Walker &
Peñarrubia 2011; Amorisco et al. 2013; Amorisco 2017;
Contenta et al. 2018; Read et al. 2019), although cuspy dwarf
galaxies are also observed, and it is often difficult to distinguish
whether a given dwarf galaxy is cuspy or cored (Strigari et al.
2010; Jardel & Gebhardt 2013; Massari et al. 2020). In the
context of host-satellite galaxy interactions, assuming the same
orbital properties, UFDs with more cuspy dark matter profiles
are less likely to undergo tidal disruption, while a more cored
profile has a smaller tidal radius, and the system is more likely
to be tidally disrupted and exhibit deformation in phase space
(Peñarrubia et al. 2008). It is, thus, of great interest to study
UFDs that show signs of currently experiencing or previously
experienced tidal disruption to investigate the mass and internal
structure of such small dark matter halos.

Hercules is a UFD first identified by Belokurov et al. (2007),
located ∼130 kpc away from the Sun (Musella et al. 2012;
Mutlu-Pakdil et al. 2020). The system exhibits a highly
elongated shape with a 3:1 axis ratio (Coleman et al. 2007;
Martin et al. 2008; Sand et al. 2009), which has been argued as
an indicator of ongoing/past tidal disruption. However, the
system is also predicted to have a line-of-sight velocity gradient
if it has experienced tidal disruption, either in the tidal
explosion scenario (Küpper et al. 2017) or in the tidal stream
scenario (Martin & Jin 2010). In the former case, the velocity
gradient is expected to be present along the minor axis, whereas
a tidal stream scenario predicts one along the major axis.
Numerous studies have been carried out testing the two cases
with no conclusive evidence of tidal disruption (Simon &
Geha 2007; Adén et al. 2009; Martin & Jin 2010). Fu et al.
(2019) and Gregory et al. (2020) found a systemic orbit that is
inconsistent with either of the tidal disruption scenarios using
proper motion measurements from Gaia DR2 for the known
Hercules members.

To better study and constrain velocity gradients, it is ideal to
have member stars with spectroscopic/kinematic information
at large spatial separations (more than a few times the half-light
radius) from the center of Hercules. Roderick et al. (2015)
identified several overdensities both along and perpendicular to
the major axis of Hercules, along with eight blue horizontal
branch stars identified by Deason et al. (2012) and three RR

Lyrae stars from Garling et al. (2018) as potential members that
are outside of the tidal radius of Hercules. When combined
with proper motion measurements, however, Fu et al. (2019)
and Gregory et al. (2020) found no members of Hercules
outside of the tidal radius matching the systemic proper motion
of the UFD. Moreover, the line-of-sight velocity gradient
remained inconclusive, with most member stars around or
within the half-light radius. In addition to a lack of distant stars,
not all member stars studied in previous works are confirmed
with joint photometric, spectroscopic, and astrometric informa-
tion, leaving such measurements susceptible to contamination
from foreground Milky Way stars.
In this study, we resolve these issues by presenting the

largest clean sample of Hercules member stars to date,
combining measurements from previous studies with new
spectroscopic data obtained with Magellan/IMACS and
Magellan/MagE. Thanks to the advent of the third data release
of the Gaia mission (Gaia Collaboration et al. 2016, 2021), we
compile a sample of 33 stars that are confirmed with
photometric, spectroscopic (kinematics + metallicity), and
proper motion data. It is necessary to apply such selections, as
Hercules is not well separated from the Galactic halo in line-of-
sight velocity space and is particularly prone to foreground
contamination. We additionally remove potential binary stars
using multi-epoch line-of-sight velocity measurements since
they may artificially inflate the velocity dispersion and
subsequent dynamical mass estimate (Simon 2019). Our
sample also provides the tightest constraint so far on the
systemic proper motion of Hercules. We reanalyze the orbit of
the UFD while accounting for the effect of the Large
Magellanic Cloud (LMC). Most importantly, we present two
distant members of Hercules: Herc-1 and Herc-12. Herc-1 is
located ∼1° (∼1.7 kpc) west of the center of the system, as
discovered in this study. Herc-12 is located ∼1° north of the
center of the system, also discovered by Longeard et al. (2023),
as described below. These recently identified members, given
their relative locations, tighten the constraint on the line-of-
sight velocity gradient.
While preparing this manuscript, Longeard et al. (2023)

published a dedicated search for Hercules member stars in the
outskirts of the galaxy through the Pristine Dwarf-Galaxy
Survey. We thus include a comparison with Longeard et al.
(2023) in Section 5.4.
This paper is structured as follows: we describe the

observation and data reduction process for the newly identified
members from MagE and IMACS in Section 2, along with a
discussion of reanalyzed archival DEIMOS spectra. We present
the full sample used for this study in Section 3, specifically
highlighting the binary tests and systematics across data sets
(Section 3.4), membership selection process (Section 3.5), and
estimation of foreground contamination (Section 3.6). We
present the dynamical analysis in Section 4 and interpret our
results in Section 5.

2. Observations

We introduce new observations from two spectrographs in
this work: Magellan/IMACS (Dressler et al. 2006) and
Magellan/MagE (Marshall et al. 2008), and present a
reanalysis of archival Keck/DEIMOS data studied in Simon
& Geha (2007), Brown et al. (2014), and Gregory et al. (2020)
via a new reduction and analysis pipeline (M. Geha et al. 2024,
in preparation). The velocity measurements from Brown et al.
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(2014) were not previously published. In this section, we
summarize the new observations, and describe the data
reduction procedures for each of the aforementioned
instruments.

2.1. IMACS

We observed Hercules with one multi-slit mask on 2015 July
23–25 for 7.75 hr and 2018 April 11–13 for 9.58 hr with
Magellan/IMACS. Observations were obtained in a series of
two to three science exposures of 1800–3300 s, followed by an
arc frame for wavelength calibration, and a flat field frame
using a quartz lamp to trace the spectra on the chips. We used
the 0 7 slit, the 1200 ℓ mm−1 grating, at an angle of 32°.4,
which granted a resolution of R∼ 11, 000 covering ∼7500 to
∼9000Å. In the 2015 observations, a HeNeAr arc lamp was
used, whereas in the 2018 observations, a KrHeNeAr arc lamp
was used due to the increased number of Kr lines at the blue
end of our wavelength range. The IMACS data were reduced
exactly following Simon et al. (2017) and Li et al. (2017),
using the COSMOS pipeline (Dressler et al. 2011; Oemler et al.
2017) for 2d spectrum extraction and an initial wavelength
solution, and then an adapted version of the DEIMOS pipeline
(Cooper et al. 2012; Newman et al. 2013) for 1d spectrum
extraction and final wavelength calibration.

Targets were selected for the multi-slit mask by overlaying a
[Fe/H]=−2.5, 12.5 Gyr Dartmouth isochrone (Dotter et al.
2008) on a color–magnitude diagram of Hercules from public
SDSS DR12 g, r photometry (York et al. 2000; Gunn et al.
2006; Eisenstein et al. 2011; Alam et al. 2015).12 Stars that
were within 0.1 mag of the isochrone and brighter than g= 22
were identified as possible candidates for the multi-slit mask.
We note that as the slit mask was designed in 2015, we
prioritized targets that were not published members at the time,
and then added additional slits to include some known
members to test for binarity. No proper motion information
went into the target selection, as this mask was designed before
any Gaia data releases (e.g., Gaia Collaboration et al. 2016). In
total, there were 33 slits for science targets on the mask, of
which 25 produced spectra with a sufficient signal-to-noise
ratio (S/N >3) to be usable in 2015. The 2018 observations
resulted in 33 spectra that met that minimum S/N threshold.

2.2. MagE

We observed five candidate members of Hercules at
distances of ∼1 to ∼7 half-light radii (half-light radius
assumed to be 243 pc; Sand et al. 2009), out to ∼1° from the
center of the system on 2022 July 2 using the Magellan/MagE
spectrograph (Marshall et al. 2008). Each candidate was
observed for 30–55 minutes, followed by a ThAr lamp frame
to ensure a stable wavelength calibration. We used the 1 0 slit,
which yielded a resolution of R∼ 4000 and a usable spectral
wavelength coverage between ∼3600 and ∼9000Å. The
reduced spectra had an S/N of ∼7 at 3900Å, ∼22 at
6500Å, and ∼15 at ∼8500Å. These wavelengths correspond
to the Ca IIK line, the Hα line, and the calcium triplet region,
which were used for velocity and metallicity determinations.
These data were reduced with CarPy (Kelson 2003),13

following standard data reduction procedures. One candidate

was identified as a galaxy from these spectra; the other four
were stars and labeled as Herc-1, Herc-3, Herc-4, and Herc-12.
These candidate members of Hercules were selected through

Gaia EDR3 proper motions (Gaia Collaboration et al. 2021)
and through their low metallicities, as determined from wide-
field metallicity-sensitive CaHK imaging of Hercules using a
custom filter on the Magellan/IMACS f/2 camera. One star,
Herc-12, was beyond the range of our wide-field CaHK
imaging and was identified solely using a proper motion
selection. The details of the imaging and membership
determination will be described in an upcoming paper (A. Chiti
et al. 2024, in preparation), but we list the relevant details here.
Specifically, we imaged Hercules out to ∼7 half-light radii
along its major axis and ∼4 half-light radii along its minor axis
using the CaHK filter. Then, we retained stars that had Gaia
EDR3 proper motions consistent within 2σ of the proper
motion of Hercules in McConnachie & Venn (2020). We
further selected stars that lay within 0.1 mag of a [Fe/H]
=−2.5, 12 Gyr Dartmouth isochrone (Dotter et al. 2008) on a
color–magnitude diagram from Pan-STARRS DR2 photometry
(Chambers et al. 2016)14 assuming a distance modulus of 20.60
(Musella et al. 2012). Then, we selected stars that occupied the
same region of color–color space using the CaHK photometry
(following Figure 3 in Chiti et al. 2020) as previously known
Hercules members. This selection resulted in only one
candidate, Herc-1, being identified in the far outskirts (>4 rh)
of Hercules brighter than g∼ 20.5, along with the other
candidates (Herc-3 and Herc-4) that were closer to the center of
the system.

2.3. DEIMOS

We re-reduced archival data taken between 2007 and 2015
with the DEIMOS spectrograph (Faber et al. 2003) on the Keck
II 10 m telescope. Nine multi-slit masks were observed with the
1200G grating covering a wavelength range of 6400–9100Å
with the OG550 blocking filter, yielding a resolution of
R∼ 6000. Individual science exposures were reduced to 1D
spectra using v1.10 of PypeIt (Prochaska et al. 2020). Raw
data files and associated calibration data were accessed from
the Keck Observatories Archives.15

3. Data Analysis and Membership Selection

In this section, we describe the samples used in our study,
the metallicity and velocity measurements, and the criteria used
to identify Hercules members. Section 3.1 gives an overview of
the number of radial velocities and metallicities provided by
each sample. Sections 3.2 and 3.3 provide detailed descriptions
of the radial velocity and metallicity measurements. Section 3.4
discusses the identification of binaries in our sample.
Sections 3.5 and 3.6 discuss how these measurements are
combined and used to select Hercules members and assess
foreground contamination.

3.1. Description of Samples

The final data set that we use in our analysis is comprised of
three subsamples: data from MagE and IMACS (collected and
analyzed in this paper), data from DEIMOS (collected in
Simon & Geha 2007; Brown et al. 2014; Gregory et al. 2020,

12 http://skyserver.sdss.org/dr12/en/home.aspx
13 https://code.obs.carnegiescience.edu/mage-pipeline

14 https://catalogs.mast.stsci.edu/panstarrs/
15 http://koa.ipac.caltech.edu/
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reanalyzed in this paper), and data from Adén et al. (2009). We
adopt line-of-sight velocities from FLAMES spectroscopy and
metallicities from Strömgren photometry from Adén et al.
(2009) as published in their study. We opt to combine these
three samples to maximize the size of our data set and minimize
statistical uncertainties in our final parameters. Each data set is
briefly described in Sections 3.2 and 3.3, but we encourage
interested readers to refer to the original publications for further
details on samples already in the literature.

In total, we have 27 usable line-of-sight velocity measure-
ments from IMACS, four from MagE, 18 from FLAMES, and
390 from DEIMOS. We have 20 usable equivalent width (EW)
measurements from IMACS, four metallicities from MagE, 28
from Strömgren photometry, and 354 from DEIMOS. Our final
parent sample contains 411 unique stars with at least one line-
of-sight velocity measurement. In the case of measurements
from different samples for the same stars, we use the overlap to
characterize any systematics between different samples (see
Sections 3.2.5 and 3.3.5), test for potential binaries (see
Section 3.4), and then combine the measurements for final
membership identification (see Section 3.5).

3.2. Radial Velocities

3.2.1. Velocities from IMACS

We derive velocities from the IMACS observations follow-
ing procedures used in other UFD observations with our
instrumental setup (e.g., Li et al. 2017; Simon et al. 2017;
Heiger et al. 2024), which we briefly describe here. We derived
velocities from our spectra by minimizing χ2 from 8450 to
8680Å relative to a template spectrum of HD 12256316 that
was observed with the same IMACS configuration. We derived
a telluric correction for the mis-centering of stars in their slits
by first performing the same procedure with a template
spectrum of HR4781 over the wavelength range of
7550–7700Å.

Random velocity uncertainties were derived by repeating the
χ2 minimization with respect to HD 122563 500 times after
adding noise to the spectra according to their S/N. We
determined a systematic floor for the velocity precision by
dividing the raw observations into two sets, separately for the
2015 and 2018 data, re-reducing each set independently, and
then determining the systemic floor in the velocity uncertainties
that were needed to bring the velocities in agreement
(following, e.g., Simon & Geha 2007). We find that the
systemic velocity uncertainty in the 2015 data was 1.2 km s−1,
and in the 2018 data was 0.9 km s−1, which is comparable to
previous UFD studies with this observational setup (Li et al.
2017; Simon et al. 2017; Heiger et al. 2024). The difference in
the velocity precision floor between 2015 and 2018 is likely
due to the improvement in the wavelength solution resulting
from the introduction of the Kr arc lamp. The final velocity
uncertainty was taken as the quadrature sum of the random and
systematic velocity uncertainties.

3.2.2. Velocities from MagE

Given the low S/N (10–20) of our MagE spectra, we
focused on deriving velocities from orders with the prominent
Ca II H&K (∼3950Å), Hα (∼6560Å), and calcium triplet

(∼8500Å) absorption features. We normalized each of these
orders using the spectral analysis toolkit developed by A. Ji,17

and cross correlated each of the resulting orders with a
spectrum of HD 122563 that was obtained using the same
MagE configuration. This gave one velocity measurement from
each absorption feature for each star. Similarly, we derived a
telluric correction for each star by cross correlating our spectra
with a template spectrum of HR4781.
The random uncertainty in each of these velocities was

derived by replicating the procedure in Section 3.2.1: by
repeating the velocity measurements 500 times after adding
random noise to each pixel based on the S/N. We found that
velocities from the Ca II H&K feature had prohibitively high
uncertainties (∼15 km s−1), so we discarded this feature in our
velocity analysis.
The systematic uncertainty on the MagE velocity was

derived independently for the order spanning Hα and the
order spanning the calcium triplet lines. These systematic
uncertainties were obtained by applying our method of deriving
velocities from MagE data on metal-poor stars observed with
the same MagE observing setup between 2011 and 2013. This
sample included observations of HD 122563, HD 140283, CD
−38°245, stars 10_7_442, 11_1_3334, 6_5_505 in the Sculptor
dwarf galaxy presented in Table 5 of Chiti et al. (2018), and an
additional metal-poor red giant in the Carina dwarf galaxy. For
the latter stars in dwarf galaxies, repeat observations were taken
on the same night, so differences in velocity when estimating
the systematic uncertainty are unlikely to be due to binarity.
Following the same procedure as in Section 3.2.1, we find that
a velocity uncertainty of 5.3 km s−1 needed to be added to
velocities from the Hα order and 3.5 km s−1 needed to be
added to velocities from the calcium triplet order to bring
velocity measurements of the same stars into agreement. These
values were adopted as the systematic velocity uncertainties,
and are added to the random uncertainties from each order in
quadrature to derive a final uncertainty. Then, the final velocity
is taken as the inverse-variance weighted average of the
velocities from each order.

3.2.3. Velocities from DEIMOS

Stellar radial velocities and calcium triplet EWs were
measured using a preliminary version of the DMOST package
(M. Geha et al. 2024, in preparation). In brief, DMOST forward
models the 1D stellar spectrum for each star from a given
exposure with both a stellar template from the PHOENIX
library and a telluric absorption spectrum from TelFit
(Gullikson et al. 2014).
The velocity is determined for each science exposure

through a Markov Chain Monte Carlo (MCMC) procedure
constraining both the radial velocity of the target star as well as
a wavelength shift of the telluric spectrum needed to correct for
slit mis-centering (see, e.g., Sohn et al. 2007). The final radial
velocity for each star is derived through an inverse-variance
weighted average of the velocity measurements from each
exposure. The systematic error reported by the pipeline,
derived from the reproducibility of velocity measurements
across masks and validated against spectroscopic surveys, is
∼1 km s−1 (see M. Geha et al. 2024, in preparation).

16 The velocity for HD 122563 is assumed to be −26.51 km s−1 (Chubak et al.
2012). 17 https://github.com/alexji/alexmods
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3.2.4. Velocities from Adén et al. (2009)

Adén et al. (2009) present velocities for 18 red giant branch
(RGB) stars that pass their criteria for Hercules membership
using R∼ 6500 FLAMES spectra. These spectra spanned
8210–9400Å, covering the prominent calcium triplet absorp-
tion feature. The authors performed a cross correlation of the
observed spectra against a synthetic template spectrum using
the IRAF routine FXCOR, which returns uncertainties based on
the Tonry–Davis R-value (Tonry & Davis 1979). The
minimum velocity uncertainty of this sample is ∼0.6 km s−1.

3.2.5. Assessing Systematics across Samples and Combining Velocity
Measurements

In this section, we discuss potential systematic differences
resulting from the different instruments and techniques used to
derive line-of-sight velocities. We limit this comparison to stars
with line-of-sight velocities consistent with membership to
Hercules (described in Section 3.5), and test for potential
systematic offsets between the samples from different
instruments.

We first compare line-of-sight velocity measurements for the
same star from any pair of instruments (i.e., IMACS, DEIMOS,
and FLAMES). The distribution of the differences is shown in
Figure 1. The blue-shaded area corresponds to the 2σ range of
the mean difference between a given pair of instruments. The
weighted mean difference between IMACS and FLAMES
(based on one star) is 6.4± 5.4 km s−1. The weighted
difference between FLAMES and DEIMOS (15 stars) is
−1.1± 0.7 km s−1. The weighted difference between DEIMOS
and IMACS (five stars) is −4.0± 1.7 km s−1. We also check
for systematic differences between the pipelines used in
Gregory et al. (2020); DEIMOS-2020) and this study
(DEIMOS-2023) on DEIMOS data to test for potential
systematic differences arising from the updated pipeline and
addition of DEIMOS observations from Brown et al. (2014).
The weighted difference between DEIMOS-2023 and DEI-
MOS-2020 (15 stars) is 0.5± 1.1 km s−1. The largest tension is
between DEIMOS and IMACS at 2.35σ. Additionally, two
stars from the MagE sample are also observed in other samples.
Herc-3 from the MagE sample overlaps with DEIMOS and
FLAMES with velocity measurements consistent within 2σ.
Herc-4 from the MagE sample is also observed with DEIMOS,
where multi-mask measurements from DEIMOS show line-of-
sight velocity variation. The binary test performed on the
MagE+DEIMOS combined multi-epoch measurements
further supports the case of Herc-4 being a potential binary.

To investigate this possible tension further, we redo this
analysis after excluding stars that show evidence of radial
velocity variations from being in a binary system (see
Section 3.4). After this cut, the weighted difference between
IMACS and FLAMES (one star) is 6.4± 5.4 km s−1. The
weighted difference between FLAMES and DEIMOS (12 stars)
is −1.7± 0.9 km s−1. The weighted difference between
DEIMOS and IMACS (four stars) is 2.1± 2.2 km s−1. The
weighted difference between DEIMOS-2023 and DEIMOS-
2020 (12 stars) is −0.3± 1.2 km s−1. Now, we see no strong
evidence of statistically significant systematic offsets greater
than 2σ between samples after excluding stars potentially in
binary systems. Note that applying the offsets in the prior
paragraph before performing the tests for binarity in Section 3.4
does not change the results of that analysis. Consequently, the

tension in the previous paragraph is reasonably explained by
the influence of binaries. Conversely, it is unlikely that the
binary analysis in Section 3.4 is affected by systematic offsets
between instruments. Given the lack of evidence for significant
velocity systematics, velocity measurements from this study
and the literature are combined via weighted averaging.

3.3. Metallicities

3.3.1. Metallicities from IMACS

Metallicities from the IMACS spectra are derived using the
well-established calibration in Carrera et al. (2013) that relates
the strength of the calcium triplet lines to the overall metallicity
of a star. We apply this calibration to our IMACS spectra
following previous studies of UFD stars using this observa-
tional setup (e.g., Li et al. 2017; Simon et al. 2017; Chiti et al.
2022), which we briefly outline here.
The Carrera et al. (2013) calcium triplet-metallicity calibra-

tion takes the total EWs of the calcium triplet lines and the
absolute V magnitude as inputs. We compute the EW of each
calcium triplet line by fitting a Gaussian + Lorentzian profile to
each line (e.g., Li et al. 2017; Simon et al. 2017). The apparent
V magnitude was computed by converting photometry from
Pan-STARRS Data Release 1 using the transformations in
Tonry et al. (2012), and then converted to an absolute V
magnitude assuming a distance modulus of 20.60 (Musella
et al. 2012) The random uncertainties in the EW measurements
were computed exactly following the Monte Carlo resampling
procedure that was used for the velocity uncertainties (see
Section 3.2.1). The systematic EW uncertainty floor is 0.32Å
from Simon et al. (2017) and added in quadrature to the
random uncertainties. These uncertainties were propagated to
the metallicity to derive a final metallicity uncertainty.

3.3.2. Metallicities from MagE

We compute metallicities from the MagE spectra using the
KP calibration presented in Beers et al. (1999), a well-
established relationship between the strength of the Ca II K line
and the stellar metallicity. We implement this procedure
following Chiti et al. (2018), which we briefly outline here.
Specifically, the KP calibration maps the pseudo-EW of the

Ca II K line (denoted by the KP index) and the B− V color to
stellar metallicity. The KP index is a measure of the EW of the
Ca II K line at 3933.7Å, derived by integrating over the feature
using windows of 6, 12, or 18Å depending on the strength of
the feature. The B− V color of each star was derived using the
Pan-STARRS color transformations in Table 6 of Tonry et al.
(2012), with input Pan-STARRS DR2 photometry. The random
metallicity uncertainties are adopted by varying the continuum
placement, and the systematic uncertainties are provided by
Beers et al. (1999).
We also compute the metallicities of stars with MagE data

using the calcium triplet features, exactly following the
procedure in Section 3.3.1, as an external check on our Ca II K
metallicities. These metallicities are consistently well within 1σ
of those from the Ca II K features, and all stars had [Fe/H]
<−2.5, independently validating our application of the Ca II K
calibration. However, we do not adopt these calcium-triplet-
based metallicities for our MagE spectra due to the presence of
scattered light in the MagE data significantly distorting
the continuum in this wavelength regime (8200 Å). This
leads to uncertainties in the calcium-triplet-based metallicities
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of >0.4 dex. The effect of this scattered light is more
pronounced here than in previous studies of UFD stars using
MagE (e.g., Chiti et al. 2021) due to the significantly lower S/
N of the MagE spectra in this study.

3.3.3. Metallicities from DEIMOS

DMOST measures the EW from the calcium triplet features
by fitting a Gaussian + Lorentzian model to the coadded
spectrum (for stars at an S/N >15) or a Gaussian model (for
stars below an S/N <15). We then compute the metallicities
following Carrera et al. (2013), as described in Section 3.3.1.
We assume a 0.2Å systematic error on the total EW
determined from independent repeat measurements.

3.3.4. Metallicities from Adén et al. (2009)

Adén et al. (2009) derive metallicities using Strömgren
photometry obtained from 28 RGB stars in Hercules, following
the semiempirical calibration by Calamida et al. (2007). For the
18 stars with FLAMES spectroscopy, 15 have metallicity
measurements from the calcium triplet lines using the

calibration by Rutledge et al. (1997). Their comparison
between the photometric and spectroscopic metallicities
suggests good agreement among the 15 stars; thus, the
photometric metallicities for the 28 stars are reported in the
original study and adopted in classifying stars as members in
this study.

3.3.5. Assessing Systematics across Samples and Combining
Metallicity Measurements

We discuss potential systematic differences in metallicities
in this section following a procedure similar to that in
Section 3.2.5. As mentioned earlier, we only consider stars
with line-of-sight velocities consistent with membership to
Hercules. The distribution of the differences is shown in
Figure 2. The weighted mean difference between metallicities
from IMACS and Strömgren photometry from Adén et al.
(2009; based on one star) is −0.31± 0.77 dex. The weighted
mean difference between Strömgren photometry and DEIMOS
(based on 20 stars) is 0.39± 0.15 dex. The weighted mean
difference between DEIMOS and IMACS (based on two stars)
is 0.23± 0.22 dex. The weighted mean difference between

Figure 1. Differences in the velocity measurements of the same stars observed with IMACS, FLAMES, and DEIMOS. The blue histograms include all stars selected
as members from their velocity and metallicity information (CD sample; see Section 3.5), whereas the yellow hashed histograms only include stars flagged as not
being in binary systems (see Section 3.4). The yellow vertical dashed lines mark the weighted mean of the differences from excluding potential binaries, while the
shaded regions correspond to the 2σ range. The bottom right panel shows the differences between velocity measurements from Gregory et al. (2020; DEIMOS-2020)
and velocity in this study from the reanalysis of DEIMOS data (DEIMOS-2023).
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DEIMOS-2023 and DEIMOS-2020 (based on eight stars) is
−0.23± 0.06 dex. For the MagE sample, Herc-3 and Herc-4
have metallicities consistent with DEIMOS measurements.

Notably, the metallicities derived from Strömgren photo-
metry are systematically higher than the spectroscopic
DEIMOS measurements. The fact that Adén et al. (2009)
found good agreement between their photometric and spectro-
scopic metallicities likely arises from the known bias in the
older version of the calcium triplet calibration (Rutledge et al.
1997) that overestimates the metallicity for metal-poor stars
(see, e.g., Starkenburg et al. 2010). Thus, the DEIMOS
spectroscopic metallicities should be preferred. For the
purposes of our study, almost all stars with consistent radial
velocities from Adén et al. (2009) already have photometric
metallicities below [Fe/H]=−2, so the systematic difference
does not affect the selection of members. Likewise, the
systematic difference between the metallicities derived in this
work for the DEIMOS sample and those derived in Gregory
et al. (2020) does not cause differences in our membership
selection process, given that our metallicity selection includes
all stars that plausibly have [Fe/H] <−2 (see Section 3.5).

In general, our comparisons show evidence for slight
(∼0.2 dex) offsets in our samples with spectroscopically
derived metallicities (i.e., not including the photometric
metallicities in Adén et al. 2009), but the small overlap sample
sizes preclude any strong statements. Thus, for the purpose of
selecting plausibly metal-poor Hercules members, we compute
and report the weighted average metallicity. We advise,
however, readers to be cautious with using the combined
metallicity for more sophisticated applications.

3.4. Binarity Tests

Since the line-of-sight velocity measurements in our com-
bined sample span a long baseline (2007–2022), we can perform
a test for binarity on stars with observations that span multiple
epochs. In total, 37 of the 62 candidate members of Hercules
(see Section 3.5 for a description of membership selection) have
at least two observations spaced by 60–4000 days that make
them suitable for a test for binarity.
We perform a simple χ2 test of whether a star’s velocity is

constant with time to assess the likelihood that it is in a binary
system. We flag any stars with p-values less than 10−4 as

Figure 2. Differences in the metallicity measurements of the same stars from IMACS, DEIMOS, and Strömgren photometry. The blue histograms include all stars
selected as members from their velocity and metallicity information (CD sample; see Section 3.5). The vertical dashed lines mark the weighted mean of the
differences, while the shaded regions correspond to the 2σ range of the weighted mean difference. We see systematic offsets between the DEIMOS values derived in
this work and those from Gregory et al. (2020). We discuss the significance of this difference in Section 3.3.3.
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potential binaries and exclude them from any dynamical
analysis (e.g., velocity dispersion, velocity gradient) in this
study. These stars are indicated by having a BIN flag set to 1 in
Table 1. Five out of 33 stars that are selected in our purest
sample of Hercules members (based on metallicity, velocity,
and proper motion information) are flagged as potential
binaries and excluded from further dynamical analysis. We
note that this does not guarantee that the remaining sample is
all non-binaries because only ∼50% of the full sample (or any
candidate samples described in Section 3.5) have multi-epoch
measurements. We also cannot identify wide binaries with long
periods beyond our baseline, even with multi-epoch measure-
ments. The particular choice of p-value cut has a minimal effect
on the result of the test. One additional star, Pan-
STARRS ID 123322477687515309, is flagged in the final
sample used for dynamical analysis if the cut is increased to
0.01, but the results remain qualitatively unchanged.

We note that the systematic velocity offsets between data
sets have minimal impact on the binary test results. It is thus

unlikely that systematic offsets between instruments contribute
to any misclassification of non-binary systems as binaries.

3.5. Member Selection

We separate stars into four samples of membership/
nonmembership in decreasing levels of confidence, which we
describe below: proper motion confirmed (PCF) members,
confirmed members (CF), candidate members (CD), and
nonmembers (NM). In the following analysis, line-of-sight
velocity and metallicity measurements from different samples
(see Sections 3.2 and 3.3) are combined via weighted
averaging, while photometry is taken from Pan-STARRS
(Chambers et al. 2016), and proper motions are taken from
Gaia DR3 (Gaia Collaboration et al. 2021).
We generate our initial PCF sample as follows. We select an

initial sample of candidate members by defining a line-of-sight
velocity selection window at 3σ around the systematic velocity
(45 km s−1) of Hercules, with 1σ defined as the velocity
dispersion of 5.1 km s−1 from Simon & Geha (2007). For each

Table 1
Radial Velocity and Metallicity Measurements for All Stars that Are Confirmed to be Members Based on Their Metallicities, Velocities, and Proper Motions (PCF

Sample; See Section 3.5) in This Study

Pan-STARRS ID R.A. Decl. g r v σv [Fe/H] σ[Fe/H] MEM BIN
(deg) (deg) (mag) (mag) (km s−1) (km s−1) (dex) (dex)

123312477447664007 247.74477 12.76127 21.12 20.61 37.7 2.1 −2.59 0.24 PCF 0
123352477911384520 247.79115 12.79504 20.85 20.35 44.5 1.2 −2.52 0.22 PCF 0
123282478740628822 247.87404 12.7403 19.68 19.04 43.2 1.9 −2.52 0.11 PCF 0
123312478543710164 247.85432 12.75811 19.87 19.25 44.3 1.5 −2.20 0.10 PCF 0
123392478183197334 247.81831 12.8307 20.33 19.81 47.1 1.5 −3.08 0.15 PCF 0
123352478124740987 247.81247 12.79209 21.25 20.63 40.3 2.0 −2.78 0.12 PCF 0
123242477917826056 247.79179 12.70463 21.14 20.63 42.0 3.6 −2.80 0.19 PCF 0
123362477838422519 247.78386 12.8017 19.60 18.94 46.7 0.8 −2.60 0.10 PCF 0
123362477820467019 247.78206 12.80545 20.41 19.96 49.1 1.7 −2.66 0.13 PCF 0
123322477687515309 247.76877 12.77069 20.27 19.67 48.6 1.7 −3.24 0.13 PCF 0
123362477600271319 247.76005 12.80071 20.32 19.73 45.1 1.7 −2.85 0.11 PCF 0
123342477471739033 247.74718 12.79045 19.35 18.69 44.6 0.8 −2.86 0.10 PCF 0
123342477384687255 247.73849 12.78898 19.01 18.09 48.2 1.5 −2.46 0.10 PCF 0
123392477032240928 247.70322 12.82538 21.08 20.49 47.6 1.7 −2.20 0.11 PCF 0
123392476854146433 247.68541 12.82996 19.64 19.03 43.9 1.2 −2.91 0.10 PCF 0
123432475934522803 247.59341 12.86022 20.11 19.57 46.0 1.3 −3.10 0.12 PCF 0
123402476421789135 247.64217 12.84056 20.85 20.57 47.4 2.7 −2.82 0.13 PCF 0
123342479311100112 247.93108 12.78307 20.25 19.70 41.9 3.6 −2.13 0.70 PCF L
123232479063337871 247.90631 12.69785 21.27 20.73 44.9 5.7 −2.85 0.21 PCF L
123322477310924104 247.73111 12.76968 19.82 19.27 45.9 2.2 −2.19 0.71 PCF L
123292479093142603 247.9092 12.7435 20.48 20.05 47.5 2.8 −3.27 0.16 PCF L
124442474585078463b 247.45847 13.70663 19.60 18.96 53.4 4.2 −3.14 0.27 PCF L
123332470127158337a 247.01261 12.78152 20.43 19.85 43.7 4.7 −2.93 0.27 PCF L
123342478502635483 247.85026 12.78748 20.63 20.02 44.9 1.6 −2.16 0.11 PCF L
123342477706163595 247.77062 12.78592 20.07 19.39 46.9 1.4 −2.14 0.14 PCF L
123342477353297277 247.73531 12.78901 19.83 19.37 45.7 1.4 −2.92 0.12 PCF L
123442476022168188 247.60217 12.87314 20.57 20.08 46.4 3.0 −3.04 0.15 PCF L
123282478240779830 247.82408 12.74111 20.25 19.72 50.0 1.9 −2.79 0.15 PCF L
123362477843701371 247.78438 12.80076 20.26 19.72 44.8 1.1 −2.92 0.12 PCF 1
123292478456606455 247.84564 12.74666 19.29 18.52 42.0 0.6 −1.70 0.10 PCF 1c

123302478085969362 247.8086 12.75741 19.75 19.10 39.7 1.7 −2.93 0.11 PCF 1
123392477525891082 247.75261 12.8255 19.68 19.08 54.2 1.2 −2.87 0.11 PCF 1
123252479764197747 247.97642 12.7144 20.29 19.78 31.9 2.1 −2.88 0.12 PCF 1

Notes. The BIN flag indicates the result of the binary test, where 1 means the star is in a potential binary, and 0 means the star has consistent multi-epoch line-of-sight
velocity measurements. Stars for which no multi-epoch observations are available have no data in the BIN column. Only stars that do not have 1 in BIN are included
when deriving the dynamical quantities of Hercules in Section 4.
a Herc-1.
b Herc-12.
c Confirmed spectroscopic binary in Koch et al. (2014).
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Figure 3. Summary plot of the final stars selected to be members based on metallicities, radial velocities, and proper motions (PCF sample; see Section 3.5).
Semitransparent blue dots represent all observed stars, whereas the blue dots represent the subset of stars satisfying all four criteria for confident membership
(photometry, line-of-sight velocities, metallicities, and proper motions). Red square boxes mark the stars that are flagged as potential binaries based on individual line-
of-sight velocity measurements from different epochs. The red (yellow) triangle marks the newly discovered Herc-1 (Herc-12).
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star, we similarly examine the range defined by three times the
measurement uncertainty around its velocity measurement.
Stars with this range overlapping the selection window are
selected as having velocities consistent with membership in
Hercules. Then, we limit this sample to stars with metallicities
that have 2σ uncertainties consistent with being lower than
[Fe/H]=−2; specifically, a star is selected if the 2σ lower
limit on its metallicity is less than [Fe/H]=−2. We note that
Brown et al. (2014) have shown that the metallicity distribution
function of Hercules exhibits a tail toward higher metallicities
of [Fe/H]>−2. For the purpose of sample purity, we still limit
our metallicity selection to the above criteria. However, we
note that our selection does not strictly remove higher
metallicity stars that might be members; the highest metallicity
star that passes our metallicity cut in the CF sample has [Fe/H]
=−1.35± 0.38 due to its large metallicity uncertainty. After
this, we require that stars have g magnitudes and g− r colors
consistent within 0.2 dex of an isochrone generated from
Padova CMD v3.718 with age= 13 Gyr and [M/H]=−2.2.
We apply extinction corrections using the Schlafly &
Finkbeiner (2011) dust map from the dustmaps package
(Green 2018) and the extinction law from Tonry et al. (2012).
Lastly, we crossmatch this sample with Gaia DR3 for proper
motions, and exclude stars with proper motions that have a 2σ
range not overlapping with that of the systemic proper motion
of Hercules ( cos 0.153 0.074m m d= = - a a* mas yr−1,
μδ=−0.397± 0.063 mas yr−1; Gregory et al. 2020). One star,
Pan-STARRS ID 123292478456606455, is included in the
PCF sample despite having [Fe/H]=−1.7± 0.10 from
DEIMOS data. A detailed chemical abundance study of this
star by Koch et al. (2008; Her-3 in their paper) indicates this
star is a Hercules member, and Koch et al. (2014) confirmed it
as being a spectroscopic binary. These criteria ensure that no
stars in this sample (33 stars in total) have photometry,
velocity, metallicity, and proper motion measurements incon-
sistent with membership, ensuring a highly pure sample. We
also exclude stars with resolved parallaxes from Gaia. Figure 3
shows this PCF sample in spaces where selection criteria are
applied. Table 1 lists the radial velocity and metallicity
measurements of the PCF sample. Then, we loosen the criteria
and define two additional samples: the CF sample for stars with
no proper motion information but velocities, metallicities, and
photometry consistent with membership and the CD sample for

stars with no proper motion and metallicity information but
velocities and photometry consistent with membership.
Notably, the line-of-sight velocity dispersion of this

PCF sample, after excluding stars in binaries, is found to be
1.9 0.6

0.6
-
+ km s−1 (see Section 4.1.1), significantly lower than the

above initial selection window, and below previous dispersions
in the literature (Gregory et al. 2020; Longeard et al. 2023).
The spatial distribution of the PCF sample shows no evidence
of biased sampling that might naively explain this slight
discrepancy (see Figure 3) relative to the sample that is
confirmed via just metallicities and velocities. The velocity
dispersion of the CF sample, on the other hand, is
6.0 0.7

0.9
-
+ km s−1. We note that our selection criterion in line-of-

sight velocity is rather lenient with the 3σ windows from both
the systemic measurements of Hercules and the measurements
of the individual star. This suggests that the line-of-sight
velocity dispersion may be intrinsically reduced as a result of
the proper motion selection.

Figure 4. Error modeling of the line-of-sight velocity (left) and proper motion (middle and right) measurements as a function of g magnitude. We adopt these error
models when replicating our selection function on the simulated catalog generated by the Besançson model to assess foreground contamination. Black dots in all
panels correspond to the stars in this study. The blue dots in the middle and right panels represent all Gaia DR3 sources within 2° from Hercules. Black curves are the
fitted error models. For the line-of-sight radial velocities, the model is fitted to the weighted average velocity measurements in this study. The error models for the
proper motions are fitted on all Gaia sources (black and blue data points).

Figure 5. The Hα absorption line 6563 Å from MagE spectra for our four
candidate member stars of Hercules. Spectra of K4 spectral standards (see
Section 3.6 smoothed to the resolution of our MagE are overplotted, along with
a MagE spectrum of the metal-poor red giant HD 122563. Note that Herc-1,
Herc-3, and Herc-4 clearly more closely align with the Hα feature of the
HD 122563 and the K4 RGB standard, suggesting they are on the RGB. Herc-
12 has an Hα feature that precludes a clear classification, but we argue it is a
member in Section 3.6 from foreground modeling with the Besançon
simulation (Czekaj et al. 2014).

18 http://stev.oapd.inaf.it/cgi-bin/cmd
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We thus revise our above velocity initial line-of-sight
velocity selection window to 45.5± 6.5 km s−1 (i.e., within
3σ from combining the uncertainty on the systematic
uncertainty and velocity dispersion) based on the updated
systemic velocity and dispersion from the PCF sample.
Notably, this does not affect the PCF sample classification
but does remove two members from the confirmed sample (CF)
and one additional member from the candidate sample (CD).
Our final sample sizes: 33 stars with photometry, velocity,
metallicity, and proper motion information consistent with
membership (PCF sample); 22 additional stars with photo-
metry, velocity, and metallicity information consistent with
membership but no Gaia DR3 proper motion measurements
(CF sample); seven additional stars with photometry and
velocity information consistent with membership, but no
metallicity or proper motion information (CD sample). We
report the velocity dispersions derived from each of these
samples (after removing potential binaries) in Section 4.1.1. All
remaining stars are classified as nonmembers, as they would
have at least one set of information (e.g., velocities,
metallicities, proper motions) that are inconsistent with
membership.

3.6. Modeling Foreground Contamination

We perform a detailed analysis using the Besançon stellar
population model (Robin et al. 2003; Czekaj et al. 2014) to
assess the likelihood that any of the stars in our PCF sample are
foreground Milky Way contaminants. The motivation for this
analysis is the tentative selection of two MagE stars in our PCF
sample that are at a 1.7 and 2.2 kpc distance from the center of
Hercules (Herc-1 and Herc-12; see Section 2.2). If these stars
can be assessed as unlikely to be foreground Milky Way
contaminants, then their large distances may provide con-
straints on long-standing debates regarding, e.g., whether the
system is tidally disrupting (Martin & Jin 2010; Küpper et al.
2017).

Specifically, we queried the Besançon model to generate a
simulated catalog of Milky Way stars within 10 deg2 of the
central coordinates of Hercules (R.A.= 247°.77, decl.= 12°.79)
from g = 18.5–22, bracketing the magnitude range considered
in this study. We replicate our selection function in Section 3.5
on this simulated data set to gauge the number of Milky Way
stars that may contaminate the PCF sample. We approximate
the uncertainties on the proper motions of the simulated stars as
a function of their g magnitude by fitting the mean proper
motion uncertainties (using curve_fit from the SciPy
package, assuming an exponential form) of all Gaia sources

observed within 2° from Hercules. Similarly, we assign line-of-
sight velocity uncertainties to the simulated stars by fitting line-
of-sight velocity uncertainties as a function of g magnitude in
our combined sample. The error modeling is shown in Figure 4.
We note that the foreground contamination estimates listed
below do not depend significantly on the error modeling of the
simulated catalog; for instance, we obtain similar results when
using constant characteristic uncertainties (e.g., 2 km s−1 and
1 mas yr−1) for line-of-sight velocity and proper motion
measurements.
As mentioned in Section 2, Herc-1 was selected based on

narrowband photometry as a potential metal-poor star with [Fe/H]
<−2, broadband SDSS photometry consistent with a fiducial
Hercules isochrone, and proper motion consistent with the
previously reported systemic proper motion of Hercules.
Observationally, these selection criteria returned 22 candidate
members—all within ∼3 rh except for Herc-1, which was located
>4 rh west. After applying the same metallicity, proper motion,
and isochrone cuts to the simulated catalog from Besançon, we
find that ∼5.6% of the simulated stars further satisfy the final line-
of-sight velocity cut for the PCF sample. If we increase the
simulated line-of-sight velocity error in the Besançon simulation
to a floor of 4 km s−1, a conservative estimate of the MagE
velocity precision, the fraction of simulated stars that pass the final
line-of-sight velocity cut increases to ∼7.8%. The predicted
surface density of stars passing these cuts is 0.7 stars deg−2.
Notably, this is not sufficient to confidently claim membership for
Herc-1 since this analysis suggests that we may expect
approximately one Milky Way star that passes our criteria for a
member out to the distance of ∼1.7 kpc.
However, one way to further separate member stars in

Hercules from Milky Way foreground stars is through their
surface gravities. Any Hercules members that we observed with
MagE should be on the RGB of Hercules, and thus have low
surface gravities ( glog 3.0< ). We can verify whether our
candidate Hercules members do indeed have the low surface
gravities from their MagE spectra, using the Hα line at
∼6563Å. This is because the level of broadening of Hα is
sensitive to the surface gravity of the star; for a fixed effective
temperature, Hα will display more pressure broadening in cool
main-sequence stars relative to what would be seen for stars on
the RGB. We show examples of this in Figure 5, in which the
Hα feature of a main sequence and a giant K4 spectral
standard19 are plotted along with the Hα features of Herc-1 and
Herc-12, in addition to the Hercules MagE members Herc-3
and Herc-4 that are closer to the center. The spectra of the K4

Table 2
Results of Our Dynamical Analysis of Hercules in Section 4.1 Using 28 Stars in Our Purest Sample of Members without Stars in Potential Binary Systems (PCF; See

Section 3.5)

No Gradient Major Axis Minor Axis

Systemic velocity 45.7 0.5
0.5

-
+ km s−1 45.5 0.5

0.5
-
+ km s−1 45.6 0.5

0.5
-
+ km s−1

Velocity dispersion 1.8 0.6
0.6

-
+ km s−1 1.9 0.6

0.6
-
+ km s−1 1.8 0.5

0.6
-
+ km s−1

Velocity gradient L 1.8 1.8
1.8

-
+ km s−1 kpc 4.5 2.4

2.3
-
+ km s−1kpc

L 4.2 4.2
4.1

-
+ km s−1deg 10.3 5.6

5.3
-
+ km s−1deg

Position angle of gradient L −72°. 6 +17°. 4

Note. We report results when fixing the position angle of the velocity gradient along each of the major and minor axes. Fitting result assuming no gradient is also
included.

19 http://www.astro.sunysb.edu/fwalter/SMARTS/Chiron_Standards
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standard have been smoothed to match the MagE resolution.
The Hα feature of Herc-1 clearly aligns with the giant standard
as opposed to the main-sequence standard, suggesting that it is
a red giant star. Visually, the Hα feature of Herc-12 appears
ambiguous. We also compare the Hα feature of these Hercules
candidates with a MagE spectrum of HD 122563 (a metal-poor
red giant) obtained in Chiti et al. (2021). We find again that
Herc-1 has a Hα feature matching HD 122563. This informa-
tion suggests that Herc-1 is very likely a member of Hercules.
Adding a glog 3.0< cut to the criteria in the previous
paragraph removes all Milky Way stars in our Besançon query.
This is because only 17 % of stars in our Besançon query that
pass the initial selection criteria have glog 3.0< independent
of radial velocity, a consequence of the relatively low density
of red giant stars in the outer Milky Way halo.

For completeness, we note that Herc-12 was selected as a
target based on broadband photometry and proper motion cuts
only since it was outside the footprint of our IMACS Ca II K
imaging. We find that ∼1.4% of the stars in the Besançon
catalog that satisfy the isochrone and proper motion cuts also
satisfy the line-of-sight velocity criteria and have a metallicity
of [Fe/H] <−2.0. Observationally, the purely Gaia-selected
sample of Hercules candidates included 28 stars within 1° of
Hercules. From this, we still expect 1 Milky Way foreground
star in this region to pass our selection cuts. Accordingly, we
classify Herc-12 as likely also a member, despite its Hα feature
precluding a clear classification of it as a star on the RGB. We
note that this star was also identified as a member in the recent
study by Longeard et al. (2023).

4. Analysis

4.1. System Dynamics

We study the dynamics of Hercules using the PCF sample.
We adopt the same likelihood function used in Gregory et al.
(2020) to perform an MCMC analysis using the MCMC affine
invariant sampler emcee (Foreman-Mackey et al. 2013).
Systemic velocity, velocity dispersion, line-of-sight velocity
gradient, and position angle are fitted simultaneously via the

likelihood function,
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where Δvr,i is the difference between the measured line-of-
sight velocity of a star i (vr,i) at position angle θi and the line-of-
sight velocity calculated at an angular separation of the star
from the center of the system (Ri) projected along the axis of
the system at position angle θ0, assuming a velocity gradient
k v

R
r= ¶

¶
along that axis with the systemic line-of-sight velocity

(v0), defined as

v v v kR cos , 2r i r i i i, , 0 0( ) ( )q qD = - + -

verr,i is the uncertainty in the line-of-sight velocity for star i, and
σ is the line-of-sight velocity dispersion of the system.
The free parameters of the model thus include the systemic

line-of-sight velocity v0, the velocity dispersion σ, and the
velocity gradient k along the major axis of the system at
position angle θ0, which is fixed to the major axis at −72°.6 or
the minor axis at 17°.4 from Sand et al. (2009). The prior for v0
is flat between the minimum and maximum of the line-of-sight
velocities of the sample. The priors for σ and k are also flat
between [0, 20] km s−1 and [−100, 100] km s−1kpc,
respectively. We summarize the results of this dynamical
analysis in Table 2.

4.1.1. Systemic Line-of-sight Velocity and Dispersion

When fitting for the velocity gradient along the major axis,
we derive a systemic line-of-sight velocity of 45.5 0.5

0.5
-
+ km s−1

and velocity dispersion of 1.9 0.6
0.6

-
+ km s−1 from 28 stars. These

values change negligibly when instead fitting for the gradient
along the minor axis, or excluding the gradient term entirely
(see Table 2). A likelihood ratio test suggests an insubstantial
statistical preference (K 3.2) for the fits with a minor axis
gradient over the fits with a major axis gradient. Both gradient
fits show marginally substantial preference (K∼ 3.5) over the

Figure 6. Line-of-sight radial velocities of our purest sample of members (PCF; see Section 3.5) as a function of projected distance along the major (top panel) and
minor (bottom panel) axis of Hercules. Herc-1 (12) is marked red (yellow). Blue lines show an ensemble of the fitted gradients as derived in Section 4.1.

12

The Astrophysical Journal, 966:33 (19pp), 2024 May 1 Ou et al.



no gradient fit, partly because of the extra free parameter (k) in
the gradient fits.

The systemic velocity is consistent with the measurement
from Gregory et al. (2020; 46.1 1.2

1.3
-
+ km s−1) with almost half the

uncertainty even though the sample size is similar (28 in this
work versus 21 in Gregory et al. 2020). This reduction in
velocity scatter is also reflected in the velocity dispersion
posterior, where our value (1.9 0.6

0.6
-
+ km s−1) is significantly

smaller than previous measurements (4.5 1.1
1.4

-
+ km s−1; Gregory

et al. 2020). We attribute this decrease in the derived velocity
dispersion to the high purity of the PCF sample through new
Gaia DR3 proper motion measurements to remove foreground
contaminants and long baseline observations to eliminate
potential binaries. We do recover the velocity dispersion
measurement from Gregory et al. (2020) as we loosen the high-
purity selection criteria used in this study. The velocity
dispersion increases to 4.9 0.7

0.7
-
+ km s−1 when potential binaries

and stars with missing proper motion measurements are
included. When using a wider radial velocity selection window
for membership (see paragraph 2 of Section 3.5), this
dispersion further increases to 6.0 0.7

0.9
-
+ km s−1, but remains

stable at 1.9 0.6
0.6

-
+ km s−1 for stars selected as having proper

motion information consistent with membership.

4.1.2. Line-of-sight Velocity Gradient

The simultaneously fitted line-of-sight velocity gradient,
1.8 1.8

1.8
-
+ km s−1 kpc (4.2 4.2

4.1
-
+ km s−1 deg), along the major axis of

Hercules provides a tighter constraint on a potential gradient
caused by tidal disruption compared to previous studies
(Gregory et al. 2020; Longeard et al. 2023). Results from
fitting along the minor axis are also consistent with values from
Gregory et al. (2020) and Longeard et al. (2023), with a similar

level of improvement in velocity gradient uncertainties. We
show the velocities of stars as a function of the projected
distance along the major/minor axis of Hercules in Figure 6.

4.2. Proper Motions

The weighted average systemic proper motion of the PCF
sample is μα* =−0.069± 0.044 and μδ=−0.379± 0.037
mas yr−1. This is consistent with previous measurements from
Gregory et al. (2020) at 0.153 0.074m = - a* and
μδ=−0.397± 0.063 mas yr−1. The smaller statistical errors
in our sample arise from the larger sample size and more
precise proper motion measurements from Gaia DR3. For
completeness, we note that the systemic proper motion
calculated from Gaia DR2 measurements for our PCF sample
is 0.210 0.088m = - a* and μδ=−0.413± 0.069 mas yr−1,
still consistent with Gregory et al. (2020). We adopt our
systemic proper motion from the whole PCF sample in the
following dynamical modeling (Section 5.1) and tidal radius
study (Section 5.2).
We stress that this agreement with Gregory et al. (2020) does

not purely result from the proper motion selection criterion for
membership applied in Section 3.5. If we only apply the proper
motion and photometry selection criteria (44 stars), the
resulting systemic proper motion is 0.049 0.039m = - a*
and μδ=−0.359± 0.033 mas yr−1, which are further from, but
still consistent with, applying the full four criteria for
membership given in Section 3.5. Our results are also
consistent with measurements from studies that use purely
photometric and proper motion information to select Hercules
members. Pace et al. (2022) reported a systemic proper motion
for Hercules as 0.035 0.042

0.042m = -a -
+

* and 0.339 0.036
0.035m = -d -

+

mas yr−1.

Figure 7. Dynamical modeling results of Hercules stream formation as
described in Section 5.1. The individual tracks are shown in solid lines color
coded by the last pericentric passage distance of Hercules in each model. The
navy dashed line represents the median track of the stream. The red dots
represent the stars in our highest purity sample (PCF; see Section 3.5). The red
arrow and its shaded region represent the orbital direction and its uncertainty
derived from the input systemic proper motion. The red dashed line represents
the orientation of the major axis of Hercules, which overlaps with the predicted
stream within 1σ uncertainty. The gray dashed line connects the center of
Hercules (denoted by a red star) with the Galactic center.

Figure 8. Line-of-sight radial velocity gradients as a function of R.A. Similar
to Figure 7, the red line and shaded region represent the observed line-of-sight
velocity gradient and associated 1σ uncertainty (see Section 4.1), whereas the
blue line and shaded region represent the predicted velocity gradient from the
dynamical models in Section 5.1 and associated uncertainty. The model is
consistent with the observed data, predicting a very weak line-of-sight radial
velocity gradient over ∼1°. 5 in R.A.
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5. Discussion and Interpretation

In this section, we evaluate the evidence for tidal disruption
scenarios in Hercules. We focus on the updated prediction for
the tidally disrupted stream track from our dynamical
modeling, highlighting the alignment between the predicted
track and data. We also address the apparent disagreement with
the location of our distant members, Herc-1 and Herc-12. We
then analyze the effect of the central dark matter density profile
(i.e., core/cusp) on the tidal disruption scenario based on the
evolution of the tidal radius of the system. Lastly, we consider
Hercules more broadly and interpret what a tidally disrupted
Hercules means to the general UFD population and what future
studies should focus on when testing tidal disruption in
other UFDs.

5.1. Dynamical Model

We run a suite of dynamical models of stream formation,
using the on-sky position and distance of Hercules as reported
in Belokurov et al. (2007) and Musella et al. (2012) along with
the proper motion and radial velocity measured in this study. In
particular, we use a modified Lagrange Cloud Stripping
technique developed by Gibbons et al. (2014), as applied in,
e.g., Erkal et al. (2019), Shipp et al. (2021), and Koposov et al.
(2023). We select initial parameters for the progenitor system
by sampling the measurement uncertainties, rewind the
progenitor orbit within the gravitational potential of the Milky
Way and the LMC, and then simulate tidal disruption by
ejecting particles at the Lagrange points of the progenitor and
evolving them forward in the joint potential of the progenitor,
Milky Way, and LMC. This technique includes the reflex
motion of the Milky Way in response to the LMC (e.g., Erkal
et al. 2021), which can create misalignments between tidal
debris and the progenitor’s motion (e.g., Shipp et al. 2019; Ji
et al. 2021; Li et al. 2021; Battaglia et al. 2022). We note that
while this technique is not designed to accurately model the
disruption rate of the progenitor (or the progenitor’s proper-
ties), it is designed to predict the resulting morphology of the
tidal debris. We can, therefore, use this method to determine
the likely on-sky orientation, velocity gradients, and distance
gradients of stars tidally stripped from Hercules.

We use a realization of the Milky Way potential from
McMillan (2017) with a mass of MMW= 8.3× 1011Me, which
provides the best fit to known stellar streams, as described in
Shipp et al. (2021). The LMC potential includes a Miyamoto–
Nagai (Miyamoto & Nagai 1975) stellar disk and a dark matter
halo modeled as a Hernquist profile (Hernquist 1990), as
described in Shipp et al. (2021) and Ferguson et al. (2022). The
Hercules system is described as a Plummer sphere (Plum-
mer 1911) with a dynamical mass of M= 0.1× 107Me as
calculated in Section 5.2 and a scale radius of 216 pc (Muñoz
et al. 2018).

Our best-fit dynamical model produces a stream track
aligned with the major axis of Hercules, as shown in
Figure 7. This is consistent with a tidal disruption scenario,
suggesting that Hercules would indeed be extended along its
observed major axis. In addition, we find that the model
predicts a misalignment between the reflex motion-corrected
weighted mean proper motion and the track of the stream. The
observed offset between the proper motion direction and the
major axis of Hercules is, therefore, not inconsistent with tidal
disruption.

Among the models of the tidal disruption of Hercules, we
find a clear trend in the pericentric distance with respect to the
orientation of the stream track, as shown in Figure 7.
Interestingly, we find that the models that are better aligned
with the elongation of Hercules have relatively large pericentric
distances. Overall, the models predict a pericentric distance of
62.3 15.0

12.2
-
+ kpc and an apocentric distance of 314.9 132.7

54.1
-
+ kpc. The

models most closely aligned with the observed orientation of
Hercules have pericenters close to the median value, ∼60 kpc.
The orbit of Hercules is qualitatively similar with and without
the presence of the LMC, which is in agreement with Pace et al.
(2022). We thus solely consider the Milky Way potential in the
following analysis in Section 5.2.
While the dynamical models can explain most of the stars in

the PCF sample, Herc-1 and Herc-12, the distant members
identified in this study, are located well off of the median
predicted track. However, in some cases the predicted track
does pass through the on-sky position of Herc-1, as shown in
Figure 7. These particular models require a closer pericentric
passage within 20 kpc of the Galactic center. In addition, we do
find a few realizations of our models (∼1%) in which the
simulated stream shows a more complex morphology, with a
component extended perpendicular to the primary stream track
that would be consistent with the locations of Herc-1 or Herc-
12. These models tend to have completed multiple pericentric
passages and have, therefore, experienced multiple stripping
events. However, the modified Lagrange Cloud Stripping
technique used here does not fully model the behavior of stars
close to the progenitor location. Therefore, further exploration
of tidal disruption explanations of the positioning of Herc-1
would be best explored with full N-body simulations.
From a physical point of view, we may expect stars to appear

at such positions relative to their host progenitor in general tidal
stream formation. Tidal streams form first by radial distortion,

Figure 9. The tidal radius of an object in the Milky Way potential at the
location of Hercules as a function of enclosed mass is shown as a solid black
line. The square marks the constraint on the gNFW profile from the dynamical
mass estimate, with the error bar from the uncertainty in the velocity
dispersion. The radius out to which a gNFW profile (β = 1) encloses a given
mass is shown as a dashed line, with the shaded area corresponding to the range
of the profile due to uncertainty in the velocity dispersion. The tidal radius and
gNFW curve intersect between ∼1.1 and ∼2.3 kpc, naively suggesting this as
the range of the current tidal radius of Hercules assuming a gNFW profile. The
dotted horizontal line represents the location of Herc-1 at 1.7 kpc.
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then extend into an elongated stellar stream, due to the resulting
differential in orbital velocity (Küpper et al. 2012). If Herc-1 is
a signature that Hercules is in the early stages of stream
formation, then its location should be aligned with the radial
direction connecting Hercules and the Galactic center. We
illustrate the direction from the center of Hercules to the
Galactic center in Figure 7. We find that Herc-1 is not along
this direction, meaning its location is not readily explained as
the remnant of an early-stage stream formation in Hercules.
Thus, Herc-1 is likely stripped to its current location via other
mechanisms, the full exploration of which is beyond the scope
of this study. Herc-12, on the other hand, aligns with the
direction toward the Galactic center.

Given the overall good agreement in the sky position
between the model and the bulk of observed Hercules
members, we now compare the velocity gradient predicted by
the model with the observed velocity gradient. From
Section 4.1.2, we find no evidence of line-of-sight velocity
gradient along the major axis of Hercules, which is predicted to
be present by Martin & Jin (2010) if Hercules is forming a
stellar stream. Our fitting results to the available Hercules radial
velocity data along the major axis and minor axis are both
consistent with zero at a 1σ–2σ level. Our dynamical model of
a tidally disrupting Hercules predicts a relatively flat line-of-
sight velocity gradient near the center of Hercules 0.00 0.91

0.97
-
+

km s−1 kpc, entirely consistent with our current limits on the
nondetection of a gradient as shown in Figure 8. We see that
the current observational uncertainties on the systemic line-of-
sight velocity and its gradient are around two times as large as
the range spanned by the models. Consequently, a larger
sample size of Hercules members and/or smaller velocity
uncertainties for stars in the outskirts are needed to test models
of its tidal disruption conclusively via velocity gradient
analysis. Such a sample will more readily be accessible with
the next generation of 30 m class telescopes.

We note that the results inferred from these dynamical
models are sensitive to the input systemic proper motion of
Hercules. The general misalignment between the orbital

direction of Hercules and its major axis is less significant if
we adopt the systemic proper motion from Pace et al. (2022). A
less significant misalignment allows the simulated models with
larger pericentric distances to more plausibly align with the
bulk of Hercules members, in contrast to the slight misalign-
ment of models with high pericenters in Figure 7. It is thus still
plausible that the elongation in Hercules is simply aligned with
its motion, as expected from a simple tidal disruption scenario
(Martin & Jin 2010). However, we highlight that predicted tidal
disruption tracks can still be aligned with the elongation of
Hercules, even if its proper motion is misaligned (see Figure 7).
The discussion in the previous paragraph highlights the

importance of a clean sample of members with complete
chemodynamic measurements in studying Hercules, and UFDs
more generally. For the sample size of only 28 stars in our
dynamical analysis, a few foreground contaminants can
significantly alter our interpretation of the system’s orbit.
Future observations may help distinguish whether or not
Hercules is tidally disrupting by filling in missing radial
velocity information, supplemented by photometric metallicity
techniques to flag low-metallicity stars.
We additionally note that the intrinsic rotation of the

progenitor system can also induce velocity gradients (e.g.,
Battaglia et al. 2008; Martínez-García et al. 2021, 2023).
However, modeling intrinsic rotation is beyond the capability
of our current technique.

5.2. The Enclosed Mass and Tidal Radius of Hercules

In this section, we compute and discuss Hercules' tidal radius
by assuming a generalized Navarro–Frenk–White (gNFW)
dark matter profile for Hercules. We specifically test if the tidal
radius is compatible with the distance of Herc-1 and Herc-12
from the center of Hercules. For illustrative purposes, given
that Herc-1 and Herc-12 are similarly ∼1° from the center of
Hercules, we mainly consider Herc-1 below.
We compute the tidal radius of Hercules for a given enclosed

mass using the rtide function from the galpy library
(Bovy 2015) under the Milky Way potential MWPotential14.
Assuming the nominal values for the coordinates and distance
of Hercules, we get the tidal radius of Hercules as a function of
enclosed mass, shown as the solid curve in Figure 9.
We directly solve for the tidal radius of Hercules by further

assuming an underlying dark matter halo profile. We choose a
gNFW profile of the form

r
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whereM0 is the mass normalization, rs is the scale radius, and β
is the characteristic power for the inner part of the potential.
When β= 1, we recover the standard NFW profile. We test
three cases of potential gNFW dark matter profiles for Hercules
with the inner power-law slope (β) at 0.25, 0.75, 1, and 1.25.
The gNFW profile is required to have an enclosed mass in

the half-light radius consistent with the dynamical mass
computed according to Wolf et al. (2010; ∼0.10× 107 Me).
We further require that the concentration of the profile (c200) is
consistent with the concentration–mass relation from Dutton &
Macciò (2014), which gives c200; 29 for β= 0.25, 0.75, 1,
and 1.25. The gNFW profile is then uniquely defined, and the
resulting enclosed mass as a function of radius (for β= 1 case)
from the center of Hercules is shown as the dashed curve in

Figure 10. Orbital distance of Hercules as a function of time. The orbital is
integrated backward in time for 5 Gyr. The shape of the curve qualitatively
traces that of the tidal radius of Hercules in Figure 11, expected as the tidal
radius strongly depends on the mass of the Milky Way enclosed within the
orbital radius.
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Figure 9. The tidal radius of Hercules at its current location can
then be approximated from the intersection of the solid and
dashed curves in Figure 9.

We find that the tidal radius of Hercules is between ∼1.1 and
∼2.3 kpc for a gNFW profile with its inner power-law slope
β= 1. This range of tidal radius is consistent with the projected
separation of Herc-1 from the center of Hercules. Naively, this
would imply that Herc-1 is plausibly still bound to the system if
the underlying dark matter profile is intact for Hercules at its
current location. However, this result is entirely dependent on
the location of Hercules in the Milky Way potential and thus
evolves as Hercules orbits the Milky Way. In particular, the
tidal radius ought to have been smaller when Hercules was
closer to the Galactic center.

We thus model the tidal radius of Hercules as a function of
the orbital phase, examine if Herc-1 remains within the tidal
radius, and study how β affects the tidal radius throughout the
orbit. Assuming the same Milky Way potential MWPoten-
tial14, we integrate the orbit of the Hercules backward in time
for 5 Gyr in steps of 0.005 Gyr using galpy, as shown in
Figure 10. As pointed out in Section 5.1, the LMC potential has
minimal effect on the orbit of Hercules and is thus omitted from
the orbit integration here. At each time step, we calculate the
tidal radius following the above procedure so that the enclosed
mass is consistent with the extrapolated gNFW profile. We
find, for three out of four cases of gNFW profiles, that the tidal
radius drops to ∼0.85 kpc at the pericentric passage of
Hercules, which happens at ∼0.57 Gyr ago at r∼ 64 kpc (see
Figure 11). Coincidentally, this lowest tidal radius corresponds
to an enclosed mass of ∼0.1× 107 Me, on the same order of
magnitude as the dynamical mass within the half-light radius,
∼0.1× 107 Me, calculated from the observed velocity
dispersion according to Wolf et al. (2010). In other words,
when simply considering the dynamical mass as a lower mass
bound for the tidal radius calculation, the tidal radius for
Hercules at its current location has a lower limit of ∼0.85 kpc.

This lowest tidal radius is much lower than what is needed to
keep Herc-1 bound at ∼1.7 kpc, although its location when
Hercules passed the pericenter may have been closer to the
center of the system. The previous pericentric passage of

Hercules ought to have unbounded most of the mass of
Hercules beyond ∼0.85 kpc, including Herc-1 and Herc-12, in
our simplistic modeling of its tidal radius over time (e.g.,
assuming the dynamical mass is constant and that the gNFW
profile is invariant along the orbit). Accordingly, stars residing
on the outskirts of Hercules may have experienced tidal
disruption during its last pericentric passage, even if they are
within its current tidal radius. Herc-1 and Herc-12 could
represent stars originally at ∼0.85 kpc from the center of
Hercules that were tidally disrupted to their current location.
This possibility is discussed briefly in Section 5.1 in the context
of the early stages of stream formation.
Additionally, we note that β, the inner profile power-law

index, has a minimum effect on the tidal radius at the
pericentric passage (see the second panel of Figure 11). The
tidal radius for the most cored case (β= 0.25) is only ∼10%
lower than the most cuspy case (1.25). This is expected as the
central density has a larger impact when the tidal radius
approaches the central region of the system (Peñarrubia et al.
2008). At the pericenter of Hercules, the tidal radius still only
probes the outskirts of the stellar halo, and the enclosed mass at
this distance does not change significantly for different β. It is
thus hard to constrain the central density profile using stars in
the outskirts of the stellar halo, in particular for Hercules.
Instead, we note that the enclosed mass (and thus, the tidal

radius) needed to keep Herc-1 bound is very sensitive to the
assumed Milky Way halo mass profile. If we increase the
Milky Way halo mass by an additional factor of 2, following
Carlin & Sand (2018), the Hercules enclosed mass needed to
maintain a constant tidal radius increases. We find that we need
∼0.71× 107 M☉ to keep Herc-1 bound to the system. While
this is still on the same order of magnitude as the dynamical
mass (∼0.1× 107 M☉), it is meaningfully more massive than
what is needed to bound Herc-1 before this correction and
approaches the total enclosed mass of the gNFW profile (see
Figure 9). However, constraining the halo mass of the Milky
Way is beyond the scope of this work. We leave the matter to
future studies to explore the possibility of using tidally (not)
disrupted UFDs to constrain the density profile of the
Milky Way.

Figure 11. Tidal radius of Hercules as a function of time, assuming three cases of underlying gNFW profiles for Hercules. The horizontal dotted line in the left panel
represents the location of Herc-1. The right panel shows a zoom-in around the pericenter passage of Hercules. The tidal radius at the pericenter is fairly insensitive to
these assumed models of the gNFW profile.
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5.3. Hercules in the Big Picture

In this section, we examine the tidal disruption of Hercules
in the broader picture concerning other Milky Way UFDs. In
particular, we discuss whether the fact that Hercules may be
tidally disrupting has any implications for other Milky Way
UFDs with similar orbital histories or morphologies.

Pace et al. (2022) studied several common diagnostics for
testing the tidal influence of the Milky Way on its satellite
galaxies. They concluded that the ratio of the average dwarf
density within its half-light radius (ρ1/2) to the average Milky
Way density at the dwarf’s pericenter (ρMW(r= rperi)) is the most
indicative sign of tidal disruption. In their assessment, dwarf
galaxies with ρ1/2/ρMW(r= rperi) 10 are likely to have
experienced tidal disruption. Hercules, with the velocity disper-
sion measured in this study, has a ρ1/2/ρMW(r= rperi); 35.
While this value is higher than the proposed cut at 10, it is
nonetheless one of the lowest among dwarfs currently not
showing clear tidal disruption features, as shown in the left panel
of Figure 6 in Pace et al. (2022).

Given what we find in Section 5.2, we propose that dwarf
galaxies with ρ1/2/ρMW(r= rperi) 10 could also be poten-
tially experiencing tidal disruption. Specifically, the criterion
proposed by Pace et al. (2022) is based on the expectation that
tidal disruption will happen when the half-light radius is similar
to the tidal radius. Several studies (e.g., Chiti et al. 2021; Filion
& Wyse 2021; Longeard et al. 2022; Jensen et al. 2024; Tau
et al. 2024) have shown that UFDs can have extended stellar
halos up to several half-light radii away from the center. These
stars would naturally be susceptible to tidal influences when the
tidal radius is much larger than the half-light radius, which in
turn allows tidal influence to shape UFDs at larger
ρ1/2/ρMW(r= rperi). Low surface brightness tidal features
around some Milky Way satellites have been predicted by
recent simulations (e.g., Shipp et al. 2023).

Furthermore, we argue that the dynamical modeling of
stream formation, as described in Section 5.1, is a powerful tool
for evaluating potential tidal disruption in future studies of
UFDs. The apparent misalignment between the major axis and
orbital direction of Hercules is still explainable with the
dynamical model of stream formation. Additionally, the model
further provides insight into the expected line-of-sight velocity
gradient and the required precision for excluding tidal
disruption with this particular diagnostic.

5.4. Comparison with Longeard et al. (2023)

During the submission phase of this study, we were made
aware of a separate dedicated search of Hercules members from
the Pristine survey (Longeard et al. 2023). Using the Anglo-
Australian Telescope (AAT), the study identified three new
members for Hercules: Her 3, Her 5, and Her 180, as well as
three stars with uncertain membership: Her 6, Her 10, and
Her 464.

We compare our sample with the six (candidate) members
from Longeard et al. (2023). Considering the full combined
sample, we have one overlapping star labeled Herc-12 in our
sample and Her 5 in the AAT sample. Interestingly, our Herc-1
is in the selection Field 1 from Longeard et al. (2023) but was
not observed. Additionally, three stars are identified as PCF
members from the radial velocity measurements from Brown
et al. (2014), Pan-STARRS IDs 123232479063337871,

123442476022168188, and 123282478240779830. These
three stars are not observed in Longeard et al. (2023).
Longeard et al. (2023) report a systemic line-of-sight

velocity of 45.7 3.7
2.3

-
+ km s−1 and a line-of-sight velocity gradient

of 1.6 3.8
10.0

-
+ km s−1 kpc, both consistent with our measurements,

although with larger uncertainties. We note that the larger
uncertainty may be partially driven by the difference in the
analysis method, as their likelihood function simultaneously
factors in potential contaminants in the sample. This is
complementary to our approach, as we remove foreground
contaminants by applying all selections prior to the dynamical
analysis.
The velocity dispersion from Longeard et al. (2023), 8.0 2.0

1.4
-
+

km s−1, is significantly larger than our velocity dispersion.
Such an inflated velocity dispersion would imply a dynamical
mass of ∼1.4× 107 Me within the half-light radius. This mass
implies an underlying dark matter halo with virial mass
∼1010Me, assuming an NFW profile as described in
Section 5.2. With a dark matter halo this massive, the tidal
radius for Hercules would be ∼20 kpc. In Section 4.1.1, we
recalculate the velocity dispersion using different criteria for
membership. We note that not excluding binaries and not
limiting our study to a sample of proper motion-confirmed
Hercules members (the PCF sample) when selecting an initial
range of velocities for membership would have led us to derive
a dispersion of 6.0 0.7

0.9
-
+ km s−1, consistent with Longeard et al.

(2023). Overall, our measurements provide tighter constraints
on all commonly measured dynamical quantities. Differences
in the measurements, when present, may be attributed to the
different analysis methods of assigning membership and/or the
influence of binaries.

6. Conclusions

We present the largest clean sample of Hercules member
stars, with 33 stars (of which five exhibit evidence of binarity)
confirmed with photometric, spectroscopic, and astrometric
observations. We combine new spectroscopic observations
from Magellan with literature data from Simon & Geha (2007),
Adén et al. (2009), Brown et al. (2014), and Gregory et al.
(2020) to build a catalog of 411 stars in the Hercules field with
spectroscopic data. Foreground halo stars are removed by
applying selections based on line-of-sight velocity, metallicity,
color–magnitude, and proper motion information. We flag and
remove potential binaries using multi-epoch line-of-sight
velocity measurements where available. Our sample includes
a new member (Herc-1) identified at ∼7 half-light radii away
from the center of Hercules. Foreground analysis indicates that
this star is unlikely to be a Milky Way halo contaminant. Key
takeaways are:

1. Our sample provides the most stringent constraint on the
systemic line-of-sight velocity, velocity dispersion, and
proper motion of Hercules currently in the literature
based on 28 stars. The systemic line-of-sight velocity,
45.5 0.5

0.5
-
+ km s−1, is consistent with previous studies.

However, the velocity dispersion, 1.9 0.6
0.6

-
+ km s−1, is

significantly lower than previous measurements. Our
systemic proper motion is consistent with Gregory et al.
(2020) and Pace et al. (2022). We attribute the decrease in
velocity dispersion to our clean selection strategy for
Hercules members, which is necessary since its systemic
velocity is not cleanly separated from the Milky Way
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foreground. The reduced velocity dispersion can be
anticipated after removing binaries in the sample, as they
are known to increase the velocity dispersion artificially.

2. The long spatial baseline provided by Herc-1 and Herc-
12 enables a 50% tighter line-of-sight velocity gradient
constraint at 1.8 1.8

1.8
-
+ km s−1 kpc compared to previous

studies (Gregory et al. 2020). We find no conclusive
evidence of a line-of-sight velocity gradient at a 95%
confidence interval [−1.8, 5.4]. However, our dynamical
modeling analysis in Section 5.1 indicates that a tidally
disrupting Hercules may still show a very small line-of-
sight velocity gradient, consistent with our measured
value. As demonstrated in this work, the radial extent of
the sample is important in constraining the gradient by
providing a long baseline.

3. Our orbital integration analysis reveals that the elongation
of Hercules can be reasonably explained by tidal
interaction with the Milky Way. The median track
produced by our suite of dynamical models predicts that
if Hercules is undergoing tidal disruption, then tidally
displaced stars are expected to distribute along a major
axis that is not necessarily aligned with its orbital
direction, but well aligned with the observed elongation
of Hercules. We find that the tidal radius inferred from
assuming an underlying gNFW dark matter profile is only
∼0.85 kpc at the pericenter, lower than the projected
separation of our distant members Herc-1 and Herc-12
from the center of Hercules. This makes it possible that
Herc-1 and Herc-12 are tidally stripped to their current
location, although the exact mechanism for their exact
location with respect to the center of Hercules remains to
be studied.

In summary, our study has shown principal evidence of tidal
stripping in the extended stellar halo of Hercules. While the
line-of-sight velocity gradient is still inconclusive, any reason-
ably predicted gradient is within the limits of our observations.
The tidal radius analysis, given that Hercules has passed its
pericenter, indicates that our distant members Herc-1 and Herc-
12 are plausibly unbound. Moreover, the elongation of
Hercules is readily explained by tidal disruption tracks, even
if its orbital motion is misaligned with its elongation. The
dynamical modeling of stream formation used in this study
may be used to assess tidal disturbances in other UFDs, in
particular, as stars are discovered in the outskirts of these
systems.

This study has also demonstrated the importance of
eliminating foreground contamination and binary stars in
studying the dynamics of a UFD. This is especially the case
for Hercules, as its systemic line-of-sight velocity is not well
separated from that of the Milky Way halo, making potential
member samples prone to foreground contamination. Again,
we emphasize the value of UFD member stars at large spatial
distances from the center of these systems. While difficult to
identify, they are necessary in constraining key dynamical
properties of UFDs, such as the line-of-sight velocity gradient
and tidal disruption signatures. Notably, we find that the tidal
radius of a UFD is quite sensitive to the assumed mass profile
of the Milky Way halo, making their past/ongoing disruption a
possible probe for the Milky Way potential at the location of
the UFD. With the advent of deep large astrometric and
photometric surveys, combined with reliable photometric
metallicity techniques, future studies will inevitably push the

discovery frontier of UFD outskirts to understand their
evolution and dynamical state better.
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