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Hilbert space fragmentation at the origin
of disorder-free localization in the lattice
Schwinger model
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Lattice gauge theories, the discrete counterparts of continuum gauge theories, provide a rich
framework for studying non-equilibrium quantum dynamics. Recent studies suggest disorder-free
localization in the lattice Schwinger model, but its origin remains unclear. Using a combination of
analytical and numerical methods, we show that Hilbert space fragmentation emerges in the strong
coupling limit, constraining particle dynamics and causing sharp jumps in entanglement entropy
growthwithin charge sectors. By analyzing jumpstatistics, we find that entanglement growth follows a
single-logarithmic or weak power-law dependence on time, rather than a double-logarithmic form.
This suggests a single ergodicity-breaking regime that mimics many-body localization in finite
systems due to fragmentation effects. Our findings clarify the nature of disorder-free localization and
its distinction fromconventionalmany-body localization, highlightinghowgaugeconstraints influence
thermalization in lattice gauge theories.

Lattice gauge theories (LGTs), originally introduced as powerful approx-
imations to the continuous gauge theories underlying the Standard
Model1–3, have recently generated a flurry of interest for their realizations in
synthetic quantum systems4–7. Gauge invariance endows LGTs with
superselection sectors, determined through Gauss’s law by the joint con-
figuration of fermions and gauge fields. In one spatial dimension, it is
possible to integrate out the gaugefields, which leaves thematterfields in the
presence of an effective local potential furnished by the background charges,
i.e., the eigenvalues of the Gauss law generator. The presence of dynamical
constraints induced by theGauss lawmakes LGTs an attractive platform for
exploring various interaction-driven forms of ergodicity breaking, such as
many-body localization (MBL)8–14, Hilbert space fragmentation15–17, and
quantum many-body scars18–20.

The properties of MBL systems, such as suppressed transport and
memory of initial conditions, continue to attract much attention in
experiment21–30. The onset of MBL has been phenomenologically explained
by “local integrals of motion” (LIOMs)31–33, an extensive set of conserved
quasilocal operators whose eigenvalues fully characterize the eigenstates of
MBL systems and thereby cause a breakdown of thermalization. The LIOM
picture is supportedby analytical results for a specificmodel34 andnumerical
simulations of a wider family of MBL models31,35–49. Nevertheless, strong

finite-size effects often encountered in the numerics50,51 have recently raised
questions about the stability of LIOMs in the thermodynamic limit52,53.

The standard models of MBL typically involve a static external
potential that takes random values and acts as a quenched disorder. By
contrast, in LGTs, averaging over superselection sectors assumes the role of
an effective disorder average for thematter field. The resulting disorder-free
localization54–76 has been observed by preparing the system in a far-from-
equilibrium initial state that is in a superposition of an extensive number of
superselection sectors. This makes LGTs reminiscent of other types of
translation-invariant lattice models that had been proposed to self-
consistently undergo an MBL transition due to interactions or dynamical
constraints77–90.

A salient question is whether the nature of ergodicity breaking in LGTs
is indeed of the same kind as in disordered MBL models35. For one, the
effective disorder in LGTs is discrete due to the integer-valued background
charges. Moreover, in a U(1) LGT quenched from the fermonic vacuum
state, the growth of entanglement was found to be ultraslow, seemingly
following an unusual double-logarithmic dependence on time56, which was
also reported in a disordered Bose-Hubbard chain91. Such ultraslow
entanglement growth appears distinct from a logarithmic-in-time entan-
glement growth in conventional MBL systems quenched from product
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states92–94. While the latter is a natural consequence of the LIOM-induced
dephasing processes31, to the best of our knowledge there has been no
understanding yet of the putative double-logarithmic growth of entangle-
ment in a U(1) LGT.

In this paper, we study ergodicity breaking in a U(1) LGT – the one-
dimensional (1D) Schwingermodel – using a combination of analytical and
numerical tools, including degenerate perturbation theory, exact diag-
onalization, and matrix-product states. We characterize the model using
both spectral and eigenstate properties, focusing on entanglement in par-
ticular, and we contrast the results against conventional MBL in disordered
spin chains. We find that the strong-coupling limit of the theory is domi-
nated by an approximate Hilbert space fragmentation95, which strongly
impacts the properties offinite-size systems, causing visible deviations of the
level statistics fromstandard random-matrix-theory ensembles.We identify
the mechanism of entanglement growth as sharp jumps between the
weakly-connected Krylov sectors of the Hilbert space for a given charge
sector of the gauge field. The averaging over sectors reproduces the slow
growth of entanglement previously observed56; however, a closer look at the
statistics of jump times suggests that the growth can be more simply
explained as a weak power law or (single) logarithmic dependence on time.
Our results point to the existence of a single ergodicity-breaking regime in
the lattice Schwinger model, which originates from Hilbert space frag-
mentation but mimics conventional MBL in numerically-accessible
system sizes.

Results
The dynamical phase diagram of the lattice Schwinger model
The Schwinger model describes quantum electrodynamics on a one-
dimensional (1D) lattice96. In theWilson formulation1, the model describes
the coupling betweenmatter fields that reside on lattice sites andU(1) gauge
fields that reside on the links between the sites, see Fig. 1(a). The model is
described by the Kogut-Susskind Hamiltonian2

ĤSch ¼� iw
XN�1

n¼1

Ψ̂
y
nÛnΨ̂nþ1 � H.c.

h i

þ J
XN�1

n¼1
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2π

� �2

þm
XN
n¼1

ð�1ÞnΨ̂y
nΨ̂n ;

ð1Þ

where Ψ̂n; Ψ̂
y
n are the fermionic annihilation and creation operators on the

nth lattice site, while Ûn ¼ eiϕ̂n are theU(1) parallel transporters defined on
the bond between sites n and n + 1, see Fig. 1(a). Each Ûn has a corre-
sponding electric field operator L̂n ¼ �i∂=∂ϕ̂n, such that the commutation
relation ½L̂n; Ûn� ¼ Ûn holds. θ describes a constant classical background
field and can be used to tune between the confined (∣θ∣ < π), and deconfined
(∣θ∣ = π) phases. Throughout this paper, we will assume open boundary
conditions (OBCs). A self-contained derivation of the LGTmodel (1) from
the continuum theory is provided in Supplementary Note 1.

Physical states of the lattice gauge theory are constrained byGauss’ law,
which is encoded as a set of local constraints on the lattice. Specifically, to
ensure gauge invariance, we consider the generators of the Gauss law,

Ĝn ¼ L̂n � L̂n�1 � Ψy
nΨn þ

1
2
½1� ð�1Þn� ; ð2Þ

such that ½ĤSch; Ĝn� ¼ 0. Physical states are defined as the eigenstates of Ĝn,
i.e., ĜnjΨ qαf gi ¼ qnjΨ qαf gi, where the eigenvalues qα

� �
andcorresponding

states jΨ qαf gi define the background charge sector of the Hilbert space.
After a Jordan-Wigner transformation (see Supplementary Note 2),

Gauss’ law allows us to sequentially integrate out the gauge fields, resulting
in an effective spin-1/2 Hamiltonian [see Fig. 1(a)]:

Ĥ qαf g ¼ Ĥ ± þ ĤZZ þ Ĥq; ð3Þ

which explicitly depends on the background charge sector {qα}. The three
terms are given by
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where σ̂ ± � ðσ̂x ± iσ̂yÞ=2 denote the standard Pauli raising and lowering
operators, and ⌈⋯⌉ is the ceiling function. The three terms in the Hamil-
tonian correspond, respectively, to the number-conserving hopping of
fermions across the bonds (the XY spin term), the interactions, and the
effective local field generated by the background charges {qα}. Note the
asymmetric nature of long-ranged couplings in ĤZZ : each spin interacts
with all spins to its left with a constant strength, while the strength of
interaction decreases linearly with distance for all spins to its right. The
Hamiltonian has aU(1) magnetization-conservation symmetry, equivalent
to charge conservation in the fermionic LGT, and here onward we restrict

Fig. 1 | Overview of this work. a The 1D lattice Schwinger model (top) describes
quantum electrodynamics on a lattice. Fermionic degrees of freedom ψn on odd (even)
sites represent the presence or absence of an electron (positron), while the electric fields
Ln reside on the bonds and mediate coupling between the particles. In 1D, one can
integrate out the fields and apply a Jordan-Wigner transform, which results in an XY-
type model for spins σ = ↑, ↓. The dynamical fields are replaced by static background
charges qn, which act as a disorder potential for spins.b Schematic phase diagram for the
1D lattice Schwingermodel as a functionof the dimensionless coupling ratio J/w [see Eq.
(3) for details]. In the weak-coupling limit J/w→ 0, the model reduces to an integrable
XY spin chain. In the thermodynamic limit, anyfinite Jbreaks integrability, resulting in a
chaotic phase. Around J/w ~ 1, an ergodicity-breaking transition, consistent with an
onset of MBL (many-body localization), has previously been observed56. However, the
natureandextent of theMBLphase is difficult to ascertain infinite-size systemsdue to its
proximity to the regime dominated byHilbert space fragmentation. The latter is exact at
J/w→∞ and, as shown in this paper, strongly affects the properties of numerically-
accessible systems even at J/w ~ 5.
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the Hamiltonian to the largest symmetry sector with zero total magnetiza-
tion (i.e. zero charge). For simplicity, we focus on the massless case,m = 0,
and we express the hopping amplitudew and interaction strength J in units
ℏ = 1; however, we expect the phenomenology to be broadly similar for any
m ≪ J. We also normalize the Hamiltonian by picking w = 1. Finally, we
choose θ= π, placing themodel in the deconfinedphase, in order to rule out
confinement as an explanation for the observed phenomena.

The full state of the system encodes the degrees of freedom of both
fermions and gauge fields: it is spanned by tensor products,
jΨi0 ¼ jΨif � jΨig , where jΨif =g is the state of the fermions/gauge fields.
For the fermions,we focus on the vacuumstate or theNéel state of fermions,
jΨif ¼ j101010 . . . i � jvacif , while other choices of fermionic states are
discussed in Supplementary Note 3. For jΨig , following Brenes et al.56, we
consider a uniform superposition of three eigenstates of the electric field
operators – see Methods. Due to the constraint between the gauge fields L̂n
and the background charges qn, our initial state therefore effectively encodes
a superposition over the charge sectors.

The presence of disconnected charge sectors in the model, each evol-
ving independently in time, produces an effective disorder landscape: each
charge sector acts as a disorder realization, whose distribution is set by the
full initial state of the fermions and gauge fields. This gives rise to a dyna-
mical phase diagram sketched in Fig. 1(b). At J/w = 0, the model reduces to
an integrable XY spin chain. Finite values of J/w ≲ 1 make the dynamics
chaotic. Increasing the coupling further to J/w≳ 1 breaks ergodicity andwas
previously suggested to give rise to disorder-free localization56,97. Treating
the gaugefield as a spin-1/2 degree of freedom, similar dynamicswere found
after including the four-fermion interaction term74. On the other hand, the
entanglement entropy growth at J/w = 1056 suggested a much slower and
parametrically different growth compared to the conventional LIOM pic-
ture of MBL, raising the possibility of a distinct MBL-like regime in the
strong-coupling limit of the Schwinger model. Below we provide a detailed
characterization of the phase diagram in Fig. 1(b), focusing on the strong-
coupling regime.

Level statistics and the density of states
A standard metric of quantum chaos is the level spacing ratio98,
r ¼ minfsn; snþ1g=maxfsn; snþ1g, which characterizes the spacing of
adjacent energy levels sn = En+1− En. After all symmetries are resolved, the
averaged energy gaps of an integrable orMBL system are expected to follow
the Poisson distribution with the average ratio 〈r〉P ≈ 0.386, while those of
chaotic systemswith time-reversal symmetryobey theGaussianOrthogonal
Ensemble with 〈r〉GOE≈ 0.536

99.We note that the spinHamiltonian in (3) is
real in the computational basis and thus time-reversal symmetric, hence its
ergodic phase should belong to the GOE class.

In Fig. 2(a), we calculate the sector-averaged level spacing ratio hri½ �q as a
function of the coupling strength J.We consider system sizes up toN=18 and
1000 randomly chosen background charge sectors. Here, . . .½ �q indicates an
average overcharge sectors, while an average over eigenstates is specified by
〈…〉. For N ≤ 16, we calculate the full spectrum and truncate to the k states
closest to the peak in the density of states (DOS), with k the smaller of 500 or
one-third of the Hilbert space dimension. For N = 18, we use the shift-invert
algorithm100 to obtain 500 eigenvalues closest to a target energy:we choose this
target to be the modal classical energy (diagonal matrix element of the
Hamiltonian), which is taken as an approximation to the DOS peak.

To understand Fig. 2(a), we first note that the model is integrable for
J= 0101, with the average level spacing ratio equal to the Poisson value. Upon
introducing a non-zero but small J, integrability is broken, and we observe
that hri½ �q increases away from the Poisson value, steadily approaching the
GOE value for a broad range of coupling strengths below J ≈ 0.1. This is
observed for all but the smallest system sizes (N = 8, 10), suggesting that
finite-size effects in our model are considerably stronger than in disordered
MBL models35. In the regime J ≲ 0.1, we expect the system to obey the
Eigenstate Thermalization Hypothesis (ETH), with various consequences
for the dynamics, such as relaxation of local observables to their thermal
values, which were observed by Brenes et al.56 for J/w = 0.1.

Upon increasing J/wbeyond0.2,we see a deviation fromGOEstatistics
with hri½ �q steadily decreasing until a plateau forms at the Poisson value at
around J/w = 1.5. This transition from GOE to Poisson statistics marks the
onset of an MBL-like regime at intermediate coupling strengths. However,
upon further increasing J/w, we observe a further decrease of hri½ �q, even
dropping below the Poisson value for all system sizes considered. This
indicates the level statisticsof the system isno longerwell describedbyoneof
the standard random-matrix theory ensembles. Such a dip is caused by the
presence of a large number of (near)-degeneracies in the spectrum, the
expected source of which could be an unresolved or an emergent symmetry.
However, wenote thatmodel hosts no such extra symmetry, evenwithin the
zero-magnetization sector. In Fig. 2b, we show the distribution of 〈r〉 – that
is, the average level spacing ratio within individual charge sectors – across
different charge sectors, for various system sizes at J/w = 5. The distribution
becomes more sharply peaked and moves towards the Poisson value with
increasing systemsize; plotting the sector average against 1/N, as in the inset,
shows that it is likely the level spacing ratio will attain the Poisson value in
the thermodynamic limit N→∞.

To understand the anomalous features in the level statistics, in Fig. 3we
plot thedensity of states (DOS) for three selected values of J in a single charge
sector atN = 16.We also show the averagedDOS across 250 charge sectors.

Fig. 2 | Level statistics of the model. a qα
� �

-averaged level spacing ratio as a
function of the coupling strength parameter J/w. We truncate each spectrum to the
k ¼ minð1000;N =3Þ states with energies closest to the peak in the density of states,
or an approximation thereof for system size N = 18, where N is the Hilbert space
dimension. We also show the Poisson and Gaussian Orthogonal Ensemble (GOE)
values as dashed and dotted black lines, respectively. The narrow localization-like
plateau appears at around J/w ~ 1.5. b Distribution of the level spacing ratio across
different charge sectors forfixed J/w=5. The average values are also shown as vertical
dotted lines (with uncertainties shown by the shaded regions), and the black dashed
line indicates the Poisson value.While the distributions clearly shift towards Poisson
as N increases, there is considerable weight at sub-Poisson values. The inset shows
the trend in the qα

� �
-averaged value with 1/N, showing that it likely reaches Poisson

in the thermodynamic limit. [We use all charge sectors for N = 8, 10, 1000 for
N = 12, 14, 18, and 250 for N = 16. Uncertainties in all panels are calculated as the
standard uncertainty in the mean.].

https://doi.org/10.1038/s42005-025-02039-8 Article

Communications Physics |           (2025) 8:172 3

www.nature.com/commsphys


Furthermore, we choose to normalize the spectrum by dividing by J. For
small J = 0.1, in Fig. 3a, we find that the spectrum is relatively symmetric,
with a peak close to E = 0 and a smooth Gaussian form consistent with
typical chaotic systems.However, for increasing J, the spectrumgains a large
positive tail, while both the peak and the mean energy shifts towards the
negative. This skew is explained by the ĤZZ term in Eq. (3): this is long-
ranged, antiferromagnetic, and features a double-sum over terms with
OðNÞ-size coefficients, and therefore can give a large positive contribution
up toOðJN3Þ for certain states withmany aligned spins. On the other hand,
the long-ranged antiferromagnetism leads to large frustration in trying to
find the ground state, and empirically this will have an energy of�OðJN2Þ.

The dips in the level spacing ratio 〈r〉 are expected to be accompanied
by sharp peaks in the DOS as energies cluster together to become almost
degenerate. Upon increasing the value of J, this is indeedwhat we observe as
the DOS becomes increasingly stratified, with sharp peaks clearly visible at
J/w = 5 in Fig. 3(c). These sharp peaks are almost equally spaced in energy
with a separation of 2J. However, the slices used for calculating 〈r〉 in Fig. 2
shouldfit entirelywithin a singlepeak for the largest systemsizes considered,
and so this alone cannot explain the dip in 〈r〉 below 〈r〉GOE. Further
zooming in on these peaks, we can see that they are themselves jagged and
irregular, with principal peaks at intervals of w. Therefore, not only are the
strong-coupling terms ĤZZ and Ĥq restricting basis states with different
classical energies from mixing effectively, these classical energy levels are
also not beingwell-mixed by the hopping term Ĥ ± . This indicates that there
is a dynamical restriction or Hilbert space fragmentation present in the
model, which will be explored in detail below.

Hilbert space fragmentation at strong coupling
In the limit J/w → ∞, the Hamiltonian (3) becomes diagonal and its
eigenstates are simply product states in the z-basis. We would like to

understand the spectrum of the model as we reintroduce a perturbatively
smallw. Withm = 0, the coefficients in both ĤZZ and Ĥq take values which
are multiples of J/2, while the constituent Pauli operators can only take the
values ± 1, thus it is clear that with w = m = 0, energies will take discrete
values separated by (at least) J. In fact, the separation is always at least 2J (see
Supplementary Note 4). The width of the spectrum will then be OðJN3Þ
(dominated by ĤZZ), which implies there are atmostOðN3Þ of these energy
levels.With 2N states in theHilbert space, the eigenenergieswill bemassively
degenerate in the thermodynamic limit. We label these degenerate towers
fKag, a 2 Z.

As we perturbatively reintroduce w, we expect naively that the
degenerate towers will broaden to a widthOðNwÞ due to Ĥ ± . However, we
instead find that the structure of these towers, and the interplay between
ĤZZ and Ĥq, imposes a kinetic constraint that fractures the towers into
disconnected subspaces. It can be shown (see SupplementaryNote 4) that it
costs zero energy to exchange two spins at sites ℓ and ℓ + 1, j01i $ j10i,
only if

X‘�1

j¼1

σ̂zj þ 2
X‘
j¼1

qj ¼ ð‘mod 2Þ � θ

π
; ð8Þ

while any other dynamics within a tower must occur as a second-order off-
shell process involving another tower and is therefore suppressed by a factor
of at leastOðw=JÞ.

The background charges therefore set the condition for resonant
hopping to occur. For the initial state j vac i, twice the sum of the back-
ground charges is L̂‘ð0Þ, and so the initial electric field between two sites
directly controls this hopping. Physically, we can interpret this as the
manifestation of the 1D Coulomb law.

More generally,
P‘�1

j¼1 σ̂
z
j � ð‘mod 2Þ counts the fermionic charge

(that is, in terms of electrons e− and positrons e+) to the left of the candidate
spins, as shown in Fig. 4a. Since we have number conservation and half-
filling, which is equivalent to enforcing charge neutrality, this quantity is
equal and opposite on the other side of the bond. Figure 4b then illustrates
how exchange of spins results in the creation or annihilation of an e−e+ pair,
increasing or decreasing Lℓ by one. If Eq. (8) is satisfied, then with θ = π this
will take Lℓ+ θ/2π from − 1/2 to + 1/2 (or vice versa), such that the energy
of the electric field / ðL‘ þ θ=2πÞ2 is unchanged. The net effect is that
starting fromaparticular initial state, only certainparts of the chain– “active
regions” – will permit dynamics in the large-J limit [Fig. 4c]. We therefore
see that each degenerate energy level Ka fractures into a set of subspaces
fKb

agwhich are disconnected under the action of Ĥ ± [Fig. 4d]. Each of these
subspaces is aKrylov subspace19, i.e., a spaceobtainedby repeatedly applying
an operator Ô to an initial state jψi, where, in this case, jψi is a σ̂z-basis state
and Ô is the projection of Ĥ ± into a degenerate tower Ka.

The fragmentation partially explains the behavior seen in the level
statistics at large J in Fig. 2(a). Because the resonance condition (8) is
invariant under rearrangements of spins that do not cross the bond under
consideration, the active regionswill have fully independent dynamics in the
large-J limit. We can therefore typically decompose each Krylov subspace
and its effective Hamiltonian (given by the projection of
H±),K ¼ Cn1 �Cn2 �Cn3 � . . . and ĤK ¼ Ĥ1 þ Ĥ2 þ Ĥ3 þ . . . ,
where the ni is the total Hilbert space dimension of the ith active region, and
Ĥi is thepart of Ĥ ± acting onlyonCni . The eigenvalues of ĤK will therefore
be sums of individual eigenvalues,EK ¼ ε1 þ ε2 þ ε3 þ . . . . In general, the
active regions and therefore theniwill be small, such that the εiwill be simple
algebraic numbers (often integers, even zeros), leading to many accidental
degeneracies in E and thus bringing 〈r〉 below the Poisson value. This also
explains the spacing by w observed in Fig. 3c.

AsN≫ 1, the active regions will typically remain small, but increase in
number, such that the distribution of eigenvalues ∑jεj would begin to
resemble something closer to a Poisson distribution. The width of this
distributionwould also grow asOð ffiffiffiffi

N
p Þ, weakening the strong separation in

energy scales and therefore increasing mixing between states belonging to

Fig. 3 | Density of states (DOS) for a single charge sector. We show the sector
qα ¼ 1 1 0 0 1 1 1 0 0 1 0 0 0 1 1 0 0 0

� �
, where 1 � �1, and use coupling strengths (a)

J = 0.1, (b) J = 1, and (c) J = 5. All data is for system size N = 16 and w = 1. We also
show, in orange, the averagedDOS across 250 superselection sectors. For (b) and (c),
the insets show a close-up around the DOS peak, with the zoom region indicated by
gray shading in the main panels; while the overall DOS looks similar for J = 1 and
J = 5, we see that for J = 5 the spectrum has split into well-separated “towers”
separated by intervals of 2J. These towers are themselves split into peaks with
intervals of w.
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each tower. Figure 2b indeed shows that that the distribution of the level
spacing ratio tends towards the Poisson value as we keep J/w fixed and
increase N.

While the Hilbert space fragmentation discussed above is only strictly
valid for J/w → ∞, the structure and dynamics of the model for large but
finite J/w can be captured using degenerate perturbation theory (DPT), by
which the effective Hamiltonian within a J-towerK0 is expanded in orders
of w/J, Ĥeff ¼ Ĥ

½0� þ Ĥ
½1� þ Ĥ

½2� þ . . . , with Ĥ
½n� ¼ Oðwn=Jn�1Þ, see

Methods. Thismeans that evolutionunder theHamiltonianup tonth order,
which we label DPT(n), will typically capture the dynamics up to
wt ¼ OððJ=wÞn�1Þ, so long as J/w ≫ 1, and will involve processes with n
virtual hops via n− 1 (not necessarily unique) energy levels. An illustration
of a third-order process is given in Fig. 4e. In theMethods, we demonstrate
that third-order DPT accurately captures the dynamics of local observables
and entanglement growth during intermediate times wt≲ 103. However, to
capture the putative double-logarithmic entanglement growth regime,
discussednext, onewouldhave to extendDPT tomuchhigherorders,which
was not practically feasible.

Late-time entanglement growth
Entanglement provides a powerful diagnostic of thermalization and its
breakdown. We characterize the entanglement of a pure state jψi via its

entanglement entropy SE for a bipartition of the system into subsystems A
and B:

SE ¼ �trðρA ln ρAÞ; ρA ¼ trBρ ; ð9Þ

where trB is the trace over degrees of freedom in B, and ρ ¼ jψihψj is the
density matrix for the full system. In chaotic systems evolving under unitary
dynamics, SE increases as a power-law in time, SE(t) ~ tγ102. By contrast, in
MBLsystems the growth is logarithmic, SEðtÞ � ln t92–94. Previousnumerical
simulations56 of the model in Eq. (3) argued for an even slower growth of
entanglement entropy in the strong-coupling regime, conjecturing that it
follows an unusual double-logarithmic dependence SEðtÞ � lnðln tÞ at late
times. Here we explore the origin of such slow growth and its relation to
Hilbert space fragmentation, focusing on individual charge sectors.

For short timeswt< Jwe expect the dynamics to remain entirelywithin
the initial subspaceK0

0, while at later times, higher-order processes allow the
dynamics to escape both this subspace and the containing energy level.
However, we find that the proportion of the state which lies outside of the
initial subspace saturates by the time the proposed sub-logarithmic entan-
glement growth sets in.We see a similar trend in quantities thatmeasure the
distribution of coefficients across the computational (σ̂z) basis, such as the
inverse participation ratio31. This implies that the ultraslow growth in
entanglement following the initial transient is driven not by changes to the
distribution of coefficients across the basis, but due to correlations built up
between configurations of particles on either side of the bipartition. From
the numerical data, we also observe that SE(t) displays very different beha-
viors in individual charge sectors: while it quickly increases in some sectors,
in others it remains close to zero for the entire accessible range.

In aparticle-number conserving system, the reduceddensitymatrix ρA,
Eq. (9), can be block-diagonalized, ρA = ⨁np(n)ρA(n) with trρAðnÞ ¼ 1,
where ρA(n) corresponds to those states with n particles in subsystem A,
such that p(n) is the probability distribution of particle number in A. This
allows us to decompose the total entropy into two contributions27,103: the
number entropy SN, which represents uncertainty in particle count, and the
configurational entropy SC, which expresses our uncertainty in how those
fixed numbers of particles are arranged:

SE ¼ SN þ SC ; ð10Þ

SN ¼ �
X
n

pðnÞ ln pðnÞ ; ð11Þ

SC ¼ �
X

n
pðnÞtr½ρAðnÞ ln ρAðnÞ� : ð12Þ

Belowwewill argue that the origin of the ultraslow growth of entanglement
is discrete jumps in the configurational entropySC, whichoccur inparticular
charge sectors at well-defined times, and it is only after averaging over
charge sectors that a smooth growth in the entropy emerges. On the other
hand, the number entropy SN saturates at relatively short times and so does
not play a role in this slow growth.

These jumps correspond to the resolution of near-degeneracies that
originate from the fractured nature of the Hilbert space. In the large-J limit,
the unperturbedbasis states aremassively degenerate. Each successive order
n of degenerate perturbation theory, which describes the system away from
the limit, then provides a correction Oðwn=Jn�1Þ to the energies, splitting
these degeneracies. The dynamics will resolve these corrections at a time
wt ≈ (2J/w)n−1, resulting in a jump in the entanglement entropies as the
corresponding states hybridize104

In Fig. 5a–c we show the entanglement, number, and configurational
entropies, respectively, for the Schwinger model with J = 8, including both
the results fromeachof 512 individual charge sectors aswell as themeanand
median over sectors.Here, themedian is defined as themedian value at each
moment in time – it is important to note that, as a complete trajectory, this
does not necessarily represent a single “typical” charge sector. Throughout
this section, we also convolve individual charge sectors with a narrow

Fig. 4 | Energy levels of the model are fragmented by the resonance condition Eq.
(8). a The parity

P
jσ̂

z
j over some regions gives the total charge in the original gauge

theory; thismust sum to zero over thewhole chain.bExchanging j10i $ j01i at sites
2ℓ and 2ℓ+ 1 creates an e−e+ pair. This is resonant if the combination of gauge and
background fields L2ℓ + θ/2π = ± 1/2 both before and after this process. c For a
particular charge sector and spin configuration, only certain bonds satisfy the pre-
vious condition and thus permit dynamics in the large-J limit. These “active regions”
are independent and so the effectiveHamiltonian is a sumof local commuting terms.
d Each energy level Ka therefore fragments into Krylov subspaces fKb

ag which are
disconnected under the action of Ĥ ± . e For finite J, degenerate perturbation theory
(see Methods) allows us to obtain an effective Hamiltonian within K0 as an
expansion in powers ofw/J. For example, a series of three spin exchanges via a nearby
energy level contributes a term to the third-order effective Hamiltonian H[3] of
magnitude Oðw3=J2Þ.
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Gaussian window to eliminate high-frequency oscillations; this is not
necessary for the mean and median.

There are a few noteworthy features in Fig. 5(a)–(c). The most pro-
minent is the very large spread in the entropies of different charge sectors:
some of these stay close to zero, while some attain values two or three times
larger than the mean. This is especially true for the number entropy, SN,
which saturates quickly to a small value, with only certain charge sectors
attaining values that cluster around� lnð2Þ, which indicates the spread of a
single particle across the boundary. Furthermore, for the configurational
entropy SC, we observe that growth in individual charge sectors occurs via
prominent jumps from one plateau to another (up to some weaker fluc-
tuations around these plateaus). The initial jumps from near-zero to values
around SC ≈ 0.5 are visible from t = 101 all the way up to the latest times
accessible, t = 1012. We also observe that the median lags well behind the
mean, staying close to zero at all numerically accessible times. Taken
together, these features tell us that the slow growth in the entanglement
entropy SE is driven not by steady growth across charge sectors, but by rapid
jumps in the configurational entropyof individual sectors. It is onlywhenwe
average over the sectors that these jumps are smoothed out into the slow
“double-logarithmic” growth found by Brenes et al.56.

We are therefore interested in characterizing the jumps in configura-
tional entropy, as these could offer deeper insight into the functional formof
the entanglement growth. Figure 5d shows the illustrative behavior of SC(t)
for a single charge sector. By taking a cumulative maximum of SC(t) in a
particular charge sector, i.e., supτ<tj SCðτÞ, at discrete time intervals tj, we are

able to locate intervals of growth in SC(t), followed by plateaus duringwhich
it does not exceed its historic maximum104. Specifically, using intervals of
Δlog10ðtÞ ¼ 0:25, we consider periods where the cumulative maximum
increases by at least 0.05 in each consecutive interval. We identify these

periods as the jumps, calculating their height ΔSC as the difference in
supτ<tj SðτÞ between the beginning and end, and the jump time τJ as the

geometric midpoint of the start and end times.

Finally, in Fig. 5e, we show the distribution of jump times τJ, where we
have weighted the contribution of each jump to the histogram by the cor-
responding jump heightΔSC. Once this distribution is computed, we fit it to
a power law in time, PðτJ Þ / τ�ðαþ1Þ

J .We note that, across various values of
N and J, the value of this exponent is not sensitive to the exact parameters
used in the jump-finding algorithm, or even to the use of the jumpheights as
weightings, relative to the calculated errors.

The intuition here is that, if the entropy growth is driven by jumps at
late times, then the integral of jump distribution will give back the config-
urational entropy, i.e., if PðτJ Þ / τ�ðαþ1Þ

J , then SC(t) = S∞ − S0t
−α, with a

power-law decay towards a steady-state saturation value S∞. We confirm
this intuition in Fig. 6. Firstly, in Fig. 6a, we show the sector-averaged SC for
J=8and several systemsizes, all showingpower-lawdecay towards a steady-
state value, in agreementwith the ansatz. Furthermore, in the inset of Fig. 6a,
we show the difference between SC and S∞ on a log-log scale, verifying that
these are indeed power-law decays.

We repeated the procedure above for a spread of different N and J,
calculating α both by characterizing the jump times and by fitting SC to a
power law. In Fig. 6b, for J= 8, we show α as a function ofN, while in Fig. 6c,
we plot α against J for fixedN = 16. These show a clear trend towards α = 0
for increasing N and J, which would be consistent with logarithmic growth
SðtÞ � lnðtÞ. We further see a trend of increasing saturation time for S(t),
which is evidence of unbounded entanglement growth in the thermo-
dynamic limit. Taken together this suggests that, within the times accessible
to double-precision numerics, the available data for entanglement growth at

Fig. 5 | Jumps in entanglement following a quench from the vacuum state.
a–c Entanglement entropy SE, number entropy SN, and configurational entropy SC,
respectively [Eqs. (10)-(12)], for coupling strength J = 5 and system size N = 16. In
each figure, we show the individual results for each of 1000 charge sectors (blue), as
well as the mean (black solid) and median (black dotted) averages over sectors. The
standard error in the mean is shaded in gray. Jumps in the configurational entropy
are clearly visible across a wide range of time scales, spanning many orders of

magnitude, with a single exemplary charge sector shown in (d). By taking the
cumulative maximum supτ<tj SðτÞ of the entropy growth at discrete times tj, thus
approximating it as a series of steps (orange), we can calculate the heights and times
τJ of the jumps (red). e Histogram of jump times τJ

� �
, weighted by jump height. A

clear fit to a power law (orange dashed line) is observed, with PðτJ Þ / τ�ðαþ1Þ
J and

α = 0.019 ± 0.015.
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J/w≫ 1 is consistentwith a single logarithmand it is not necessary to invoke
double-logarithmic scaling.

We note that our analysis above bears similarity with the one for the
disordered XXZmodel studied byGhosh et al.104. However, the lattermodel
shows jumps in the number entropy, which were used tomodel the double-
logarithmic growth of particle fluctuations in the MBL phase. In our case,
the particle fluctuations appear strongly suppressed at all accessible time-
scales, and it is the configurational entropy that undergoes jumpswhichgive
rise to the slow growth of entanglement. We present a more detailed
comparison between the U(1) LGT and disordered XXZ models in Sup-
plementaryNote 5. In the SI, we also study a variant of the XXZmodel with
discrete disorder, for which the behavior of number and configurational
entropies bear closer similarity with the U(1) LGT, suggesting that the
discrete nature of the disorder potential is indeed crucial for understanding
the late-time dynamics of entanglement.

MBL-like regime at intermediate coupling
Finally, we address the existence of MBL phase at intermediate couplings
J/w ~ 1, where a Poisson plateau in the level statistics is clearly seen in Fig. 2.
The pertinent question is whether this plateau should be interpreted as the
system undergoing an MBL transition in the thermodynamic limit, or if it
only arises because the accessible finite-size systems are still impacted by the
residual effects of fragmentation at J/w→∞. Our analysis of entropy jumps
in Fig. 6 suggests that the exponent α, although it remains small, steadily
rises from zero as J is reduced, suggesting glassy, power-law relaxation
dynamics rather than localization. On the other hand, we see α → 0 as N

increases, with an increasing saturation time, which is consistent with a
logarithmic entanglement growth in the thermodynamic limit. However, at
J ~ w, DPT is no longer valid and we do not expect to see the jumps in
entanglement entropy observed at larger J, hence we do not expect Fig. 6 to
accurately capture this regime.

To probe the existence ofMBL transition beyond the level statistics, we
study the entanglement structure of eigenstates. Close to the middle of the
spectrum, the eigenstates of ergodic systems arewell-modeled by featureless
Haar-randomvectors, thus their SE scaleswith the volume of the subsystem.
By contrast,mid-spectrum eigenstates in theMBLphase can be constructed
through quasilocal unitary transformations fromproduct states, hence their
SE follows an area-law

105. To focus onmid-spectrumproperties, we consider
33%of eigenstates around theDOSpeak in each charge sector. Indisordered
spin chain models, a transition from volume-law to area-law entanglement
entropy was observed by tuning the disorder strength, accompanied by a
diverging variance of SE at the transition, even within a fixed disorder
realization36. In finite-size numerics, the crossing point in the mean of SE of
the eigenstates typically provides a lower bound for the critical disorder
where the fluctuations of SE diverge, and the two estimates of the transition
do not necessarily coincide in finite-size systems14.

In Fig. 7, the ergodic nature of the system at small J is witnessed by a
volume-law scaling of the mean SE and the vanishing of its variance. We
calculate themeanand standarddeviationof SE for 1/3 of eigenstates around
the DOS peak within each charge sector, after which we average the data
overcharge sectors. Upon increasing J, we observe the standard deviation
peaks at Jc ≈ 0.6, while the mean entanglement entropies steadily decrease
until a crossing occurs at Jc ≈ 1.2, consistent with anMBL transition. Upon
further increasing J, the mean entanglement entropies become approxi-
mately independent of system size, as expected for area-law scaling.

Curiously, the variance of SE in Fig. 7b saturates to a non-zero value at
large J. A closer inspection of the distribution of SE reveals that most
eigenstates have either zero or ln 2 entanglement entropy. This can be
understood from the Krylov subspaces introduced above. For sufficiently
small w/J, the subspaces will not mix, and eigenstates may be decomposed
into a product of stateswithin each active region. Let pcross be the proportion
of basis states belonging to a Krylov subspace with an active region that
crosses the central bond; only that same proportion pcross of eigenstates will
have non-zero entanglement entropy for a cut through that bond. If a single

Fig. 6 | Jump time analysis. a Sector-averaged configurational entropy, SC(t), for
coupling strength J = 5 and system sizes N = 8--16 (solid lines). For each N we fit a
power-law of the form SC(t) = S∞ − S0t

−α (dotted lines). In the inset, we show the
power-law decay towards the fitted saturation value, ΔSC = S∞ − SC(t) for each N.
The shaded area indicates the standard uncertainty in the mean. b The fitted
exponent α as a function of N, calculated both from the entropy [as per panel (a)]
(blue), or from the jump times [as per Fig. 5(e)] (orange), for J = 5. cThe same as (b),
but plotting the power-law exponent as a function of J for fixedN = 16. We see good
agreement between both methods of extracting α. [We use all charge sectors forN ≤
10, and otherwise 1000. Uncertainties in (b) and (c) are given by twice the standard
uncertainty in the fit.].

Fig. 7 | Eigenstate entanglement entropy.Themean (main) and standard deviation
(inset) of the bipartite entanglement entropy of eigenstates, for 1/3 of eigenstates
around the density of states peak in each charge sector. The data is further averaged
over all possible sectors for system sizesN= 8, 10; 1000 sectors forN = 12, 14, 16; and
250 charge sectors forN= 16. The dashed black linesmark the “critical” values of the
coupling strength J. Error bars indicate the standard uncertainty in the average.
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particle is delocalized across the boundary, the resultant entanglement
entropy will be ln 2, and therefore the mean hSEi � pcross ln 2 and the
variance σSE �

ffiffiffiffiffiffiffiffiffi
pcross

p
ln 2.We find numerically that, for a random state in

the half-filling sector and a random charge sector, the chance that condition
(8) is satisfied for the central bond is OðN�1=2Þ for large N, in accordance
with the probability that a randomwalkhas zero displacement106. Therefore,
we expect 〈SE〉∝N−1/2 and σSE / N�1=4, whichwe observe whenwe do not
restrict to the central one-third of the spectrum but include all eigenstates.

Oneof the smoking-gun signaturesof theMBLphase is the logarithmic
in time growth of entanglement entropy from unentangled initial states92,93,
a direct consequence of the the exponentially slow dephasing between
LIOMs94. In disordered MBL models, this logarithmic growth of entan-
glement entropy typically persists over many decades in time, e.g., up to
times as large as 1010 units in the system’s natural inverse energy scale94.
Although in a finite system the entropy eventually saturates, the saturation
time increases with system size, hence in the thermodynamic limit, the
entropy growth is believed to be unbounded93.

Entanglement entropy growth for the U(1) LGT model at J/w = 3 is
presented in Fig. 8. In small systems that can be studied by exact diag-
onalization, wefind the universal regime of entropy growth to be quite short
and impactedby thebroadapproach to the saturationvalue.Hence, inFig. 8,
we usedmatrix product state (MPS) simulations in a large system ofN = 50
spins, as described in the Methods. This allows us to avoid the finite-size
effects due to small chain sizes, however the times that can be reached are
limited due to the increase in computational effort that comes from the
build-up of entanglement.Within the available time range, entropy appears
to follow SE � lnðtÞ dependence, consistent with MBL. However, the
accessible timescales are insufficient to reliably discriminate from power-
law dependence, SE ~ tγ (with γ > 0), as shown by the different fits in Fig. 8.
Thus, our data cannot rule out the possibility of slow, power-law delocali-
zation at intermediate J/w values.

Discussion
Wehave performed a detailed characterization of ergodicity breaking in the
lattice Schwingermodel as a function of the coupling strength J/w. Standard
metrics of quantum chaos, including the level statistics and eigenstate
entanglement, with further results on the spectral form factor and many-
body Thouless parameter in Supplementary Notes 6, 7, all undergo a sharp
change around J/w ~ 1. While these results are reminiscent of an emergent

MBL phase, as also found in the bosonic lattice Schwingermodel62, we have
argued that the observed MBL-like signatures can be accounted for by the
residual effects of Hilbert space fragmentation in the infinite-coupling limit.
The fragmentation naturally follows from the discretized nature of the
model and should be present even in the original fermionic formulation, i.e.,
prior to substituting dynamical fields for static background charges.
Therefore, there are two limits of the model: if we take J/w→∞, the model
remains fragmented even asN→∞. However, if we takeN→∞first, at any
finite J/w the towers at different energies will mix, and our evidence in
Figs. 2 and 6 suggests this will approach Poisson level statistics and anMBL-
like regime, although we cannot rule out eventual delocalization.

Furthermore, we have identified the origin of the putative double-
logarithmic entanglement growth in the strong-coupling regime56, pre-
senting its alternative interpretation as a slow approach to the steady state in
finite-size systems. Importantly, this entropy growth was shown to occur
largely via the rearrangement of particles in subsystems (the configurational
entropy), rather thanfluctuations in their numbers (thenumberentropy), as
seen in disorderedMBLmodels.We have also identified sharp jumps in the
configurational entropy, driven by the resolution of energy scales corre-
sponding to orders of degenerate perturbation theory on the approximately
fragmented Hilbert space; it is only when these are averaged that a smooth
growth ensues. Based on the statistics of jump times, we conclude that the
available numeric data for the entropy growth, including our largest-scale
MPS simulations withN = 50 spins, cannot discriminate between a power-
law or a single-logarithm time dependence. This underscores the difficulty
of identifying sub-logarithmic growth based on purely numerical data.
Effective models based on random unitary circuits107could further extend
the timescales in the numerical simulations or provide analytical insights
into the functional form of the entanglement growth. While double-
logarithmic growth can arise in quenched-disorderMBLmodels, either as a
subleading correction to entanglement entropy108 or as a leading-order term
in particle number fluctuations in a subsystem51,103,104,109, these effects appear
unrelated to the ultraslow entanglement growth in the lattice
Schwinger model.

We note thatmodel (1) has been realizedwith trapped ions110–113, while
the configurational and number entropies have been experimentally mea-
sured in ultracold 87Rb atoms in an optical lattice27. Thus, quantum simu-
lation platforms could provide further insights into the relation between
ergodicity breaking in disorderedMBL and the lattice Schwinger model. In
particular, currentquantumsimulationplatformsallow the implementation
of the tunable topological θ-term that we use here to realize the deconfined
phase, andwhich is responsible for a host of other exotic phenomena such as
dynamical topological phase transitions and Coleman’s phase
transition114,115. By tuning the θ-term, distinct forms of ergodicity-breaking
havebeen realized inU(1) quantum linkmodels115,116. Itwouldbe interesting
to further explore the effect of the θ-term on the relation between Hilbert
space fragmentation and the rate of entanglement growth in the Schwinger
model. Finally, while we have focused on aU(1) LGT in this work, it would
be interesting to explore the dynamical effects of fragmentation in non-
Abelian LGTs, where forms of weak ergodicity breaking have recently been
identified117,118.

Methods
The structure of the Hilbert space
After a Jordan-Wigner transformation (see Supplementary Note 2), Gauss’
law allows us to sequentially integrate out the gauge fields, leading to a
Hamiltonian dependent on the background charge sector. In the spin for-
mulation, for each charge sector {qα}, the Hamiltonian breaks into two
charge-independent terms and a charge-dependent term, given in Eqs.
(4)–(6) of the main text. Formally, this corresponds to an XY spin model
with a local Z-field and a long-range ZZ coupling. The latter breaks
integrability and makes the interactions spatially-asymmetric, with the
right-most spin on the lattice completely decoupled from the interaction.
The last term of the Hamiltonian, Ĥq in Eq. (6), explicitly depends on the
distribution of background charges {qα}. For the special case of all

Fig. 8 | Entanglement growth at intermediate coupling strengths. Growth of
entanglement entropy from the j vac i initial state for system sizeN = 50 at coupling
strength J/w = 3, obtained via matrix product state simulations (see Methods for
details). The data is averaged over 1000 background charge sectors, with the
uncertainty in the mean represented by the shading. The dashed lines indicate
different types of fits summarized in the legend: a logarithmic fit, and a power-law fit
with exponent γ = (6.87 ± 0.10) × 10−2.
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background charges qα being zero, this term takes the form:

Ĥqα¼0 ¼
J
2

XN
j¼1

θ

π
ðN � jÞ � N � j

2

� 	� �
σ̂zj þ

m
2

XN
j¼1

ð�1Þjσ̂zj ; ð13Þ

and therefore represents a form of tilted potential. The non-zero
background charges can then be viewed as adding disorder to these
local fields.

The spin Hamiltonian in Eq. (3) retains the original symmetries of the
LGT. The Coulomb and disorder terms in the Hamiltonian are purely
diagonal, whereas the purely off-diagonal term Ĥ ± creates and annihilates
electron-positron pairs, thus conserving the total particle number. In the
spin language, the Hamiltonian conserves the total magnetization

PN
i¼1σ̂

z
i

corresponding to a U(1) symmetry. This is expected as the original con-
tinuum theory, QED in 1+ 1Dhas aU(1) gauge symmetry.We resolve this
symmetry byworking in the sector with zeromagnetization, or equivalently
the half-filling sector of fermions, which has a Hilbert space dimension of

N
N=2

� �
. In this sector, the model can have further symmetry corre-

sponding to charge conjugation and spatial reflection113. However, because
of the presence of background charges in Ĥq, this is only a symmetry if the
background charges {qα} themselves are symmetric under charge con-
jugation and reflection. For example, this is a symmetry when all back-
ground charges are set to zero. For randomly picked charge distributions,
however, this is almost never the case and can be ignored.

Asmentioned in themain text, the full state of the system is assumed to
be a tensor product of the fermionic vacuum state,

jΨif ¼ j101010 . . . i � jvacif ; ð14Þ

and the superposition of the electric-field eigenstates:

jΨig ¼
ON�1

n¼1

j�Lni; j�Lni ¼
j � 1in þ j0in þ j þ 1inffiffiffi

3
p ; ð15Þ

where L̂njain ¼ ajain; a 2 Z.
The choice of the fermionic initial state dictates the relationship

between the gauge fields L̂n and the background charges qn through the
relation:

L̂n ¼ L̂n�1 þ qn þ hσ̂zniΨf
þ ð�1Þn

h i
=2: ð16Þ

The last term vanishes for the Néel state of fermions in Eq. (14), leading to
the relation qn ¼ L̂n � L̂n�1. Thus, the state of the gauge fields j�Lni is fully
specified in this case by its background charges, which we denote by jqni.
The full initial state then takes the form

jΨi0 ¼
1ffiffiffiffiffi
N

p
X
fqng

jvacif � jqni: ð17Þ

Since each charge sector admits a Hamiltonian Ĥfqng, the sectors are dis-
connected and the time evolution of the full wave function is described by
the average over all sectors:

jΨðtÞi ¼ 1ffiffiffiffiffiNp
X
fqng

e�iĤfqn gt jvacif � jqni: ð18Þ

Aspointedout in ref. 56, the sum inEq. (18) then acts as an effective disorder
average. We diagonalize each Ĥfqng to obtain the spectrum and perform
time evolution in individual charge sectors. Exact diagonalization simula-
tions were performed using QuSpin 0.37119. For simplicity and to match
previous work, rather than calculating qn from the fields Ln, we draw qn

directly from �1; 0;þ1f g with uniform probability; we then impose the
condition that ∑nqn = 0, which corresponds to fixing L̂0 ¼ L̂N such that
there is no net electric charge in the system. Note that restricting to three
values on each site leads to the number of background charge sectors scaling
asOð3N�1Þ. In principle, the gauge field eigenvalues are unbounded andwe
could draw the charges qn from a broader window. This should have effects
similar to increasing the strength of Ĥq alone, increasing the strength of
fragmentation. In SupplementaryNote 8, we show the effects of scaling ĤZZ
and Ĥq independently. On the other hand, if we reduced Jwhile broadening
the range of q, wewould approach something closer to the uniformdisorder
seen in typical models of MBL.

Degenerate perturbation theory
To describe dynamics at intermediate times, we developed a degenerate
perturbation theory (DPT) approach following Michailidis et al.120, applic-
able in the limit J/w→∞. In this limit, the diagonal part of theHamiltonian
dominates, andwe can expand the effectiveHamiltonianwithin a towerK0,
in orders of w/J:

Ĥeff ¼ Ĥ
½0� þ Ĥ

½1� þ Ĥ
½2� þ . . . ð19Þ

We denote evolution under DPT up to nth order as DPT(n). The leading
term Ĥ

½0�
is simply the diagonal parts of the Hamiltonian, ĤZZ þ Ĥq,

projected into our towerK0: by definition, this is a constant. Ĥ
½1�
is then the

projection of H± into K0, which gives us the Krylov subspaces. Therefore,
DPT(1) is simply the dynamics assuming perfect Hilbert space fragmen-
tation. The higher order terms Ĥ

½2�
and Ĥ

½3�
then provide diagonal and off-

diagonal corrections respectively to Ĥeff , with the latter in particular
connecting different subspaces withinK0. The derivation of Ĥeff up to Ĥ

½3�

in provided in the Supplementary Methods.
We note that the full Ĥeff will generate dynamics equivalent to evo-

lution in the full Hilbert space followed by projection into K0,

P̂0e
�iĤt jΨi ¼ e�iĤeff t P̂0jΨi ; ð20Þ

which we refer to as “infinite-order” DPT, or DPT(∞). While this is much
more computationally intensive, it is a useful reference point in helping us
understand the dynamics of this system in the large-J regime.

We will now compare DPT for the first three non-trivial orders,
n= 1, 2, 3, to bothDPT(∞) as well as full Hamiltonian evolution ("full ED”).
In Fig. 9a, we compute the staggered magnetization,

μ̂ ¼ 1
N

X
j

ð�1Þjσ̂zj ; ð21Þ

following a quench from j vac i, for the same 256 charge sectors. In the
ergodic phase, we expect μ̂ðtÞ ! 0 as t → ∞, but in the MBL phase this
should decay to a finite value. Even DPT(1) shows good agreement with
both DPT(∞) and full ED for times up to wt ≈ 102, including capturing
oscillations in this value at later times, although it fails to capture thedecayof
these oscillations. For this, we need to go to higher orders, and DPT(3)
successfully describes this decay, agreeing with full ED up to wt ≈ 104. We
also see that DPT(∞) agrees well with full ED at all times, showing that the
dynamics within a J-tower accurately describe the dynamics within the full
Hilbert space for local observables.

In Fig. 9b, we then show a similar comparison for the bipartite
entanglement entropy, SE(t)(9). This is a highly non-local observable, with a
strong dependence on thefine structure of the quantum state, and should be
much more challenging to capture. Additionally, in Fig. 9c, we show the
mean of the squared difference between finite-order DPT and DPT(∞) in
individual charge sectors, whichwe take as the error in themethod and label
δSE(t).We see that each successive order of DPT is able to faithfully capture
the entanglement entropy attainedbyDPT(∞) for a factor of approximately
2J/w longer in time, up to about wt ≈ 5000 for DPT(3). We find that these
scalings hold as we vary J/w. However, full ED shows a marked difference
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fromDPT(∞), showing that dynamics outside the initial J-tower contributes
to the entanglement. Despite this, if we rescale the full ED SE(t) data by a
constant factor such that it agreeswithDPT(∞) atwt= 106, thenwe observe
almost perfect agreement between these two methods. This suggests that,
while dynamics outside the initial energy level are important, they are both
qualitatively and quantitatively similar and do not change the overall
functional form,meaning that DPT is able to fully describe the dynamics of
the model at short to intermediate times.

We note also that the initial growth in entanglement entropy at
wt < 1 is captured even in DPT(1). This suggests that it is entirely due to
dynamics in active regions that cross the bipartition; because hopping
processes elsewhere in the chain do not affect the resonance condition
Eq. (8), these distant parts do not interact and so cannot generate
entanglement at this order of perturbation theory. Inspecting this more
closely, only some charge sectors exhibit this growth, each with an
amplitude of ln 2 as would be expected due to the delocalization of a

single particle across a partition. The other charge sectors remain at
(nearly) zero entanglement, which results in a much smaller spike after
averaging over sectors.

Matrix product state simulations
TheU(1) LGTHamiltonian Ĥ in Eq. (3) can bewritten as a compactmatrix
product operator (MPO)121,122. Even though ĤZZ is long-ranged and non-
uniform, it couples all sites with a strength that depends solely on the
location of the right-hand site. Therefore, Ĥ can be expressed straightfor-
wardly as an MPO:

Ĥ ¼
X
fα;βg

δα1 ;0
YN
‘¼1

A½‘�
α‘;β‘

 !
δβN ;4 ; ð22Þ

with A[ℓ] a rank-4 tensor with entries

A½‘� ¼

I wσ̂þ wσ̂� ðJ=2Þσ̂z h‘σ̂
z

0 0 0 0 σ̂�

0 0 0 0 σ̂þ

0 0 0 I ðN � ‘Þσ̂z
0 0 0 0 I

0
BBBBBB@

1
CCCCCCA

: ð23Þ

We calculate the numerical time evolution of the initial vacuum state using
the time-dependent variational principle (TDVP) algorithm123–125. We use
single-site updates with a dynamically growing bond dimension, fixing the
density-matrix truncation threshold. As the MPS bond dimension is
continually increasing due to the build-up of entanglement, the computa-
tional effort required toperforma single timestepwill increase aswell, which
limits the accessible evolution time for a fixed amount of computation time
per charge sector. Furthermore, since each charge sectorwill have a different
entanglement growth rate, the charge sectors with the most rapid growth
will limit the largest time for which we can calculate the average over all
sectors.

Data availability
The data used to create the figures are available from the corresponding
author upon reasonable request. Statement of compliance with EPSRC
policy framework on research data: this publication is theoretical work that
does not require supporting research data.
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