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Abstract

The evolution of shell closures in the region of Z <20 and N > 28 is a topic of particular
interest in the field of nuclear structure. It has been observed that the standard magic
number N =28 weakens in this region, and shell gaps begin to emerge at N=32,34. As
such, there is considerable impetus for experimental studies of the cross-shell wsd ® vip
interactions, which are expected to influence this shell evolution in proton-deficient N =28
isotones. The isotope “®K is uniquely situated for this purpose, as it is both one proton
below Z =20, and one neutron above N =28. Additionally, the neighbouring *’K isotope
is known to be primarily s, /lzd3 /‘; structure in its ground state — as opposed to the
naively expected s, /22d3 /32 structure, which is dominant in potassium isotopes — allowing
the exotic xs,,, ® vip interaction to be probed by the selective neutron transfer reaction,
TR (d,p) K.

The first experimental study of states arising from the interaction between s, , and the
orbitals vp,,, vp,, and vf;, has been conducted, by way of the 4TK(d,p) reaction in
inverse kinematics. The radioactive beam of *’K from the GANIL-SPIRALI+ facility
had a beam energy of 7.7 MeV/nucleon and was of exceptional quality, as it had a typical
intensity of 5x 10° particles per second and was estimated to be > 99.99% pure. The beam
impinged upon a 0.32(3) mg/cm? CD, target. The coupling of the MUGAST-AGATA-
VAMOS++ detection systems allowed for triple coincidence gating, providing a great
amount of selectivity in the detection of light ejectiles, heavy recoils and prompt y-ray
emissions in transfer and scattering reactions. An analysis based both on excitation and
y-ray energy measurements has revealed many previously unobserved states in K, up to
and above the neutron separation threshold. Spin-parities and direct transfer spectroscopic

factors of these states have been determined.

The experimentally measured excited structure of **K is compared to calculations per-
formed using two modern shell model calculations, revealing several key failures of these
interactions, and indicating areas for improvement. The insights gained from this work
have implications extending down the rapidly evolving proton-deficient N =28 isotonic
chain, where the singly-occupied rs,, orbital is expected to couple with neutrons in the

orbitals immediately above N =28 in the short-lived **P nucleus.
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Introduction

The atomic nucleus is a uniquely complex and interesting physical system. As a many-
body quantum system of non-identical particles, held together by the strong nuclear force,
the structure of the nucleus has evaded simple explanations for more than a century.
This is not aided by the incredible diversity of nuclei that have been observed; while
some theoretical models can describe stable isotopes well, they are frequently stretched
to breaking point when attempting to reproduce properties of the most exotic nuclei. As
such, experimental examinations of nuclear structure are critical in determining where
these theoretical models fail, and in moving towards a universal description of nuclear

structure.

In this thesis, experimental measurements of unstable, neutron-rich potassium isotopes are
performed, and the results are compared to modern single-particle shell model calculations.
This work probes specific interactions that will dominate the structure of nuclei at the
edges of what we can observe, and achieves this by exploiting localised phenomena in
less extreme nuclear matter. As such, this work is a crucial first step towards future
measurements, which may become possible in the coming generations of experimental

facilities.

1.1 History and terminology

1.1.1 Major historical discoveries

The field of nuclear physics emerged from a series of critical discoveries in the late 19™
and early 20™ centuries, where each new development was a significant leap towards our

detailed and complex modern understanding of the nucleus.

The discovery of radioactivity in uranium by Henri Becquerel in March of 1896 [[1-5]
sparked a flurry of scientific advancement, leading rapidly to the discovery of several other

radioactive elements by Marie Sktodowska-Curie and Pierre Curie [6, |7], for which the
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Figure 1.1: The chart of nuclides, where colours indicate the primary method of decay.
The most common decay paths are 8~ (blue), 8* (pink), a (yellow) and fission (green).
Standard magic numbers are indicated with black lines. Figure adapted from Ref. [13]].

three shared the 1903 Nobel prize] Ernest Rutherford then went on to build upon these
insights, distinguishing o and f radioactivity in 1899 [[8] (y-rays being observed separately
in 1900 by Paul Villard [9]), and then the atomic nucleus in 1911 [10]]. This latter discovery
laid the groundwork for Niels Bohr’s planetary model of the atom [/11] — which united
quantum theory and nuclear theory — in 1913. The next significant advancement came
about some years later with the discovery of the neutron by James Chadwick in 1932 [12].
With this final piece, the well-accepted model of the atom — negative electrons in stationary
orbits around a nucleus composed of positively charged protons and uncharged neutrons

— fell into place.

1.1.2 Nomenclature

When discussing nuclei, the clearest method of categorisation is by the number of protons
and neutrons that form the nucleus. These values are assigned to the letters Z and N,
respectively. The sum of these two values is the mass number, A, which is — to a first
approximation — about the actual mass of the nucleus in atomic mass units (amu), where
lamu = 1.66 x 10727 kg. The nucleus of some element X, with A nucleons, N neutrons
and Z protons would be written as ‘%XN. It is often practical to discuss chains of nuclei

that have one of these nuclear numbers in common — perhaps as some feature of structure

IThe same year that Sktodowska-Curie was awarded her doctorate, the first woman in France to do so.
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recurs, or breaks, in interesting ways along the chain. These are referred to as isotopes

when Z is constant, isotones when N is constant, and isobars when A is constant.

Much like the periodic table of elements, there is a clear way to organise the nuclear
isotopes in a way that is revealing about their nature — by arranging them by Z against N.

This chart of nuclides, or Segre chart, is shown in Figure [I.1]

1.2 Magic numbers & the nuclear shell model

In much the same way that atomic structure can be investigated via patterns in ionisation
energy in different elements, one revealing glimpse into the structure of nuclei comes from

the two-proton (Szp) and two-neutron (S, ) separation energies of different isotopes.

When looking at the change in S, for the isotopes of a single element, it may be hard to
see a pattern, however, when compiling data on a range of elements, distinct regions of
rapid change become clear. In Figure @, the measured S, values for the isotopic chains
of ;H to (sTh are shown. It becomes quickly apparent that there are several distinct values
of N after which S, decreases rapidly; N = 28, 50 and 82 are the clearest examples of
this. This behaviour is analogous to the aforementioned ionisation energy of atoms. In
the case of atomic elements, the phenomenon was explained by the modelling of electrons
filling shells — the significant reduction in ionisation energy was due to the next electron

occupying a new shell, which is much more weakly bound than the filled shell beneath.

40000

35000 -

30000 -

25000 -

20000 -

15000 - \\
10000 - l &
20

S, [keV]

5000 | &

N

30 40 50 60 70 80 90
Neutron number (N)

Figure 1.2: Variation in two-neutron separation energies (S, ) of isotopes up to Z = 65
as N increases. Significant decreases in S, can be seen just after the magic numbers
(marked with black lines). These are especially clear at N = 28, 50 and 82.
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Figure 1.3: Diagram of the nuclear orbitals and magic numbers predicted by the harmonic
oscillator and infinite well models, the Woods-Saxon form, and Woods-Saxon with the
inclusion of the spin-orbit interaction. Predicted magic numbers are labelled in grey, with
those that agree with experimental observations in black. Figure adapted from Ref.

By adopting a similar method, Maria Goeppert Mayer proposed the nuclear shell model
in 1949 [14], with protons and neutrons filling shells in Z and N; the nucleon numbers

where shell closures were observed were named magic numbers [15]].

The first challenge to developing a nuclear shell model is the establishment of a nuclear
potential — what is constraining the nucleons, and how does this affect their quantised
energy structure? In the case of a large enough nuclear system, this is best described by
the nuclear mean field potential; that is, single nucleons moving in a potential created by
the interaction of every other nucleon in the nucleus. After some standard potential models
(the infinite well and the harmonic oscillator) failed to accurately recreate the observed
magic numbers, a new potential was proposed to more realistically model the expected
potential of a nucleus, which was a non-infinite potential well with a smooth rise, rather
than a sharp step. This potential, V(r), proposed by R. Woods and D. Saxon [[16], has the
form,

_VO

- 1.1
[voxp [ZE] (1.1

V(r) =
where R is the mean radius of the nucleus, a defines the region over which the smooth
rise occurs, and Vp is the potential well depth. The energy levels resulting from this
potential can be seen in Figure [I.3] The Woods-Saxon potential predicts magic numbers

at 2,8, 20,40, 58,92 and 112 — the first three of these align with experimentally observed

4



values, but then the predictions quickly diverge. This model can be improved further
through the introduction of spin-orbit interactions [17]]. Nuclear energy levels are labelled
according to their intrinsic orbital angular momentum ¢, and the index number n. Levels
with € =0,1,2,3,4,5... are referred to with the letters s, p, d, f, g, h..., and n is a counter
of the levels with that value of £; e.g. the second level with £ = 1 is 2p. This orbital
angular momentum ¢ can be coupled to the intrinsic spin of the nucleons, s = 1/2, to give

the total angular momentum, j = £ + s. The spin-orbit potential Vj, is taken to be
Vso(r) = st(r)€ - S, (1.2)

where Vi, (r) is largely determined by the gradient of the nuclear density profile for radii

near the nuclear surface [[18]].

The introduction of this nuclear spin-orbit interaction splits each n{ orbital state (except
¢ = 0 states) in two, now additionally labelled with the total angular momentum as n{;;
for example, the state 1d now becomes two states, 1d3,, and 1ds,. The higher-; state will
move down in energy, and vice versa, as can be seen in Figure[I.3] With this total angular
momentum quantum number established, it is trivial to find the degeneracy of the orbital

to be 2 + 1, in order to satisfy the Pauli exclusion principle [15].

With this level splitting established, there are new major shell closures, now correctly
occuring at the experimentally established magic numbers 2, 8, 20, 28, 50, 82 and 126.
Additionally, the mechanism behind the increasing deviation in the earlier Woods-Saxon
potential model becomes clear — states with larger £ values have a larger spin-orbit energy

splitting, characterised in some cases by the equation [[18, Eq. 4.7]

Bpyy — B,y =—10020+ 1)A™3 [MeV] (1.3)

| —
[+7

which leads to the larger splitting for the 1f, 1g and 1h states that are so crucial in creating

the energy gaps at the magic numbers 28, 50 and 82 [18]].

1.3 Motivation for 47K(d,p)48K

The region around **Ca, at the intersection of N =28 and Z =20 shown in Figure 1s
of great interest for nuclear structure physics. The N =28 isotopic chain, in particular,
has drawn a lot of scientific attention, in part because of a “rich variety of behaviours
and shapes” [20] in isotopes moving down from spherical **Ca to prolate “*Mg [21, 22].
This is one of several indications that the N =28 magic number fails below Z =20 as the

shell closure weakens, and other shells appear in its place [23]. Another unique feature
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Figure 1.4: Section of the nuclear chart, highlighting the isotopes that are key to the
scientific motivation behind 47K(d,p)48K. Magic numbers N =28 and Z =20 are marked,
as well as the emergent N =32, 34 shell closures [19]]. Experimentally observed nuclei are
shown in grey. Isotopes are marked with the experimental facility that could produce that
beam.

of the N =28 isotopic chain is the unusual proton configuration of some ground state
nuclei, with the degeneracy of two proton orbitals, 2s;/, and 1d3/,, producing two ‘sets’
of nuclear states of similar energies but with vastly different structures. This can allow for
investigations into exotic cross-shell interactions with current radioactive beams, which

would otherwise only be accessible through as-yet unavailable beams.

1.3.1 Shell evolution in neutron-rich Z < 20 isotopes

While the N =28 shell closure weakens for proton-deficient isotopes, there is evidence that
new shell closures may emerge in its place. In 2013, Steppenbeck et al. found that the first
excited 2* state in >*Ca had an energy of 2.04(2) MeV, which is far above the ‘baseline’
energy of ~ 1 MeV for non-magic isotopes in that chain. These types of discontinuous
jumps in the excitation energy of 27 states "typically [...] indicate the presence of large

nuclear shell gaps" [19]]. This, unusually, indicates that %Ca3 4 1s a doubly-magic nucleus.

This shell gap was predicted by Otsuka ef al. in 2001 [24]. As can be seen in Figure
for isotopes near stability such as ®Fe, there is a triplet of close v(fp) orbitals above
the vf, , orbital. As protons are removed from this system, the attractiveE] cross-shell

monopole interaction between rf; , and vfs,, weakens [25], and the central orbital of the
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Figure 1.5: Emerging shell gaps at N =32, 34 are expected to arise from the weakening
interaction between rf, , and vf;,, as xf, , occupancy decreases. Figure from Ref. [19]

shell begins to move higher in energy, leading to a reordering of the neutron orbitals in
this region. By >*Ca, the vfy,, state has fully escaped the p-shell, and new shell gaps have
arisen at N =32, 34 [26].

Given this emergent N = 34 magicity at Z = 20, there is a significant impetus to investigate
how the shells continue to evolve for more exotic proton-deficient isotopes. To examine

this, the evolution of these neutron orbitals for Z < 20 must be determined.

A good test of this would be to start with the next lightest isotope with a single valence
proton and perform a highly selective direct transfer reaction’] placing a neutron into
these interesting vfp orbital states. The structure in such a nucleus would be dominated
by the proton-neutron interaction (annotated throughout this thesis as 7 ® v) between
the two unpaired nucleons, with minor effects from other nucleon-nucleon interactions.
An interesting candidate for this would be the ‘ngg isotope undergoing a (d,p) transfer
reaction, as P has one proton in ms,,, and a filled vf,,. This single neutron transfer
experiment would allow for cross-shell interactions between this valence proton and a

neutron in vp, ,, vps,, or vfy,, to be investigated.

Unfortunately, there is no radioactive beam facility in existence that can yet produce a beam
of **P with enough intensity to perform such an experiment. Many factors contribute to
the extreme difficulty of producing this beam. Firstly, ’P is five protons removed from
the nearest viable stable target isotope, 48Ca, which makes it unlikely to be produced in
a fragmentation reaction. Additionally, the refractory chemical properties of phosphorus
“have prevented its escape from commonly employed [beam] production targets” [27],
further worsening the achievable beam intensity. These issues are compounded by the
short half-life of **P, 36.5+1.5 ms [28]], making experiments with this isotope inaccessible
in the current generation of radioactive isotope beam facilitie§?] Despite this, the unusual

structure of “’K allows for an alternate route to investigate this key interaction.

2Not all proton-neutron interactions are attractive — this is determined by the total angular momnetum,
Jj, of both orbitals. In the case of two j = € + % ortwo j =€ — % orbitals, the interaction is repulsive.
Alternatively, the interaction between a j = € + % orbitalanda j = £ — % orbital is attractive [24].

3Direct transfer reactions are detailed in Section

41t is estimated that the world-leading Facility for Rare Isotope Beams would only be able to produce
reaccelerated *P on the order of one particle a second in its eventual final form [29]
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1.3.2 47K as a facsimile of P

In 2014, Papuga et al. [30] investigated the proton occupation of the 33~>1K isotopic chain
using collinear laser spectroscopy at COLLAPS, CERN. The isotopes were excited using a
Ti:Sa laser, and the hyperfine structure was observed using photomultiplier tubes to detect
resonance photons and hence determine the nuclear spins and magnetic moments. Their
experimental results were compared with shell model calculations using two effective
interactions (SDPF-NR [31] and SDPF-U [32]]) using a core of 160 and only allowing
valence nucleons to excite within zsd, vsd and vpf. Through this combination of experi-
mental and theoretical investigation, Papuga et al. were able to establish the occupations

of the mrsd orbitals, specifically s, , and 7d,,, as shown in Figure EFI

Interestingly, they determined that while most of the isotopes had the expected structure
of a filled rs, , and a hole in 7d,,, (in compact notation, s, /22d3 /32 , Or ﬂdgé ) this was
not true of ’K and *’K. These two unusual isotopes have s, /lzd3 é structure (alternately,
JTSI_é ), with the odd proton in xs,,. This exotic proton configuration is of particular
interest for this study, because the odd proton occupies the same 7s;, orbital as in the
ideal candidate, *’P.

As transfer reactions are so selective in the states that they occupy — detailed further in
Section — the *’K(d,p) reaction populates states in “*K that have a large wavefunction

N populate f5/2 —
a b
(a) 19 21 23 25 27 29 31 33 (b) X o
4.5 1 1 ) ) ) ) 1 1 . Pai2
| [ e SDPF-NR g1
40l - ® SDPF-U | _ ... 5 faz
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3.5 m1d3, '
.0 - . ——— Sj2
- |
% 301---9-9o-0-0.9 ¢ % o ® | @ _o____ | Tt \Y)
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8 2.5
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o 2
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Figure 1.6: Evidence and arguments for 47K(d,p)48K as an effective model of 43P(d,p)44P.
(a) Ground state proton configuration in potassium isotopes, from Ref. [30]. Note that
the 'K ground state has the configuration 7s; /12d3/‘; . (b) and (c) Diagrams of the v
structures populated by transferring a single neutron onto the ground state configurations
of ©*P and *'K, respectively.



overlap with 4’K+n; that is, states with this exotic proton configuration, plus a neutron in
the interesting vfp orbitals. As such, the ’K(d,p) reaction is an effective simulacrum of
the ideal **P(d,p) reaction, populating states arising from the same cross-shell interaction,
with only the addition of a filled 7d,, orbital (see Figures and ¢). Experimental
observation of the structure of **K, and the strength with which each state is populated
by “’K(d,p), would allow future shell model calculations to be adjusted to reproduce this
result and, in turn, improve our understanding of the xs,, ® vip interactions. Better
modelling of these exotic cross-shell interactions will improve the predictive power of the

shell model as we approach the extremes of nuclear existence.

The *’K(d,p) transfer reaction represents the first step in what could be an eventual
campaign, moving down in Z and observing these rs,;, ® vip states in CI(d,p) and

43p(d,p) as the radioactive beams become available.

1.3.3 Complementary *’K(d,t)*°K transfer

Whereas the *’K(d,p)*K transfer reaction provides information about unoccupied neutron
orbitals critical for N =32, 34 magicity, the transfer reaction 47K(d,t)46K provides infor-
mation about the structure and neutron orbital occupation of the beam isotope, 4’K. This,
critically, gives insight into the magicity of N =28, which is a ‘soft’ shell closure in this
region. Some population of vp,, is expected in the ground state of 47K, but if the shell
closure were to be weaker than anticipated, the vp, , population could significantly impact
the results of the *’K(d,p) reaction — that is, if the neutron orbital is already partially
occupied, then the probability of transferring a nucleon into that state is reduced.

As such, the complementary *’K(d,t) transfer reaction is also analysed in this work. This
does not impede the physical measurement or analysis of the *’K(d,p) reaction, but in fact

provides completeness and confidence in the primary results of this work.

1.4 Previous works

1.4.1 Literature regarding **K

Very little is known about the excited structure of *3K, particularly when considering that
it is a neighbouring isobar of the doubly-magic nucleus “*Ca. Prior to 2011, only three
transitions had been observed; a 57 — 3~ — 2~ — 1~ cascade of 1449 keV, 449 keV and
279 keV vy-rays [33]. The work of Krélas et al. (2011) [34] expanded this level scheme
greatly, through the combination of three deep-inelastic collision experiments.
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High-resolution y-ray spectroscopy A *3Ca beam on 238U was investigated first at the
Argonne National Laboratory (ANL) with Gammasphere. This experiment gave good
y-ray coincidence information, but due to the lack of existing level scheme information
for K, they were unable to determine which y-rays were associated with this isotope

amongst the many reaction products.

Isotope identification The same reaction was studied again at the Laboratori Nazionali
di Legnaro (LNL) with the PRISMA spectrometer and the CLARA y-ray array. The
inclusion of a spectrometer in this experiment allowed for unambiguous A and Z isotope

identification, providing clarity on measurements made in the ANL experiment.

Lifetime measurement Finally, a 48Ca beam on 2%8Pb was studied at LNL, using the
plunger technique [35] to establish the lifetime of the 5 isomeric state. This positive-parity

state is not expected to be populated in the current work.

The level scheme established through this extensive analysis can be seen in Figure [1.7a]

1.4.2 Literature regarding “°K

The existing literature regarding “°K is far more complete, having been studied not only

through the 8~ decay of “°Ar, but also through multiple-nucleon transfer reactions.

The early work of Paul ef al. (1971) [36] populated excited states via “Ca(d,0)*K, and
while they successfully observed many states, the spin-parity assignments they made
for the low-energy 0.59 MeV, 0.69 MeV and 0.89 MeV states were later contested and
corrected by Daehnick et al. (1971 with ¥Ca(d,a)*K and Dupont et al. (1973) [37]
with *8Ca(p,*He)**K to 3-, 4~ and 5-, respectively. In order to explain this low-level
structure, they explicitly include the 7s, /zld3 /24 proton structure that is of such interest to
this work [37, 38|

For a time, the spin-parity assignment of the 1.944 MeV state was a point of contention,
being alternately assigned as 37 [¢] 47 [37,[38] or left ambiguous [36]. The unusually weak
population strength of the “°Ca analogue state is used to suggest that an ‘unnatural’ positive
parity could be more likely for this state [37]. It was Daehnick et al. (1973) [39]] that first
assigned the state as 1*, noting that the differential cross section of the *8Ca(p,*He)*°K
state is only satisfactorily reproduced by mixed £ = 0 + 2 nature. This was later confirmed
by the work of Petry er al. (1978) [40], observing that the 8~ decay of the “°Ar ground

5While the literature makes several references to Daehnick et al. Bull. Am. Phys. Soc. 16, 555 (1971),
it is unfortunately not available online, as the Bulletin of the American Physical Society is only digitised
from 1993. As such, details of this work are gleaned from references in Dupont et al. (1973) [37].

¢Daehnick et al. Bull. Am. Phys. Soc. 16, 555 (1971). See footnote
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Figure 1.7: Level schemes of (a) 4K and (b) 46K established in previous works, as
described in text.
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state (0*) decays to the 1.944 MeV state, with no other observed branching. They argue
that, as the allowed B~ transitions limit the possible spin-parities of the final state to 0* or

1*, and 0" — 0% decay is forbidden, the 1.944 MeV is firmly assigned as 17 in nature.

An additional point of note is that there is some suggestion of a doublet of states, at
3.350 MeV and 3.383 MeV. The work of Daehnick et al. (1973) [39] observed the higher
energy of these two states, marking it as an unresolved doublet, but without in-text
discussion. Following this, the work of Frascaria et al. (1974) [41] observed a well-
populated state at 3.35 MeV via **Ca(d,a)**K. The compiled and evaluated data sheet for
this nucleus only includes the higher energy state, but notes the possibility of a doublet [42].
The current work is well-positioned to make a determination regarding a possible doublet

in this region, through the inclusion of y-ray spectroscopy.

Through these works, the present structure and decay of *°K was established, as shown in

Figure [1.7p]

1.5 Thesis structure

This thesis begins with an overview of the theoretical models critical to interpreting
this work, and the calculations performed during this analysis, in Chapter 2] Then, the
experimental method — i.e. the generation of a radioactive isotope beam, the types of
detectors used, and the details of each particular detection system — are given in Chapter 3]
The processing of the raw data from each detector, such as calibration and background
removal, is detailed in Chapter[d] Then, with the intended observable variables extracted,
the results of this experiment are presented in Chapter[5] These results are then interpreted
in the broader context of the field in Chapter [6| Finally, brief concluding remarks are
presented in Chapter [7]
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Theory

In order to understand and interpret the experimental measurements made during a direct
transfer reaction measurement, several theoretical models and calculations are necessary.
In this chapter, these models are introduced, and some key calculations are examined.
First, a general overview of direct transfer reactions is given in Section 2.1} This is
followed by a discussion of relevant assumptions and derivations in scattering reaction
theory in Section [2.2] including some specific features of the calculations performed for
this work. Following this, Section [2.3] introduces the shell model Hamiltonians used in
this work, and highlights the similarities and critical differences between each model. The

key results of these shell model calculations are discussed in Section [2.4]

2.1 Direct transfer reactions

One of the most powerful tools to investigate specific proton-neutron interactions is through
the use of transfer reactions. These reactions characteristically add or remove a small
number of nucleons from the original nucleus, which makes theoretical interpretation of
the results far simpler because the reaction will very selectively populate certain states [43]].
Transfer reactions can be either cluster transfer (more than one nucleon transferred) or

single-nucleon transfer; this work will focus on single-nucleon transfer reactions.

For a neutron strippingﬂ reaction %XN(d,p)A’%X the states populated in the final

N+1°
nucleus A*'X are those with a wavefunction that is similar to the system of AX+n; that is,
the initial nucleus *X as a core with the transferred neutron orbiting it. Conversely, states
which arise from a complex mixture of configurations are suppressed [44]. The same can

be said of the neutron pick-up reaction, ‘%XN(d,t)A‘%X where the wavefunction overlap

N-1°
between the initial and final states is a probe of the neutron orbital occupation of the initial

nucleus.

IThis naming convention is inherited from reactions in normal kinematics; that is, a reaction A(a,b)B
would be performed by bombarding a target of nucleus A with a beam of particle a. In such cases, a reaction
that transferred a nucleon to the target nucleus would be ‘stripping’ the beam, and vice-versa for when the
beam would ‘pick up’ a nucleon from the target nucleus. Given this convention, (d,p) is a stripping reaction,
and (d,t) is a pickup reaction [[15]][[18].
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This simple theoretical picture is complicated by the mixed nature of nuclear state wave-
functions, as there are often many configurations of nucleons that can form the same spin
and parity. This means that, even though transfer reactions populate the single-particle part
of the state wavefunction, this will be mixed with more complex nuclear structures. The
strength of the single-particle component of these states is characterised by a comparison
of the actual population of the state with the expected population if the state was unmixed;
that is, by comparing the cross sections oyeas and oy In principle, these cross sections

differ only by a scaling factor, known as the spectroscopic factor, S [15]:
O-meas = So-calc Where S S 1. (2.1)

There is, however, a distinct advantage to comparing the cross sections as a function of

scattering angle, instead defining the spectroscopic factor as

dO') (do’ )
el =S |= where S < 1. (2.2)
(dQ meas dQ calc

Here, the shape of the differential cross section provides crucial information. The proba-
bility of scattering the light emitted particle at a given angle is related to the £ quantum
number of the orbital occupied by the transferred particle. The expected shape for a given
{-transfer of a given energy can be calculated using scattering reaction models, such as
those detailed in Section Hence, a comparison between observed and calculated
differential cross sections for various populated states can be used to distinguish between

nuclear configurations.

By using Equation[2.2]to measure the spectroscopic factors of states populated in a single-
nucleon transfer reaction, observations can be made regarding the average single-particle
energies (SPEs) of the orbital. Averaging the energies of all states containing strength
from a particular orbital, weighted by the spectroscopic factors of those components,
would provide some measure of the SPE of that single-particle orbit [44]]. This method-
ology is limited, particularly in the case of radioactive isotope beam experiments, by
the implausibility of observing every state that is populated with some small fractional
strength. In such cases, a more credible approach is to compare observations of the most
strongly populated states to shell model calculations, such as those detailed in Section[2.3]
adjusting the interactions to reproduce experimental observation. In this work, compar-
isons are made that highlight the predictive ability of the given shell model calculations,

and aspects where the models require improvement.
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2.2 Scattering reaction theory

In order to obtain the theoretical differential cross section (j—g)calc in Equation calcu-
lations must be performed that can relate fundamental structural properties of the nucleus
— such as the quantum numbers of a populated orbital — to the angle of the emitted light
ejectile. These calculations are performed using Born approximation methodologies, in-
troduced and summarised in this section. Here, the distorted-wave Born approximation
(DWBA) and the adiabatic distorted-wave approximation (ADWA) are described. More
detailed derivations can be found in Refs [45-47].

2.2.1 From wavefunction to transition matrix

For the three relevant types of direct reaction — elastic scattering, inelastic scattering, and
transfer — the system in the state before and after the reaction can be described by different
mass partitions. The initial mass partition, before the reaction, is denoted as . For elastic
scattering, the mass partition before and after the reaction are equal; that is, « — «. For
inelastic scattering, the exchange of energy in the system places it into the state o’. After
a transfer reaction, the distribution of mass between the two bodies has changed, and as
such this mass partition is denoted by 3. Additionally, the @’@ and Sa mass partitions are
further separated into reaction channels, representing the different possible excitations of

the light and heavy nucleus.

As a starting point, the incoming beam can represented by a plane wave of the form e ¥ "X

Possible reaction channels are represented by a set of outgoing spherical waves? of the
ikr . e g . . . .
form 67 The wavefunction to solve the Schrodinger equation in this case, Wnodel, 1S

given by

-

kaTa

Whodel = D €'

eikara

+ ®a’ faa (6)

a

+ Z D, fa’w (6)

o't

+ > Op fpa (6)
B

eika/ra

Iy

eikﬁrﬁ

) (2.3)
s

2These forms are chosen based on the assumption that, although the wavefunction will be highly deformed
at small distances, any real measurements are taken at sufficiently large distances that the asymptotic form
can be taken.
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where the first term is the incoming plane wave, the second term is the spherical elastic
scattering, the third term contains all outgoing inelastic scattering spherical waves and the

final term contains all outgoing transfer spherical waves [45]].

The functions f,q (6), fora(0) and f3,(0) are the scattering amplitudes for those channels.
Taking the transfer case as an example, the scattering amplitude is directly related to the

differential cross section through the equation [45, 46/

do A% B 2
— = — o), 24
( dg)w—% o a(6)] (24)
where v, and vg are the velocities of the incoming and outgoing light particles relative to
the target. From here, a matrix containing all likelihoods of transitions between states — the

transition matrix 7" — can be found from these scattering amplitudes by the relationship [47]]

2nh?
T,Ba = _—fﬁ(y (9) > (2.5)
Hp

but this requires a full knowledge of the wavefunction Wp,oqe1. Alternatively, the transition

matrix can also be written as [47]]
Tpo =< datalV| Y. dpiip >, (2.6)
B

which still contains the full physics of the reaction, but several approximations and as-
sumptions can be made from this point that allow the transition matrix 7, to be accurately

calculated.

2.2.2 Assumptions and approximations

First, the summation over the whole range of exit channels can be continually expanded
into higher order powers of V, known as the Born series [46]. Here, the assumption
is made that multi-step effects are negligible, and so only the first element of the Born
series is taken. This first element corresponds to direct one-step reactions, i.e. elastic

scattering. This is the Born approximation, which allows for the right-hand component of
Equation [2.6|to be simplified to |¢B¢/ﬁ>.

Next, the distortion of the particle waves by the target nucleus is accounted for by applying
a distorting potential W such that the central term becomes V —W. The unperturbed waves
¢ are then replaced with distorted waves y, such that [T+ W — E] y = 0.

Finally, the DWBA transition matrix for the direct transfer reaction can be written as

Tgo = (baxal V = W |dpxs) - 2.7)
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As it has been approximated that the entrance and exit channel distorting potentials, W, can
be described by their associated elastic scattering optical potential, the accuracy of DWBA
calculations depends on the appropriate choice of the potential V. The standard method
used is to select some appropriate global optical potential. Several phenomenological
global optical models have been developed for proton, deuteron and triton elastic scattering
by harvesting a breadth of elastic scattering data and using these to constrain parameters
of the potential, so as to produce broadly accurate predictions for scattering on a wide
range of nuclei. This phenomenological approach also has the advantage of implicitly
accounting for complex reaction processes outside of the model space that siphon flux

away from the elastic channel.

DWBA is significantly limited in its approximation of the deuteron to a single particle
with no internal structure — this excludes deuteron breakup channels and other three-body
effects. This proves critical for this work, as the transfer reactions of interest involve
a “K + d incoming channel. The adiabatic distorted-wave approximation (ADWA) is
an alternative to DWBA, wherein these breakup channels are taken into account in an
approximate way, rather than assuming that they are negligible. The adiabatic distorted
wave ¥/ apwa 1s a sum of the deuteron elastic scattering and breakup components, where
the breakup components are strongly coupled to the elastic channel. For these reactions,
ADWA assumes that the energy exciting the deuteron is a small fraction of the total
energy [46]], and as such, the proton and neutron of the deuteron can be considered to be
fixed relative to each other. This reduces a three-body n+p+*’K problem back down to a

solvable two-body problem.

The importance of this breakup component can be seen in Figure[2.1] where the difference
between DWBA and ADWA is shown for two cases; the removal of a strongly bound neu-
tron, and the addition of a neutron to a doubly-magic nucleus [46]. While the improvement

between DWBA and ADWA is more significant for the neutron removal case, where the
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Figure 2.1: Comparison of DWBA, ADWA Johnson-Soper and ADWA Johnson-Tandy
results for the removal of a deeply bound neutron (left) and the addition of a less bound
neutron (right). Experimental data points are shown in cyan circles. Figure from Ref. [46].
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Q-value of the reaction is larger, it is clear that the ADWA model is far better at accurately
reproducing the shape of experimentally observed data in both cases. As such, the work
presented in this thesis uses ADWA preferentially over DWBA.

2.2.3 Application to experimental measurements

It is clear from Equation [2.7| that the transition matrix is dependant on the internal wave-
functions ¢, and ¢g. These wavefunctions are of course dependant on the quantum
numbers of the two systems. As such, the transition matrix 7g, is not only a measure of
the overlap <¢a |¢ﬁ>, but an indication of the underlying nuclear structure. The shape of
the differential cross section is strongly indicative of these quantum numbers, so in the case
of a transfer reaction in inverse kinematics, the energy of the light ejectile can differentiate
between different excited states of the heavy nucleus, and the angular distribution of the
ejectile for a given state can reveal the n{; of the orbital that was populated or stripped

during the reaction.

In the specific cases of the 47K(d,p) and *’K(d,t) transfer reactions investigated in this

work, the differential cross sections (Z—g) | populating example states of E=0 MeV,
calc

2 MeV and 4 MeV can be found in Figures [2.2]and 2.3] respectively.

In the case of 47K(d,p), shown in Figure

Orbital £ The p-wave and f-wave differential cross sections are very distinct from each
other, which is critical for the clear discrimination of £ = 1 and £ = 3 states in

the experimental data.

Orbital j As p,, and py, shapes are not distinct, they will instead be determined by

arguments based on spin-parity and/or shell model calculations.

State E_ As excitation energy increases, the f-wave cross sections change magnitude
but remain approximately the same shape — the opposite is the case for p-wave
cross sections. Additionally, the first maximum moves to larger 6, , angles for

f-wave states.
Alternatively, in the case of 47K(d,t), shown in Figure

Orbital £ This determination is complicated by larger number of possible {-transfers
predicted by the shell model — discussed in Section 2.4 While the four
projections are largely distinguishable, assignments are additionally assisted

by comparison to the aforementioned shell model calculations.

Orbital j Only one j projection of each ¢ is available in this shell model region. Hence,

J is given once ¢ is determined, which serves to ease interpretation.
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Figure 2.3: As Figure for ’K(d,t) reactions using Lohr-Haeberli and Li-
Chen [52] optical models. For convenience, only the higher spin state is shown in this

figure.
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State E_ In this reaction, increasing excitation decreases the cross section magnitude

and moves the first minimum to larger 6, in all cases.

The interpretation of the experimental results to be presented in this thesis relies heavily on
the accuracy and reliability of ’K(d,d) and *’K(p,p) elastic scattering optical modelling.
This is especially critical for 47K(d,d) elastic scattering, as this differential cross section is
used to determine the number of deuterons in the target for the normalisation of *’K(d,p)
and *’K(d,t) spectroscopic factors. As such, a detailed analysis of the elastic scattering
calculations was performed, which can be found in Appendix [A.1] Ultimately, multiple
calculation codes and optical potentials produced consistent results, ensuring confidence

in the normalisation factor used.

2.3 The Shell Model

Recalling the basis of the shell model, as introduced in Section @, macroscopic be-
haviours of nuclei can be accurately described by considering the nucleus to be constructed
of independent particles, each moving in a mean-field potential generated by the average
interaction of every other nucleon. As these particles are confined by the nuclear mean
field, they must occupy quantised levels, with eigenvectors ¢ (i.e. the particle wavefunc-
tions) and eigenvalues E (i.e. the single-particle energies) solving the time-independent
Schrodinger equation in three dimensions. These discrete particle states — defined by their
quantum numbers n,(, ]Tf] and m; — are assembled into orbitals of common nf;. These
orbitals are loosely organised into shells, whereby a large difference in energy between

orbitals produces particularly stable configurations.

This concept allows calculations of ground state and excited state properties of an isotope
to be performed. The single-particle eigenstates form the basis of state for the N-body
problem in the form of a Slater determinant. There are, of course, many complex interac-
tions occurring within the real N-body nucleus — these various processes are represented as
off-diagonal two-body matrix elements in the Hamiltonian. These off-diagonal elements
encompass the effects of the central potential, spin-orbit coupling, tensor forces, Coulomb

interaction, meson exchange, isospin mixing, and many other higher-order effects.

While this Hamiltonian can be determined purely from first principles (the ab initio
approach), this is computationally intensive — a problem which worsens for heavier isotopes
— and often limited to ground state properties. More commonly, the off-diagonal two-
body matrix elements are initially determined by the truncation of two- and three-nucleon

interactions [53]], and then adjusted to improve agreement with experimental data [54],

3Here, resulting from the coupling of £ to the intrinsic nucleon spin s = 1/2.
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such as excitation energies, spin-parities and spectroscopic factors.

Many Hamiltonians have been produced and iterated upon with improving experimental
data and theoretical considerations, branching out to specialise in different regions. The
three shell model Hamiltonians used during this work — SDPF-U [32]], SDPF-MU [55]] and
ZBM2* [56] — are described in the following sections. For each model, the most critical

features are:

Model space Which of the orbitals are treated as filled and inexcitable (inert core) and
which orbitals are within the scope of the calculation? Are there any

restrictions regarding cross-shell excitation?

Interactions Which interactions are used? Are they G-matrix or empirical interactions?

If empirical, what modifications have been made?

2.3.1 SDPF-U Hamiltonian

Developed in 2009 by F. Nowacki and A. Poves [32], the SDPF-U Hamiltonian is spe-
cialised for calculations in the sd- and fp-shells. This model has an inert core of 1°O, and
a valence space of zrsd and vsd, vfp as indicated in Figure[2.4] While calculations are un-
restricted in 7rsd and vfp, excitations between sd- and fp-shells are disallowed, restricting

the possible excitations of sd-shell neutrons.

Three interactions are used for three different blocks; the empirical universal sd-shell
(USD) interaction for the sd-shell, the empirical Kuo-Brown (KB’) interaction [58]]
for the fp-shell, and the Kahana, Lee and Scott G-matrix (KLS) interaction [59] for the

cross-shell sd ® fp interaction.

SDPF-U f5/2 —S©S868SS— ¢ Restricted nucleon
] P12 = O Unrestricted nucleon
sd-inter. Dsp——eeee—— M Inert core
£, eeeeees fp-shell valence space
UuSD 72 M sd-shell valence space

d‘3/2

S1ip

KB ! d5/2

P12
P32

sd ®
KLS

Sip

Tt V

Figure 2.4: Simple diagram of the key features of the SDPF-U shell model Hamiltonian.
Interactions included in the Hamiltonian are indicated on the left.
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These three interactions are then adapted in order to more accurately reflect three exper-
imental measurements: (1) the p;,s,, and p;,d,, monopoles were adjusted to reflect
B-decay spectroscopy of 3°Al to >°Si , (2) p-orbital spin-orbit splitting was reduced
to match charged particle spectroscopy of “°Ar(d,p)*’Ar , and (3) strict agreement
with fp-shell centroids observed in magnetic spectroscopy of *’Ca(d,p)*!Ca in direct
kinematics was required.

2.3.2 SDPF-MU Hamiltonian

Developed in the early 2010’s [@], based on the V,, [@] construction of a monopole
interaction, the SDPF-MU Hamiltonian is very distinct from SDPF-U. While the inert
core, model space and valence shells are the same (see Figure |2;5|), the SDPF-MU model
has undergone less empirical adjustment than SDPF-U, relying instead on properties of

the monopole effective nucleon-nucleon interaction.

Here, the sd-interaction is USD [57]], and the fp-interaction is the empirical GXPF1B [64]
interaction. Some matrix elements relating to f, , are replaced by those of KB . The
key difference in this model is that V; — the sd ® fp cross-shell component of SDPF-MU,
and the interaction most critical to this work — is not empirically derived, being composed
of strongly renormalised Gaussian central forces and tensor forces. The Gaussian central
force contains many of the more complex interactions in the nucleus and has long-range
global effects. Conversely, the tensor force is a result of meson exchanges, and has specific
local effects. For details of this derivation, the reader is directed to Ref. [63].

SDPF-MU f5/2 —O86666S6— ¢ Restricted nucleon
) P12 Sas, O Unrestricted nucleon
sd-inter. P32 ——eeee—— M Inert core
£, eeeeees fp-shell valence space
UuSD 72 M sd-shell valence space
dzp
Sip
GXPF1B dsr2

P12
P32

sd ®

VMU Sip

Tt V

Figure 2.5: Simple diagram of the key features of the SDPF-MU Hamiltonian. Interactions
included in the Hamiltonian are indicated on the left.
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ZBM?2* f5/2 o Restricped nucleon
- P12 O Unrestricted nucleon

sd-inter. SaSacSS, P32 ——&&e6—— M Inert core

£ fp-shell valence space
USD 7 BOOSECOES (4 shell valence space

KB'

sd®
KLS

Tt V

Figure 2.6: Simple diagram of the key features of the ZBM2* Hamiltonian. Interactions
included in the Hamiltonian are indicated on the left.

2.3.3 ZBM?2* Hamiltonian

While the two SDPF-based models previously discussed are excellent at modelling nuclei
with N > 28, the calculations are restricted in the vsd shell. Alternatively, the ZBM?2*
Hamiltonian is comprised of an inert core of 288, with valence nucleons in $1/20 d3p5

f,,, and p5, for both protons and neutrons (as shown in Figure @)

The interactions employed are the same as those of SDPF-U, with different modifications:
(1) the single-particle energies were adjusted to reflect the 2°Si spectrum , (2) the
sd ® fp monopoles were tuned to *°K and “**!Ca , (3) the d, , centroids were tuned to
properly reproduce K , and (4) the proton shell gap at N =20 was increased to more
accurately reflect their positions at N =28 [56]]. The version of ZMB2* used in this work

was provided by B. A. Brown (personal communication).

2.4 Predictions from the shell model

2.4.1 Y’K(d,p)®K

Calculations using the SDPF-U and SDPF-MU interactions for *’K(d,p)**K were per-
formed using the NuShellX shell model code. The predicted energy level structure,
spectroscopic factor and nucleon orbital configurations can be seen in Figure 2.7, Con-
sidering the very different origins of the two models, described in the previous section,

the two predictions are remarkably similar.

The most striking observation is the clear distinction between a region of p-wave states and
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Figure 2.7: Comparison of SDPF-U and SDPF-MU shell model predictions for *’K(d,p).
Here, all states with a predicted spectroscopic factor larger than 0.1 are shown, and the
spectroscopic factor is represented as the filled length of each bar, where a full bar equals
1. The £ = 1 (p-wave) states fill from the left in red, and the ¢ = 3 (f-wave) states fill from
the right in blue.
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Figure 2.8: Diagr‘am of the ‘pure’ rs, /12d3é (green) and s, /22d3/32 (purple) goupling
to the neutron orbitals. Note that, due to the near-degeneracy of the proton orbitals, the
two families of states are very close in energy, and as such, identical spin-parities with
different proton structures can mix.

aregion of f-wave states in both models. This results from the expected fs > single particle
energy being higher than the py/, and p3)2, as discussed in Section [T.3.1] Both models
have the same ordering of states, and broadly agree on spectroscopic factors of those states
— note, however, that there are a greater number of strongly populated (S >0.1) f-wave
states in SDPF-MU than SDPF-U. This is due to different mixing between the states built
upon the s, /12d3é configuration, and their neighbouring states (of identical spin-parity)
with s, /22d3 /32 structure, shown in Figure

Additionally, both of these models have the same major pitfall; they predict a 2~ ground
state in “®K. This is contrary to the experimentally observed 1~ ground state [34]. This
is a significant failing of the theory — further highlighting our poor understanding of this

region, even for a close isobar of doubly-magic *3Ca.

Some key differences between the models are:

* SDPF-U states are located at higher energies than SDPF-MU, with a larger gap

between p-wave and f-wave states.

* The highest energy state with strong population is a bound 2~ in SDPF-MU, but an
unbound 3~ state in SDPF-U.

* The 23 state is stronger in SDPF-MU than SDPF-U; the opposite is true for 27.
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Figure 2.9: Shell model predicted “*K state population strength by *’K(d,p) based on
shell-model calculation using the effective interactions SDPF-MU (top) and SDPF-U
(bottom). Colours indicate the mixed proportion of each proton configuration in that state.
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Figure 2.10: Shell model predictions of y-ray transitions from strongly populated states
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indicate states that are not directly populated by (d,p) transfer. Note that, in this diagram,
no transitions are shown from the 1[, 2;, 25 and 3; states, in grey.
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Using these shell model calculations, predicted “*K excitation spectra and level schemes
can be constructed, which have been distilled into Figures2.9jand2.10] In Figure[2.9] the
predicted strength of population is very similar between the models, as would be expected
given the similar spectroscopic factors observed in Figure Interestingly, however, the
relative weighting of the different proton configurations for states in the two models are
also quite similar, with the notable exception of the 1, state, which is primarily s, /12d3 /‘;
in SDPF-U, but primarily 7s,7d,7 in SDPF-MU.

To inspect the calculated branching ratios of y-ray decays from the strongly populated
states, it must first be acknowledged that the poor arrangement of the ground state and
first excited state in the shell model calculations leads to spurious decays between the 17,
27,25 and 37 states, which are certain to be inconsistent with experimental measurement.
As such, these decays are omitted from the following discussion, and from Figure 2.10]
Additionally, the difference in transition energy due to this poor arrangement may lead to
some differences in the predicted branching ratios between different states. With this in

mind, some key observations from the predicted transitions are given:

* In accordance with selection rules, the 0~ states only decay to lower-energy 1] with
any significant strength, which makes these states especially unique amongst their

neighbouring states.

* The 1 and 17 states both decay to the two low-lying 27 states, however, both show
a preference for 2| (primarily s, /12d3 /‘; configuration) over 25 (primarily 7s; /22d3 /32

configuration).

e This trend is broadly reversed for the states at higher energies, which generally
preferentially decay to 2, over 2]. This is consistent with the large s, /22d3/32
proportion seen in higher energy states in Figure 2.9

* The exception to this trend is the 27 state, which — in both models — prefers 27

* In the SDPF-U model, the highest energy state, 3}, is expected to have a non-

negligible decay to a state at 2.207 MeV which is not directly populated by transfer.

2.4.2 YK(d,1)*K

Due to the complexity and computational expense of nucleon-removal calculations, the cal-
culations for 4’K(d,t)**K were performed under the advice of B. A. Brown — a preeminent
expert in shell model theory, and creator of NuShellX — using the ZBM2* Hamiltonian.
Note that in this region, there are no possible £ = 1 and £ = 3 mixed states; instead, there

is a possibility of mixing between ¢ = 0 and ¢ = 2 configurations for 1* states. The results
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of this calculation are distilled into Figure[2.11] The interesting observations of this work

are:

* The 27 ground state is expected to be weakly populated by the removal of a neutron
from vp,,,. This is from the small component of vf7_/22p3 /22 in the /K ground state

(approximately 9% in ZBM2* calculations) due to the softness of the N =28 closure.

» Each 17 state is predicted to have fairly significant mixing; this in opposition to the
4TK(d,p) shell model calculations that do not expect any state to be significantly

mixed.

% 3.954 13

S12° 3.258 07 mm

dsp 2.768 2-{ —

£ 1.644 17

S121.573 07
f7, 1.488 43
f7, 1.352 33

f7, 0.352 47
7, 0.304 371
P3pn 0.000 27 ®

. MeV I™ ZBM2*

Figure 2.11: ZBM2* spectroscopic factor predictions for 47K(d,t). Here, all states with
a predicted spectroscopic factor larger than 0.1 are shown, and the spectroscopic factor
is represented as the filled length of each bar, where a full bar equals the maximum
occupation of that orbital. The £ = 0, 1 states fill from the left in purple and red, and the
¢ = 2,3 states fill from the right in green and blue. States marked with an asterisk are
mixed configuration.

28



Experiment

This thesis is based on an experiment performed in March 2021 at the Grand Accélérateur
National d’lons Lourds (GANIL) in Caen, France, for the study of the neutron pick-up
and stripping reactions *’K(d,p)*K and *’K(d,t)*K. This experimen was part of a
campaign [68] of experiments coupling the y-ray tracking array AGATA [69] and the
particle detector array MUGAST [70] to the magnetic spectrometer VAMOS++ [71]]. A
radioactive beam of *’K was provided by the SPIRAL1+ facility and was of exceptional
quality, in terms of both intensity and purity. This beam then impinged upon a target of
deuterated carbon (CD, ) at an energy of 7.7 MeV/u, and the transfer reactions were studied
through triple coincidence detection of the light ejectile particle, heavy recoil nucleus and

nuclear de-excitation y-ray transitions.

This chapter begins by reviewing the two-body kinematics of transfer reactions, as this
dictates several aspects of the experimental design, such as the placement of light ejectile
detectors and the data required from a zero-degree heavy recoil apparatus. This is discussed
in Section[3.1] Then, the method used to produce the radioactive isotope beam is reviewed
in Section Section discusses semiconductors and their use as nuclear detectors,
specifically silicon and germanium-based detectors. This is followed by an overview of
magnetic spectrometers in Section [3.4l Then, the specific apparatus used in this work
is discussed: the MUGAST charged particle detector (Section [3.5); the AGATA y-ray
detector (Section [3.6) and the VAMOS++ magnetic spectrometer (Section [3.7). The
chapter concludes with an overview of the data acquisition system in Section[3.9

3.1 Experimental overview

3.1.1 Two-body kinematics

The kinematics of transfer reactions — being, in essence, a two-body problem — can be
well-described by simple conservation of energy and momentum arguments. For the

experimental method employed in this work, it is ideal for the system in the centre-of-

IExperiment reference: e793s.
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Figure 3.1: Simple diagrams exploring elastic scattering kinematics. (a) Vector diagram
relating the light ejectile velocity in the laboratory and centre-of-mass frames. (b) E, . -6,
kinematic lines of different scattering particles. Dashed lines indicate scattering that is
not relevant to the current work.

mass frame to be fully described using only measurements of the light ejectile that can be
made in the laboratory frame of reference. Key points of this process are detailed here,

but a more complete formalism can be found in Ref. [72].

Consider the transfer reaction A (b, ¢)D, in inverse kinematics. In the laboratory frame, a
heavy beam particle A (with momentum pi}, = m*v:, ) bombards a stationary, light target
particle b (with momentum p]”a b= m® vl”a » = 0). The initial velocity of the centre-of-mass
frame relative to the laboratory frame (V;) can be shown to be [72]]

A

A, b A A m A
(m +m )Vl =m Vi, Or V= mvlab. (31)

In inverse kinematic transfer reactions, it is often the case that m# >> m?, so the centre-

of-mass frame is moving relative to the laboratory frame at almost the beam velocity.

After the reaction, momentum must be conserved in both the laboratory and centre-of-mass
frames. As such, it can be said that the final relative velocity of the centre-of-mass frame
Vyis (m* + m®)V; = (m¢ + mP )V¢. Using the previous definition of V; in Equation ,
. A b A . .

it can be found that V; = (ZC:"TD)Vi = mc’f’Fm 5 vf;b, and hence V; can be simply derived
from the incident beam velocity in the laboratory frame and the masses of the particles.

With Vy now known, simple vector addition (see Figure @P) reveals that measuring v|
allows for v¢,, to be determined. This simple configuration is used to demonstrate several

key concepts in inverse kinematic transfer reactions.

Whilst in the laboratory frame, the target particle b is initially at rest, it is critical to note
that in the centre of mass frame, vlgm = V;. In the simplest case of elastic scattering, b = ¢

and A = D, therefore V; = V. As the light ejectile ¢ has the same magnitude of velocity in
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Figure 3.2: Simple diagrams exploring the (d,t) transfer reaction kinematics for (a) small

0., (b)large 6_ , and (c) the E, , -6, , kinematic lines of different excitation energies.

the centre-of-mass frame as the target b [44], |v<.| = V2. | = |Vi| = |Vr|. Itis then trivial
to see, with reference to Figure [3.1] that the ejectile from an elastic scattering reaction
must always have O, < 90°.

In the case of the neutron pickup and stripping reactions, the target and ejectile are no
longer equivalent particles. To conserve momentum in the centre-of-mass frame before
and after the reaction, v¢,,, must vary in accordance with the change in mass between target
b and ejectile c. For instance, in the case of the (d,t) reaction, the mass can be written as
me = %mb. As such,

2., 2
= Sl Il = 31V,

The vector diagrams in Figure and b show this case, with two key features to

Vel

note. Firstly, no matter the value of 6., O1ap 1s always forward-focused. Secondly,
every O, value (except the tangent) has two 6., solutions. These two solutions are only
distinguishable by the magnitude of the velocity vector v, . This effect is clear when the
kinematic line of the reaction is plotted, for E,, against 91ab, as in Figure @c While
the recoil nucleus has so far been considered to remain in the ground state (g.s.), it is
critical to note that, for cases where the heavy recoil nucleus is in an excited state E,
the Q-value of the reaction is reduced by Q = Qg5 — E,. As such, the ejectile particle
carries less kinetic energy, |v¢, | is reduced, and the range of laboratory angles available is
restricted. Consequentially, excited states populated by the (d,t) reaction appear “inside”
the ground state line in Figure[3.2lc. For the lower ejectile energies that tend to be measured

experimentally, the effect is that kinematic lines from excited states appear at higher E, ;.

For the case of the (d,p) reaction, the kinematics are very different:

1
mczimb Sl = 210801 el = 21V
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Figure 3.3: Simple diagrams exploring the (d,p) transfer reaction kinematics for (a) large
and small 6__ , and (b) the E -0, kinematic lines of different excitation energies

The vector diagram in Figure [3.3a shows this case. Note here that 6y, is not restricted, as
in previous cases; in fact, the light ejectile can be emitted in any direction in the laboratory
frame. Critically, the energy of the ejectile varies significantly with 6.,. For large values
of O (i.e. small 8y,p), the magnitude of v is large, but becomes much smaller for small
Ocm (i.e. large O1ap). As such, the ejectile only has low energy, preferable for experimental
measurements, at backwards laboratory angles, as shown in Figure [3.3p. In the case of
(d,p), if the heavy recoil nucleus is in an excited state, there is less kinetic energy available
for v, which also reduces the magnitude of vy, . For all 61, angles, this corresponds to

a lower ejectile energy E ;.

3.1.2 Observables of interest

For each excited state that is observed, certain measurements are required for the determi-
nation of the excitation energy, the magnitude and shape of the differential cross section,
and the y-ray transitions within the product nucleus. The measurements performed will

determine:

* Direction (814, ¢1ap) of the light ejectile, to distinguish between reaction channels,

and to determine the excitation of the associated heavy recoil nucleus.

* Energy (E,,,) of the light ejectile, to determine the excitation of the associated heavy

recoil nucleus.

* Distribution of the light ejectiles in 6y, for a given state in the recoil nucleus, to

extract the experimental differential cross section.

* Energy of coincident y-rays in the de-excitation cascade of an excited nucleus, to

determine the spin of the excited state by selection rules, and to isolate specific states
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by their coincidences.

* Direction of coincident y-rays relative to the beam direction, to correct for the

Doppler effect due to the fast-moving recoil nucleus.

* Coincident heavy recoil signal, to distinguish the measured light ejectile and y-rays

from sources of background.

 Total number of incident beam particles over the course of the experiment, for the

normalisation of the results when extracting spectroscopic factors.

The detectors of the MUGAST-AGATA-VAMOS++ campaign, shown in Figure [3.4] are
specialised to measure all of these experimental observables. The detector systems used

WweEre:

MUGAST A highly-segmented array of double-sided silicon strip detectors to measure
E - O1ab and ¢rap of light ejectiles with high precision.

AGATA An array of state-of-the-art high-purity germanium tracking detectors to
measure the energy and interaction position of emitted y-rays with high

precision.

VAMOS++ A magnetic spectrometer to provide a coincidence timing signal for 464748K

heavy recoils resulting from nucleon transfer or elastic scattering, resulting

in clean spectra with minimal background.

CATS A fast-counting multi-wire parallel plate avalanche counter to monitor the

number of incident beam particles.

\

MUGAST

(GR|T + MUSTZ) ........... MWPPAC
DSSD array A 47

Beam o Beam-like
CAT .
MWPC
VAMOS++
Magnetic spectrometer
AGATA
HPGe array

Figure 3.4: Conceptual design of the MUGAST-AGATA-VAMOS++ coupled system.
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3.2 Radioactive beam production

The operational team of the SPIRAL1+ cyclotron system provided a high-purity, intense
beam of 'K for this experiment, using the isotope separation on-line (ISOL) method of
producing a radioactive isotope beam. Details of this system are available from Refs. [[73-

/5], with the general stages of the process distilled here.

3.2.1 Primary beam and fragmentation

A compact injector cyclotron (C01/C02) containing an ion source (in the case of this work,
48Ca) accelerated a primary beam of stable nuclei. This primary beam was initially slow-
moving, and so the beam was accelerated through the two separated sector cyclotrons
(CSS1 and CSS2) to a velocity of 0.3c. This acceleration was required to reach the

requisite energy for fragmentation reactions to take place in the production target.

The fast primary beam was then directed to the target ion source and impinged on a
thick target of BeO, where the beam nuclei fragmented. These fragments (including the
intended beam isotope) diffused out of the hot target as neutral atoms and into a forced
electron beam induced arc discharge (FEBIAD) ion source (see Figure @D, which was
used here in surface ionisation mode. Here, a cathode at approximately 2000°C emitted
thermal electrons, which were accelerated by an anode grid to bombard the fragment
atoms. These fragments were then ionised into a 1* charge state and extracted from the
FEBIAD [76].

3.2.2 Charge breeding and reacceleration

For a given acceleration voltage, it is more effective to reaccelerate isotopes in a higher
charge state than 1* [77] — as a result, charge breeding techniques are often employed at
ISOL facilities. At SPIRAL1+, the slow radioactive beam extracted from the FEBIAD
was directed into an electron cyclotron resonance ion source (ECRIS) charge breeder [[78]]
where the 1* beam was stopped in a plasma. These isotopes were contained in the
Phoenix ECRIS [75, [79] by confining magnetic fields, ionised into a higher charge state
by multiple Coulomb collisions with thermally excited electrons, and extracted after a

particular confinement time which determined their charge state.

The cocktail beam, now in a 10* charge state, was then sent to the Cyclotron pour Ions
de Moyenne Energie, CIME. Here, the beam was reaccelerated to = 0.1c; the appropriate
energy for the transfer reaction studied in this experiment. The use of a cyclotron to

accelerate the beam, as opposed to the linear accelerators used by many other facilities,
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has the advantage of also separating out beam contaminants with a mass resolution of 1074,

3.2.3 Radioactive beam produced for this work

In March 2021, a primary beam of stable “*Ca was used to deliver a radioactive beam of
47K in the 10* charge state to the VAMOS++ spectrometer with SPIRAL1+. The beam
had an energy of 7.7 MeV/nucleon and an average intensity on the order of 5x 103 pps. An
overall integrated beam of 1.842 x 10'! particles was incident upon the CD, target during
this experiment, as measured just before the target position (see Section[3.8). For a beam of
47K, the most likely contaminant was determined to be 47Ca, which has a mass difference
from *’K of 1.6 x 107*. This is resolvable by the CIME cyclotron, and as such, there
is great confidence that the reaccelerated beam of *’K delivered to the experimental hall
was > 99.99% pure. This beam purity determination is supported by the experimentally

observed reaction products, as presented in Section4.1.6]
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Figure 3.5: Schematics of the SPIRAL1+ radioactive ion beam facility, and constituent
components. (a) Schematic of the target arrangement and FEBIAD ion source (red dashed
box). Figure from Ref. [76]. (b) Schematic of the Phoenix ECRIS charge breeder
(beam injected from right). Figure from Ref. [79]. (c) Diagram of the GANIL-SPIRAL1+
accelerator facility, with each progressive stage of the beam production process represented
by coloured arrows.

35



3.3 Semiconductor detectors

3.3.1 Principles of semiconductor detectors

Semiconductors are very effective detection materials, due to their characteristic band
gap energies, intermediate between insulators and conductors. As opposed to the large,
often insurmountable band gaps in insulators, or the free-flowing movement of electrons
in conductors, semiconductors only allow the excitation of electrons into the conduction

band via the application of a small external stimulus, leaving a hole in the valence band.

The passage of ionising radiation through a semiconductor detector would provide just
such a stimulus, producing a number of electron-hole pairs directly related?to the energy
of the incident radiation, and the band gap the electron was excited across [80, p.348]
These electron-hole pairs will move under the influence of an applied electrical field. The
movement of these electrons and holes towards the electrical contacts at the boundary of

the detector induces an electrical signal [81, p. 102].

In silicon and germanium semiconducting materials, the energy required to induce one
electron-hole pair is on the order of a few eV; for a point of comparison, an industry-
standard gas-filled detector would more likely have an ionisation energy on the order of
several tens of eV. For any given particle detection, this order of magnitude increase in the
number of charge carriers produced in a semiconductor detector means that the statistical
error is much reduced, and so the detector resolution is greatly improved. Additionally,
the higher density of these materials (relative to a gas) means that a thin detector is capable
of stopping incident radiation completely within its volume, whereas a gas-filled detector

requires significant thickness to achieve the same result [81, p. 79].

3.3.2 Neutron transmutation doping of silicon

While silicon is an intrinsic semiconductor, the electrical properties of a semiconducting
material can be improved by doping, i.e. the intentional inclusion of impurities of an
element with one more outer shell electron (n-type) or hole (p-type) than the semiconductor
element — usually aluminium or phosphorus, in the case of silicon. At the boundary
between a p-type and n-type semiconductor, a depletion zone is formed?] which contains
reduced numbers of charge carriers. As such, very little leakage current passes across
the semiconductor, and hence the electron-hole shower from ionising radiation produces

a pulse with a better signal-to-noise ratio.

2This assumption holds, provided the incident particle is stopped within the detector, and does not punch
through the active volume.
3The size of this depletion zone is usually increased by reverse-biasing the semiconductor.
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For some of the detectors used in this work, an unusual doping method was implemented;
neutron transmutation doping (nTD) [[82]]. This specialist method of producing n-type bulk
material is unique in that it relies on nuclear decays to form the doping elements [83[]. This
method takes advantage of the small natural abundance of 3°Si, creating a monocrystal
of "Si (92% 28Si and 3% 3%Si) and exposing the lattice to a large neutron flux. The
resulting neutron capture reaction 2°Si(n,y) results in the unstable isotope >'Si, which then

B~ decays to stable 3'P, creating the n-type dopant extremely uniformly within the lattice.

Due to the uniform doping (and therefore low resistance variability{¥) across the whole bulk,
the shape of the observed signal has very little dependence on the position in the wafer.
This is critical for pulse shape analysis techniques (Section [3.6.1)), that will eventually be
applied in concert with nTD silicon detectors in the GRIT array [85].

3.3.3 Double-sided silicon strip detectors

Silicon strip detectors are a form of semiconductor detector whereby a thin diode wafer
(generally on the order of hundreds of microns to millimetres thick) is electrically divided
into many strip-like regions, which are each read separately. In such detectors, the p*
wafer surface is divided by the controlled growth of SiO, to form isolating strip divisions.
The charge carriers are collected on a thin aluminium layer deposited on the surface of the
detector [86]. This design provides a one-dimensional positional measurement alongside

the energy measurement.

An advance upon this design is the creation of double-sided silicon strip detectors (DSSDs),
which utilise the fact that electrons and holes are driven to opposite sides of the silicon
wafer by the bias voltage, and measure both of them. In such detectors, the direction of
the back strips is orthogonal to the front strips, creating a grid. A single particle entering
the detector will therefore induce two electrical signals; electrons on the ohmic (n-type)
surface, and holes on the junction (p-type) surface. These two signals can be correlated to
provide a two-dimensional position measurement by locating a single pixel on the grid 81,
p.116].

The construction of the backside of the wafer is slightly more complicated than the front
side due to the requirement for n+ implantation. In such cases, electrons can accumulate
below the SiO, layers separating n+ strips, and this build-up of negative charge can
screen the electric field, disrupting charge collection [81, pp. 117-119]. An industry-
standard method of combating this issue is interleaving p+ implant strips between the n+
strips [87].

4Variations in nTD wafers are on the order of 2% across 200 mm, as opposed to alternative gas-doped
wafers with variations on the order of 8% over the same range [84].
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Figure 3.6: Dominant y-ray interactions with matter at different energies and material Z.
Note that, in the region of ,,Ge, marked with a dashed line, Compton scattering is the
dominant form of interaction for y-rays in the approximate region of 107! — 10! MeV.

3.3.4 High-purity germanium detectors

Germanium is a semiconducting material well-suited for y-ray detection. Firstly, the
small band gap energy (0.7 eV) allows for very high-resolution spectroscopy. Additionally,
germanium (Z = 32) is a high-Z material, and as such has a high stopping power for y-rays

relative to, say, silicon (Z = 14).

As the depletion depth of a germanium crystal detector is inversely related to the net
impurities in the crystal [80, Eq. 12-1], there is a point at which the only way to produce a
detector with a large enough depletion region to both fully stop and fully measure a y-ray is
for the crystal to be ultrapure. This is the motivation for the development of high-purity ger-

manium (HPGe) detectors, which have impurities on the order of 10719 atoms cm=3 [88].

Additionally, the detection volume can be maximised through the choice of detector
shape. A closed-end coaxial detector allows for a large crystal volume whilst minimising
the distance from any given point to an electrical contact [[80, p. 390]. In these cases, one
electrode is on the outer surface, and the other on the inner surface — usually, the rectifying
contact is placed outside, as this reduces the bias voltage required to form a depletion
region through the whole detector [88]], i.e. an n-type closed-end coaxial HPGe detector

will have the p+ contact on the outer surface.

Unfortunately, HPGe detectors cannot be used at room temperature, as the size of the band
gap in germanium is so small that electrons can be thermally excited into the conduction
band. As such, HPGe detectors must be cooled during operation in order to reduce the

noise from thermal excitation [80, p. 395]. This is typically achieved through the combined
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use of liquid N, cooling and an insulating vacuum cryostat.

The method by which a y-ray interacts with a material depends on both the energy of
the photon, and the properties of the material itself, as shown in Figure 3.6] Note that,
for ,,Ge, the primary method of interaction is Compton scattering, particularly in the
107! MeV to 10> MeV energy range that is most relevant for nuclear structure studies. As
these events only deposit some part of their energy each time they scatter, they must either

be filtered out of the data, or recovered by rebuilding the total incident energy.

3.4 Magnetic spectrometers

3.4.1 Principles of magnetic spectrometers

In fast-beam experiments, many different reactions and interactions can occur between
the beam isotope and the target nucleus. Single-nucleon transfer, elastic and inelastic
scattering, fusion-evaporation and Coulomb excitation are all examples of interactions
that could occur, some of which can occur at similar incident beam energies and therefore
within the same experiment. As such, it is necessary to isolate particular reaction channels,

often by distinguishing between the heavy nuclei that result from the different reactions.

Magnetic spectrometers exploit the behaviour of charged particles in magnetic fields to
distinguish between nuclei with different magnetic rigidities, Bp, using ion optical devices
(Section [3.4.2). These dispersed nuclei then impinge on detectors positioned at the focal

plane of the spectrometer (Section [3.4.3)) for further measurements, as required.

3.4.2 Ion optics

3.4.2.1 Dipole magnets

A charged particle moving in a uniform magnetic field, such as that provided by a magnetic
dipole, experiences a force F,,, = gvB perpendicular to the direction of motion, inducing
a circular motion of the particle. As the magnetic force is the centripetal force F, of
this circular motion, and given that F, = mTvz, where p is the radius of the curvature, the

magnetic rigidity, Bp, can be trivially derived:

my
Bp=—.
q

In a direct reaction experiment in inverse kinematics, it can be generally assumed that the

velocity of the heavy beam-like recoil nucleus will continue with approximately the same
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velocity as the incident beam nucleus. As such, the velocity of different species of nuclei
will be approximately equal, and they can be distinguished instead by their value of %,

where ¢ is the charge state of the nucleus.

As a result, nuclei passing through the dipole magnet of a magnetic spectrometer will be
bent by different curvature radii, and exit the spectrometer at a different position along
the dispersive axis. Some nuclei, which are far from the desired % value, will not reach
the focal plane at all, and will instead impinge the inner or outer edge of the nuclear
spectrometer. This is often an effective method to exclude nuclei that arise from parasitic

reactions in the target.

3.4.2.2 Quadrupole magnet

In order for different % positions on the focal plane detectors to be well-resolved, the beam
of reaction products entering the dipole should be of the highest achievable quality. As
such, the reaction products often need to be focused into the dispersive dipole magnet.

Quadrupole magnets are used for this purpose.

The magnetic field produced by a quadrupole is symmetric but not uniform. The strength
of the field is strongest at the edges, and weaker towards the central axis. This has the effect
of funnelling any divergent nuclei back onto the central path [89, p. 22]. Quadrupoles
focus along one axis but defocus along the perpendicular axis. As such, they are often
used in pairs, with the second quadrupole rotated 90° relative to the first, resulting in a net

focusing in both directions.

3.4.3 Focal plane detectors

With nuclei of different magnetic rigidities spatially separated by the dispersive elements
of the magnetic spectrometer, various types of detectors can be implemented at the focal
plane to measure variables such as the position, time of flight, energy loss in a known
medium and total energy of the nucleus, which can be used in combination to fully identify
the isotope [71]]. However, in this work, the focal plane detectors were bombarded by the
full incident beam (see Section which presents problems for many varieties of
detectors. As only the detection of some nucleus at the focal plane position was absolutely
required, and identification of the isotope was not critical, only the fast-counting gas
multiplication detector type — capable of tolerating high counting rates on the order of 10°
— will be detailed.
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3.4.3.1 Gas multiplication detectors

Gas multiplication detectors are high-voltage gas-filled detectors that are capable of pro-
ducing a large output signal from a single incident particle. Heavy ions entering the
detector ionise the gas molecules and release electrons from the atoms, which are then
accelerated by the electrical field towards the anode. If the electrical field is strong enough
to accelerate the electrons such that their kinetic energy is greater than the ionisation
energy of the gas, then each free electron can then go on to collide with and ionise an-
other molecule in the detector [[80]. This is the process of gas multiplication, which can
cause a cascade of ionisation, or Townsend avalanche, which exponentially multiplies the

collected charge from each impact.

If the applied voltage is within a given range of voltages — the ‘true proportionality’ region
— then the number of secondary avalanche ions is proportional to the initial number of
ions formed by the heavy nucleus. Therefore, the original signal strength is recoverable,
and the overall signal detected has been amplified significantly. Detectors operating in

this mode are referred to as proportional counters.

If, however, this range of proportional voltages is exceeded, then the detector enters the
region of limited proportionality, where the concentration of secondary avalanche ions
is sufficient to alter the shape of the detector’s electrical field [80, p.162]. While the
signal strength can be amplified even further in this higher voltage region, the relationship
between the energy deposited by an incident heavy ion and the size of the signal produced
is no longer linear, so energy measurements are not typically possible. Detectors operating

in this mode are referred to as avalanche counters.

3.4.3.2 Multi-wire parallel plate avalanche counters

Various shapes of gas multiplication detectors have been developed, which are specialised
for different purposes. For example, cylindrical shapes with axially symmetric fields have
good energy resolution, but their timing properties are poor. Conversely, a parallel plate

avalanche counter (PPAC) is designed for the purpose of fast timing.

PPACs are constructed of closely spaced anode and cathode plates, with their planes
perpendicular to the expected path of incident radiation. As such, a heavy ion will pass
through the plates, traversing the small gap and only depositing a small amount of its energy
in the fill gas. As the distance for the electrons and ions to traverse is minimised, time

resolutions of this type of detector can be on the order of hundreds of picoseconds [90].

A limitation of this method is that the heavy ion will lose some energy in passing through

the two parallel plates, not just in the gas. Additionally, as the anode and cathode have
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large surface areas, no positional data is collected. To iterate upon this design, the multi-
wire parallel plate avalanche counter (MWPPAC) was developed. MWPPAC:s replace the
plates with sets of parallel wires. In general, one cathode grid will be positioned between
two anode grids, with anode and cathode wires running in perpendicular directions. This
allows for a two-dimensional position measurement with minimal interference to the heavy

ion energy.

3.4.3.3 Multi-wire proportional counters

Similar in construction to a MWPPAC, multi-wire proportional counters (MWPCs) are
also gas multiplication detectors consisting of closely spaced grids of anode and cathode
wires. The key difference between the two types of detector is that, while MWPPACs are
operated at a voltage in the region of limited proportionality, MWPCs are true proportional

counters.

3.5 MUGAST

The MUGAST array [70] is a primarily DSSD-based array used for the detection of
light emitted particles such as protons, deuterons, tritons and a-particles. MUGAST is a
transitional phase of the GRIT project [85]], which combines the well-established MUST?2
array [91] detectors with next-generation GRIT trapezoidal detectors. The specifics of the

two detector types are detailed below.

3.5.1 GRIT

The conceptual design for GRIT (Granularity, Resolution, Identification, Transparency)
is a 4 array of DSSDs in a ball-like configuration, with annular detectors at both ends,
plus lampshade arrangements of trapezoidal detectors in the upstream and downstream
directions, and square detectors covering near-perpendicular angles. The array is designed
to be compatible with both the HPGe AGATA array and the LaBr; PARIS array, and as
such, transparency to y-rays is critical. The mechanical structure, cooling system and
front-end electronics of GRIT have all been carefully designed to limit the impedance on

a 4r y-ray array.

The array will have a thin, finely-segmented first stage, backed by thicker, more coarsely
segmented second and third stages positioned immediately behind. The n-type silicon
wafer is neutron transmutation doped (Section[3.3.2)) and reverse mounted [68]. Mounting

the detector such that the particle enters through the ohmic side produces a pulse shape that

42



Figure 3.7: The GRIT upstream lampshade, as (a) a CAD diagram showing the full
arrangement [68]], (b) a photograph of the lampshade as installed for this experiment, and
(c) a photograph with the detectors highlighted for clarity. The trapezoid at the twelve
o’clock position is physically absent. The trapezoid at three o’clock, as seen from this
perspective, was physically installed but not used. Additionally, one MUST2 DSSD was
installed perpendicularly, as in (b) and (c), rather than the two GRIT square DSSDs shown
in (a).

ASICs
16 channel
Eand T

Si(Li) 4cm

DSSD 128+128 4 grm

300um

Figure 3.8: Exploded view of a single MUST?2 detector, showing the various stages
of detection. Note that, during the current work, the Si(Li) stage was absent from the
detectors. Figure from Ref. 119;2]]
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is dominated by the hole propagation [93]], and the charge collection time is related to the
(Z,A) of the incident particle [94]. This will allow the GRIT detector to use pulse-shape
discrimination to discern the species of charged particle detected on an event-by-event

basis.

At the time of the experiment, six trapezoidal DSSDs were used in the upstream lampshade,
as seen in Figure A seventh trapezoid was installed, but non-functional. The
trapezoidal detectors that had been fabricated as of the time of this experiment were stage
one detectors; that is, they were 500 um thick DSSDs with 128 strips on each side, with a
pitch of 710 ym and 760 um for the front and rear sides, respectively [68].

3.5.2 MUST2

The detectors of the MUST?2 (Mur a Strips 2) array are multi-staged, and specialised for the
detection of high-energy downstream ejectiles. The various stages, pictured in Figure[3.8]

are:

DSSD A highly-segmented semiconductor detector for the precise measurement of
charged particle position and energy. Each square detector is 100 cm? in area,
300 pum thick and 128 strips per side [95]]. This was the primary stage used in

this work.

Si(Li) A segmented semiconductor detector for the detection of high-energy charged

particles; these were not installed for this experiment.

CsI A scintillator detector for detection of high-energy charged particles that punch
through the previous stages. This stage constitutes a 4x4 grid of 4 cm thick
crystals, read by photodiodes [91]. In this work, it is used exclusively as a
veto. For more details regarding scintillation detectors, the reader is directed to
Ref. [80, Chapter 8].

In the downstream direction of the experiment, many high-energy background events
were expected, though the particles of interest are relatively low energy. As such, the
MUST?2 detector was well suited to the downstream position, as the thick Csl detector
could collect charge from very high-energy particles with good efficiency. This made it
an effective veto on counts detected in the DSSD layer, efficiently eliminating background

and punch-through events. This is discussed further in Section[4.1.5]
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Target

Figure 3.9: Perpendicular schematic of the detector arrangement during the experiment,

with beam moving left to right. Additionally, the MUST?2 close geometry position is
shown in faded colours.

3.5.3 Arrangement of MUGAST during this work

In the MUGAST+AGATA+VAMOS experimental campaign, in March 2021, the arrange-

ment of the detectors was:

Upstream Six trapezoidal GRIT detectors, at an average position from the target
of 10cm, covering the angular range 104° to 156° for the detection of
47K (d,p) protons.

Perpendicular One MUST?2 detector, consisting of only the DSSD face, was positioned
14 cm from the target, covering the angles 56° to 81° for ’K(d,d) and
4TK(p,p) elastic scattering.

Downstream Four MUST?2 detectors, with the DSSD faces backed by Csl scintillators,
were positioned 36 cm from the targe for the detection of *’K(d,t) tritons.

These detectors covered the angular range 3° to 23°.

The high-precision energy and angle capabilities of MUGAST were critical for the re-
construction of the *0*8K excitation, and eventual extraction of differential cross sections.
The large angular coverage of the array, particularly in the upstream direction, allowed for
a high degree of confidence in the assignment of {-transfers.

5Note that the downstream MUST2 detectors were mounted in the maintenance position during the
experiment, rather than the close geometry position, reducing the downstream angular coverage. See

Section @
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3.6 The Advanced Gamma Tracking Array (AGATA)

The Advanced Gamma Tracking Array (AGATA) is a coaxial n-type HPGe semicon-
ductor array, and one of only two next-generation tracking arrays in the world [96]. The
array is constructed such that three HPGe crystals are grouped together into an AGATA
Triple Cluster (ATC), which share a cryostat.

The salient feature of AGATA is the tracking capabilities afforded to it by the 36-fold elec-
trical segmentation of each crystal (see Figure [3.10p). Fine crystal segmentation, when
used in conjunction with the pulse shape analysis (PSA) techniques and tracking
algorithms outlined in the following sections, allows for position and energy mea-
surements for multiple interaction points from the Compton scattering of a single y-ray,

tracing its path.

Tracking arrays are an advancement on Compton-suppressed arrays, which reject any
events that scatter out of the crystal, not depositing their full energy [99]. By instead
reconstructing the path of the scattered events, the efficiency of the detector is greatly

increased, the Doppler correction is significantly improved, and the solid angle coverage

is increased (due to the elimination of escape-suppression veto detectors surrounding each

crystal) [100].

o o A W N -

(b)

Figure 3.10: Schematics of AGATA at GANIL. (a) Segmentation of a single AGATA
crystal, showing the 36 segments and the taper from hexagonal end to circular base.
Figure from Ref. [69]. (b) CAD diagram of AGATA detectors (right) arranged in the
backwards hemisphere, coupled to MUGAST (centre) and VAMOS++ (left). Here, the
beam direction is right to left. Figure from A. Matta, personal communication.
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Figure 3.11: Comparison between a real signal (blue) and the simulated signal it is
matched with (red). Figure from Ref. [97].

3.6.1 Gamma-ray pulse-shape analysis

As described in Section when ionising radiation interacts with a semiconductor
detector, the resulting particle-hole excitation causes a signal in both the anode and
cathode. The shape of this pulse is dependent on the energy deposited by the interaction,

and the position of the interaction relative to the anode and cathode [101]]

This positional information can be extracted by comparing the experimental signal with
a library [102] of simulated signals for interactions at many different positions. These
simulations cover a 3D grid of possible interaction points, spaced at 2 mm intervals, for
each individual detector. Detectors are treated as distinct due to slight variations between
crystals (mass, electronic response, cross-talk properties etc.). For each comparison to
a simulated point, a figure of merit is assigned based on the accuracy of the determined
amplitude for each signal from both the detecting segment, and the segments surrounding
it [97]. For example, in Figure [3.11] the pulse measured in the detecting segment (D6)
and the surrounding segments is shown in blue, and has been matched via grid search
minimisation to the simulated pulse shape in red, providing a determination of interaction

position.

During the recent GANIL campaign, PSA position resolutions were found to vary between
ATCs from 3.7mm FWHM to 6.1 mm FWHM; for detectors positioned at 18 cm from
the target, this can determine the emitted angle with an uncertainty of less than 2°. This
is a five-fold improvement when compared to the smallest dimension of a typical AGATA

segment (~ 30 mm), which instead covers an angle of approximately 10° [69].
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Figure 3.12: Demonstration of the improvement in resolution of a high-energy y-ray due
to various methods of Doppler correction position determination. Figure from Ref. [98]],
data from Ref. [[103]).

3.6.2 Gamma-ray tracking algorithm

The advantage of PSA becomes clear in the use of tracking algorithms. AGATA utilises
the detection of clusters of partial energy depositions in the HPGe crystal to reconstruct
the path of the y-ray, with the aim of identifying the position of the first interaction. By
finding the first interaction point, with the millimetre precision of PSA, the angle of y-ray
emission can be determined with unprecedented precision. This progressive increase of
angular precision — from the angular coverage of a whole crystal, to a segment within that
crystal, and now to a region of just a few millimetres within that segment — improves the

Doppler correction of in-beam spectroscopy significantly (see Figure [3.12).

As noted in Section [3.3.4] for y-rays in the energy range that is significant for nuclear
structure physics, the dominant interaction process with HPGe is Compton scattering [80].
Tracking algorithms exploit the well-understood relationship between the energy of the
incident y-ray, E

the scattered y-ray, E__ , and the angle of Compton scattering, 8 [98]]:

inc’ scat’

1 1

cos(0) =1 - m,c? (E— - E—) . (3.2)

scat inc

The algorithm determines every possible path through the cluster of points, and for each

one, compares the measured energy deposition after scattering with the expected energy
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computed by Equation[3.2] As such, the most likely path can be determined, and the initial
angle of incidence known to the high precision provided by PSA.

While there are some physical limitations to this method — such as the assumption implicit
in Equation [3.2]that the electrons were stationary before scattering — the improvements in
efficiency due to their use are significant. In the work of Ljungvall et al. (2020) [104], the
singles efficiency of the array at 1322 keV was found to increase from 2.9%]% when used

as a standard multi-detector array, to 3.8% with the inclusion of y-ray tracking.

3.6.3 Arrangement of AGATA during this work

For this experiment, 12 ATCs were used, at a distance of 18 cm from the target in the
upstream hemisphere (see Figure covering angles 6,,, ~ 130° — 160° [106]. PSA
and add-back (reconstructing events where y-rays scatter between crystals) procedures
were all performed on-line and sorted in coincidence with MUGAST. The use of AGATA
in this experiment was vital for the establishment of decay schemes, for the isolation of

specific states in “*3K and for the precise determination of the energies of said states.

3.7 VAMOS++

The VAriable MOde high-acceptance Spectrometer (VAMOS++) [71,/107] is a ray-tracing
QQFD spectrometer, used to separate isotopes by their magnetic rigidity Bp, which
can then be identified using the focal plane detection systems [71]. VAMOS++ refers
specifically to the upgraded version of VAMOS, where the large momentum acceptance
of the spectrometer was further utilised by expanding the area of the detection systems
from 400 x 110 mm to 1000 x 150 mm.

The ion-optical components consist of:

Quadrupole A doublet of magnetic quadrupoles for beam focusing. The first is 300 mm
in diameter and focuses in the y-direction. The second focuses in the x-
direction (i.e. the plane of dispersion) and as such is elliptical [107]], with a

width in the dispersive axis of 1000 mm to maximise angular acceptance.

Filter A velocity filter immediately following the quadrupole. This system was

not used in the current work.

¢This is in line with a 17 arrangement of the segmented shield-suppressed EXOGAM array, positioned
at 14.6 cm from the target, which would have an efficiency of approximately 3% at 1.3 MeV [105]]
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Dipole A magnetic dipole to separate species by their magnetic rigidity. The magnet
has a vertical gap of 150 mm and a variable angle of deflection between 0°
and 60°.

The focal plane detection systems consist of:

MWPPAC A pair of MWPPACs — one positioned near the target, one positioned at the
entry to the focal plane — to measure of time of flight of the particle. This

system is critical for the current work, and is discussed in further detail below.

DC A pair of drift chambers to measure the vertical and horizontal position of the

particle. This system was not used in the current work.

IC A segmented ionisation chamber to measure the energy loss of the particle

for determination of Z. This system was not used in the current work.

Si wall A flat array of silicon detectors at the very end of the focal plane to measure
the residual particle energy, for the determination of Z. This system was not

used in the current work.

3.7.1 Focal Plane MWPPAC

The fast-timing focal plane MWPPAC consists of three planes; a central plane of 150 mm
vertical cathode wires with a pitch of 500 um, and two outer planes of 1000 mm horizontal
anode wires with a pitch of 1000 um. The planes are spaced 2.2 mm apart from each other.
To ensure a fast timing signal, the long horizontal wires are segmented 20-fold [71]]. The
fill gas of the MWPPAC is 6 mbar of isobutane []E_gl], isolated from the beam line vacuum
by a thin Mylar window.

Wien Filter Dipole

Target

| | — | N

&

Focal Plane
Detection

Figure 3.13: Schematic of the VAMOS++ magnetic spectrometer, as seen from above,
showing the various optical elements. Figure from Ref. [108]
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3.7.2 Arrangement of VAMOS++ during this work

VAMOS++ i1s mounted on a system of rails and can be rotated from 0° to 60° relative
to the beam, depending on the particular requirements of the experiment [[107]. In this
experiment, as the beam particle (*’K) and the isotopes of interest (*°K, BK) are only one

mass unit apart, VAMOS++ was positioned at 0° and was receiving the whole beam.

This imposed several limitations; the maximum beam intensity that could be received
from the SPIRAL1+ cyclotron was limited to approximately 10° pps at any given time.
Additionally, the DCs, ICs and Si wall would not be able to count at beam rates, and so
were not utilised in this experiment. Instead, only the timing signal from the MWPPAC

was recorded.

While VAMOS++ would not be able to spatially discriminate between “°K, *’K and **K
at 0°, it was able to fully eliminate fusion-evaporation reactions on the carbon substrate
of the CD, target — a common source of background in transfer reaction studies — as these
nuclei would not have the correct Bp to reach the focal plane. This, given the very pure
beam (Section[3.2), ensured that so long as there was a coincident signal in VAMOS++, all
transfer reaction channels could be fully distinguished, with minimal background, using
the angle and species of particles detected in MUGAST. In such a situation, the MWPPAC

alone is sufficient.

3.8 CATS

The Chambre A Trajectoires de Saclay (CATS) detector system [109] is an in-beam
tracking detector, installed upstream of the target, for beam monitoring purposes. Each
CATS detector is a MWPC, with one 70 mm anode plane between two 70 mm cathode
planes. The cathode planes are constructed of 1.5 yum Mylar foils supporting 28 thin gold
strips, with an interstrip region of 0.2 mm. The wires of the anode plane are 10 um in
diameter, with a pitch of 1 mm. The three planes are spaced 3.2 mm away from each other.
Additionally, the two cathode planes run perpendicularly to each other, so that the cathodes
alone can provide a two-dimensional position measurement by processing the positive ion
signals in individual strips with a charge centroid determination algorithm [109]. The
anode is therefore used exclusively for a timing signal from the fast electrons, and all wires

are connected in parallel.
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3.8.1 Arrangement of CATS during this work

The CATS detector system is specialised for the determination of the beam trajectory as it
impinges on the target, which requires the use of two CATS detectors in sequence. While
this is critical for highly-divergent fragmentation beams, it is not usually of much concern
for ISOL beams, such as the one used in this work. Additionally, multiple scattering
of the relatively low-energy 7.7 MeV/nucleon beam would greatly hinder any trajectory
reconstruction. As such, a single CATS detector was installed during this work, for the
purposes of recording the integrated beam over the course of the experiment and providing
a timing signal relative to MUGAST and VAMOS++. This lead to an ambiguity in the

interaction position of the beam on the target, which will be addressed in Section4.1.3]

3.9 Data acquisition system

Each of the three major detectors has its own data acquisition system (DAQ), which
were coupled during the MUGAST-AGATA-VAMOS++ campaign in order to provide
correlated data with common time stamps. For more details about this system, the reader
is referred to Refs [68], (69, [104]].

AGATA The AGATA electronics are fully digital, and each event in a crystal produces
36 segment signals and two core signals of different gains [[104]. These 38 waveforms are
then digitised by 14 bit analogue-to-digital converters and passed to a preprocessing filter
which reduces the data volume by approximately two orders of magnitude [69]]. The data
is then passed through the PSA algorithm (Section[3.6.1)) to return the interaction position;
from this point, the waveforms are stored and removed from the data stream. During this
campaign, the data was then passed to the AGATA Event Builder, and a timestamp from
each event was passed to the MUGAST data stream.

VAMOS++ Ashasbeen established, for this experiment the only required signal from the
VAMOS++ focal plane was the coincidence timing signal. Timing between the VAMOS++
MWPPAC and various other reference timings (such the cyclotron radiofrequency, CATS
timing trigger, or the MUGAST array) were determined by passing analogue signals
to a discriminator, producing a logic signal. These logic signals were then passed to

time-to-amplitude converters (TACs) [68].

MUGAST During this campaign, the MUGAST data — from both the GRIT and MUST2
detectors — was read out using the established MUST?2 electronics system, in which the
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Figure 3.14: Flowchart of the MUGAST-AGTATA-VAMOS++ data acquisition process,
showing the order of event building and time stamping. Figure from [68]].

application-specific integrated circuits (ASICs) purpose-built chips read the strip signals
and transferred the energy, time and leading edge discrimination information to ASICs
on the MUFEE front-end data boards. Each board held 9 ASICs, which could read 144
channels, i.e. one face of a GRIT or MUST2 DSSD (128 strips), plus 16 MUST2 Csl
crystals. The front-end data was then delivered to back-end MUVI crated boards, which
could each take data from eight front-end MUFEE boards, or four telescopes. Four MUVI
boards were used to read data from all 11 MUGAST detectors [68]]. The MUGAST data
stream also accepted the AGATA and VAMOS++ timestamps, which were encoded into
the event in the GANIL Event Builder stage, using the CENTRUM module to correlate
the GANIL crates in a common dead time triggered DAQ.

Merging With events from all three systems collected, the global event was then built
by merging the three events. First, the MUGAST and VAMOS++ events were merged
in the VAMOS event builder, based on their shared VAMOS++ timestamp. Then, the
MUGAST-VAMOS++ event and AGATA event were merged based on their shared AGATA
timestamp. Both of these building stages had a 1us window.
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Data Analysis

In this chapter, the various analytical methods and data processing procedures used to
extract the experimental observables from the raw data are discussed. In Section §.1]
the MUGAST data analysis is discussed, and particular attention is paid to corrections
regarding the target thickness and beam position. In Section|4.2] the y-ray data processing,
i.e. the Doppler correction, is examined. Finally, the timing signals of VAMOS++ and
CATS?2 are discussed in Section [4.3]

All analysis presented in this thesis has been performed using the ROOT data analysis
framework (v. 6.22/02) [|110,/111]] and npToOL (v. 3) [112].

4.1 MUGAST

4.1.1 Calibrations

Time Time calibration runs were performed for each of the six GRIT and five MUST2
detectors. Data from two directions of the strips in the DSSDs — X (junction) and Y
(ohmic) — were fed to two separate MUFEE front-end electronic boards [[70], and each
MUFEE board was time-calibrated separately. One MUFEE, receiving the ohmic direction
in MGS5, did not have time calibration data. As such, the pre-existing time calibration
was used for this set of strips. The data taken in these calibration runs was fed into in a

sophisticated, automated timing calibration code.

Energy The energy calibrations of the MUGAST detectors were performed using a
triple-a source; 239py, 21 Am and 2**Cm. This source was mounted on the target ladder
along with the CD, targets. The three primary peaks from these a emitters — 5.157 MeV,
5.486 MeV and 5.805 MeV, respectively — were automatically located and fit for each
strip. Strips with unusual responses were flagged in the auto-generated report document;
these strips were excluded from all data analysis and simulations. A calibration file was
written, containing the calibration coefficients for each strip in that detector. Again, the X

(junction) and Y (ohmic) strip directions were calibrated separately.
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Position A survey of the positions of the MUGAST detectors was performed after the
experimental campaign concluded, in July 2021. These measurements were conducted
using a portable six-axis arm, which gave a three-dimensional coordinate for each corner
of each detector. The array geometry was then included in the analytical code, for
determining the physical position of each particle detection. While the position survey
provided very precise positional data for each detector in its mechanical mount, this did
not account for the position of the mount along the rails it moves upon. This position is
usually well-constrained, but due to a mistake during the period of this experiment, the
position of the downstream detector mount was non-standard. This is discussed further,

and satisfactorily characterised, in Section[4.1.4]

4.1.2 Solid angle coverage

At various points in this analysis, the solid angle coverage of the MUGAST detectors was
required in order to correct measured numbers of particles by the geometric efficiency of
the array. In all cases, the solid angle was determined using realistic Monte Carlo simu-
lations, performed using GEanT4 [113] via the NpsiMULATION package of NprooL. These
simulations used the same detector geometry and reaction physics as the experimental
data analysis, and both sets of data were processed by the same NPANALYSIS sorting code

to maintain consistency between the two.

The solid angle covered by the MUGAST detectors, as simulated using 47K(d,p)48Kg.S.
for upstream GRIT detectors, 47K(d,d)47Kg’S_ for the perpendicular MUST? detector, and
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Figure 4.1: Solid angle coverage of the various MUGAST detectors, in 6,,, . Simulations
were performed using the 4TK(d,1), 'K(d,d) and 47K(d,p) direct reactions.
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Figure 4.2: Reconstructed excitation energy against ¢, , (a) before and (b) after the beam
spot position correction. The sinusoidal artefact is no longer present after the corrections.

YK (d,t)¥K* for the downstream MUST2 detectorsﬂ is shown in Figure Note the
large 6, coverage of the GRIT detectors, and the large solid angle due to the high ¢, .
coverage of 66%. The perpendicular MUST?2 solid angle is lower, as the single MUST2
telescope had fractional ¢, coverage, 8%. The large ¢, coverage of the downstream
MUST?2 detectors, 84%, provided good solid angle coverage of the (d,t) reaction?]

4.1.3 Beam spot position and target thickness

During this experiment, the position of the radioactive beam on the target persistently
drifted towards the negative x direction, despite efforts to use steering dipoles to recentre
the beam. This presented a significant problem, because an uncharacterised deviation in
beam position would affect the calculation of the particle angle of emission, 6, , which

would in turn affect the reconstruction of the product isotope excitation energy, E, .

This effect is most obvious when comparing the reconstructed energy E, against ¢,
where each trapezoidal MUGAST detector occupies a distinct region of ¢, space, as in
Figure d.2a. This sinusoidal wave across the detectors is characteristic of a significant

beam offset.

Additionally, the number of counts detected during the experimental run was significantly

lower than was anticipated given the high beam intensity, suggesting that the target may

INote that the 4’K(d,t) reaction was simulated for the population of a 3 MeV excited state so as to exclude
threshold effects that reduce the angular coverage of 47K(d,t)%Kg.S., providing a fairer representation of the
detector solid angle.

2This is true for realistic differential cross sections, where the high-energy 6, solution is negligible.
Were it equally weighted, punch through reduces the solid angle by an order of magnitude.
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Figure 4.3: Elastically scattered protons and deuterons, as seen in the MUST?2 detector at
90°. The shallower left-hand kinematic line is from *’K(p,p), and the steeper right-hand
line is from *’K(d,d). Dashed lines indicate punch-through events.

have been thinner than the 0.5 mg/cm? nominal thickness. As the distance travelled
through the target varies depending on the angle of emission, an incorrect target thickness
could lead to a significant energy offset for states with differential cross sections with

larger weightings towards smaller 6,,, angles.

As a result, there was a clear need to determine the true position of the beam spot and
the thickness of the target. Two methods — one analytical, the other numerical — were
developed, which together produced highly satisfactory corrections, as can be seen in

Figure[d.2p. These methods are detailed in the following sections.

4.1.3.1 T, from elastic scattering

The thickness of the target can be determined most accurately by analysing the elastically
scattered protons and deuterons detected just forwards of 90° in 6, (see Figure@) and
comparing these to theoretical cross sections from optical models. There are three distinct
phases of this process; measuring the particles detected in each angular bin, determining
the solid angle of the angular bins, and then comparing the experimental elastic scattering

cross sections to optical models.
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First, the two-body kinematic calculator CatKIN [/114] was used to determine the equation
relating the light particle angle of emission in the centre-of-mass frame (6, [deg]) to the
energy of the light particle (E, [MeV]) for the reactions 4K (p,p) and *’K(d,d). These
were found to be:

YK(p,p) : Eyy = 14.51 [MeV] cos(fyy) + 14.51 [MeV] 4.1)
YK(d,d) : E,,, =27.77 [MeV] cos(6qyy) +27.77 [MeV] (4.2)

Using these equations, the values of E, ; that would correspond to integer values of 6y,
were calculated. This allowed for projections onto the x-axis of Figure with precise

energy gates, which corresponded exactly to the particles detected in one-degree slices of
Oom-

From these projections, the areas, A, of the proton and deuteron scattering peaks were
determined. Due to the difference in Equation [4.1] and Equation [4.2] different energy

gating is required for the two reactions, so measurements of the area of *’K(p,p) and

47K (d,d) peaks were taken separately.

Next, the solid angle of these 8, bins was determined, using realistic Monte Carlo
simulations of isotropic sources at the target position, with the same geometry input files
as the experimental analysis. From these, the solid angle of each 6y, bin could be

determined through the relationship,

A
Q(Bcy) = Ad—et' .27 sin (6y) - binwidth. 43)

emit.

This produced solid angles for “’K(p,p) and *’K(d,d) as shown in Figure The
area of the elastic scattering peaks was then divided by the solid angle, € [sr], for the

corresponding range of 6. This set of experimental data y;, now represented in units of

-1 - . . . S b
sr ', is related to the differential cross section, % [“;‘—r] , by
i = Bfse (xi), (4.4)

where y; is the expectation value of y; and B [mb] is some normalising factor.

The target thickness can now be derived. First, Equation 11.13 in Ref. [|15]] was rearranged

Nel1] g g [m] e L) “5)
cm

to give

Q |sr Q| sr area

where N; is the number of incident particles, and N, is the number of counts detected.

The number of target particles per unit area was determined through the knowledge that
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Figure 4.4: Comparison of the solid angle of the perpendicular MUST?2 detector, as seen
by isotropically emitted protons (red) and deuterons (blue), in the centre-of-mass frame.
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Figure 4.5: Differential cross sections of experimental elastic scattering data, compared
to various optical models. *’K(d,d) optical models are shown in blue, and *’K(p,p) optical
models shown in red. The range of experimental data used in the fitting is marked out by
purple and green dashed lines, respectively. Optical models are from Refs. [49, [1154119]
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an Avogadro’s number, N4, of particles with mass A weighs A grams, therefore,

Niarget T .
area 1000 * A

Ny, (4.6)

where T is the target thickness in mg/cm?. Substituting Equation into Equation

gives the relationship,

N. o T N./Q 1000 « A
* Njx —— « Ny — T = *
1000 = A o/Q NiNa

Q Q

4.7)

Recalling y; [sr™!] and for [Z], it can be found from Equationthat 1/B = yi/ fog =

N./Q
o/Q”’

therefore,
1 1000 = A

T =—=x
B N;Ny4

(4.8)
Hence, the target thickness was determined using only known constants A and Ny, the
measured incident integrated beam &;, and the previously determined normalisation factor
B. This method was applied to find the thickness of protons and deuterons, and in turn

the thickness of CH, and CD,, in the experimental target.

Through an error-weighted minimisation, shown in Figure the normalisation factors
were found to be 0.003(1) for protons, and 0.00023(2) for deuterons. Here, protons
are normalised to the Chapel-Hill ‘89 (CH89) [117] optical model and deuterons are
normalised to the Daehnick-Childs-Vrcelj (DCV) [115] optical model. This corresponds
to CH, and CD, thicknesses of 0.02 +0.01 mg/cm? and 0.32 +0.03 mg/cm?, respectively,
for a total target thickness of 0.34 + 0.04 mg/cm?.

As this is much thinner than the expected 0.5 mg/cm? target that was believed to be in use
during the experiment, this methodology has been thoroughly examined for inaccuracies.
Any mistake would be propagated to the eventual determination of spectroscopic factors; as
such, this analytical process is key. A common point of failure is the inclusion or exclusion
of a factor of two in the optical model calculations; as such, a thorough examination and
testing of this methodology can be found in Appendix[A.1] This analysis found agreement
between the DWUCK4 [120] and FRESCO [121]] elastic scattering calculations, which
were both additionally in agreement with the comprehensive deuteron elastic scattering
observations of Childs er al. (1974) [122]. No factor-of-two discrepancy was found,
instilling confidence in this analytical determination of target thickness.
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4.1.3.2 X4, Yy, Z; and T from numerical minimisation

In addition, a numerical method was developed, using the large volume of *’K(d,p) data.
This method has the additional advantage of determining all four relevant variables, rather
than just the target thickness. First, the following data was extracted for each particle

detection:

¢ Position of the detected particle in real space, (X, Yy, Zp).

Energy of detected proton, E,.

Detector number of the MUGAST trapezoid that the event was detected in.

Time difference between MUGAST and VAMOS++ event detection.

* Energy of coincident y-ray, E,.

Then, all events that satisfied the criteria of (a) being within the MUGAST-VAMOS++
coincidence window, and (b) being coincident with a 0.143 MeV +y-ray in AGATA, were
retained (approximately 3300 particle events). This ensured that any protons detected
had, in fact, been emitted from the 47K(d,p) reaction, and that the ground state peak was
eliminated from beneath the 0.143 MeV state in the excitation spectrum. Two strongly
populated and energetically separated states were chosen for the following minimisation;
0.143 MeV and 1.978 MeV. The latter state has been observed for the first time in this
work, and so the precise energy was determined by the y-ray de-excitation of the state, as
detected by AGATA.

Following this, iteration and minimisation processes were performed. The values of the
beam spot on the target (X, Yg), the target position (Z) and target thicknesses (T;)
were set as limited variables in a MINUIT minimisation. In each iteration, the particle
vector for every event was calculated by (X, Yy, Zp) — (X, Yg, Zp), and from this
an angle of emission, 6, was determined. Using this angle and T, the distance travelled
through the target was determined, and the energy loss in the target was calculated. With
the initial energy of the proton emitted from the reaction known, the energy of the K
isotope E, could be trivially derived. This calculation was performed for every particle
detection event, and E, spectra were produced for individual MUGAST trapezoids, as

seen in Figures[d.6p and c, and high and low 6, gates, as seen in Figures[d.6p and d.

When all events had been processed, the resulting E, peaks were fit with Gaussian peaks
to determine the centroid energies Epeak and widths of the peaks, o This was used
- 1.978| +0.1(o »)» Which

was then minimised to determine the values of X, Y, Z and T that produced peaks as

peak”

to determine a metric, |Epeakl - 0.143| + |E | to

peak2 peak peak

narrow and as accurate to 0.143 MeV and 1.978 MeV as possible, across all trapezoids.

62



(a) Mugast #2 F (b) High 0, 3
Low 0Oy, 3

(C) Mugast #72 _i_ (d) ngh elab _E

Counts / 0.04

i o —]

G

I=
= .

=5 -

06 04 02 0 02 04 06 05 0 05 1 15 2 25
E, [MeV]

Figure 4.6: Improvement from numerical minimisation of Xp, Y5, Zr and Tr. (a) Br
excitation as seen by individual MUGAST detectors, before correction. (b) **K excitation
at the highest (145 — 155°) and lowest (105 — 115°) angles of 6, ,, before correction. (c)
and (d) are the equivalent of (a) and (b), after corrections were applied.
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This method was heavily reliant on two transitions, which both happened to have differ-
ential cross sections that favoured large values of 6, where the influence of the target
thickness was smallest. As the reconstructed energy had a complex dependency on both
Z; and T, for any value of T, there was a corresponding value of Z . that would produce
a local minimum. This was rectified by restricting the thickness in the numerical min-
imisation based on the analytical result (Section 4.1.3.1)). Additionally, the outputs were
verified by confirming that there was minimal variation in reconstructed excitation energy
across 6, . That is, Figures[d.6a and ¢ were used for minimisation, and Figures{4.6b and

d were used for verification.

4.1.3.3 Post-hoc gradient

Using these two methods, the set of variables that produced the best results were found to
be

Xp =—-4.16 mm Yy = +0.47 mm Z; =+0.22 mm T; =+3.00 um

It is critical to note that, while there was a set of values that produced a more accuratef|
reconstructed excitation spectrum for the strongest states, that value set was biased towards
high 6, angles and had a significant shift in energy at low 6, . As the consistency of
excitation across angles is more critical for this work than absolute accuracy — especially
in regards to the target thickness — the value set with greater consistency across angles was

selected, and a post-hoc correction gradient of Xgpserved = 0.989xue Was applied.

4.1.4 Position of downstream detectors

It was noted in Section [3.5.2] and Section 4.1.1] that the downstream MUST?2 detectors
were not in the usual operational position during this experiment. This is evidenced by the
significant variation between the calculated kinematic line and the measured tritons in E
against 6, , when the target-to-detector distance is assumed to be the standard operational

position, shown in Figure[4.7a.

It was found that applying a downstream shift of approximately 200 mm produced a strong
agreement between the expected and observed kinematic lines. During discussions with
MUST?2 experts, it was found that this corresponds to the maintenance position of MUST?2.
Helpfully, the detector apparatus is pinned to a fixed position during maintenance, as shown
in Figure[d.8] Applying this known downstream shift of 200 mm to the detector positions

produced Figure 4.7p, in agreement with expectation.

3Accuracy, here, being measured relative to the expected energies of these states determined through the
high-precision y-ray energies
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Figure 4.7: Comparison of expected kinematic lines for 4’K(d,t)*K tritons at different
46K excitation energies. (a) Assuming MUST? is in the operating position. (b) Assuming
MUST? is in the maintenance position.
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Figure 4.8: Diagrams of the MUGAST+AGATA+VAMOS++ connective mechanical
structure, in (a) the standard operating position and (b) the retracted maintenance position.
The two pin points of the MUST?2 downstream apparatus are marked with arrows.
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4.1.5 Identification of tritons

While the protons and deuterons detected in the upstream and perpendicular detectors were
fully identifiable by their energy and angle, this was not the case for tritons. There is a
large background in the spectra from the MUST?2 detectors, simply by virtue of them being
in the downstream direction, which necessitated further particle identification procedures

to extract the triton detections.

During this experiment, the MUST?2 array had two detecting components; the DSSD
stage and the CsI stage. Any particle with a high enough energy to punch through the
DSSD layer into the Csl detectors is inherently too high in energy to be a triton from the
47K (d,t)**K reaction, so background in the high-energy region was removed by placing a

veto condition on a coincident CslI hit.

Further to this, the species of particle can be identified using the kinematic separation
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Figure 4.9: Demonstration of the various gates used to isolate (d,t) triton detections in
MUST?2. Symbols indicate the gates that are applied. (a) Charge-energy locum of tritons,
indicated with the red gate. (b) Additional timing gate, relative to VAMOS++, indicated
with the blue gate. (c) Reconstructed *°K excitation spectrum with the various gates
applied, showing the improvement with each additional condition.
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based on mass. The time of flight, ¢, and energy, E, of a particle are related to its mass, m

2
t:d,/l-% (4.9)

Therefore, by plotting the energy detected in the MUST2 DSSDs against time of flight,

by the equation:

the different masses of light ejectiles were separated into different loci. Two visual gates
were made, one using the time between MUST2 and CATS (Figure 4.9a) and one using
the time between MUST2 and VAMOS++ (Figure 4.9b). In both cases, the triton locum

— identified by known y-ray coincidences — is indicated with a visual gate.

Using these three requirements, a clean reconstructed *’K(d,t)*°K excitation spectrum was

produced with minimal background, as shown in Figure 4.9k.

4.1.6 Assessment of the quality of post-processed data

Having applied the various calibrations, target thickness corrections and coincidence re-
quirements outlined in this section, the experimental observables of interest have been
attained, as shown in Figure [4.10] Here, the quality of the observed data is clear in Fig-
ure where the large angular coverage and high-statistics measurement of *’K(d,p)
reveals several clear, well-defined states. Also revealed in this figure is the challenge pre-
sented by the 47K(d,t) data, which has far fewer total measured events. Note that kinematic
lines associated with (d,p) transfer on likely beam contaminants are also marked. There
is no discernible population of these regions, supporting the belief that the radioactive
isotope beam provided during this experiment was extremely pure. In addition, these
kinematic lines are all well-separated from the *’K(d,p) region, making contamination of

this data unlikely even in the case of some fractional beam impurity.

The importance of the X, Yg, Z and T, corrections are clear in Figure as the
missing-mass relativistic reconstruction [[123] of the heavy recoil nucleus excitation, E,,
is constant with regards to 6, for both reactions. If the energy loss of the light ejectile
through the target was poorly defined, the reconstructed excitation energy would have
an erroneous angular dependence, potentially impacting the eventual differential cross

section evaluations.
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Figure 4.10: Variance with lab angle of (a) the detected light ejectile energy (b) the

reconstructed heavy ejectile excitation energy, showing the quality of the *’K(d,p) and
47K(d,t) data after the processing and calibration outlined in Section For the transfer

reactions, the direction of increasing heavy recoil excitation energy is marked with an
arrow. Kinematic lines for the (d,p) transfer of other A = 47 isobars are also marked.
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4.2 AGATA

4.2.1 Preprocessing of data

4.2.1.1 Tracking and Calibrations

As the AGATA collaboration is a large, international group, the initial data processing is
standardised and well-automated. The local AGATA team performed the calibrations for
this experiment, and sorted all AGATA data on-line. Pulse shape analysis and add-back

were performed during this on-line sort.

4.2.1.2 Efficiency curve

Understanding how the efficiency of the AGATA array varies with energy is critical,
as it allows for the comparison of relative y-ray transition strengths across the whole
energy range. For this experirnen the efficiency was initially measured using a '>?Eu
source, which has strong decays in the range of 0.1 MeV to 1.4 MeV. Unfortunately, there
was no source measurement for higher energies, so the response in this region was less
well-defined.

In order to constrain the high-energy response of the AGATA array during this experiment,
arealistic Monte Carlo simulation of a 3.5 MeV y-ray source was performed. This simula-
tion included the real AGATA geometry, any missing channels during this experiment, and
the known inefficiencies in each crystal. A simulation was also performed for 1.408 MeV,
and was found to agree with the experimentally measured value, confirming the validity

of the simulation.

These experimental and simulated data points were then fit with a function of the form

given by Equation 1 in Ref. [106];

4
&,(E) = exp (Z P:(In(E))"| . (4.10)
i=0

This efficiency function, fit to the data with and without the inclusion of the simulated
data point, can be seen in Figure 4.11] Including the simulated efficiency in the fitting
produced an efficiency curve that was more in line with expectations at high energies,
whilst remaining consistent with experimental measurement. This corrected efficiency

curve was used throughout this work.

4The procedure to determine the AGATA efficiency was performed by E. Clément (personal communi-
cation).
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Figure 4.11: Efficiency of the AGATA array, as measured with a '>’Eu source (red
squares) and a realistic Monte Carlo simulation (blue circle). The fitted efficiency curves,
both with (solid line) and without (dashed line) the simulated point, are shown.

4.2.2 Doppler correction

As y-rays are emitted from the de-exciting nucleus, which is travelling at a speed relative to
AGATA approximating the incoming beam velocity, 0.126c¢, the wavelength (and therefore,
energy) of the emitted photon is shifted by the Doppler effect. The energy detected by
AGATA, positioned in the backwards angle, is therefore lower than the “true” transition
energy by some margin. In this analysis, the true energy was reconstructed using the

following method.

Firstly, the initial speed of the radioactive isotope beam g, ..., was slowed by the calculated

initia
energy loss of the beam passing through half of the target material[)| The new average

beam velocity, was then adjusted to account for the recoiling effect of a transfer

18 target’
reaction. This adjustment was made event-by-event, using the energy and angle of the

light ejectile measured in MUGAST, to give 8

event’

Given two frames of reference — that of the de-exciting nucleus, and that of the detection

apparatus — moving at a constant velocity 8 relative to each other, the proper mathe-

event
matical framework to move between frames is a Lorentz transformation. The energy and
momentum of a particle — or the frequency and wave vector of a photon — form a four-
vector, which was transformed by a non-rotational Lorentz transformation (also known as
a Lorentz boost) between frames of reference. More details of this method can be found

in Ref. [124, pp. 43-49].

5This method assumes that all reactions occur at the centre of the target, and that the lifetime of excited
states is negligible. While there will be some broadening of the y-ray peaks due to the spatial distribution
of transfer reactions, the assumption is appropriate for a thin target.
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Figure 4.12: Comparison of the non-Doppler corrected and ungated y-ray excitation
spectrum (in black) to the Doppler-corrected and particle-gated (d,p) and (d,t) transfer
reaction y-ray spectra (red and blue, respectively).
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Figure 4.13: Identification of background y-rays associated with the 5~ decay of implanted
beam. De-excitations within different isotopes are identified by coloured markers. The
whole chain, to stable *"Ti, is observed.
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Figure 4.14: Demonstration of the effective removal of background y-rays from the g~
decay of ’K implanted in the beam pipe. The y-ray spectrum, Doppler corrected for 3K,
is shown in red. The same spectrum, with exclusionary gates placed on the marked peaks
in non-Doppler corrected data, is shown in black.

Following this, the corrected energy of the emitted y-ray was found. A comparison of Ey
spectra can be seen in Figure [d.12] Here, the uncorrected spectrum is shown, alongside
the Doppler-corrected and gated spectra associated with *’K(d,p) and *"K(d,t) transfer
reactions. Some interesting features can be noted here; firstly, the non-Doppler corrected
spectrum contains a variety of peaks that are not standard background peaks. These are
associated with the decay of implanted *’K in the beam pipe, as identified in Figure m
Additionally, the effectiveness of the event-by-event Doppler correction is demonstrated
by the comparable resolutions of the stationary S~ decay peaks (o0 = 2 keV at 2.0 MeV)
and the transfer reaction peaks (o = 3 keV at 1.8 MeV).

In order to ensure no random background events from implanted beam are present in
Doppler-corrected y-ray spectra, all results include an exclusion gate on each of the S-
decay peaks before Doppler correction is applied. The effect on the Doppler-corrected
spectrum can be seen in Figure 4.14] This is only critical for y-ray spectra without a
particle coincidence gate, as random coincidences are excluded by the requirement of a

valid light ejectile coincidence.

4.2.2.1 Inconsistency in (d,t) y-ray peaks

During the analysis of the 47K(d,t)"’GK data, it was found that the 1.944 MeV vy-ray
exhibited unusual behaviour, in that gating on the high or low energy sides of the single
peak produced different coincident particle spectra. This can be seen in Figures[d.15/and

This could indicate a doublet (two y-rays with unresolvable transition energies), a
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Figure 4.17: Ejectile-adjusted beam velocity 8, compared to the angle of light ejectile de-
tection 6, . Three energetically-distributed regions are isolated. Experimental results for
these three regions are in black, and kinematic calculations are coloured triangles/circles.

non-negligible lifetime in the higher-energy feeding state, or an issue with the Doppler
correction. Ideally, the same comparison of low and high energy sides of a peak would be
performed for another strong transition in the *°K data, but no appropriate candidate was
identified.

Given the sparse nature of the y-ray spectrum, the restrictive method of population, and
the lack of other supporting evidence for a doublet of states, it was believed that a doublet
was unlikely. This was further supported by an unpublished®| high-statistic measurement
of the 8~ decay of “°Ar to *°K using AGATA — this work found no evidence to support a
doublet of states. The same data set showed no evidence to suggest that the higher-energy
feeding states exhibited any non-negligible lifetime. As such, a more detailed examination

of the Doppler correction was performed.

The value of |8, | calculated in the analytical code was compared for several energetically

disparate, strongly populated states in “°K. As expected, the higher the energy of the excited

state, the larger the effect of the recoil, and the smaller the |3_ __|. Due to the variation of

event

ejectile energy with angle for a single excitation state, |3,,.,,,| Was plotted against a further

parameter, the detection angle 6, , as shown in in Figure {.17|

lab’

6E. Clément (personal communication).
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The experimental values were then compared to the expected |3_ . | calculated using the

event
CatKin [114] kinematics program, which used the same value of Btarget and excitation
energy as the experimental analysis. These results, as a function of 6, ,, are shown as
coloured markers in Figure The remarkably close agreement between the experi-
mental data and CatKin indicates that the analytical process is highly accurate, given the
limitations of target thickness and MUGAST energy resolution. This inaccuracy in the

Doppler correction, evaluated to be less than 1%, is acknowledged moving forwards.

It is important to note that this inaccuracy is not detectable in the *3K y-ray spectra, as the

effect of the recoiling proton is approximately 1/3 that of the triton.

4.3 VAMOS++ and CATS2

The operation and calibration of both the VAMOS++ magnetic spectrometer and the
CATS?2 in-beam detector are well-standardised, due to their many years of successful use
by the local team. In this work, the VAMOS++ magnetic spectrometer was used exclusively
for heavy recoil fast timing coincidence with light ejectiles detected in MUGAST, with
no additional mass selection or particle identification. As such, only the MUGAST-
VAMOS++ timing signal is discussed in depth in this section. Further analysis of detections
at the VAMOS++ focal plane can be found in Appendix [A.2]

4.3.1 Erroneous timing signals of true reaction products

Ideally, the transfer reaction products could be separated from the non-transfer background
by the time-of-flight difference between a light ejectile detection in MUGAST and a heavy
recoil in VAMOS++. The timing spectrum in Figure shows this relative timing
value, with a clear and distinct peak of reaction products (henceforth referred to as the
‘major’ peak, marked in blue) amongst the consistent background of CIME frequency

beam pulses (‘minor’ peaks, marked in red).

Unfortunately, upon closer inspection’} it becomes clear that some true reaction products
are erroneously present in the minor peaks, as is shown in Figure 4.18p. By comparing
the number of particle-y coincidence events in the major timing peak versus events with
an erroneous timing signal — that is, either in a minor peak, or with no timing signal at all
— it was determined that ~ 38% of the reaction events fell into the latter category. This
presents a significant issue, as the unaccounted loss of transferred particles would lead to

reduced measured spectroscopic factors. Conversely, the coincidence requirement is crit-

7Note that the following work has been verified for each trapezoid individually as well as the collective,
and therefore the poor MG5 timing calibration is not the cause of the issues discussed.
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Figure 4.19: Exponential decay of the number of true reaction counts present in subsequent
minor timing peaks after the major timing coincidence peak. Here, the timing signal is
the MUGAST-VAMOS++ time. The fit is of the form y = ae®*, and the fitted parameters
determined were a = 5.36(4) and b = 0.047(5). This exponential decay is consistent with
a malfunctioning CATS2 stop timing signal.

ical for background reduction — particularly for tritons (see Section[d.1.5|and Figure 4.9).
Excluding this requirement from the analysis produced an unacceptable degradation in the
quality of experimental data. As such, a thorough investigation was performed to ensure

that applying the timing coincidence did not bias the results.

While the hypothesis presented here cannot be proven unequivocally, several results are
strongly indicative of an issue with the processing of the timing signal, which led to
occasional random malfunctions wherein the stop signal was not sent. The problem was
found to occur in many different timing signals, all of which had a delayed CATS2 signal

as the stop, identifying this as the likely cause.

To support this conclusion, a falsifiable test was conducted. Were this to be true, the dis-
tribution of counts in the minor peaks would decay exponentially, because the sTop signal
is generated by the next beam pulse that contains a particle. To a first approximation, the
probability of a pulse containing a particle is near 4% per pulse®| and the probability of
detecting a true stTop signal in a given pulse can be determined, using Poisson statisticg’] to
be an exponentially decaying distribution proportional to e™#", where u is the probability
of a pulse containing a particle, and »n is the number of beam pulses. Indeed, such a
distribution is observed in Figure d.19] where the number of true reaction events in coin-

cidence with each subsequent minor peak is fit with an exponential function proportional

8The CIME cyclotron frequency was approximately 12.5 MHz, but CATS2 recorded average incoming
particles on the order of 0.5 MHz.
9See Appendix.|A.3|for this derivation
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~0.047(5)n

toe , suggesting a probability of a pulse containing a particle of approximately

5%. This strongly supports our interpretation of the data.

With this in mind, it becomes critical to determine if any biases would be introduced
to the transfer differential cross sections by excluding the data with erroneous timing
signals. To do this, it was established that the elastic scattering differential cross sections
were affected by the same relative loss factor of ~ 38% over the range of angles used
in the normalisation of transfer data, within statistical error. Applying the major peak
coincidence requirement did lead to a slight drop in yield at the very largest centre-of-
mass scattering angles for 4’K(d,d), appearing to be related to the larger recoil momentum
of these particles. A detailed examination of the VAMOS++ entrance window and focal
plane — detailed in Appendix [A.2] — ensured that all heavy recoil events were within
the VAMOS++ acceptance, and reached the focal plane, implying some slight timing
measurement effect for this limited range of events. In any case, the affected angles are
already outside of the normalisation region — theoretical calculations of *’K(d,d) scattering

diverge at such large 6 __, as seen in Figure [4.5(— and hence do not introduce bias.

cm’

Thus, with a plausible explanation established and no suggestion of bias or error, the results
presented in this work all require a MUGAST-VAMOS++ timing coincidence in the major
peak. Despite sacrificing a significant portion of the events, the statistical accuracy is far

greater due to the substantial background removal.
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Results

Using the analytical methods described in the previous chapter, the experimental observ-
ables—E, ., 0,1, 0o By Ey, etc. —have been extracted. In this chapter, those observables
are used to determine the structure of “*3K; that is, the energies, y-ray transitions, spin-
parities, {-transfers and spectroscopic factors of the various states populated by single

particle transfer reaction.

Certain states — labelled simple in Figure — could be identified in a straightforward
manner, due to good energetic separation, strong population and clear y-ray coincidences.
Other states, such as unresolved doublets or regions of unbound strength, required addi-
tional detailed analysis. In each section of this chapter, the simple states are discussed

collectively, followed by individual discussions of the complex states.

In Section|5.1.1| the excitation energies and y-ray transitions of “®K states are determined,
followed in Section [5.1.2]by the differential cross sections of those states. The majority of

5.1.1 5.1.2 5.2.1  5.2.2

Unbound
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Figure 5.1: Simplified level schemes of 448K, outlining the structure of this chapter, as
described in-text. Novel states and transitions are in black, with established structure in
light grey. Dashed lines indicate states with unknown y-decay structure, and dotted lines
indicate unbound states.
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Figure 5.2: Reconstructed excitation spectrum of 4’K(d,p)**K. The position of the ground
state and the neutron separation threshold — the limited region of bound nuclear states —
are marked in blue and red, respectively.

this chapter is dedicated to the extraction of these results, as they are the core motivation

of this work.

Following this, attention turns to the complementary reaction, 47K(d,t)46K. Again, the
identification of excited states and transitions is tackled first, in Section[5.2.1] followed by
the differential cross sections in Section [5.2.2] These additional results use many of the

same techniques as the primary data set, and as such are described in less exacting detail.

5.1 YK(d,p)*¥*K

5.1.1 Excited states and transitions

In the reconstructed heavy recoil excitation spectrum of **K, shown in Figure there are
several key features to note. Firstly, the signal to background ratio is excellent, evidenced
by the near total lack of events below the ground state peak. Conversely, there is a relatively
smooth continuum of events above the “*K neutron separation threshold, S, . These are
mostl attributed to the three-body deuteron break up channel ¥’K +d — “’K + p + n,
which has a sloping shape in this spectrum due to the encroaching E, , threshold.

The key advantage of the experimental setup used in this work is the inclusion of coincident
y-ray spectroscopy, which allows for a two-dimensional comparison of the energy of the
8K state and the de-exciting y-ray transitions out of that state. This is shown in Figure

IThree weak unbound states have been identified in this region - they will be discussed in more detail in

Section @
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Figure 5.3: Observed *’K(d,p)**K excitation and y-ray transition coincidences, with the
three indicated features discussed in-text. The neutron separation energy is indicated in
red, and the line of excitation-decay unity is indicated in green. Labels indicate (a) a
decay directly to the ground state, (b) a decay to the first excited state, and (c) unbound
coincidences with a known *’K y-ray.
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The spectrum in Figure [5.3|can be divided into four ‘regions’:

E, > Ex Trivially, no true transfer reaction event can appear in this region.

E, = Ex Features in this region are the result of a bound excited state decaying directly
to the K ground state in a single transition. These features may cross into the
E, >E, region due to the finite resolution of MUGAST. Label a in Figure @

indicates a state that decays in this way.

E, < Ex Features in this region are the result of a bound excited state decaying to the 8K
ground state via one or more intermediate states. Label b in Figure[5.3|indicates

a state that decays both straight to the ground state, and via an intermediate state.

Ex > S, Features in this region are the result of an unbound excited state decaying to
some other excited state. Label ¢ in Figure [5.3]indicates such a feature in this

work.

Focusing initially on events below the neutron separation energy, specific excited states
can be isolated by requiring a coincidence with observed y-rays, as seen in Figure
This not only allows otherwise inextricable states to be resolved, but by summing the
energies of successive transitions, the energy of the initial state is determined. As such,
the excitation energy can be measured with the much finer y-ray resolution (7 keV at
1.8 MeV), rather than the more coarse reconstructed excitation resolution (330 keV in
48K,

Spectra can also be produced by looking at y-rays in coincidence with specific excitation
energies. Whilst gating on a y-ray reveals all of the populated states that decay via that
transition, gating on an excitation peak instead reveals only the decay pathways that the

specific state takes.

For the majority of states observed in this work — that is, all states up to 3.601 MeV — these
simple comparisons are sufficient to construct a clear decay scheme %] There are, however,
three regions of states that require a more detailed inspection. These will be explored in

the following sections.

5.1.1.1 Doublet at 3.8 MeV

When examining high-energy y-ray transitions of E, = 3.0 MeV to 4.0 MeV, three par-
ticular transitions present a compelling argument for a doublet of states. Looking first to

the Ex spectra in coincidence with these three transitions — Figure [5.5|— the transitions all

2Spectra relating to the analysis of these simple states can be found in Appendix
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(scaled relative to branching ratio and detection efficiency), highlighting the ability to
isolate states that would otherwise be unresolved.
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Figure 5.5: Observed excitation spectra in coincidence with three different y-ray transi-
tions; 3.515 MeV, 3.728 MeV and 3.865 MeV. Note that each of the three spectra have
only one populated state, and in each, E, ~ 3.8 MeV.
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Figure 5.6: High-energy y-ray spectrum, requiring coincidence with the E, =3.8 MeV
region. Three clear y-ray transitions can be seen, at 3.515 MeV, 3.728 MeV and 3.865 MeV.
Dashed lines indicate the expected energy of a transition from the indicated state energy
to one of the three lowest-energy states. Critically, no single state energy is correlated
with all three transitions, indicating a doublet of states.
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isolate only one state, at Ex ~ 3.8 MeV. This would, usually, suggest that all three decays

originate from the same state.

Interestingly, the excitation-gated y-ray spectrum, in Figure does not support this
interpretation. In this figure, the dashed lines indicate the expected energies of transitions
out of a state into one of the lowest-energy states in “*K. This illustrates that the difference
in energy between 3.515 MeV and the other two transitions is not consistent with the

established level scheme, instead requiring two different initial energies.

While this could in theory be the result of a decay from 3.868 MeV to some heretofore
unknown low-energy state, a detailed examination of the experimental data showed no
reason to believe that such a state exists. Instead, this is more plausibly explained by a
doublet of excited states; 3.792 MeV and 3.868 MeV.

As these two states are irresolvable in the reconstructed excitation spectrum, they are fit

together with one Gaussian peak for the remainder of this analysis.

5.1.1.2 States in the 4-4.6 MeV region

When considering the highest bound energies in “®K, in the region of E, = 4.0 MeV to
4.6 MeV, there is an additional complication due to the much reduced y-ray detection
efficiency at high energies. As such, transitions to one of the lower-lying states are much

harder to detect, and have far larger errors in their energy measurements.

We can instead turn to the lower energy multi-step transitions originating from these
states. Somewhat uniquely amongst the observed transitions, these very high-energy states
appear to have a rather fractured decay pattern, with many transitions through multiple
intermediate states. This can be seen in the two-dimensional plot in Figure[5.3] where the
Ex >4 MeV region is quite barren above E, = 2.4 MeV, but a myriad of transitions can
be found below this point. In Figure three particularly strong transitions — observed

with good efficiency — are selected to isolate three states at Ex >4 MeV.

Unfortunately, despite detailed investigation, no candidate intermediate states could be
identified for these transitions. There are many possible reasons for this; one could imagine
that the intermediate states could have some non-negligible lifetime, meaning that the
subsequent disintegration occurs outside of our detection region, or; the weakly populated
states have some fractured decay into many states, making each onwards transition hard to
discern. Nevertheless, the analysis only supports measurements of the state energy with
the resolution of the isolated Ex spectra, rather than the y-ray precision. As such, the three
states observed in this region are Ex =4.10(3) MeV, 4.30(5) MeV, and 4.48(3) MeV.

Due to the imprecise energy determination, and the possibility of additional populated

states with primarily high-energy decay schema, the states above 4 MeV are treated as
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Figure 5.7: Observed excitation spectra in coincidence with three different y-ray transi-
tions; 0.836 MeV, 1.479 MeV and 2.137 MeV. Note that each transition isolates a different
excited state in the 4 MeV region.
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Figure 5.8: Particle-y coincidence spectra of unbound states in “*K. (a) y-ray spectrum,
showing the 47K transition at 0.36 MeV, which is broadened relative to true *®K transitions
due to the difference in Doppler correction. (b) Excitation spectra in coincidence with
the selected peak region (green) and scaled background region (red), showing significant
strength above the neutron separation threshold S .
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one region of strength. It was found that the region is well approximated by one broad

Gaussian peak.

5.1.1.3 Unbound states

The feature marked c in Figure is particularly interesting, as these particle-y coinci-
dence events are occurring above the “*K neutron separation threshold. Further, the y-ray
energy that these coincidences occur at is approximately 0.360 MeV, which is known to
be the energy of the first excited state in *’K [[125]]. Taken together, this indicates that the
47K (d,p) transfer reaction is populating relatively narrow unbound states in “*K, which are
then decaying by neutron emission to *’K. At least some of these unbound states have a
decay branch to the first excited state, but there could be additional decay branches to the

ground state that are not present in this Ey - E,, plot.

In Figure |5.8] it is clear that the ~0.360 MeV +vy-ray coincidence requirement isolates
unbound strength far above background levels. Due to the reduction in statistics when
this requirement is applied, the shape of the strength is indistinct, and it is not trivial to

determine how many states are present.

Having confirmed the presence of unbound strength, we look to the Ex spectrum without
any y-coincidence requirement. The shape of this high-energy region is dominated by the
deuteron breakup phase space, which must be well-defined in order to extract unbound
states with any confidence. To do this, Geant4 Monte Carlo simulations of the deuteron
breakup process were performed, using realistic geometry and responses of the MUGAST
array. In order to remove any possible threshold effects, ensuring consistency between
simulated and experimental data, gating was applied to the data as shown in Figure
where cuts were taken parallel to the line of increasing E, . An additional cutoff is applied

at E, = 6 MeV. These requirements are henceforth referred to as the parallel gates.

Now, two forms of background subtraction are performed on the parallel-gated experi-
mental data. First, the known bound states are fit and subtracted, as the tail of the highest
energy bound states could alter the shape of the low-energy unbound region. Then, the
simulated deuteron breakup background is maximally subtracted. The remaining events
are hence attributed to unbound states. As the detected peak shape of unbound states is
not trivially Gaussian, further simulations were performed in order to find the expected
shape of states with different excitation energies. A y? minimisation was performed, using
simulated energies from 4.64 MeV to 6.20 MeV, in steps of 0.02 MeV. The best fit to the
data was found using three peaks of 4.86 MeV, 5.28 MeV and 5.86 MeV - see Figure|5.1()
Interestingly, note that the 4.86 MeV state does not seem to be present in the y-gated
spectrum — this is consistent with expectation, as this energy is lower than Sn(48K) plus

0.360 MeV, suggesting it would likely decay directly to the ground state of *'K.
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5.1.2 Differential cross sections

With the energies of the populated states established, the full bound E, spectrum, without
vy-ray coincidence requirement, can be fit simultaneously. This is done by constructing a

function of the form;
Nstates

2
San = Z h; exp (—0.5 * (x — ’ui) ) (5.1)

O‘.
i=1 !

Here, each state (of which there are N ) is fit by a Gaussian peak, with mean p, height

states
h and standard deviation o~. All values of u are fixed to their measured value of E_. The
standard deviation of most peaks is fixed to 0.14 MeV, determined to be appropriate across
the full energy range through y-coincidence E_ spectra. The notable exception to this is
the region above 4.0 MeV, which fits three states with a single Gaussian of oo = 0.23 MeV.
When performing fits using this function, only the height % of the peaks is allowed to vary

freely.

The function fy reproduces the experimental spectrum very well’| — as shown in Fig-

ure — allowing each state to be deconvoluted from the total signal. The extracted

value of & for each peak i is then used to find the total area A by the standard relationship
hioiN2

A, = HTiNen (5.2)

w

3Note that the signals are not necessarily perfectly Gaussian, due to various physical effects such as the
finite target thickness, summing of signals from multiple detectors, etc. As the data are well-reproduced in
this case, there was no need for further modification.
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where w is the bin width of the histogram being fit. By this method, the total number
of observed *’K(d,p)*¥K transfer events populating each of the states is measured, which
Recalling Equation @ this is sufficient to deter-
mine the spectroscopic factor, S, but a more revealing formulation is the differential cross

section (Z—g) meas O this, the same fitting is performed for E, spectra with a range of

indicates the total cross section O eas:

6,,, angle ranges.

For each bound stat the area of the E, peak is found for every 2° section from 6, , = 106
up to 154 degrees. Note that, for the higher energy states, large 6, angles intersect
with the E, , threshold, limiting the number of available angular bins. These areas are
then divided by the solid angle €2 of that angular range to produce g—g. The solid angle
is determined using realistic Monte Carlo GEANT4 simulations which include the true
inefficiencies in the experiment (geometry, missing strips etc) as detailed in Section[d.1.2]

These simulations are performed for each populated state.

Recall Equation[4.4] which relates the differential cross section of elastic scattering to the
efficiency-corrected counts by a normalising factor B [mb]. The elastic scattering data was
used in that case to extract B and B . for deuterons and protons respectively, encompassing
the integrated incoming beam and the number of target particles. This same value of B
is used now in order to normalise the 47K(d,p) transfer reaction measurements in a wholly

consistent and self-contained manner, extracting the differential cross section;

j—g = d;i—g (5.3)
This experimental differential cross section is then compared to ADWA calculations, per-
formed with TWOFNR [48]]. For each state, transfer of a neutron into the p,,,, p;, and
f, orbita]E] are calculated using the Johnson-Tandy adiabatic model [50, [126] and the
Koning-Delaroche [49] proton optical potential. In all cases, a qualitative visual com-
parison between the experimental and theoretical differential cross sections discriminates
between £ = 1 and ¢ = 3 transfer unquestionably. Quantitatively, the theoretical func-
tion is scaled by a simple multiplying factor, determined by a y? minimisation fit to the
experimental data. This scaling factor is, by definition, the spectroscopic factor S.

do ) ( do ) ..
- =S|—= (2.2} revisited)
( ds meas ds calc

This process was performed for every Gaussian peak in f;;, and the results are shown in

4As the unbound states require a very different methodology to properly extract and fit the experimental
data, the differential cross sections are determined separately from the rest of the states.

Note that the differential cross sections of p,, and ps, transfer vary only by their magnitude, and can
therefore only be distinguished by J* and/or comparison to shell model calculations.
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Figure 5.12: Experimental differential cross sections for **K states observed in this work,
as well as the scaled theoretical differential cross sections for an £ = 1 (£ = 3) state at
that energy in red (blue). Additionally, for the mixed state, 2.901 MeV, the best-fit mixing
function is shown in purple. (a) 0.000 MeV, (b) 0.143 MeV, (c) 0.967 MeV, (d) 1.409 MeV,
(e) 1.978 MeV, (f) 2.407 MeV, (g) 2.909 MeV, (h) 3.601 MeV, (i) 3.792 & 3.868 MeV,
(j) >4 MeV region.
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Figure For the simple states, up to 3.601 MeV, this is the extent of the analysis
required to determine the spectroscopic factor. The 3.8 MeV doublet and the > 4 MeV
region required additional data processing to extract the spectroscopic factors, detailed in

the following sections.

5.1.2.1 Non-trivial bound states

As there are two unresolvable states — 3.792 MeV and 3.868 MeV - that are fit with the
same Gaussian peak, the differential cross section extracted is the sum of both states. In
order to properly divide the observed strength between the two, the relative population and

J”* of each state must be determined.

Both of these questions can be answered by looking to the y-rays. First, the number of
detected y-ray events, N, in each assigned transition out of the states is found, and scaled
by the AGATA efficiency, eagata, at that energy in order to determine the true number of
emitted events, N
in Table 5.1l

emit- Lhe relative fraction of strength can then be found, as demonstrated

Additionally, the final states of these transitions indicate likely J* assignments. Firstly,
the undeniable f-wave nature of the transfer into these states, as shown in Figure ,
limits the states to J* = 27 or 3. The 3.868 MeV state decays to both the 1] ground state
and 27 excited state with roughly equal branching ratios, presenting a strong argument
for 27 assignment. The 3.792 MeV state, however, decays primarily to the 2, state, with
a small branch to the 37. This does not conclusively rule out either possible J*, but the
absence of a decay to the energetically-preferable 17 ground state is notable — especially
as the ground state shares its predominantly 7s, /22d3 /32 structure with the two states that
3.792 MeV is seen to decay to [34]]. This, in addition to the greater density of 3™ states
in the energy region in the shell model calculations, is sufficient to assign the 3.792 MeV
state to 3™.

With these points established, the observed differential cross section can be divided by

the relative fraction determined in Table and properly calculated for a 2~ or 3™ state,

Table 5.1: Division of strength between 3.8 MeV doublet states in **K.

State Transition Ny EAGATA N, i 2N, it Rel. Frac.

[MeV] [MeV] [%0] [%0]
3.063 7+3 4.45 160 + 60

3.792 1290 + 230 60(10)
3.515 45 +7 4.00 1130 £ 170
3.728 14 +4 3.80 370 + 100

3.868 890 + 220 40(10)

3.868 19+4 3.67 520 £ 120
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respectively. Hence, the spectroscopic factors of the 3.8 MeV doublet states have been

determined.

As can be seen in Figure, the 4 MeV region of states has a clear f-wave character, with
no suggestion of p-wave mixing. This region is unfortunately unable to be deconvoluted
in the same way as the 3.8 MeV doublet. Instead, this region is treated as a unit, with the
spectroscopic factor of the region evaluated for different possible ratios of 2™ and 3™ states.
If the region had purely 27 (37) states, the combined spectroscopic factor of the region
would be 0.45 (0.32), from which a mathematical relationship can be trivially established.
This indefinite strength impacts the discussion of the f5,, neutron orbital, and is explored
further in Section

5.1.2.2 Unbound states

As established in Section[5.1.1.3] three narrow states above the neutron separation thresh-
old have been identified through the application of two-dimensional gating requirements
in E, ,—6,,. By taking this selective region of the data, the states are far easier to extract
from the deuteron break-up phase space, but at the cost of a much restricted angular range.
As such, attempts to determine the shape of the differential cross sections of these states —
that is, through the use of multiple angular ranges for each state — have been unsuccessful.
Instead, the whole angular range is taken for each state to provide an average determina-
tion of the spectroscopic factor. The area of each peak has already been determined in
Section [5.1.1.3] An error of 10% is applied to the peak areas, owing to the uncertainty
in the peak centroid energies. This was evaluated by varying the fitted peak energies by
+0.4 MeV. The solid angle coverage was determined using realistic Monte Carlo simula-
tions with the same additional gating requirements applied, to ensure consistency between
experimental and simulated data. The cross section determined for each peak is presented
in Table 5.2l

This value must then be compared to an optical model result. While TWOFNR is unable

to produce differential cross sections for unbound states, a common method is adopted

Table 5.2: Spectroscopic factors of three unbound states **K, comparing to WBNA ¢ = 3
theoretical cross sections. Due to various significant approximations, detailed in the text,
an error of 40% is applied to the spectroscopic factors.

4.86 MeV 5.28 MeV 5.86 MeV
Area of peak 270(30) 250(30) 130(10)
(g—g)exp, [mb/msr] | 1.8(2) x 107*  1.6(2) x 107* 1.4(1) x 107
S, assuming 2~ 0.07(3) 0.07(3) 0.06(2)
S, assuming 3~ 0.05(2) 0.05(2) 0.04(2)
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Figure 5.13: Evolution of the theoretical differential cross sections as E, approaches S .
Calculated every 0.05 MeV.

wherein the differential cross section is estimated by approximating the unbound state as
bound by 1 keV. While this method, referred to as the weakly-bound neutron approximation
(WBNA), is not as rigorous as the method of Vincent and Fortune (1970) [127], the
comparative study of Sen et al. (1974) [[128]] found that that narrow unbound states lying
close to the neutron separation threshold (in the case of their work, less than 2 MeV above
S,) are well-approximated by weakly bound states. As the three states in 48K are unbound
by between 0.2 MeV and 1.2 MeV, the WBNA method is deemed appropriate.

The differential cross sections determined using this method are shown in Figure [5.13]
While the ¢ = 3 differential cross section is consistent with the shape of the other states
investigated in this work, the £ = 1 calculation shows extreme sensitivity to the binding
energy. The severe change in shape between a 4.00 MeV state and a 4.64 MeV state, shown
in Figure results in such a small cross section in the 6, =104° to 115° region
that the spectroscopic factor for each unbound state would be approximately 0.5; this is
not a credible result. Given the rapid variation with excitation energy, and the significant
gradient in the region of experimental interest, any results extracted from these £ = 1

differential cross sections would likely be spurious.

While there is no discrimination between £ = 1 or £ = 3 for the unbound states, recalling
the shell model calculations presented in Section [2.4.1] it can be said that states in this
high-energy region are most likely fs, in Characterﬁ It is fortuitous, therefore, that the
¢ = 3 WBNA predictions do not suffer from the same volatility as £ = 1, as shown in
Figure Additionally, the spectroscopic factors derived from the WBNA, assuming

¢ = 3, are of a more reasonable order of magnitude; see Table @ An error of 40% has

6This assertion is further supported by detailed discussions in Section
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been placed on these spectroscopic factors, owing to the peak areas (10%, as previously
mentioned), the phase space subtraction (5%), the variation of £ = 3 differential cross
sections due to excitation energy (5%), and the error associated with the choice of optical
model (20%). While the analysis of these states is limited, the possible influence of these
unbound states is addressed in Section

5.1.3 Excited structure of *®K

Through this experimental analysis, a comprehensive level scheme of **K, as populated
by “’K(d,p), has been determined. This can be seen in Figure and is detailed
in Table 5.3] In this work, 12 new bound states and three unbound states have been
identified, with 21 new transitions. Critically, this work has also firmly determined the
{-transfer assignment and spectroscopic factors for each of the observed states. As such,
arguments for spin-parity assignments — using the combined knowledge of ¢{-transfer and

decay spectroscopy — are made for the simple states. Outcomes of the previous detailed

* W LW

5+ 2177

1.010

1.409

0.967 <
0.728 3- — 0.728

=, 0.279 2-
0.143 2-
0.000 1-

0
L Jr This work MeV J* Krolas et al. MeV

48K

Figure 5.14: Level scheme of 48K as determined in this work, compared to literature [34]].
Previously known states are in black, with new states in orange; solid lines indicate states
with energy derived from y-rays, dashed lines indicate energy taken directly from E
spectra, and dotted lines indicate unbound states. The y-ray transitions are labelled with
their energy, with the thickness of the arrow indicating their branching ratio. The state
marked with an asterisk is mixed £ = 1 + 3 configuration.
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arguments relating to the complex states are summarised.

Recall that the three orbitals that the transferred neutron may enter can produce only two
spins when coupled to the s, proton; vp,, can produce 0~ and 1~ states, vp,, can
produce 17 and 27, and vfy,, can produce 27 and 37. Notably, only 27 states have the
capability to have both p-wave (¢ = 1) and f-wave (£ = 3) strength.

Of the previously observed states, only the 1] ground state and the first excited 2| state
at 0.143 MeV are populated with significant intensity in this reaction. Both states have
strong ¢ = 1 character, consistent with their known J* assignments. Upper limits have
been placed on the spectroscopic factors of other previously observed states, 0.279 MeV
(§<0.03) and 0.728 MeV (S <0.04), by comparison of their maximum possible cross

section to states measured in this work.

The 0.967 MeV, 1.409 MeV, 1.978 MeV and 2.407 MeV states all exhibit £ = 1 character,
limiting their possible assignments to 07, 1~ or 27. The 0.967 MeV and 2.407 MeV states
decay exclusively only to the 17 ground state, characteristic of 0~ states. The 1.409 MeV
state decays primarily to the 27, with weaker decays to the 27 and 17, indicative of a 1~
state. The 1.978 MeV state decays almost entirely to the 27, with weaker decays to 0
and 17, providing a confident 1~ assignment. The 2.908 MeV state is unique amongst this
data, in that it exhibits a mixed character. As only 2~ states can exhibit mixed character, a

firm spin-parity assignment is made.

The remaining states all show clear £ = 3 character, and as such can only be 2~ or 37. Only
one transition was observed from the weakly-populated 3.254 MeV state, decaying to the
2 state, making a 3~ assignment likely. The 3.601 state is the most strongly populated
¢ = 3 state, and decays primarily to 17, 27 and 3~ states, indicating a 2~ assignment
to be most probable. Arguments for the remaining “complex” states have already been
discussed; that is, 3.792 MeV seems to be 37, 3.868 MeV is convincingly 27, and the
distribution of 27 and 3~ states in the high-energy multiplet is ambiguous.
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Table 5.3: Details of the **K states observed in this work, including y-ray transitions,
neutron orbital occupation and spectroscopic factors.

E [MeV] J° |E [MeV] BR[%] J7 | nl; S

syst

0.000 17 — —  — | 2p3p 02373
0.143(1) 27 | 0.143(1)  ~100 17 | 2p3;p 0.418,

0.279(1) 25 | 0.279(1) ~100 17 | 2p32 <0.03

0.728(2) 37 | 0.449(1) ~100 27 | 17 <0.04
0.967(2) 0y | 0.967(2) ~100 17 |2pi;p 02573
1.4092) 15 | 1.1303)  10(2) 25 | 2p3;n 0.241%
1.266(2)  63(2) 27
1.4093)  28(1) 17
1.978(2) 17 | 1.010(4) 51) 07 | 2pijp 0499,
1.836(3)  93(2) 27

1.979(3) 2(1) 17
2407(4) 0, | 0.997(4)  33(2) 15 |2pipp 0.344)
2407(5)  67(7) 17
2908(7) 27 | 2765(7)  ~100 27 | 2p3;  0.0233
1fsp 0.062°,
3250(4) 37 | 2971(4)  ~100 25 | 1fs;, 0.058%,
3.601(3) 2, | 21933) 15(4) 17 | 1fsp 03415
2.872(7)  38(7) 37
3.325(4)  22(5) 25
3.458(7)  12(4) 27
3.598(7)  12(4) 17
3792(4) 337 | 3.063(2)  12(4) 37| 1fsn 0.1643,
3.516(7)  88(4) 25
3.868(6) 25 | 3.727(6)  59(9) 2y | lfs;p  0.1405
3.865(8)  41(9) 17
(27) — —  — 0.4528,

Multiplet 1
ey — I
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5.2 4K (d,t)*K

5.2.1 Excited states and transitions

Once the additional requirements for triton selection are applied, the results of *"K(d,t)
are treated in much the same way as *’K(d,p). The reconstructed excitation spectrum —
seen in Figure — shows the “°K states that were observed in this work, fit using the

same methodology described in the previous section with only two notable changes:

Background While every effort has been made to remove random background events
from this spectrum, some still remain. This is treated as a flat background,

fit to the region above 5 MeV where no significant strength is observed.

Resolution While the states in the (d,p) excitation spectrum had peaks of width o
= 0.14 MeV, the (d,t) resolution is slightly larger, measured to be o =
0.18 MeV.

The states were isolated through y-ray coincidence, as discussed previously. The particle-
y coincidence matrix for “°K can be found in Figure While most states were trivial
to extract using this method’] there are two pairs of unresolved doublet states, and a pair

of weak states that are treated uniquely.

The first pair — 0.587 MeV and 0.691 MeV — were already known to exist in the litera-
ture [42]], and have been well-resolved in the past when studied via multi-nucleon transfer
in normal kinematics [[36} |39, 129]]. Both states appear to be populated in this work, as the
high-energy side of the E_ peak has y-ray coincidences consistent with the known decays

of 0.691 MeV, and the low-energy side of the peak is similarly consistent with 0.587 MeV.

A second pair of states — observed here at 3.344 MeV and 3.410 MeV — were also
expected from the literature, but no y-ray transitions from these states had previously been
observed. The 3.4 MeV region is strongly populated, however, and two clear transitions
out of this state can be seen at 1.111 MeV and 1.177 MeV. Both transitions present
only one E, coincidence peak, at 3.4 MeV. Using the same summation arguments as in
Section the presence of only one state in the region of 2.2 MeV as a viable final
state for these transitions suggests there may be a doublet. This is confirmed by turning to
the unpublishe results of a high-statistics y-ray study of *®Ar 8~ decay. In that study,
the 1.111 MeV and 1.177 MeV vy-rays were indeed found to be coincident with the known
0.288 MeV transition out of the 2.232 MeV state. As such, a doublet is established.

7Spectra relating to the analysis of these simple states can be found in Appendix
8E. Clément (personal communication).
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Figure 5.15: Reconstructed excitation of populated states (top) and coincident y-rays
(bottom) in “°K. The E, spectrum is fit with the function fu (solid red line) and a flat
background (dashed purple line) which has been fit to the high-energy region. Individual
states are shown with blue dashed peaks. The green dashed peaks indicate irresolvable
doublets at 0.6 MeV and 3.4 MeV.
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Figure 5.16: Observed 'K (d,t)*°K excitation and y-ray transition coincidences. The line
of excitation-decay unity is indicated in green. Note that there is no neutron separation
energy imposing an ‘upper limit’ on the excitation populated by this reaction. Interestingly,
there appear to be y-ray coincidences in the region of E, >5 MeV, however the strength is
very broad. No states were able to be identified in the region.
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Figure 5.17: Particle-y coincidence spectrum of high-energy y-ray transitions in *°K.
(a) y-ray spectrum, showing the gating region Ey > 2.0 MeV. (b) Excitation spectrum,
showing some coincidences with the 3.4 MeV doublet and the 4.2 MeV state.

Finally, possible high-energy decays are investigated. As the y-ray spectrum of “°K has
very few counts above 2 MeV, as shown in Figure[S.15| a broad coincidence requirement
of E, > 2.0 MeV is applied. This requirement, shown in Figure reveals what
appear to be coincidences with the 3.4 MeV doublet and the 4.2 MeV peak. As there is no
definite y-ray energy, it is unclear whether one or both of the doublet states is decaying
via some high-energy transition, so no tentative transition is assigned from this analysis.
The possible 4.2 MeV transition is more revealing, as this peak does not have any clear
coincidences with the established low-energy y-ray transitions. If the 4.2 MeV state decays
via a transition of more than 2 MeV, then it must be to a state below 2.2 MeV. As the
4.2 MeV state is not in coincidence with any of the known transitions from 2.233 MeV or
below, this suggests that this state may primarily decay directly to the ground state. As

such, a tentative transition is established.

With the state energies and transitions determined, the focus turns again to the differential

cross sections of each populated state.

5.2.2 Differential cross sections

The experimental and calculated differential cross sections were determined using the
same methodology used for *’K(d,p) (described in detail in Section and are shown
in Figure m There are additional complicating factors for the 4’K(d,t) cross sections,
however, such as the overall lower number of counts, the reduced angular coverage of

downstream detectors, and the wider variety of possible ¢-transfers. The combination
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of these challenges means that these neutron orbital determinations are less obviously

clear-cut than their *’K(d,p) counterparts.

Take, for example, the 0.6 MeV doublet; Figure[5.18p. Here, the data does not lie wholly
along one theoretical curve, and appears close to both p-wave (red) and f-wave (blue).

Nevertheless, there are three checks that are performed;

Experiment Comparing the experimental and theoretical curves is, as always, the first
step. In the case of the 0.6 MeV doublet, the data is most akin to the £ = 1

and ¢ = 3 curves.

Literature The existing literature provides a useful guide for this work, as J* assign-
ments restrict the possible £-transfer to only one option, in many cases. This
is the case for the 0.6 MeV doublet, as the 3™ and tentative 4~ assignments

limit the possible configuration to f,, character only.

Shell model Finally, the tentative £-transfer derived from the previous steps is compared
to the shell model calculations — is there a clear candidate for a state at this
energy, with this structure? In this example, the shell model does predict

two low-lying states with f, , character.

With these three steps completed, and their results in concordance, the 0.6 MeV doublet
is assigned as f,, character. This process is repeated for each observed state.

5.2.2.1 Mixed configuration states

In this reaction, the only configuration mixing available is between s, and d,,, to form
1* states. As such, the tentative 1* state 1.944 MeV was investigated for this possibility.
The state has very clear s, character, as seen in Figure , with no indication of

d,/, contribution at large 6,,, where an effect would be most noticeable. For the 3 MeV

cM>
doublet in Figure , however, a small deviation from the s, , character can be seen
at the largest angles, consistent with a mixed configuration for one of the states. The
4.2 MeV state (Figure [5.18h) also exhibits a convincing mixed character, as none of
the four possible unmixed calculated lines provides a satisfactory agreement with the
experimental data at high 6, angles. As this 4.2 MeV state is observed for the first time
in this work, there is no literature spin-parity — this result, however, is strong evidence to

support a 1* assignment.

Critically, the relatively flat shape of the d,, differential cross section leads to imprecise
determination of the contribution of £ = 2 to mixed configuration differential cross sec-
tions. As such, there is an additional 25% error on the d,,, spectroscopic factors in mixed

states.
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Figure 5.18: Experimental differential cross sections for *°K states observed in this
work, as well as the scaled theoretical differential cross sections fora state at that energy
with £ = 0 (purple), £ = 1 (red), £ = 2 (green) or £ = 3 (blue). Additionally, for the
mixed states, the best-fit £ = 0 4+ 2 mixing function is shown in orange. (a) 0.000 MeV,
(b) 0.587 & 0.691 MeV, (c) 1.0 to 1.8 MeV region, (d) 1.944 MeV, (e) 2.232 MeV,
(f) 2.732 MeV, (g) 3.344 MeV & 3.410 MeV, (h) 4.20 MeV.
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5.2.2.2 Doublet states

As with *®K, y-ray spectroscopy can provide a window into the division of strength
for doublet states in “°K. For the 0.587 MeV and 0.691 MeV doublet, the only decays
observed in this experiment are 0.691 MeV to 0.587 MeV, and then 0.587 MeV to the
ground state, however the small number of observed y-ray counts places a severe limitation
on this process. Several approaches were taken: (i) by gating on the E, spectrum and
looking at y-ray coincidences, (ii) by gating on Ey and looking at particle coincidences,
and finally (iii) by looking only at the E, spectrum without E, gating. The first two
methods produced relative fractions with very large errors, where the 0.587 MeV state
took 50(40)% and 60(40)% of the strength, respectively. The final method is more
precise, with the 0.587 MeV state taking 70(20)% of the strength. Critically, however,
neither the first nor last method cannot account for possible strength ‘lost’ to the alternative
0.691 MeV ground-state decay, which is present in the literature but is not observed in this
experiment. As such, division of the £ = 3 strength between 0.587 MeV and 0.691 MeV

remains undetermined in this work.

The 3.4 MeV doublet also present a challenge, as the spectroscopic factor is mixed, with
S(s,/,) =0.94(7) and S(d;,,) =3(1). As the shell model predicts one 0" and one 17 state
in this region, it can be assumed that the vd,, strength lies solely in the 17 state, with
the remaining vs, , strength divided between the two. The relative contributions of the
two configurations to the mixed differential cross section were determined, by integrating
the theoretical curves in the experimental 6,, range, to be 81.5% and 18.5% for s,
and d,,, respectively, and the ratio of 3.344 MeV strength to 3.410 MeV strength was
determined, by the usual y-ray comparison, to be 50(20)% for both states. Unfortunately,
the results of this experiment cannot determine which of the two states is the 1% state.
While the shell model predicts the 0" state to be higher in energy, it incorrectly predicts
the ordering of the other 0" - 1* pair, 2.232 MeV and 1.944 MeV, and hence cannot be
used to firmly discriminate between the two. Attempts to compare the y-gated differential
cross sections of the two states failed due to limited statistics. As such, the distribution of
strength between these states is also undetermined, but could be resolved by future work

to determine the spin-parities of the two states.

5.2.3 Excited structure of *°K

The level scheme established through this work is compared to the established literature in
Figure[5.19] While several new transitions have been observed, there are some established

transitions that are not present in the current work.

Two of the known states, 1.370 MeV and 1.738 MeV, present a challenge in this work.
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While these states have been previously observed, and we would expect to populate 3~
and 4~ states such as these, there is no conclusive evidence that they are populated in
this work. There is a small excess of counts, above background, in the excitation energy
region between 0.7 MeV and 1.9 MeV, but the y-ray transitions in coincidence with this
region do not correlate with the known decays of 1.370 MeV and 1.738 MeV states®] In
addition, if peaks in this region are included in the fitting, the differential cross section —
shown in Figure — has a shape consistent with £ = 3 assignment (i.e. 3~ or 47),
but not exclusive of ¢ = 1,2. The spectroscopic factor of this region, if taken to be ¢ = 3,
is S=6(1). It should be noted that this reaction is unlikely to populate new low-lying
states that were not observed in the many extensive “Ca(d,a) and 48Ca(p,3He) studies
performed in the 1970’s [36-39, 41, 129]. Despite this, as there is no conclusive evidence

of population, this region is excluded from the analysis and discussion of this work.

The remaining observed states are far clearer in their interpretation. All differential cross
sections are consistent with the literature spin-parities, and {-transfer assignments are
largely in agreement with previous transfer reaction studies. The exception to this is the
1.945 MeV state, which is consistent with a pure ¢ = O transfer in this experiment, but has
been assigned as a mixed £ = 0 + 2 state in previous multi-nucleon removal experiments,
most convincingly by Daehnick er al. (1974) [[129]. This could be due to the limited
angular range of the “°K measurement, as the £ = 0 and £ = 2 theoretical differential cross
sections become increasingly divergent at 6,, angles just larger than the experimental

range.

The two most critical results of this “°K analysis are;

Ground state The spectroscopic factor for £ = 1 transfer into the “°K ground state is
found to be small, as predicted by the shell model. This suggests that the
beam nucleus, 47Kg.s', has a small population of the v(p,,) orbital across
the N = 28 shell gap, but one which is consistent with expectation. This

result is significant in the following chapter.

4.2 MeV state A new state has been observed at 4.2 MeV. While no firm transitions can
be established, there is sufficient evidence to suggest that this state decays
primarily to the ground state. The differential cross section is convincingly
¢ = 0+ 2, which sufficiently defines the spin-parity of the state as 1*. This
is consistent with a possible dominant decay to the 2~ ground state.

°That is, there are some coincident counts around E, = 1.151 MeV and 0.679 MeV, the two established
transitions from these states, but there are no coincident counts around 0.587 MeV, which should be fed by
these decays.
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Table 5.4: Details of the “°K states observed in this work, such as y-ray transitions and
spectroscopic factors. The tentative transition from 4.2 MeV is italicised. Note that the
mixed d,,, spectroscopic factors have an additional 25% error.

E,[MeV] J7 [E [MeV] BR[%] J7 | nl; S + syst

0.000 2, |— —  — 2o 0.13 + 0.03

0.586(3) 37 | 0.5863)  ~100 27| . -

0.690(5) 47 | 0.1042)  ~100 37

1.945(3) 17 [ 1.9453)  ~100 27 | 25 0.5+0.1

2233(5) 0 0.288(2)  ~100 1% | 25y 0.11 + 0.02

2.7306) 2% | 2730(6)  ~100 27 | 1ds) 27405

3.345(8) — | 1.112(3)  ~100 OF } +

3.4097)  — | 1.176(2)  ~100 O

42020 11| 4202) — 27| 2 0.33 + 0.07
1d3) 1.6+ 0.7

2s) /2=0.94+0.07 and 1d3/, = 3 + 1, analysed as an unresolved doublet.
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Figure 5.19: Level scheme of 46K as determined in this work to literature [42]. New states
are in orange, solid lines indicate states with energy derived from y-rays, and dashed lines
indicate energy taken directly from E_ spectra. The y-ray transitions are labelled with
their energy, with the thickness of the arrow indicating their branching ratio. Dashed
transitions are tentative. States marked with an asterisk are mixed ¢ = 0+ 2 configuration.
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Discussion

The outcomes and implications of the 47K(d,p)A'gK and 47K(d,t)46K results determined
through this work are presented in this chapter. This chapter begins by comparing the
experimental results of each transfer reaction to the shell model calculations in Section[6.1]
This comparison raises an issue, in that the *’K(d,p) experimental spectroscopic factors are
significantly reduced relative to the shell model predictions. This issue is then discussed in
more detail in Section[6.2] and an apparent relationship between the reduced spectroscopic
factors and the calculated proton configuration is explored. In Section the weighted
average energies of the neutron orbitals are discussed, and the experimental results are
used to indicate specific failings in the shell model predictions. The implications of these
relative neutron orbital energies, in the context of shell evolution in the region ‘southeast’
of *8Ca, are discussed in Section Finally, possible directions for future works are
presented in Section [6.5]

6.1 Comparison to shell model calculations

6.1.1 Interpretation of “*K results

In this work, a comprehensive level scheme of K, as populated by *’K(d,p), has been
determined. More critically, this work has also firmly determined the £-wave transfer
assignment and spectroscopic factors for each of the observed states. These results are
compared to the SDFP-U and SDPF-MU shell model calculations in Figure [6.1, This

comparison reveals several key successes and failures of the shell model.

¢ =1 states Consistent with previous shell model calculations [30, 34], both SDPF-
MU [55, 63]] and SDPF-U [32] incorrectly predict a 1~ ground state in 48K, The failure
of the shell model to correctly reproduce ground state properties of a nucleus so close
to doubly-magic **Ca is striking. This serves to reiterate the importance of theoretical
improvements in this region, where msd orbitals are degenerate. Beyond this, both models

successfully describe the ordering of the remaining £ = 1 states. Both predict that the
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Figure 6.1: Comparison of spectroscopic factors in SDPF-MU (left) and SDPF-U (right)
shell model calculations, and those measured in this work (centre). The filled length
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108



Table 6.1: Comparison of *’K(d,p) experimental results with SDPF-MU and SDPE-U
shell model calculations (labelled MU and U, respectively). Experimental spectroscopic
factors are presented with both the statistical error, due to fitting, and the systematic error,

due to the choice of optical potential. See also Table|5.3|in Section

" Eop. Emu By nt; (Sexp):t;st Smu Sy
171 0.000 0262 0395 | 2p3, 02375, 0397 0.214
271 0.143  0.000 0.000 | 2p3;, 0.4185, 0.864 0.843
2710279 0220 0.340 | 2p3, <0.03  0.011 0.046
3710728 0450 0.672 | 1f7, <0.04  0.060 0.048
0~ | 0.967 0.583 0.870 | 2p;;p 025710 0.394 0.379
17| 1.409 1.047 1221 | 2p3pp 02415, 0.347 0.541
17| 1.978 1.695 2.027 | 2p;» 0.499,, 0.883 0.838
07 | 2407 2156 2.063 | 2p;p 0344} 0556 0.577
2p3p 00232 — —
Ifsp, 00625, — 0214
3713250 3.058 3.810 | 1fs;, 0.058%, 0.108 0.386
271 3.601 3300 4.027 | Ifs 03415, 0466 0.503
37 [3.792 3381 4542 | Ifsp  0.1643, 0327 0276
27| 3.868 3.521 — | Ifsp 01405, 0.183 —

2712908 — 3.69%4

strongest states are the first 2~ and third 1~ states, which is supported by the experimental
measurement. Additionally, both calculations predict £ = 1 excitation energies that are

consistently too low.

¢ = 3 states Here, the two shell model calculations are quite different; while SDPF-
U produces excitation energies that are systematically too high, SDPF-MU excitation
energies are systematically low. The number of strong states calculated by each model

varies, and neither correctly reproduces the mixed £ = 1 + 3 state.

Separation in energy of p- and f-wave states The experimental results and the shell
model calculations all have a distinct separation of £ = 1 and £ = 3. This is consistent with
the known shell structure in this region of the nuclear chart, as the fy,, neutron orbital is
expected to be outside of the p-shell, opening up a shell gap at N=34. Critically, these
experimental results can shed light on the magnitude of this gap. To demonstrate this,
take the energy difference between the highest energy 0~ state and the strongest f-wave
2~ state as a convenient benchmark. Experimentally, this spacing is 1.2 MeV, and while
SDPF-MU is quite accurate at 1.1 MeV, SDPF-U significantly over-predicts this spacing,
producing a value of 1.9 MeV. Qualitatively, this suggests that SDPF-U may over-predict
the robustness of the N =34 shell gap in this case.
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Reduced spectroscopic factors There is an additional complication in the comparisons
made thus far, wherein the experimentally measured spectroscopic factors are significantly
reduced relative to the shell model; S exp values are, on average, approximately two-thirds
of their Sy;; or Si; counterparts. A variety of possible experimental causes — such as
poor VAMOS geometric efficiency, or the incorrect determination of normalisation factor,
B, — have been explored in detail in Chapter Ef], and each has been ruled out. As such,
the experimentally measured spectroscopic factors are indeed correct, and the values are

reduced relative to the shell model calculations.

Here, the complementary *’K(d,t)**K reaction channel becomes a valuable tool, as neutron
removal is a probe of the initial neutron orbital population. The *K ground state has a
structure predicted by the shell model to be predominantly nd;,é coupled to vf;,é, and has
the spin parity 2. As the 4’K(d,t) reaction is selectively populating the 7s 1_/; component
of the final state, which cannot couple to vf;é to form a 2~ state, the 46 ground state

is instead accessed via the small component of *’K__ in which a neutron pair is excited

g.s.
from vf,, to vp,,, across the soft N=28 shell gap. The presence of vp,, neutrons
in K would, in effect, “block” the transfer of a neutron into these states, resulting in
reduced vp,,, spectroscopic factors for 4TK(d,p). Therefore, if the spectroscopic factor
of 46Kg.s. measured in this work is large, then this would imply some unexpectedly
large pair excitation component of 47Kg‘s'. While significant pair excitation into vp,,,
or vfs,, in 47Kg.s. is improbable — and hence, it is unlikely that blocking would resolve the
small *’K(d,p) spectroscopic factors for states arising from these orbitals — measuring the
spectroscopic factor of 4’K(d,t) transfer into 46ngs' would provide some measure of the

. . o s ATy, =22
most likely pair excitation in *'K; vf; 5p3 5.

Therefore, to provide additional clarity on the 47K(d,p)48K reaction, discussion turns to
the ’K(d,t)**K results.

6.1.2 Interpretation of “°K results

Experimental results relating to the *’K(d,t)**K reaction are compared to ZBM2* [56]
shell model calculations in Figure [6.2]] As opposed to the “®K results, {-transfer in
4TK(d,1) is less easy to assign, owing in part to reduced statistics. The results of neutron

removal from each orbital are now discussed in turn:

1f,, states Asshownin Figure@ the shell model expects the f, , strength to be spread

between two pairs of 3~ and 4~ states, however the experimental measurement places all

IRecall that the model space of the ZMB2* shell model interaction is more appropriate for the 4’K(d,t)
reaction, as detailed in Section@
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Table 6.2: Comparison of “’K(d,t) experimental results with ZBM2* shell model cal-
culations. J* values of the unresolved doublet states, 3.345 MeV and 3.409 MeV, are
undetermined, and the spectroscopic factors of the doublet are 2sy/, = 0.94+£0.07 and
1d; 2= 3+1.

" Eop  Ezpmos nt; Sexp. Szmpo
27 10.000 0.000 |2p3;pn 0.13+£0.03 0.11
3710586 0303 | 1fy» 849 1.46
47 10.690 0352 | 1fy, 3.33
3~ — 1375 | 1f7)» — 1.85
4~ — 1.488 | 1f7,, — 0.83
1+ 11045  1.664 2812 0.5+0.1 0.34
ldy,  — 0.65

0" | 2233 1.573 | 25y, 0.11+£0.02  0.18
27 12730 2768 | 1d3;p,  2.7+0.5 1.27

I+ 3254 | 2172 091

T 1d3;, T 0.28
0* 3258 | 2515 0.20
2| — 3690 |13y 0 — 0.58

1t 42 3954 | 1d3, 1607 0.22

T Analysed as an unresolved doublet — see caption.
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Figure 6.2: Comparison of states and spectroscopic factors measured in this work (left)
and the ZBM?2* shell model calculation (right). The filled length of each state line
represents the spectroscopic factor. The s-wave (purple) and p-wave (red) states fill from
the left, and the d-wave (green) and f-wave (blue) states fill from the right. Mixed s, ,-d, ,
states are marked with *, and fill from both sides.
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of this strength (£S exp = 8 £2) into the lower energy coupletﬂ This result is interesting,
as the shell model expects very similar neutron structures in all four states, but nearly
opposite proton structures in the two 4 states; that is, 70% 7s, /12d3/‘§ in the low energy

4~ state, and 70% s, /22d3 /32 in the higher energy counterpart.

1d,, states The experimental strength of d,, states are consistently higher than the
shell model — in fact, the sum of the experimental spectroscopic factors is large, at
xS exp =7.2+2.5 (compared to the shell model XS, .. =3.00). Recall that, due to the
relatively flat d,, differential cross section, the experimental measurements failed to place
a tight constraint on the mixed state d,, spectroscopic factors. With this in mind, a result

that is within 1.70 of theoretical expectation is acceptable.

2s,,, states The s,, spectroscopic factors are relatively well-predicted by the shell
model, and indeed the sum of spectroscopic factors for theory and experiment are in
agreement, with ZSexp =1.6+0.2, and XS, /5, = 1.63.

2 p;,, ground state  Most significantly, the spectroscopic factor of the ground state — the
only state that probes the occupation of the vp,, orbital in the 47K beam isotope — is very
small. A large spectroscopic factor here would indicate that the population of vp,, is
underestimated in *’K, which could suggest a reason for reduced *’K(d,p) spectroscopic
factors. The small and theoretically consistent spectroscopic factor observed makes this

explanation unlikely.

6.2 Reduced measured spectroscopic factors in 4’K(d,p)**K

6.2.1 Dependence upon proton configuration

Having concluded that there are no systematic issues in the data analysis (Section[4.3.T)) or
elastic scattering normalisation (Section 4.1.3), and with no evidence of neutron transfer
blocking by a significant population of the vp,,, vp,,, or vf;, orbitals in the ground
state of 'K, further consideration is now given to the reduced *’K(d,p)**K spectroscopic

factors observed, compared to the shell model prediction.

Here, it is suggested that the shell model spectroscopic factors are reproducing the neu-
tron wavefunction overlap of the ’K+n and **K systems well, but may not be correctly

reproducing the poor proton wavefunction overlap of the two isotopes. While isotopes

2Recall that there was no conclusive evidence supporting the population of the higher energy £, , couplet
in this experiment
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Figure 6.3: Ground state proton occupancies of potassium isotopes calculated with the
three shell model Hamiltonians used in this work; SDPF-U (purple circles), SDPF-MU
(green squares) and ZBM?2* (orange triangles). Ground states were identified in Ref. [30].
Note that the *’K ground state has the configuration s, /lzd3 /‘; .
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Figure 6.4: Accuracy of the three shell model calculations — SDPF-U (purple circles),
SDPF-MU (green squares) and ZBM?2* (orange triangles) — plotted against the fraction of
nsl_/; configuration that the model calculates for that state. (a) Accuracy represented by
the fraction S, /S_ ... (b) Accuracy represented by the difference S__ . —S_ .. Dashed
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of the same element would usually share the same proton structure, it is clear from the
existing literature [[30]] that the A =47, 49 isotopes of potassium are unique in their inverted
ground state proton structure, shown in Figure 6.3 indeed, that is what initially made
4K an attractive candidate for this experiment As the 47K(d,p) and *"K(d,t) reactions
are populating the nsl_/; components of the final states, the shell model calculations could
produce incorrectly large spectroscopic factors for transfer if they were overestimating the

ﬂSl_/% configuration component of the populated states.

Support for this statement regarding the proton configuration is presented in Figure

which compares the accuracy of shell model calculations for state populated in 443K,

Here,S___ /S . and S S

meas’ " calc
and are plotted against the fraction of ﬂsl‘é present in the configuration of that state,

represent the agreement between experiment and theory,

meas “calc

according to the shell model calculations. An interesting relationship is apparent here,
where states with larger predicted ﬂsfé configurations have consistently low experimental
spectroscopic factors relative to theory, whereas states with smaller ﬂsl‘é configuration
fractions are more accurately described by the shell model. While one could imagine that
the shell model would poorly reproduce smaller spectroscopic factors, simply because a
small wavefunction component is more likely to be poorly described in the calculation,
what we observe is the opposite — the largest spectroscopic factors are the most suppressed,
and the smallest spectroscopic factors are in agreement. Take, for example, the 0.143 MeV
state; S_,,.=0.85, whereas S_ .. =0.42(8). This is opposed to, for example, the ground
=0.24(5). If

the ‘accuracy’ of the shell model were to be equally poor for each state, it would imply

state; S_,,.=0.21 in SDPF-U, which is in very close agreement with S__

that the shell model is only poorly estimating the /K _ configuration, but this variation

g.s.
suggests a dependence on the final state configuration, also. As such, it seems that the

shell model calculations are poorly reproducing the proton wavefunctions of these nuclei.

It is interesting to note, in this context, that a recent study by Beck et al. (2023) [[130] found
that the *Be(*®Ca,?%Ca) two-neutron removal reaction gave experimental spectroscopic
factors that were significantly suppressed (30% to 50%) relative to shell model calculations.
They posit that the shell model was poorly estimating the proton cross-shell excitation
component, ﬂ(sd)_z(fp)z, of the final state, it being too small in USD [57] and too large in
ZBM2 [635]] shell model calculations. This recent result is another example of the proton
wavefunction influencing the spectroscopic factors of neutron transfer reactions, though in
a different mass region (neutron-deficient Ca) and with a different microscopic mechanism

driving the proton structure.

3This was discussed with reference to Figure in Section — Figure is an updated version of
this figure, with new calculations performed in this work using the SDPF-MU, SDPF-U and ZBM?2* shell
model interactions, which agree very well with Figure

4To simplify this unusual comparison, certain states are excluded, namely those that are weakly populated,
in doublets, or mixed.
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Table 6.3: Total sum of spectroscopic factors, comparing experimental observation with
the shell model. Shell model calculations were performed for 40 states of each spin.

VP 07 VPypps 17 | VD3, 17 vpsp, 27 | VA, 27 s, 3”
Exp. (£20%) 0.60 0.50 0.48 0.44 0.54-1.00 0.22-0.55
SDPEF-MU 0.99 0.95 0.86 0.93 0.97 0.93
SDPF-U 0.98 0.96 0.88 0.93 0.96 0.91

6.2.2 Working with reduced spectroscopic factors

Generally, in order to make well-founded inferences about nuclear orbitals from experi-
mental (d,p) transfer data, a significant fraction of the strength must be observed — that is,
the sum of S_ -
ensures that any remaining unobserved strength is not significant, and would therefore

for each spin produced by each vfp orbital must approach unity. This

have a reduced influence on the average energies and orbital splitting. Due to the non-
negligible influence of the proton wavefunction in this work, the sum of observed strength
is significantly below unity, as shown in Table|6.3] Itis argued, however, that the measured

spectroscopic factors are still a valid probe of the 7s 1_/; ® vip interaction.

6.2.2.1 Unobserved bound states

The shell model calculations do not suggest the presence of strongly populated states in
K beyond those that have been observed in this experiment. In Figure presented
previously, every shell model state with a spectroscopic factor of greater than 0.1 was
indicated. Note that every ¢ = 1 state in both shell model calculations has an experimental
counterpart. In addition, most of the £ = 3 states have been accounted for, though
this picture is muddied by the high-energy multiplet in the experimental data (discussed
in Section [5.1.1.2), and the different numbers of strong states in the two shell models
(discussed in Section [2.4.T)). Despite this, there do not appear to be states with significant
strength that have not been identified in this work, particularly not any that could carry the

‘missing’ 40% of the spectroscopic strength.

6.2.2.2 Unobserved high-energy states

It is often true that the bound states of a nucleus do not contain the whole spectroscopic
factor of a transfer, and in fact, some strength can be spread amongst many high energy
states, which each have some very small spectroscopic factor. To investigate this, shell
model calculations were performed for (d,p) transfer on 47Kg_s. (primarily s 1_/% configu-

ration) and additionally on the first excited state of *’K (primarily ﬂd;/% configuration) to
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assess the accumulation of strength at high energies. This cumulative spectroscopic factor

is plotted against energy in Figure and from these calculations, it can be seen that:

vpy,, The vp, , strength is saturated at very low excitation energies, for both ﬂsfé and
ndg/; configurations. Comparing, for example, the 1~ states, both configurations

reach a plateau below 3 MeV.

vp3, While the vp,, 17 states begin to plateau at noticeably smaller values than other
¢ = 1 states, this is consistent with the small vf;/%pg/z pair excitation expected in
47 . . . . . . .
ngs'. Despite this suppression, the theoretical plateau is still significantly larger
than the experimental observation. Again, the s 1_/; and 7Td§/; configurations behave

very similarly.

vf;, The f;, strength is spread across more states than the £ = 1 strength, and is
concentrated in the region of 3 MeV to 6 MeV in the two shell models. Comparing
the 7s 1_/5 and ndg/; configurations, 2~ states seem to plateau at approximately the
same point, with 3~ states having a slightly larger total spectroscopic factor in ﬂdgé
configuration. A steady rise in 3~ strength is seen at approximately 7 MeV in both

models.

From this inspection of the shell model calculations, three main observations can be
drawn. Firstly, the sum of spectroscopic strengths is between 0.70 and 0.95 for the
different neutron orbitals when considering only the bound states (below approximately
5 MeV) suggesting that the majority of the strength should lie in the region studied in
this experiment. Secondly, there are no apparent concentrations of significant strength at
high energies, suggesting that the remaining strength in this high-energy region is very
dispersed. Finally, the nsl’é and nd;,% configuration states behave in much the same
way, rising at comparable rates and reaching similar plateaus, with only a slight offset in
energy. This, critically, suggests that the high-energy states have structures more complex
than either of the dominant proton configurations in potassium. Hence, an analysis of
the neutron orbitals in *®K based solely on the low-lying states observed in this work is

justified.

6.2.2.3 Quantifying the proton contribution

From the previous section, it seems that the true single particle structure in *®K is all found
at excitation energies below approximately 5 MeV. It was noted in Section [6.1.1] that the
measured spectroscopic factors are lower in most cases than the shell model predictions
for what appear to be the corresponding states. These observations, plus the discussion in

Section [6.2. ] regarding the dependence on proton configuration, suggest that the reduced
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adj’
configuration fraction of B (orange), 47Kg.s. (green), and both (purple). Red dashed
line indicates the expected sum of spectroscopic factors, for the included states. Error
bars of £20% are applied. The ¢ = 3 states are excluded from this analysis, as not every

theoretical state has an experimental counterpart.

spectroscopic factors arise from a failure of the proton part of the wavefunction populated
K states to overlap with the proton configuration in the initial 47Kg.s, nucleus. The shell
model does attempt to predict the proton wavefunction overlap, but possibly fails. As
such, a method has been developed to extricate the single particle structure in the neutron
part of the wavefunction from this possible poor proton overlap. The method, presented

by the fraction of the

in Figure IKEI, is to divide the measured spectroscopic factors, S exp’

initial and final nucleus states that have ﬂsl_é configuration. This adjusted value, Sadj, 1S

therefore, g
Sugi = meas (6.1)
adj ﬂs(47Kg,s.) ﬂ.s(48K)

where 7Ts(47Kg.S.) and JTS(48K) are the fraction of ﬂsl‘é configuration in the initial and
final nucleus, as deduced from the shell model calculations. The effects of adjusting the
spectroscopic factors by only one of either ”3(47Kg.s_) or ns(48K) are also shown. Note
that, in most cases, adjusting for 7rs(47Kg.S.) alone is not sufficient to rectify the small
spectroscopic factors. For some categories, the final adjusted spectroscopic factors are an
overestimation — in each of these cases, one of the states contributing to that category has a
small calculated ﬂSl_/; configuration; that is, there was already relatively good agreement

between experiment and shell model.

While this is not a rigorous test, and no firm claims could be made on this evidence,
the general improvement from the application of this method indicates that the reduced
experimental spectroscopic factors are, in fact, capturing a large proportion of the nsfé vip

strength.

118



As such, having determined that it is appropriate to discuss the neutron structure of **K,
despite the unusually reduced spectroscopic factors, a more standard discussion follows.
Conclusions can now be reached regarding the ultimate motivation of this work; the

single-particle energies and orbital splitting of vp, 120 VP32 and vf /-

6.3 Inferences regarding the v(fp) orbitals

While experimental excitation energies and spectroscopic factors are the key parameters
used to anchor fits of shell model two-body matrix elements, further inspection of the
results is warranted in order to contrast the SDPF-MU and SDPF-U shell model interactions
more effectively. As such, the centroid single particle energy of the neutron orbitals are
determined in each case, and compared with the values derived from the experimental

results.

First, the weighted average energy (E,,, or barycentre) of each spin which is produced

WA>
by each orbital is calculated, by taking the sum of energies and spectroscopic factors of

the states, 7, of that spin and orbital configuration:

_3ES,

Bun= g (6.2)

The centroid single particle energy, <E > for the originating orbitals can then be deter-

orb
mined [131} 132] by taking a weighted sum of the two Ey,;, values for the two spins, j,

produced by that orbital:
<E > _ 2 (21 + 1)(Ey,);
orb ¥2J+1

(6.3)

These values can then be compared directly to the shell model Ey,, and <E0rb> values,
calculated in the same way. In order to quantify the influence of the many very weak
state in the plateau regions of Figure the shell model Ey,, values are calculated
firstly for 10 states of each J*, and again for 40 states of each J*. This is effectively an

evaluation of the convergence of Ey,, .

Due to the importance of spin-parity in the deduction of Ey,, and <E Orb), the ambiguous
spin-parity assignments of “*K states in the 4 MeV multiplet and the unbound region must

now be addressed.

5Such states could not reasonably be observed in an inverse kinematic experiment using a radioactive
isotope beam.
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6.3.1 Influence of uncertain spin assignments in the 4 MeV region

As was alluded to in Section the ill-defined spin-parity distribution of states in
the 4 MeV region complicates the determination of the f,, orbital barycentres. Rather
than a single average value for each J”, instead the variation in average orbital energies
was established for various fractions of 27 to 3™ strength. If all of the 4 MeV strength
originated from 2~ states, then the centroid of the 4 MeV multiplet, 4.363 MeV, would
carry a spectroscopic factor of S:tyast =0.452 93. Conversely, if the region contained only
3~ states, Sztyast =(0.323 62. These extreme values can be used to place limits on the fs,
barycentres. Further to this, the smooth variation between these points can be seen in
Figure Note that the 3~ barycentre should, if all strength is measured, be at a higher
energy than the 2~ barycentre[§| which only occurs when the fraction of 2~ states is less
than approximately two-thirds. Interestingly, the variation in (Eorb> is quite small across
the various possible spin fractions, creating the unusual position where (E o rb) is much

better constrained than the orbital splitting.

6.3.2 Influence of unbound strength

Until this point, the discussion has not included the weakly populated states in the unbound
region. In this work, three possible unbound states have been identified at 4.86 MeV,
5.28 MeV and 5.86 MeV (Section @) Unfortunately, attempts to determine the
experimental angular distribution of this strength failed, and instead, only the magnitude
could be determined (Section [5.1.2.2)). While there is no experimental discrimination
between ¢ = 1 and ¢ = 3, recall the shell model analysis shown in Figure which
revealed that the ¢ = 1 strength in the unbound region was negligible, but some unbound
¢ = 3 strength is anticipated. Quantitatively, the strength above the neutron separation
threshold is between 0.02 and 0.04 for £ = 1 states, whereas the different shell models
expect total unbound ¢ = 3 strength of between 0.1 and 0.2 — this is in fact in good
agreement with the measured spectroscopic factors of the three unbound states. Using
this argument, the three unbound states observed experimentally are assumed to be {5, in

nature.

Applying the same method to the unbound strength as was used for the 4 MeV region, the
influence of these weak states on the fy,, barycentres can be characterised. Through this,
it is determined that the inclusion of unbound states increases the maximum value of the
27 (37) {5, barycentre by 0.2 MeV (0.3 MeV).

SThe 3™ states represent the anti-aligned s_s,, configuration, which should be higher in energy than the
aligned 2~ arrangement.
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Figure 6.7: Range of possible f, , weighted average energies, depending on the ratio of 2 ~
to 3 ~ states in the high-energy multiplet, with and without the inclusion of the unbound
states. The black dotted line indicates <E0rb>.

Table 6.4: Limits of the f,, barycentre due to the ill-defined J* of the 4 MeV region and
unbound states. The limits are presented with and without the unbound states.

Excluding unbound states Including unbound states
g | 527 f5p, 37 Splitting (E.) | fsp. 27 f5,,,37 Splitting (E_,)

[MeV] [MeV] [MeV] [MeV] | [MeV] [MeV] [MeV] [MeV]

All 27 94 . -0.2 4.17 . -0.52
3.9 3.65 0.29 3.84(7) 3.65 0.5 4.0(1)
All3~ | 3.59 4.07 0.48 3.59 4.32 0.73
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6.3.3 Relative energies of shell model orbitals

The experimental and shell model barycentres are compared graphically in Figure

where the shell model results are truncated at 10 calculated states or at 40 calculated states.

Here, the two expressions are included in order to indicate the influence of the very weak

states; the 10-state expression encompasses every state with S > 0.1, whereas the 40-state

expression includes the influence of the many weak states carrying strength on the order of

0.01. Comparing the properties of the 40-state truncation to the experimental observations

(given in Table[6.5] as well as the aforementioned figure) reveals some interesting features:

VP32

VP12

vis

In both shell model calculations, the p,, splitting is greatly overestimated — by
nearly a factor of two in SDPF-MU and a nearly factor of three in SDPF-U. In
Figure this is shown by the spacing between the solid red and dashed red lines
(17 and 27, respectively) which show a much larger separation in theory than in the
experiment. Conversely, both theoretical <E0rb> calculations, shown with dashed
black lines, are in relative agreement with the experiment, being only 0.1 MeV and

0.2 MeV too high, respectively.

Here, the splitting between 0~ (solid orange line) and 1~ (dashed orange line) is too
small in the SDPF-MU calculation, and again too large in the SDPF-U calculation.
The <E0rb> calculated by SDPF-MU is in exceptionally good agreement with the
experimental value, whereas SDPF-U is once again too high.

Here, the the large range of possible experimental f5,, barycentres — represented by
labelled regions in Figure — makes comparison less straightforward. Again,
the theoretical SDPF-MU is clearly exceeding its counterpart. While SDPF-U
calculated energies are significantly higher than the maximum experimental range
— even with the inclusion of the unbound states — both of the SDPF-MU spins (2~
and 37, represented by solid blue lines and dashed blue lines for theory results, and
labelled regions for experimental results) are within range. Both models are within

the upper limit placed on the spin-orbit splitting.

As such, SDPF-MU appears to be the more successful of the two shell model interactions.

122



Table 6.5: Comparison of vfp properties in the experimental data and those calculated
by SDPF-MU and SDPF-U. The properties are; the weighted average energies of the

+

high-spin, Ey,,, and low-spin, Ey,,, projections; the energy of the orbital, <E0rb>, and;
the splitting of the orbital, AE. Experimental results include unbound states. Shell model
calculations truncated at 40 states.

Energies P3n Pin f5)
[MeV] Exp. MU U Exp. MU U Exp. MU U
Ewa 0.71(1) 1.03 138 | 1.79(1) 1.81 1.79 | 3.93) 3.80 4.21
E{a 0.29(1) 0.27 022 | 1.98(1) 191 223 | 4.04) 391 445
(E,p) | 045(2) 056 0.66 | 1.93(2) 1.88 2.12 | 4.0(1)* 3.87 435
AE 0.42(2) 0.76 1.16 | 0.19(1) 0.10 044 | <0.8 0.11 0.24
* Excluding the unbound states, (EO rb) = 3.84(7).
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Figure 6.8: Visual comparison of vfp Ey,, values observed in this work (centre) against
SDPF-MU (left) and SDPF-U (right). <E0rb> is indicated with dashed black lines. Shaded
regions indicate experimental errors. Ambiguous fy,, energies, excluding and including

unbound states (“+unb.”), are represented by shaded bars. See text for details.
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6.4 Implications for N > 28, Z <20 shell evolution

The initial motivation for this work was to expand our understanding of shell evolution near
N =28 in very proton-deficient nuclei. Previous works examining the N = 34 isotones have
established that the weakening attractive interaction between nf, , and vfs,, single-particle
orbitals in more exotic nuclei causes a reordering of vfp neutron orbitals as protons are
removed, moving from Z =26 to Z =20 nuclei [19]. This reordering, shown in Figure[6.9]
is in turn responsible for the emergence of magicity in N =32,34. The goal of this work
was to probe the deeper msd proton shells and clarify the relative energies of these vip

neutron orbitals for more exotic nuclei.

Experimental measurements of the vfp orbital energies have been made in less exotic
isotopes — through (d,p) transfer on the stable isotopes *3Ca [[137]] and 3°Si [138]], for
example. Neither of these reactions has probed the 7s,,,d;,, ® vfp interactions, however,
as the rsd shell is full in Ca, and the orbitals xs, ,d, , are empty in Si. Prior to this work, the
only single particle transfer reaction investigation of rs, ,d, , ® vp was Y Ar(d,p)* Ar [61],
which probed 7d,, ® vfp. The relative energies of the neutron orbitals derived from that
work are also shown in Figure[6.9] and reveal a sharp decrease in the N =32 spacing and

a continued widening of the N =34 gap, relative to **Ca.

The work presented in this thesis instead probes the heretofore unexamined 7s;,, ® vip

N=16 N=20. N=28
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Figure 6.9: Systematic analysis of relative neutron orbital energies from experimental
data. The results of this work are shown in black stars, and highlighted in green. Energies
are presented relative to vp,, in order to highlight the N =32, 34 gaps. N=16 data from
Refs [133,|134]]. N =20: adapted from Figure 3 in Ref.[135]. N =28: adapted from Figure
24 in Ref. [20], using results from Refs [61, 136].
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available for *Cl(d,p) or *P(d,p). Energies are presented relative to p 1> 07 to highlight
the N =32, 34 gaps.

interaction, through the exotic ground state configuration of *’K, s, /12d3 /Aé . These results
are placed in a broader context by way of systematic comparison in Figure [6.9] Note
that, although the unusual proton ground state configuration of *’K is not shared by **Ca
and *0Ar, the average orbital energies derived in this work lie conveniently between those
of its even-even neighbours. As well as providing some validation of the procedures
applied in this interpretation, this consistency seems to suggest that the different proton
configurations — Ar, 7(s, /2d3/2)4; K, 7s, /lzd3 /‘; or s, /22d3 /32 ;Ca, s, /22d3/‘§ — do not appear
to have a strong influence on the neutron orbital energies; that is, there is a dependence on

the number of protons, but not to any large extent on the specific proton configuration.

As the only current direct transfer measurement of states arising from the 7s; , ® vfy,,
interaction, the results of this work can help to improve theoretical modelling for nuclei as

exotic as >‘1‘§P Our results have indicated flaws in the current leading shell model calcu-

>28"
lations for this region, SDPF-MU and SDPF-U. Through comparison of the calculated and
observed excitation energies of “*K, shown at the beginning of the chapter in Figure
it can be seen that £ = 1 states are systematically low in both models, and £ = 3 states are
low in SDPF-MU and high in SDPF-U. Further analysis, shown in Figure [6.8] revealed
that the SDPF-MU model is in better agreement with the experimental weighted average

energies and orbital energy of vf

s/»» though both models significantly over-predict the vp,,
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splitting. As such, this experimental work shows a preference for SDPF-MU, in which
the cross-shell 7sd ® vip interaction is derived from the properties of monopole effective
nucleon-nucleon interactions (Section [2.3.2)), over SDPF-U, in which the cross-shell in-

teraction is empirically derived — in part through fitting to the experimental measurement
4Ar(d,p) [61] (Section [2.3.1).

With this distinction in mind, SDPF-MU and SDPF-U calculations for proton-deficient
CI(d,p) and *P(d,p) have been performed. In extrapolating these shell models to such
extreme nuclear systems, the two predictions have diverged significantly, as shown in
Figure[6.10] While both models anticipate a reduction in the spacing between the neutron
orbitals, SDPF-U maintains some spacing between the three, with the low-spin projections
of the two ¢ = 1 orbitals approaching each other due to the large p,, splitting. This is
in contrast to SDPF-MU, which predicts a degeneracy of the vp,, and vp,, orbitals
in phosphorus, indicating a collapse of the N=32 gap. Such a degeneracy could have
significant structural implications, particularly as it could increase the collectivity of these
nuclei [139]].

The new experimental results presented in this thesis can be used to constrain the shell
model, improving our understanding of these exotic cross-shell interactions, and hence
producing more reliable predictions of nuclear structure in the region of N <28, Z > 20.
Greater understanding of the single particle structure in **P region would, in turn, help to
provide a microscopic understanding of the known collective structure in **S [140] and
251 [28].

6.5 Future work

Theoretical Firstly, as has been discussed, further theoretical work is required to cor-
rectly reproduce the experimental energies of the single-particle states observed in this
work. The fy,, states observed in this work may prove especially helpful to strongly phe-
nomenological shell model interactions, such as the FSU interaction [|141]], for which the

lack of experimental fy,, neutron orbital measurements is a significant hindrance

Experimental - N=28 A logical next step for this work would be the next isotope with
this unusual proton configuration, **CI(d,p), as a stepping stone on the way to a future
43p(d,p) experiment. **Cl(d,p) would probe the ©s;,, ® vip interaction in the case of a
half-filled nd,,, orbital, helping to determine the scale of the influence of 7d,, on the

neutron orbital energies, allowing for improved predictive capabilities for **P, where the

7Calculations with the FSU interaction were performed during the course of this work, but the overall
description of **K was poor.
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nd,,, orbital is no longer occupied. A beam of 43CI of sufficient intensity for transfer
reactions is expected to be possible at the new Facility for Rare Isotope Beams®| and

should be exploited for this purpose.

Experimental — 7s,, depletion Further to this, the shell model’s apparent overesti-
mation of 7s,, configuration contribution in K states is a challenge that requires a
more advanced investigation, outside of the scope of this work. This could take the
form of additional experiments probing the proton occupation of N =28 isotones, such
as 47K(d,3He)46Ar or 46Ar(d,3He)45ClH The proton structure of 47K and *°Ar are of
particular interest due to recent evidence [[135} |142]] of ‘bubble’ nuclei; that is, isotopes
for which the s, , orbital is empty. In the work of Mutschler er al. (2017) [142], it is
argued that reduced occupation of 7s;,, — which has a radial density peaked at the centre
of the nucleus — is effectively a depletion of the central proton density. It is argued that
this central density depletion leads to a weaker spin-orbit splitting force at the core of the
nucleus, which is probed most effectively by low-¢ nucleons. Though not a universally
accepted explanation [[143], proponents of bubble nuclei offer this as an explanation of the
unusual structure of >3Si, which presents a significant reduction in £ = 1 spin-orbit splitting
relative to other N =21 isotones, whilst the ¢ = 3 splitting appears unchanged [|135]]. This
can be seen in Figure where the £ = 1 splitting is reduced between Z =16 (ndg/zs%/z)
andZ=14 (”dg/zs(l)/z) for N =16, 20 nuclei. A similar reduction is seen between Z =20 and
Z =18 for N=28 nuclei, hinting that nuclei in the region of rs,,d,, degeneracy could
also exhibit such bubble structure. Additionally, previous experimental measurements [61]]
have been interpreted with some reliance on the shell model — the results presented in
this thesis suggest that the shell model may poorly reproduce experimental results in the
N =28 isotones below *3Ca. As such, further experimental work is required to measure

the proton occupation of these unique isotones.

8 Approximately 107 particles per second of accelerated “>C1 beam could be produced in PAC Two [29]
9Such works are already in discussion (O. Sorlin, private communication).
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Conclusions

In this work, the exotic cross-shell zs, , ® vfp interaction has been probed by the single
neutron transfer reaction *’K(d,p)**K. The unusual proton structure of *’K allows for the
selective population of states arising from this interaction, which is expected to dominate
the structure of **P and influence magicity in N-=32,34. This work serves as a stringent
test of the predictive capabilities of the shell model, as we look towards future transfer

experiments south-east of **Ca.

This experiment was conducted at the GANIL facility as part of the MUGAST-AGATA-
VAMOS++ campaign, utilising state-of-the-art detectors to observe light ejectiles, heavy
recoils and prompt y-ray emissions for transfer and scattering reactions. A pure radioactive
beam of 'K was delivered by the SPIRAL 1+ accelerator complex, and impinged on a thin
solid CD, target. Simultaneous observation of 47K (d,d) and *"K(p,p) elastic scattering
was critical to the success of this experiment, providing an internally consistent measure
of the target thickness and integrated beam normalisation factor. In a procedure somewhat
unique to this experiment, the target thickness was also determined by requiring the
reconstructed *®K excitation energy to agree across the full angular range. Critically,
while requiring a coincident VAMOS++ heavy ejectile detection was found to reduce the
total number of transfer reactions observed, the excellent background rejection provided

by such a coincidence requirement was found to far outweigh the statistical reduction.

Through this work, nine new bound states were identified in 48K, with transitions, branch-
ing ratios and J™ assignments. A further three bound states were observed with unde-
termined y-ray transitions. Three likely unbound states have also been observed in *K.
Additionally, the complementary *’K(d,t)*°K transfer reaction was analysed, and found
to be consistent with the literature — one new state has been identified, and an unambigu-
ous J™ assignment achieved. For each bound state populated by *’K(d,p)**K, differential
cross sections have been extracted, which reveal the {-transfer without ambiguity. Spec-
troscopic factors of JTSI_é configuration states in **K have been measured, but their
significant reduction relative to SDPF-MU and SDPF-U shell model calculations is not
wholly explained. It is suggested that the shell model calculations are failing to predict
the proton wavefunction overlap of *’K and **K, and evidence to support this statement

has been presented.
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Through the comparison of experimental weighted average energies of the vp,,, vp,,,
and vfy, orbitals with those predicted by SDPF-MU and SDPF-U, it is found that SDPF-
MU provides a better overall description of **K. The structure of proton-deficient **P,
as calculated by the two shell model interactions, is then compared. Unlike SDPF-U,
the SDPF-MU calculations predict a complete collapse of the N =32 shell gap, owing
to vp;,P;/, degeneracy in this isotope. Further experimental and theoretical work, such
as *Cl(d,p)*°Cl, is now required to elucidate the rapidly evolving nuclear structure in

proton-deficient N =28 nuclei.
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Checks and confirmations

A.1 Verification of elastic scattering calculations

While DWUCK4 [[120] was eventually used for 47K(d,d) and 47K(p,p) elastic scatter-
ing analysis, the possibility of an errant scaling factor being the cause of the reduced
47K (d,p) spectroscopic factors lead to the additional use of FRESCO [[121]), for validation.
DWUCK4 uses zero-range adiabatic assumption, which reduces a 6-dimensional integral
to a delta function, but introduces the need for a later corrective factor, Dg. It was not
wholly clear whether the DWUCK4 output included this correction or not. FRESCO,
however, performs the whole integral and therefore would reveal any discrepancy between

codes.

To confirm that FRESCO and DWUCK4 — which are complex codes which rely on an adept
user — were being properly used in these calculations, comparisons were made between

the two codes, and to elastic scattering results in literature, using the optical potential of
Ref. [115] (DCV) and Ref. [116] (HSS). Some of these results can be seen in Figure [A.1]

In Figure the ratio between the differential cross sections calculated by FRESCO
and DWUCKA4, for a given reaction and optical model, is shown to oscillate around one.
As such, there does not seem to be any erroneous factor-of-two difference between the
two outputs. While the variation does increase at large 6, angles, only the small 6,
region is used for normalisation in this work. DWUCK4 is adopted for elastic scattering
calculations in the body of this work. In Figure the calculated elastic scattering
differential cross sections of deuterons on various isotopes are compared to the work
of Childs et al. (1974) [122]. Critically, the current calculations are in agreement with
experimental results at small 6, angles, indicating again that the methodology is sound.
Additionally, while the two optical models are similar in the important low-angle region,
HSS consistently overestimates the depth of the minima after the first minimum. As such,

the optical model of DCV is preferred for the deuteron elastic scattering.
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Figure A.1: Verification of the elastic scattering methodologies.
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A.2 VAMOS++ acceptance and focal plane detection

The erroneous timing signals discussed in Sectiond.3.T|prompted a detailed investigation
of the heavy recoil detection. It could have been possible that some inefficiency in
VAMOS++ — either heavy recoils not entering the spectrometer, or not impinging on the
focal plane detectors — could have lead to the ~ 38% reduction in particle detections when
introducing a MUGAST-VAMOS timing gate. This was ultimately determined not to be
the cause, but the results discussed here support the conclusion that there is no significant
inefficiency in VAMOS++.

Firstly, it was confirmed that the heavy recoil particles were not impinging on the down-
stream MUST?2 detectors. The heavy recoil ejection cone was found to be very small,
and it was unlikely that any significant bombardment of the downstream detectors was
occurring (see Figure [A.2a)). This also precludes any suggestion of the recoils missing
the entrance window, as this cone is clearly within the exceptionally large acceptance of
the VAMOS++ spectrometer (see Figure |A.2b)).

Secondly, it was confirmed that the heavy recoil particles were reaching the focal plane.
It could in theory be possible for some heavy recoil events to be lost due to one or more
of the final charge states of the heavy recoil having a significantly different Bp value
than VAMOS++ had been tuned for. Looking to Figure the fully stripped charge
state (Q = 19) is clearly identified, as there is no peak at lower rigidity (where rigidity
is increasing with increasing VAMOS segment number). The spacing between charge
states is consistent with the dispersion of the VAMOS spectrometer|l| Four charge states —
Q =19,18,17 and 16 — are clear, and a fifth charge state, were it to be present, would still
be impinging on the PPAC at segment 18. The rapidly decreasing population of charge
states with increasing rigidity suggests that there is no significant loss of timing signal due

to charge states failing to reach the focal plane.

With these checks performed, we are satisfied that no real transfer events are being lost
due to inefficiency in the VAMOS spectrometer.

'To first order, each 50 mm VAMOS segment covers 2.1% dispersion in momentum [107]] and the
percentage difference in charge between the different charge states is 1/19 = 5.3% = 2.5 segments,
1/18 = 5.6% = 2.7 segments, etc.
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(a) Heavy recoil positions at the Z position
of the downstream MUST?2 detectors, rela-
tive to the innermost corners of the MUST
detectors (blue).

L L L O I O O

oo loo oo b b b b b w bwwn Lo
-80 -60 —40 20 0 20 40 60 80
X [mm]

(b) Heavy recoil positions at the Z position of
the VAMOS++ entrance window, relative to
the closest edges of the acceptance window
(black dashed lines).

Figure A.2: Positions of reconstructed heavy recoil events (red), compared to (a) the
downstream MUST?2 detectors, and (b) the VAMOS++ entrance window, showing no
heavy recoils are in danger of being lost to geometrical inefficiencies.
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Figure A.3: Counts in each 50 mm segment of the PPAC in the VAMOS spectrometer
focal plane. For clarity, only events in coincidence with elastic scattering detected in the
perpendicular MUST?2 detector are shown. Different 'K charge states are marked.
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A.3 Poisson statistical analysis of counts per pulse

In Section 4.3.1] true transfer reaction events were found to have timing signals larger
than the major coincidence peak. This statistical analysis is intended to determine the
likelihood of the timing stop signal being sent by some particle in the subsequent beam

pulses.

The probability of the stop signal arriving in a given beam pulse (Pgop) is the product
of the probability of a beam particle being in that pulse, P(u, 1), and the probability of
there having been no particles in the preceding beam pulses, P(u(n — 1),0). This can be

determined using the Poisson probability formula;

/lre—/l _ (Iut)re—,ut

P(A,r) = 3 i

(A.1)

where r is the number of events in time interval ¢, the rate of detections is u, and the

expected number of detections in the time interval is A = ut. Here, it is determined that

le—u
P(u 1) = = (A2)
= pe H (A.3)
and
(u(n = 1))0e =D
P(u(n-1),0) = F=— (A4)
= ¢+l (A.5)
ergo, the probability of a sTop signal in any given pulse n is
Psrop = P(p1, 1) - P(u(n = 1),0) (A.6)
= pe Fe M=) (A7)
= pe H" (A.8)

Hence, the probability decays exponentially. In this experiment, u is on the order of 0.04.
This approximate rate of decay is indeed observed in the number of frue reaction counts

in each subsequent beam pulse after the major timing coincidence peak.
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A.4 Weisskopf estimates

In this work, y-ray transitions below 5 MeV are observed in the relatively low-mass nuclei

46.48K . All states populated in **K have negative parity, limiting their decays to odd-M
and even-E; most likely, M1 or E2. Figure shows the relative probabilities of each
decay, indicating that M1 is far more likely. This is in agreement with observation, as all

of the *3K y-ray transitions observed in this work have AJ < 1.

The same is largely true for “°K, which is broadly separated into high-energy positive

parity states, and low-energy negative parity states. Decays within these two groups will

primarily be M1 in character, AJ < 1. Alternatively, decays between the two parity groups
can be M2 or EI, with E1 dominating (see Figure[A.4b)).
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Figure A.4: Weisskopf decay probabilities for (a) no parity change in **K and (b) parity
change in “°K. Figure plotted according to the formulae from Ref. [43, p. 69].

XVviil



Details of excited states

In this appendix, spectra relating to the interpretation of ‘simple’ states (i.e. those that did

not require specific additional techniques) are presented.

B.1 ¥’K(d,p)**K

The ground state of **K is examined through the comparison of excitation spectra with
and without coincident y-ray detections. These normalised spectra can be seen in
Figure B.1] and show a decrease in the number of counts in the lowest energy peak.

Hence, the ground state is populated in the *’K(d,p) reaction.
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Figure B.1: Normalised counts of “*K with and without a y-ray coincidence requirement,
showing that the coincidence requirement suppresses the lowest energy peak, indicating a
population of the ground state.
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The 0.143 MeV state in “®K, known in the literature, is strongly populated in this reaction.
Only one y-ray is seen in coincidence with this peak — the transition to the ground state —

in line with expectation.
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Figure B.2: Gate: E_=0.143 £ 0.4 MeV. The only significant y-ray coincidence is the
0.143 MeV transition.

The novel 0.967 MeV has only coincident decay — the transition to the 1~ ground state.
This unique signature supports a 0~ assignment. This state is fed by the 1.978 MeV state,

as shown in Figure
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Figure B.3: Gate: Ey =0.967 MeV. Primarily in coincidence with the 0.967 MeV state,
with some feeding from 1.978 MeV.
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The novel 1.409 MeV state has three observed decays; to the ground state, 0.143 MeV,
and 0.279 MeV. The spectrum in Figure [B.4] shows these decays, as well as subsequent

de-excitations.
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Figure B.4: Gate: E, =1.409 +0.2 MeV. Transitions are marked with the y-ray energy
subtracted from the state energy. This state decays to the ground state, 0.143 MeV and
0.279 MeV states.

The novel 1.978 MeV state has three observed decays; to the ground state, 0.143 MeV,
and 0.967 MeV. The spectrum in Figure [B.5| shows these decays, as well as subsequent

de-excitations.
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Figure B.5: Gate: E, =1.978 £0.2 MeV. This state decays nearly exclusively to the
0.143 MeV state, with weak branches to the ground state and 0.967 MeV states.
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The novel 2.407 MeV state is not completely resolved from the stronger 1.978 MeV state,
and so a background gate is presented in Figure [B.6] This state decays only to 1~ states,

indicating a 0~ assignment.
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Figure B.6: Gate: E, =2.407 + 0.2 MeV (blue) with background gate on 1.978 MeV (red).

The novel 2.908 MeV state is weakly populated and appears to decay only to the
0.143 MeV ground state. The apparent 0.279 MeV coincidence is background from a

poorly resolved weak state.
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Figure B.7: Gate: E, =2.908 + 0.2 MeV. This state decays only to the 0.143 MeV state.
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The novel 3.601 MgV state is the strongest of the pure £ = 3 states, but is poorly resolved
from many neighbouring states. As a result, there is a large background component in
the coincidence spectra. Despite this, many transitions have been firmly identified as
originating from this state, having observed transition to every state in the region of 0 to
1.5 MeV that is accessible by M1 transition.
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Figure B.8: Gate: E, =3.601 +0.1 MeV. This state has a very fractured decay pattern —
each of these transitions is confirmed by reverse gating.
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B.2 YK(d,t)*°K

As in K, the ground state of *°K is examined through the comparison of excitation
spectra with and without coincident y-ray detections. These normalised spectra can
be seen in Figure [B.9] and show an elimination of the lowest energy peak when y-

ray coincidences are required. Hence, the ground state is populated in the 4’K(d,t) reaction.
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Figure B.9: Normalised counts of “°K with and without a y-ray coincidence requirement,
showing that the coincidence requirement suppresses the peak at 0 MeV, indicating a
population of the ground state.
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The 1.945 MeV and 2.233 MeV states have been previously observed in the literature, and
the 1.945 MeV to ground state decay had been established. New from this work, however,
is the 0.288 MeV y-ray transition, shown in Figure This transition can firmly deter-
mine the energy of the higher energy, refining it from the literature value of 2.222 MeV [39].
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Figure B.10: Gate: E_=2.0+0.4 MeV. This gate covers the 1.945 MeV and 2.233 MeV
states, with the 1.45 MeV and 0.288 MeV decays clearly visible.

The 2.73 MeV state is not fully resolved from the strong 3.4 MeV doublet, but it is
clearly populated by the “’K(d,t) reaction. A ground state decay is observed, as shown in
Figure The three-count bin at 1.41 MeV is not at the correct energy to be a decay
to the 1.37 MeV state, but an E/ transition to this state could be allowed.
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Figure B.11: Gate: E_ =2.73 + 0.2 MeV. This peak, which is clear in the E, spectrum, has
a ground state decay that is confirmed by reverse gating.
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