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Abstract

The High Energy Stereoscopic System (H.E.S.S.) is an array of five imaging atmospheric
Cherenkov telescopes located in the Khomas Highland of Namibia. H.E.S.S. operates in
a wide energy range from several tens of GeV to several tens of TeV, reaching the best
sensitivity around 1TeV or at lower energies. However, there are many important topics
– such as the search for Galactic PeVatrons, the study of gamma-ray production scenarios
for sources (hadronic vs. leptonic), EBL absorption studies – which require good sensi-
tivity at energies above 10TeV. This work aims at improving the sensitivity of H.E.S.S.
and increasing the gamma-ray statistics at high energies. The study investigates an en-
largement of the H.E.S.S. effective field of view using events with larger offset angles in
the analysis. The greatest challenges in the analysis of large-offset events are a degrada-
tion of the reconstruction accuracy and a rise of the background rate as the offset angle
increases. The more sophisticated direction reconstruction method (DISP) and improve-
ments to the standard background rejection technique, which by themselves are effective
ways to increase the gamma-ray statistics and improve the sensitivity of the analysis, are
implemented to overcome the above-mentioned issues. As a result, the angular resolution
at the preselection level is improved by 5 - 10% for events at 0.5◦ offset angle and by 20 -
30% for events at 2◦ offset angle. The background rate at large offset angles is decreased
nearly to a level typical for offset angles below 2.5◦. Thereby, sensitivity improvements of
10 - 20% are achieved for the proposed analysis compared to the standard analysis at small
offset angles. Developed analysis also allows for the usage of events at large offset angles
up to approximately 4◦, which was not possible before. This analysis method is applied
to the analysis of the Galactic plane data above 10 TeV. As a result, 40 sources out of the
78 presented in the H.E.S.S. Galactic plane survey (HGPS) are detected above 10TeV.
Among them are representatives of all source classes that are present in the HGPS cata-
logue; namely, binary systems, supernova remnants, pulsar wind nebulae and composite
objects. The potential of the improved analysis method is demonstrated by investigating
the more than 10 TeV emission for two objects: the region associated with the shell-type
SNR HESS J1731−347 and the PWN candidate associated with PSR J0855−4644 that is
coincident with Vela Junior (HESS J0852−463).
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Kurzfassung

H.E.S.S. ist eine System von fünf abbildenden atmosphärischen Cherenkov Teleskopen im
Khomas-Hochland von Namibia. H.E.S.S. arbeitet in einem weiten Energiebereich von
einigen zehn GeV bis zu einigen zehn TeV und erreicht die beste Sensitivität um 1 TeV
oder bei niedrigeren Energien. Es gibt jedoch viele wichtige Themen – wie die Suche nach
galaktischen PeVatrons, die Untersuchung von Gammastrahlen-Produktionsszenarien für
Quellen (hadronische vs. leptonische), EBL-Absorptionsstudien – die eine gute Sensitivität
bei Energien oberhalb von 10 TeV erfordern. Diese Arbeit zielt darauf ab die Sensitivität
von H.E.S.S. zu verbessern und die Gammastrahlenstatistik bei Energien über 10TeV zu
erhöhen. Untersucht diese Studie das effektive Gesichtsfeld von H.E.S.S. durch die Ver-
wendung von Ereignissen mit größeren Versatzwinkeln in der Analyse (insbesondere bis zu
4◦ anstelle von 2.5◦) zu vergrößern. Die größten Herausforderungen bei der Analyse von
Ereignissen mit großem Versatzwinkeln sind eine Verschlechterung der Rekonstruktions-
genauigkeit und ein Anstieg der Hintergrundrate mit zunehmendem Versatzwinkeln. Die
ausgefeiltere Richtungsrekonstruktionsmethode (DISP) und Verbesserungen der Standard-
Hintergrundunterdrückungstechnik (die selbst auch wirksame Methode zur Erhöhung der
Gammastrahlenstatistik und zur Verbesserung der Sensitivität der Analyse sind) sind zur
Überwindung der oben genannten Probleme eingesetzt. Infolgedessen wird die Winke-
lauflösung auf der Vorselektionsebene um 5 - 10% für 0.5◦ und um 20 - 30% für 2◦ Ver-
satzwinkeln verbessert. Die Hintergrundrate bei großen Versatzwinkeln wird fast auf ein
Niveau gesenkt, das bei Versatzwinkeln unter 2.5◦ typisch ist. Letztendlich erreicht die
hierentwickelte Analysis eine ein um 10 - 20% verbesserte Sensitivität bei kleinen Ver-
satzwinkeln und erlaubt die Verwendung von Ereignissen bei großen Versatzwinkeln bis
zu etwa 4◦, was vorher nicht möglich war. Diese Analysemethode wird bei der Analyse
der Daten der Galaktischen Ebene oberhalb von 10 TeV angewandt. Als Ergebnis werden
40 der 78 Quellen, die in der H.E.S.S. Durchmusterung der Galaktischen Ebene (HGPS)
vorgestellt wurden, oberhalb von 10TeV detektiert und charakterisiert. Darunter befinden
sich Vertreter aller Quellklassen, die im HGPS-Katalog etabliert sind. Das Potenzial der
verbesserten Analysemethode wird auch durch die Untersuchung der Emission oberhalb
von 10 TeV für zwei Objekte demonstriert: die Region, die mit dem Schalenüberrest SNR
HESS J1731−347 assoziiert ist, und der PWN-Kandidat, der mit PSR J0855−4644 assozi-
iert ist und mit HESS J0852−463 zusammenfällt.
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Chapter 1

Introduction

In the last century, thanks to fast progress in technology and science, the field of gamma-ray
astronomy opened a new window for the exploration of the Universe. It started more than
100 years ago (in 1912) when Victor Hess discovered that the level of ionising radiation in
the atmosphere increases above the altitudes of approximately 1 km [128]. The conclusion
was that the radiation originates from outer space and later it was called cosmic rays.

The spectrum of cosmic rays has been measured by many experiments [177]. Current
theory predicts that the cosmic protons with energies at least up to about 1015 eV or even
higher have a Galactic origin [57, 113]. For example, supernova remnants are predicted to
be effective cosmic ray accelerators [65, 107]. However, being charged particles, cosmic rays
are deflected by magnetic fields on the way to Earth and their arrival directions cannot
point back to their origin. Gamma rays, on the other hand, can. They are produced via
the cosmic-ray interactions with the media in the vicinity of the source and can be detected
using orbital or ground-based gamma-ray instruments.

Nowadays, Imaging Atmospheric Cherenkov Telescopes (IACT) are the most common type
of ground-based gamma-ray instruments. This technique requires the detection of the short
bursts of Cherenkov radiation emitted by secondary particles in the cascades caused by
gamma or cosmic rays interacting with the atmosphere [184]. It was pioneered by the
Whipple telescope in Arizona, which detected the first TeV source, the Crab Nebula, in
1989 [185]. Today, after several decades of gamma-ray astronomy development and a few
generations of Cherenkov telescopes [132], there are more than 200 detected TeV sources
in our own Galaxy as well as sources of extragalactic origin (Figure 1.1) [179].

The High Energy Stereoscopic System (H.E.S.S.) in Namibia is one of the current generation
IACTs [130]. Its Galactic plane survey, published in 2018 [5], includes 78 gamma-ray
sources detected in the energy range from hundreds of GeV to more than 50 TeV. Among
them there are sources identified as supernova remnants, pulsar wind nebulae, composite
sources and binary systems. Nevertheless, more than half of the sources presented in the
survey are unidentified. Moreover, the particle acceleration and gamma-ray production
mechanisms remain a mystery for many of these sources until this day. Further studies of
the spectrum, morphology at different energy and the full multi-wavelength picture might
shed some light into the open questions and unknown properties of some of the most
extreme environments in the Universe.
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• Chapter 4 discusses one of the ways to improve the gamma-ray statistics above 10 TeV
by extending the maximum allowed event offset beyond the size of the H.E.S.S.
telescope cameras. Since the analysis of events at offsets beyond the physical size
of the telescope camera has a few challenges, such as degraded quality of the event
reconstruction and increased background rate, an additional reconstruction method
and modifications for the background rejection method were implemented into one
of the H.E.S.S. analysis chains.

• Chapter 5 shows the performance of the proposed analysis approach. It covers topics
of reconstruction quality, background rejection efficiency and analysis sensitivity as
well as compares the analysis performance obtained with simulated gamma rays and
real observational data.

• Chapter 6 presents the application of the method, developed in this work, to the sur-
vey of the Galactic plane performed by the H.E.S.S. telescopes during the first decade
of their operation. More than half of the known Galactic sources emit at energies
above 10 TeV and all object classes identified in the Galactic plane survey are among
them. In addition, the region associated with the shell-type SNR HESS J1731−347
and the PWN candidate associated with PSR J0855−4644 are discussed in greater
details.

• Chapter 7 concludes the study presented in this work and gives an outlook on future
perspectives.
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Chapter 2

Cherenkov technique

Gamma rays are typically divided into two classes depending on their energy: High-
Energy (HE ) and Very-High-Energy (VHE ) gamma rays. A typical energy range of HE
gamma rays extends from approximately 100MeV to about 100 GeV. The Earth’s atmo-
sphere is opaque to such photons; thus, direct HE observations are conducted from orbit. A
current generation HE instrument such as Fermi -LAT [62], observes from around 20 MeV
to more than 300 GeV1. However, space-based detectors are limited in size, and since source
flux drops as the photon energy increases, orbital instruments are too small for efficient
gamma-ray detection at energies above a few hundreds of GeV. Thus, in the VHE domain
(above 100GeV), ground-based experiments come into play. One of the techniques capable
of VHE gamma-ray observation from the ground is the Imaging Atmospheric Cherenkov
Technique (IACT 2) [184], which detects gamma rays by observing their interactions in the
atmosphere. This way, the Earth’s atmosphere acts as part of the detector, i.e. as a tracker
and calorimeter. This chapter discusses the main principles of gamma ray propagation in
the atmosphere and its subsequent detection by the Cherenkov telescopes.

2.1 Extensive air showers

When a high energy cosmic or gamma ray interacts with the nuclei in the atmosphere, they
create showers of secondary particles – Extensive Air Showers (EAS ). EASs are divided
into two subclasses, depending on the type of the primary particle. Gamma rays and
electrons3 produce electromagnetic (EM ) showers, while protons and heavier nuclei create
hadronic showers. Irrespective of the primary particle type, all relativistic charged particles
that are produced in the EAS emit Cherenkov light as they travel through the atmosphere.
Detection of such light is the basis of the IACT. The camera of a Cherenkov telescope
records the flashes of Cherenkov light from the EASs, which allows for a reconstruction
of the energy and direction of the primary particles, as well as identification of their type
[184].

13FHL Fermi-LAT catalog contains sources significantly detected up to 2TeV [53].
2IACT is also often spelt out as Imaging Atmospheric Cherenkov Telescope.
3Hereafter, ‘electrons’ is a reference for both electrons and positrons, since they behave very similarly.
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6 CHAPTER 2. CHERENKOV TECHNIQUE

2.1.1 Cherenkov radiation

Cherenkov light is produced when a charged particle moves in a dielectric medium faster
than the phase velocity of light in this medium [117], i.e. faster than c/n, where c is
speed of light and n is the refractive index of the medium. As the particle travels, it
polarises molecules along its trajectory. When these molecules return to the ground states,
they emit electromagnetic waves. If the velocity of the initial particle is smaller than c/n,
polarisation along the track is more symmetrical and emitted waves from the neighbouring
parts of the track interfere and cancel each other. But if the particle moves faster than c/n,
the polarisation is asymmetrical and emitted electromagnetic waves interfere constructively
in the phase under the Cherenkov angle θ (Figure 2.1, left):

cos θ =
1

nβ
=

c

nv
, (2.1)

where v is a velocity of the initial particle. This way, light is emitted in a cone with an
opening angle θ as shown on the right side of Figure 2.1.

Particles in the EAS experience different layers of the atmosphere at different altitudes. At
high altitudes, the air is thinner and refractive index is close to 1. The density increases
at lower altitudes resulting in a higher refractive index. This leads to an increase of the
Cherenkov cone opening angle as the particle penetrates deeper into the atmosphere. As
a result, a single particle leaves a footprint on the ground shaped like a thin ring.

For a given medium, the energy threshold for Cherenkov light production is:

βthresh = 1/n, (2.2)

with particles emitting light at cos θ = 1 at the threshold. The Cherenkov angle increases
(cos θ decreases) with increasing particle energy. Most of the particles in the EAS are
ultrarelativistic with β close to 1, resulting in emission of Cherenkov light at an angle:

θmax = arccos(1/n), β = 1. (2.3)

!c
!c

Cherenkov

wavefrontc/n

c/n

v = c
Cherenkov

light

!c

Figure 2.1: Cherenkov light production.
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The number of Cherenkov photons emitted per unit track length x of the particle and
wavelength λ is described by the Frank-Tamm formula [177]:

d2N

dxdλ
=

2πz2α

λ2

(

1− 1

n2β2

)

=
2πz2α

λ2
sin2 θ, (2.4)

where α is the fine-structure constant and ze is the charge of the particle. As can be seen
from Equation 2.4, the number of emitted photons is inversely proportional to λ2, resulting
in more photons produced with shorter wavelengths. Thus, most of the Cherenkov photons
are emitted in the ultraviolet and blue range.

2.1.2 Electromagnetic air showers

Electrons and gamma rays interact predominantly via EM interactions and therefore, pro-
duce EM showers. In the field of the atmosphere nucleus, the primary gamma ray creates
an electron-positron pair via pair production. This electron and positron undergo the
bremsstrahlung process and emit secondary high-energy photons, which in turn produce
more electron-positron pairs [158]. The process repeats, resulting in the production of an
EM cascade of secondary particles. Such a simplified model of EM shower development is
often called the Heitler model [126] and is schematically illustrated in Figure 2.2.

EM processes can be characterised by the radiation length Xbrems. This is the mean
distance over which a high-energy electron loses 1/e of its energy due to radiation losses,
normally measured in g cm−2 [116]. The electron radiation length Xbrems is equal to 7/9
of Xpair, the mean free path for the pair production of a high-energy photon. They are
often considered to be equal, i.e. Xbrems = Xpair = X0, for simplicity. This way, when
a primary gamma ray with energy E0 travels the distance X0, it produces an electron-
positron pair with each particle receiving an energy of E1 = E0/2. The two particles
continue propagating, and after another X0 (2X0 from the top of the atmosphere), each of
them also emits bremsstrahlung photons with energy E2 = E0/4. After a distance nX0,
there are 2n secondary particles in the cascade, where 2/3 of the particles are electrons
and positrons and 1/3 are photons. Each of them carries energy En = E0/2

n.

Such a development continues until the energy of the electrons drops below the critical
level Ec, at which point the ionisation losses dominate over the radiation losses. In the
air, the electron critical energy is around 88MeV [177]. At this point, the shower typically
penetrates to a depth of ncX0 and reaches the maximum of development. At this point,
the number of particles in the cascade decreases and the shower starts to die out. At the
maximum, the cascade contains around N = 2nc = E0/Ec particles [116]. From this, it
can be seen that:

nc =
ln(E0/Ec)

ln 2
, (2.5)

and the maximum of the shower is located at atmospheric depth:

Xmax =
ln(E0/Ec)

ln 2
·X0. (2.6)

Showers induced by cosmic electrons develop similarly to the gamma-ray-induced ones.
However, they have a few distinctions [100]. First of all, as mentioned above, the radiation
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Figure 2.2: A simplified model of a gamma-ray-induced electromagnetic air
shower. Credit: K. Bernlöhr [68].

length Xbrems and the mean free path Xpair in reality are different (Xbrems = 7/9Xpair),
which means that electron-induced showers start to develop earlier in the atmosphere.
Second, being a charged particle, the primary electron also emits Cherenkov light (direct
Cherenkov light) before the first interaction in the atmosphere. Nevertheless, gamma
and electron-induced showers are almost indistinguishable for the current generation of
Cherenkov telescopes.

2.1.3 Hadronic air showers

Highly relativistic cosmic protons and heavier nuclei produce hadronic air showers as shown
in Figure 2.3. A primary proton or heavier cosmic ray interacts strongly with nuclei in the
air [151]. All kinds of pions (π0, π+, π−), as well as heavier hadrons, are the products of
such a collision. After the collision, the atmospheric nucleus stays in the highly excited
state and as a result can be unstable. One of the possible outcomes is an emission of
spallation fragments, which are parts of the nucleus.

Charged pions have a relatively short mean lifetime of 2.6 × 10−8 s [177]. They are likely
to decay into muons and neutrinos; of these, muons are also unstable and decay within
2.2× 10−6 s into electrons and neutrinos:

π+ −→ µ+ + νµ µ+ −→ e+ + νe + ν̄µ (2.7)

π− −→ µ− + ν̄µ µ− −→ e− + ν̄e + νµ (2.8)

Neutral pions decay even faster than charged ones. The mean lifetime of neutral pions is
8.4× 10−17 s [177]. They then decay into two high energy photons, which travel further in
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Figure 2.3: A simplified model of hadronic air shower. Credit: K. Bernlöhr
[68].

the atmosphere and create an EM component of the hadronic shower as discussed in the
previous section.

2.1.4 Difference between electromagnetic and hadronic showers

The neutral pions in the hadronic shower carry a part of the primary hadron energy and
feed it into the subsequent EM cascade. Almost all Cherenkov light that is seen from
the hadronic shower is produced in the EM sub-showers. Due to this fact, the hadronic
showers can mimic the gamma-ray-initiated ones, leaving a similar footprint in the camera
of Cherenkov telescope and, thus, it can be difficult to distinguish between these two types
of showers.

Nevertheless, gamma-ray and hadron-induced showers are different. Figure 2.4 shows an
example of the Cherenkov light lateral distribution for these shower types. The distinctive
features of the hadronic showers are [116]:

• Brightness of the shower. As mentioned above, most of the Cherenkov light in
hadronic cascade comes from EM sub-showers, where only a fraction of the initial
energy is deposited. This means that hadronic showers are fainter than EM ones for
the same energy of the primary particle.

• Presence of muons. Some muons can be very energetic and live long enough to
penetrate deep into the atmosphere and even reach the ground. Since muons do
not produce a cascade of secondary particles, the Cherenkov light leaves a circular
footprint in the camera. This is one of the most characteristic signs of a hadronic



10 CHAPTER 2. CHERENKOV TECHNIQUE

Figure 2.4: The lateral distribution of the Cherenkov light produced in showers
that are caused by a 300 GeV gamma ray (left) and 1 TeV proton (right). Both
plots show the area of 400m by 400 m with the shower core position in the
centre. Credit: K. Bernlöhr [68].

shower.

• Spatial structure. Hadronic showers have large transverse momentum transfer, which
leads to an irregular structure in the images taken by the Cherenkov telescope camera.
They can also consist of more than one bright EM sub-shower and, thus, have images
with multicore structure. On the other hand, images of the EM showers have a more
compact elliptical shape, nicely pointed in the direction of the shower origin.

2.2 The High Energy Stereoscopic System

The High Energy Stereoscopic System (H.E.S.S.) is one of the currently operating IACTs
[130] together with MAGIC [55] and VERITAS [186]. H.E.S.S. is an array of five Cherenkov
telescopes located in Namibia at an altitude of 1835m above sea level. Figure 2.5 shows a
photo of the array with:

• four small-sized telescopes (CT1 - 4 ) that each have a 12m diameter dish and are
situated in the corners of a square with a 120 m side length [46]. They were built in
2002 - 2003 and constitute the first phase of the experiment (H.E.S.S. I ). CT 1 - 4 have
a 5◦ field of view (FoV ) and operate in the energy range from approximately 100GeV
to more than 50 TeV. The best sensitivity is achieved at energies around 1 TeV. At
low and medium energies, the sensitivity is limited by the cosmic-ray background,
while at high energies, it is limited by the low statistics due to typical steeply falling
energy spectra.

• a big telescope (CT5 ) was constructed in the middle of the array in 2012, starting
the second phase of H.E.S.S. operations (H.E.S.S. II ) [139]. CT5 has a large dish
(28 m), which lowers the energy threshold of the system to a few tens of GeV. On
the other hand, it has a smaller FoV (around 3.2◦) and, as explained in Chapter 4,
is not considered in this work.



2.2. THE HIGH ENERGY STEREOSCOPIC SYSTEM 11

Figure 2.5: The High Energy Stereoscopic System (H.E.S.S.) in the Khomas
Highland of Namibia [130]. CT 1 - 4 are located in the corners of the array and
CT 5 is in the middle. In front of each telescope, there is a camera shelter, in
which cameras are secured during the day or bad weather. A control building,
from where the telescopes are operated, is seen in the bottom of the photo.
Credit: H.E.S.S. Collaboration, Christian Föhr.

The distance between telescopes in the array is a compromise between larger area coverage
and the necessity of having multiple telescopes observe a shower, known as stereoscopic
shower detection, which is particularly important for the small telescopes as discussed in
Section 3.1.2. The gamma-ray showers are rather compact. At energies of a few TeV and
below, the distribution of Cherenkov light on the ground (also known as the light pool)
at H.E.S.S. altitude is approximately uniform up to about 120 m from the shower axis.
Outside the light pool, the density of Cherenkov photons drops exponentially [153]. At
higher primary energies, the photon density gradient within the light pool is stronger but
the overall behaviour is similar. Figure 2.6 shows examples of Cherenkov photon density
lateral distribution at different observation altitudes for showers induced by gamma rays
with primary energies of 1 TeV and 30 TeV.

The design of a Cherenkov telescope is quite simple and, in some sense, similar to optical
telescopes. One of the small H.E.S.S. telescopes is schematically illustrated on the left side
of Figure 2.7. It uses an alt-azimuth mount : a steel base-frame rotates around the vertical
(azimuth) axis, supporting a dish that can rotate around the horizontal (elevation) axis
[74]. The dish contains a telescope reflective surface. For simplicity and cost effectiveness,
the reflective surface consists of 382 round 60 cm mirror facets and is not a big single mirror.
Nevertheless, such a design has a sufficiently precise optical Point Spread Function (PSF )
to resolve structures in the air showers [84]. The mirror facets focus Cherenkov light from
showers into the camera, located in the focal plane as shown in the right part of Figure 2.7.
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Figure 2.6: The average density of Cherenkov photons from vertical gamma-
ray-induced air showers for two different primary energies at different observa-
tion altitudes [122]. The left and right columns show the density distributions
for a broader distance range from the shower core position and zoomed in
view, respectively. The H.E.S.S. telescopes are located at an altitude of about
1835 m above sea level.

2.2.1 Telescope camera

The air shower development is a very fast process, producing faint Cherenkov light flashes
that last only a few tens of nanoseconds. Therefore, the camera must be able to record
the photons on similar timescales. Many IACTs, including H.E.S.S., use Photomultiplier
Tubes (PMTs) to detect such flashes. Each camera of the CT 1 - 4 telescopes contains 960
PMTs (pixels). To avoid photon losses in the gaps between PMTs, they are covered with
Winston cones, special light reflectors that focus light into the PMTs [74]. The left side of
Figure 2.8 shows a photo of the Winston cones in one of the H.E.S.S. cameras.

Inside the PMT, a Cherenkov photon hits the photocathode and an electron is emitted
due to the photoelectric effect [121]. Several electrodes (dynodes) with positive potential
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Figure 2.7: A schematic illustration of the H.E.S.S. small telescope (left panel,
image credit: H.E.S.S. Collaboration [130]) and the main principle of the EAS
detection by IACTs (right panel, image credit: K. Bernlöhr [183]).

are located inside PMT. They are organised in such a way that each dynode has a higher
potential than the previous one. A primary electron is accelerated by an electric field and
strikes the first dynode, resulting in the emission of several secondary electrons. These
electrons move towards the second dynode, where the process of electron emission repeats.
Thus, the number of secondary electrons inside the PMT grows from dynode to dynode
until they reach an anode and create an output signal.

The PMTs are grouped into 60 modules, which are called drawers, and each drawer contains
16 PMTs. Each PMT is connected to analog and slow control electronic boards. There are
two analog boards in each drawer. Eight PMTs in a drawer are connected to the left analog
board, composing a left half-drawer, while another eight are connected to the right analog
board, a right half-drawer. A signal from the PMT then goes through a pre-amplification
step and is split into three branches: one trigger channel and two readout channels4.

2.2.2 Trigger and readout system

PMTs are very sensitive devices and operated with high voltage, which is why it is prefer-
able to conduct the Cherenkov telescope observations during moonless nights5. But even

4The next section discusses the trigger and readout channels of the CT1 - 4 telescopes before their
upgrade in 2016 (see Section 2.2.3 and [61]). It is done because the studies presented in the following
chapters focus on data taken by the H.E.S.S. CT1 - 4 telescopes between 2004 and the end of 2012, i.e.
before the camera upgrade.

5Very intensive light can damage PMTs or considerable shorten their lifespan. Moreover, additional
noise would make the data analysis more challenging later on. Nevertheless, MAGIC, VERITAS and,
since recently, H.E.S.S. telescopes perform moonlight observations in order to increase the duty cycle
[52, 59, 182].
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pixel and sector comparator thresholds are programmable and can be changed depending
on the NSB rate and a desired telescope trigger rate. For the H.E.S.S. CT 1 - 4 cameras,
typical threshold values of 4 photoelectrons (p.e.) in 3 pixels are applied.

The Central Trigger System (CTS ) [104] is located in the control building. It receives the
trigger information from each telescope. At this level, the trigger differs depending on the
telescope type [75]. Normally, the CT 1 - 4 telescopes should always trigger in coincidence
with another or with CT5 because the quality of the shower reconstruction improves with
an increase in telescope multiplicity (stereo reconstruction). This means that at least
two telescope triggers must be received within an 80 ns time window. In contrast, CT5
telescope can work in the mono regime and issues central trigger having L1 signal only
from CT 5 itself, since it alone has a lower energy threshold and detects very faint air
showers, which typically do not trigger smaller telescopes.

In any scenario, if the array is triggered, the system gives a command to acquire and
save the data from the buffers, which contain the information from the readout channels,
the other two branches of the PMT signal [37]. A two-channel readout system is chosen
to cover the required large dynamic range. One channel is used in the range 1 - 200 p.e.
and has a higher amplification (high gain channel). The second readout channel covers
higher intensities 15 - 1600 p.e. and has lower amplification (low gain channel). Signals in
both channels are sampled with a frequency of 1GHz using Analog Ring Samplers (ARS )
[93]. Every ring buffer contains 128 cells which are continuously overwritten. As soon
as a camera gets triggered, writing to the buffers stop. The content of the cells within
a specified readout window (16 ns for normal readout mode) is sent to Analog-to-Digital
Converter (ADC ), where the signal is digitised. Then the digital signals are summed and
sent to another buffer, where it is stored until a decision by the CTS to acquire the data.

2.2.3 H.E.S.S. CT1 - 4 Camera upgrade

The first H.E.S.S. telescopes have been operating for more than a decade in the harsh envi-
ronment of the Namibian desert. The continuous operation resulted in ageing electronics,
which led to an increased failure rate. At the same time, a new modern fifth telescope had
been built in the middle of the array, lowering the threshold and increasing the trigger rate
of the system from 200 - 300 Hz to more than 1.5 kHz. The original CT 1 - 4 cameras had a
large dead time6, around 450µs, compared to approximately 15µs for CT5 [75]. For such
high rates, the 450µs dead time of the telescope camera would have lead to a fractional
dead-time of 10 - 20%, reducing the telescope multiplicity and, as a result, worsening the
event reconstruction quality and the sensitivity of the whole array.

This required an upgrade of the CT 1 - 4 cameras, which was successfully performed in
2015 - 2016 [61]. During the upgrade, a number of security sensors and systems were
installed and the camera ventilation was improved. The new ventilation system allows
for controlling the camera temperature and creates an air overpressure to prevent dust
accumulation inside the camera. And, most importantly, all electronics inside the cameras
were refurbished except the PMTs and their bases.

The trigger and readout logic of the CT 1 - 4 cameras has undergone very minor changes.

6The triggered event cannot be recorded if the system is still ‘busy’ recording the previous one.
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In the trigger channel, the only difference is a sampled output of the comparator at the L0
trigger level. Such a scheme allows for the easy introduction of more sophisticated trigger
schemes and gives an opportunity to perform tests for the future generation of Cherenkov
experiments. The other parts of the trigger channel have stayed the same. The notable
modification of the readout channel is a NECTAR chip [165]. It combines a ring memory
buffer with an increased number of cells (1024) and digitising function. A readout of the
NECTAR chip is able to work much faster than the old readout electronics, which were
responsible for the large dead time of the cameras [104]. Since the upgrade, the dead time
of the CT 1 - 4 telescopes significantly decreased and became comparable to the CT5 dead
time. This increased the number of recorded stereoscopic events, which will result in an
improvement in sensitivity and array performance. The dynamic range was also expanded.
The low gain is linear now up to 4200 p.e., which prevents pixel saturation for very high
energy events.

2.3 Simulation technique

Nowadays, the Monte Carlo method of simulation [160] is widely used in different spheres
of life [147], especially in science. Many physics experiments, including H.E.S.S., use Monte
Carlo simulations to understand the measurements obtained by the instrument and analyse
these data. In VHE gamma-ray astronomy, simulations typically proceed in two steps:

• First, the EAS development in the atmosphere is simulated using the CORSIKA
package [85], which was originally developed for the KASCADE experiment [94]
and has now become arguably the most popular program for air shower simulation.
It allows for the production of air showers initiated by photons, protons, nuclei and
other particles [124]. It models particle interactions, decays and various energy losses,
including Cherenkov light production [125]. CORSIKA also takes into account the
impact of the atmosphere on Cherenkov light (e.g. extinction) [70] and records
photons that would hit the telescope reflector.

• Then, the second step is the detector simulation, which is done by the sim_telarray

package [69]. sim_telarray provides optical ray-tracing in the telescope, the photon
detection by the PMTs and the following response of the electronics [72, 73]. In
order to make the simulation close to the real observation, it also emulates the NSB
in the camera pixels. Electronics simulation starts at the PMT level and includes
the local and central triggers as well as readout channels described in Section 2.2.2.
In the output, the simulated data have similar properties as the data from the real
telescope.

In this work, CORSIKA and sim_telarray are applied for the production of gamma-ray
simulations, which were heavily used for the analysis method development, discussed in
Chapter 4, and performance study in Charter 5.



Chapter 3

Standard event analysis

Before it can be analyzed, the raw camera data must first be calibrated [37], i.e. the signal
recorded from each pixel is converted into light intensity measured in photoelectrons. In
the H.E.S.S. experiment, there are several analysis chains, which have different calibration
schemes and event reconstruction techniques [46, 92]. They are used to cross-check each
other for consistency. This chapter is devoted to the description of the event analysis
schemes, which are implemented within the H.E.S.S. analysis package (HAP), one of the
software packages for data analysis in H.E.S.S.

3.1 Image preparation

As mentioned in the previous chapter, the camera records not only Cherenkov photons from
the EAS, but also NSB light. In the standard HAP analysis, all shower images should be
cleaned of NSB noise before the reconstruction starts. Cleaned images undergo a procedure
of parametrisation and quality selection, which is usually referred to as preselection. Thus,
only good grade images are selected for event reconstruction.

3.1.1 Image cleaning and parametrisation

The identification and rejection of pixels mainly containing NSB photons is done by the
image cleaning procedure. In the HAP standard analysis, pixels dominated by the shower
signal are selected for further analysis, and pixels dominated by the NSB noise are discarded
[46]. For this purpose, a two-level filter is applied. Each image is required to contain pixels
with amplitudes exceeding 10 p.e., that have neighbour pixels with the amplitude above
5 p.e. However, the filter cuts can be also set to different values. For example, thresholds
of 7 and 4 p.e. are typically used in another analysis approach within the HAP framework,
which is briefly discussed in Section 3.4.

The footprint of the EM shower in the camera has an elliptical shape. Therefore, after the
cleaning, each image is parametrised by the ellipse moments of multiple orders. Parameters
derived from such an approach are known as Hillas parameters [131]. They and other
commonly used parameters are listed below and schematically depicted in Figure 3.1:

17
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Figure 3.1: The sketch illustrates the shower image in the camera plane and
some of the image parameters, which are typically used for the event analysis.
The red cross marks the shower direction.

• Amplitude or Size is the zero-order ellipse moment. It corresponds to the sum of all
pixel amplitudes contained in a shower image.

• Centre of Gravity (CoG) is the first-order ellipse moment and defines the shower
image position in the camera.

• Local distance is the distance from the camera centre to the CoG of the image.

• Length and Width are defined as the size of the major and minor ellipse axis, respec-
tively.

• Image orientation is the orientation angle of the ellipse’s major axis with respect to
the x-axis in the camera coordinate system. This angle is denoted as ϕ. Together
with the Length and Width parameters, the ϕ angle is derived from the second-order
moments of the ellipse.

• Skewness and Kurtosis are third- and fourth-order ellipse moments. They describe
the asymmetry and shape of the image intensity distribution.

• Displacement is the distance from the image CoG to the shower direction. It is
typically referred to as δ.

• Event offset is the distance from the camera centre to the shower direction. It is
denoted by ψ.

3.1.2 Selection cuts

In order to achieve a good analysis performance, only high quality images should proceed
to the event reconstruction level [46]. For this reason, all images undergo the preselection
cuts:
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• The amplitude (or size) cut rejects faint images, which are hard to reconstruct.
Depending on the gamma-ray source brightness and its spectral slope [46], as well
as background (i.e. cosmic rays) rejection method applied, the amplitude cut can
be as low as 40 p.e. or increased up to 200 p.e. In the standard case, an image
size of at least 60 p.e. or 80 p.e. is required. Table 3.1 summarises typical analysis
configurations used within HAP and the corresponding amplitude cut values.

Simple background rejection
(see Section 3.3.1)

High-performance method
(see Section 3.3.2)

loose 40 p.e. 40 p.e.

std 80 p.e. 60 p.e.

hard 200 p.e. 160 p.e.

Table 3.1: The amplitude selection cut for the different analysis configurations
in the HAP framework.

• The local distance cut selects images that are maximally contained in the camera,
because images truncated by the camera edge lose a lot of information about the
shower. The typical local distance cut value is 0.525 m, which corresponds to 2◦.
Therefore, the CoG of the image should lay within 2◦ from the camera centre. The
cut size is the same for the major analysis configurations in the HAP framework,
which are listed in Table 3.1.

The preselection cuts strongly affect the number of shower images that are available for
the event reconstruction. Typically, the stereoscopic reconstruction with multiple images
is more accurate than the mono reconstruction, which uses only one image. In the H.E.S.S.
experiment, mono analysis is applied only to the CT 5 telescope data1. If an observation
is conducted with two or more telescopes and stereoscopic reconstruction is required, a
multiplicity cut selects events with multiple images. Thus, the event passes to the next
stage in the analysis if two or more shower images pass the aforementioned preselection
cuts.

The efficiency of the cuts, which are discussed above, varies with the primary energy and
offset angle of events. Figure 3.2 shows the number of events at different stages of the event
selection (successive cuts are applied) as a function of energy for 0.5◦ and 2.5◦ event offset.
As seen in the figure, the size cut strongly impacts the low-energy events independently
of their offset. In turn, the local distance cut affects mainly high energies since images at
these energies have larger extents and are more likely to be clipped at the camera edge.
However, its influence at the low-energy part of the spectrum also increases at larger event
offsets. The reason is the same as for the high energies: the image is truncated by the
camera edge because, with the offset increase, the image CoG moves towards the camera
edge. Although the topic of background rejection is discussed later, in Section 3.3, the
effect of the cuts is also shown here. They reject a relatively constant amount of gamma-
ray showers throughout the whole energy range. The efficiency of these cuts is rather

1CT5 has a bigger dish than the CT1 - 4 telescopes and can collect sufficient amount of Cherenkov
photons from the shower for accurate event reconstruction. In addition, its energy threshold is lower,
allowing it to record low-energy showers, which do not trigger the CT1 - 4 telescopes.
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Figure 3.2: Impact of the selection cuts on the number of events as a function
of energy. Results are shown for a point-like gamma-ray source, simulated at
20◦ zenith angle with 0.5◦ (left) and 2.5◦ (right) offset angle. The orange line
in each panel indicates the initial simulated spectrum, while the red line shows
the distribution of events that trigger the telescopes. Then selection cuts are
applied one after another: dark blue line – events that pass size cut; magenta
– size + local distance cut (i.e. preselection cuts); light blue – preselection
and background rejection cuts (see Section 3.3). In addition, all mentioned
selection cuts automatically include the multiplicity cut.

high and almost all gamma rays that pass size and local distance cuts also survive the
background rejection [66].

3.2 Event reconstruction

The events that successfully pass the preselection step proceed to the reconstruction pro-
cedure. This section describes the standard approach to reconstruct the showers direction,
the position of the shower axis on the ground, the primary energy, and other parameters
that are important for further event analysis.

3.2.1 Direction reconstruction

There are several event direction reconstruction algorithms. In the H.E.S.S. standard anal-
ysis, the direction of the primary particle is reconstructed using the geometry technique
(Algorithm 1 ) [136]. In this approach, the shower direction in the camera system is es-
timated by determining the intersection of the major axes of the images. The method is
schematically illustrated in Figure 3.3. The major axes are intersected in pairs, and the
shower direction is the weighted average position of all possible intersections. The weight
of each image pair is given by:
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Figure 3.3: A schematic illustration of the shower direction reconstruction
using geometry method. The left panel shows images of the gamma-ray shower
seen by individual telescopes. On the right side, the images are superimposed in
the common camera plane, where direction reconstruction takes place. Image
credit: K. Bernlöhr [183].

ω =
| sin(ξ) |

(

1

A1
+ 1

A2

) (

W1

L1
+ W2

L2

) , (3.1)

where ξ is the angle between the major axes; A, L and W are the size, length and width of
two images, respectively. Indices denote the first and second image per pair. Thus, a pair
that consists of bright long images with an angle between them close to 90◦ would have a
higher weight in the shower direction calculation.

The position of the shower core is reconstructed in a similar way as the shower direction
[136]. The main difference is that in the case of the direction reconstruction the image
major axes are intersected in the camera plane, while the shower core is reconstructed in
a different coordinate system (related to the ground) [112].

3.2.2 Energy reconstruction

The parameters of the shower images in the camera depend on the energy of the primary
gamma ray and its distance to the telescope array. For the same primary energy, images
are brighter for showers that are located closer to the telescope than for more distant
ones. This fact is used for the primary energy reconstruction. Simulations of point-like
gamma rays are used to build a relation between the inherent gamma-ray property –
the primary energy – and the observed properties – the shower distance to the telescope
(impact parameter) and recorded image amplitude. Based on these simulations, two lookup
tables are created: energy- and energy-sigma-lookup tables, which are represented by 2D
histograms [110]. Each distance-amplitude bin contains a distribution of corresponding
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primary energies. The mean value and the spread of this distribution are written into an
energy- and energy-sigma-lookup table, respectively, as a function of impact parameter and
image size. During the event analysis, both lookup tables are used for energy estimation.
Examples of such tables are shown in the left column of Figure 3.4.

However, the brightness of the shower footprint depends not only on the distance to the
telescope but also on the optical efficiency of the telescope. In the rough desert environ-
ment, mirrors and other optical parts degrade quickly resulting in a deterioration of the
telescope’s reflectivity. Therefore, the mirrors and Winston cones have to be recoated or
exchanged regularly. Between the exchanges, the degradation of reflectivity is carefully
monitored and taken into account during the event reconstruction [81]. In particular, the
issue is addressed during the lookup table production. Thus, energy- and energy-sigma-
lookup tables are binned in optical phases and filled for each telescope individually, taking
into account its optical efficiency during a particular phase. Optical phases and corre-
sponding telescope optical efficiencies are listed in Table 3.2 for the H.E.S.S. I era, the
period of the H.E.S.S. observations relevant to this work.

Phase CT1 CT2 CT3 CT4

100 100 100 93 100

101 70 70 70 70

102 60 54 60 60

103 60 54 85 60

104 60 72 78 60

105 75 70 75 53

106 70 70 70 70

Table 3.2: A list of optical phases and respective telescope optical efficien-
cies during the H.E.S.S. I era, which covers a period of time roughly from
approximately 2002, when the first small telescopes were built, until the end
of 2012, when CT 5 started operations. The quantities presented for each tele-
scope show the percentage of the optical efficiency with respect to the nominal
value. The increase of the optical efficiency indicates the time when the mirror
facets of the corresponding telescope were recoated.

In addition, the amplitude-distance relation also depends on the location of the gamma-
ray origin in the sky (zenith and azimuth) and on its distance to the telescope pointing
position (event offset). Showers that originate from large zenith angles produce the most
light, i.e. have shower maximum, further away from the observer. They also travel through
a larger column of the atmosphere than the ones from low zenith angles. A longer track in
the atmosphere leads to greater absorption of Cherenkov photons and, as a result, fainter
images in the camera for the same primary energy. In addition, the azimuth angle of the
observation also has an effect on the shower images, due to the different configuration of
the geomagnetic field [71]. Charged particles are deflected in the geomagnetic field, leading
to the shower broadening [80]. Therefore, in addition to the binning in optical phases, the
lookup tables are produced for different zenith, azimuth and offset angles, which are listed
in Table 3.3.
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Figure 3.4: An example of lookup tables, designed for energy reconstruction
(left column) and gamma-hadron separation (central and right columns). The
top row shows mean values of the primary energy, shower image length and
width, while bottom row presents the corresponding uncertainty values of these
parameters. These histograms have been produced using gamma rays simu-
lated with 70% optical efficiency, 20◦ zenith and 180◦ azimuth angle, 0.5◦ offset
angle.

Zenith 0, 20, 30, 40, 45, 50, 55, 60, 63, 65◦

Azimuth 0 and 180◦

Offset 0, 0.5, 1, 1.5, 2.0, 2.5◦

Table 3.3: A list of zenith, azimuth and offset angles for which the lookup
tables are produced in the standard HAP analysis. The distance travelled by
a shower in the atmosphere increases inversely with the cosine of zenith angle.
Therefore, the spacing of the lookup tables become smaller at larger zenith
angles.

Eventually, the energy of the primary gamma-ray is reconstructed in two steps [66]. First,
the energy is estimated for each telescope individually from the energy-lookup tables using
the previously reconstructed impact distance and image intensity. Since the lookup tables
are produced for the discreet values of the above-mentioned parameters, the energy is
evaluated by interpolating in the phase-space of these parameters. Then the primary
energy is calculated by averaging the weighted energy estimations from individual images:
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Eprim =

∑

i

Ei ·
1

σ2i
∑

i

1

σ2i

, (3.2)

where Eprim is the reconstructed energy of the primary particle; Ei is the energy evaluated
for each telescope using the energy-lookup tables and σi is the uncertainty of the energy
estimation from the energy-sigma-lookup tables.

The lookup tables are made in different optical efficiency bands, but these are coarsely
spaced and cannot account for small deviations in the telescope reflectivity. Thus, there is
a mismatch between the actual optical efficiency during the observations and the one used
for the lookup tables production. In order to compensate for such an inconsistency, the
reconstructed energy is multiplied by a correction factor:

fcorr =
Fdata

Fsim
, (3.3)

where fcorr is the correction factor and Fdata is the efficiency parameter derived from the
real data [133, 161]. Fsim is the similar efficiency parameter to Fdata, but obtained from
the gamma-ray simulation, produced with the optical efficiency that matches the one used
for the production of the lookup tables.

3.3 Gamma-hadron separation

Unlike gamma rays, whose arrival directions tend to point back to individual sources,
cosmic rays (mainly protons) are distributed more isotropically over the sky and continu-
ously bombard the atmosphere, creating a background for VHE gamma-ray observations.
As discussed in Section 2.1.4, electromagnetic and hadronic showers have a number of
differences, which are used to distinguish between the gamma-ray signal and hadronic
background. Since gamma-hadron separation, in fact, is another selection procedure, it is
usually referred to as postselection. In the standard HAP analysis, there are two methods
of gamma-hadron separation: image-shape box cuts and a method based on a machine
learning technique.

3.3.1 Box-cut classification

The easiest way to discriminate hadronic showers produced by cosmic rays from the gamma-
ray-induced showers is via the differences in their image shapes [131, 89]. Gamma rays
produce regular, elliptical images, while images of hadronic showers are more irregular.
Therefore, parameters derived from the image shape can be used for the gamma-hadron
separation. For this purpose, shape- and shape-sigma-lookup tables are created in a similar
way to the lookup tables used for the energy reconstruction as discussed in Section 3.2.2
[110]. They contain the mean and spread values of the Length and Width image parameter
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distributions filled into 2D histograms as a function of the image size and impact parameter.
An example of these tables are shown in the right and centre columns in Figure 3.4.

Following the aforementioned analogy with energy-lookup tables, shape- and shape-sigma-
lookup tables are produced using point-like gamma-ray simulations and are binned in the
same optical efficiency, zenith, azimuth and offset angle bands as the energy-lookup tables.
However, instead of creating these lookup tables for each individual telescope, the values
are averaged over all telescopes that observed the event.

During the event reconstruction, the described shape- and shape-sigma-lookup tables are
used to calculate Scaled Length and Width (SCL and SCW ) image parameters [66]:

SCLi =
Li − 〈Li〉
σLi

, (3.4)

where Li is the length of the particular image; 〈Li〉 and σLi
are the length and its un-

certainty, evaluated from the shape- and shape-sigma-lookup tables, respectively, for the
measured impact parameter and image size. The calculation of the SCW parameter is
done in the same way.

For the event characterisation, Mean Scaled Length and Width (MSCL and MSCW ) are
applied by combining the information from individual images:

MSCL =

∑

i

SCLi · ωLi

∑

i

ωLi

, ωLi
=

(〈Li〉
σLi

)2

, (3.5)

where ωLi
is the weight of a contributing image. The same approach is used for the MSCW

parameter calculation.

The distributions of MSCL and MSCW for the simulated gamma rays and data-derived
background sample are shown in the upper panel of Figure 3.5. Since the shape of the
shower images is compared to the lookup tables, which are produced with simulated gamma
rays, the distributions of the MSCL and MSCW parameters for gamma rays are narrow
and centred around zero, i.e. deviations from the expectation are small. In contrast, the
same distributions for the cosmic rays are much broader and shifted from the zero position.
These differences in the distributions are the basis of the background rejection procedure,
which consists of a box-cut application that accepts events around the gamma-ray peak
(gamma-like events) and rejects all others (background-like events). The cut values depend
on the analysis configuration and typical values are given in Table 3.4.

3.3.2 Classification with machine learning algorithm

A more sophisticated, as well as a more efficient method of background rejection uses ma-
chine learning techniques. The Toolkit for Multivariate Analysis (TMVA) [135] provides
multivariate classification and regression techniques and is integrated into the ROOT soft-
ware framework [76], which is used for the storage and analysis of H.E.S.S. data. The re-
gression algorithms are used to determine a relationship between input and output (target)
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Figure 3.5: Distribution of parameters that exhibit gamma-hadron discrimi-
nation potential [167]. The first two parameters in the upper panel, MSCL
and MSCW (denoted on the plot as MRSL and MRSW , respectively), are
the basis for the simple box-cut classification method, while all six illustrated
parameters are used as an input for the TMVA based classification. Similarly
to MSCL and MSCW , the MSCLO and MSCWO parameters are denoted
on the plot as MRSLO and MRSWO, respectively. The black distributions
show the signal sample, represented by point-like gamma rays simulated with
0.5◦ offset, while the real background data is depicted in red. The energy of
the samples lie in the range 0.5 - 1.0 TeV and the zenith angles are from 15◦ to
25◦.

loose −2 < MSCW < 1.2 −2 < MSCL < 2

std −2 < MSCW < 0.9 −2 < MSCL < 2

hard −2 < MSCW < 0.7 −2 < MSCL < 2

Table 3.4: The gamma-hadron separation cuts for the box-cut approach in
the HAP framework. As seen in Figure 3.5, the MSCW parameter has a
larger separation power than MSCL. Thus, it is sufficient to change only the
MSCW cut for different analysis configurations, while keeping the MSCL cut
the same.

variables, and can be used to estimate a certain property of the particle. For example, its
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Figure 3.6: Event classification with Boosted Decision Trees. The sketch of
a simple decision tree is illustrated in the left panel [135]. ‘B’ and red colour
labels the background, while ‘S’ and blue colour marks the signal. xi indicates
discrimination variables and ci is a cut, made on this variable. An example of
a BDT response is shown in the right panel [167].

application on the shower direction reconstruction is discussed in Chapter 4. In particle
and astroparticle physics, the classification methods are typically used to identify a type of
particles. Thereby, one of the classification algorithms available within the TMVA pack-
age, Boosted Decision Trees (BDT ), is used in the HAP analysis to separate gamma-ray
showers (signal) from cosmic rays (background) [167].

Boosted Decision Trees

A decision tree is a classifier, structured as a binary tree [172]. An example of such a tree
is shown on the left in Figure 3.6. The root node of the tree contains an entire training
dataset. The classifier makes a decision on one of the input variables and splits the dataset
into two sub-sets trying to maximise the separation. The tree grows with successive splits
until the point when a predefined stop criterion is fulfilled. Usually, this happens when the
node contains events of one class only or a number of events in the node reach a minimum
value. For each split, the classifier chooses a variable and corresponding decision value that
give the best separation between signal and background.

When there are limited statistics, decision trees easily learn on fluctuations in the training
sample, which results in overtraining. One of the ways to avoid that is tree pruning. When
the tree has grown to a maximum size, statistically insignificant nodes are cut away starting
from the bottom to top of the tree. In the end, all events in the sample are characterised
by one output variable, where a +1 value indicates signal (gamma-like events) and −1
value signifies background (hadron-like events).

A single decision tree is a weak classifier and becomes more powerful when boosting is
applied. This approach consists of training that is performed using several decision trees
instead of the single tree. Hence, the method is referred to as Boosted Decision Trees
(BDT ). In this method, all trees grow from the same dataset, but events are reweighted
depending on the performance of the previous tree training.
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One of the boosting algorithms implemented in TMVA is Adaptive Boost (AdaBoost) [103].
In this algorithm, all events in the first trained tree have weights of 1. In the following
trees, misclassified events get a higher weight, by multiplying them with a boost factor α:

α =
1− err

err
, (3.6)

where err is a misclassification rate of the previous tree. The misclassification rate errj of
one particular node j is computed as:

errj = 1−max(p, 1− p), p =
Sj

Sj +Bj
, (3.7)

where Sj and Bj are the numbers of signal and background events in the node, respectively.
Then, the weights of the whole dataset are renormalised in order to have the same sum of
weights in each training. Eventually, the response of the boosted classification is:

yboost =
1

Ntrees
·
∑

i

lnαi · hi, (3.8)

where Ntrees is the number of trees in the classifier; hi is the result of each individual tree.
An example of such a classifier response is illustrated on the right of Figure 3.6.

During the classification, the event is classified on a majority vote done by each tree in the
forest. Such a training and classification approach not only improves the performance of
the classifier but is also more robust against statistical fluctuations in the training sample.

Gamma-hadron separation with BDTs

As discussed above, BDTs are applied for background rejection in the H.E.S.S. analysis
[167]. The BDT training is performed using six input parameters, which are shown in
Figure 3.5 and listed below:

• MSCL and MSCW are the mean scaled length and width. They are the same
parameters as in the case of the background discrimination with box cuts, discussed
in Section 3.3.1.

• MSCLO and MSCWO are the mean scaled length and width off. The meaning and
calculation of these parameters are very similar to MSCL and MSCW . The only
difference between these parameters and the usual MSCL and MSCW is that they
are calculated by comparing the shower image parameters to lookup tables filled with
background events obtained from data instead of lookup tables filled with point-like
gamma-ray simulations. This causes the distributions of MSCLO and MSCWO
parameters to be centred around zero for background events and shifted for signal
events.

• Xmax/ cos(θzen) is the depth of the shower maximum in g cm−2 [144]. The position
of shower maximum is first reconstructed for the pairs of the telescopes that pass the
preselection cuts. Then, it is averaged over all available telescope pairs.
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Figure 3.7: Performance of the BDT classifier in standard HAP analysis. The
ROC and signal efficiency curves for events at zenith angles of around 20◦ are
shown in the left and right panel, respectively. Different line colours indicate
energy bands used for the BDT training. The grey dashed line illustrates an
example of the discrimination cut, set to 84% gamma-ray efficiency.

• ∆E/E is the relative spread of reconstructed energy. Initially, the event energy is
reconstructed for each telescope individually as described in Section 3.2.2. These
individual energy estimations are used to calculate the average spread ∆E. More
irregular structures, common for hadronic showers, result in a larger spread of ener-
gies reconstructed by individual telescopes. As a result, ∆E/E is typically larger for
hadronic showers than for gamma-ray-induced ones.

The signal sample for the BDT training consists of the simulated point-like gamma rays.
In turn, the background sample is represented by real observation data taken by H.E.S.S.
in sky regions without significant gamma-ray sources. This results in a background sample
dominated by protons, heavier nuclei as well as electrons. Such an approach helps to avoid
high computational costs of background simulations, mainly due to the computational
complexity of hadronic shower production.

Similarly to the lookup tables, BDTs are produced for different zenith angles in the range
between 0◦ and 60◦ [166]. However, in this case, only one offset angle of 0.5◦ is used.
All parameters used for the BDT input contain relative values and are independent of the
optical properties of the telescopes. Therefore, there is no binning in optical efficiency. On
the other hand, there is an energy dependence in the input variable distributions, which
leads to BDT training in six energy bands (shown in Figure 3.6): 0.1 - 0.3, 0.3 - 0.5, 0.5 - 1.0,
1.0 - 2.0, 2.0 - 5.0 and 5.0 - 100.0 TeV.

The discrimination performance of the classifier can be characterised by the receiver oper-
ating characteristic curve (ROC curve), which shows a background rejection power with
respect to a signal selection efficiency. An example of the ROC curves for the BDT classi-
fier used in the HAP analysis chain is presented in the left panel of Figure 3.7. The curve
is obtained by sliding the cut value along the BDT response distribution (Figure 3.6, right)
and estimating the amount of rejected background and remaining signal. A position of the
curve closer to the upper right part means better performance of the classification.
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During the process of gamma-hadron discrimination, BDT response (also referred to as
ζBDT) is evaluated for each event. The separation cut is always set on signal efficiency.
The efficiency value that corresponds to the evaluated ζBDT can be retrieved from the signal
efficiency curves, which are shown in the right panel of Figure 3.7. If the obtained efficiency
value is smaller than the cut, this event is considered to be gamma-like, otherwise it is
considered to be a background-like event. Current settings in the standard HAP analysis
are: cut at 84% of gamma-ray efficiency for the std_zeta2 analysis configuration and at
83% for the hard_zeta [167].

3.4 ImPACT reconstruction

A few years ago, a new high-performance event reconstruction algorithm was implemented
in the HAP analysis framework: an Image Pixel-wise fit for Atmospheric Cherenkov Tele-
scopes (ImPACT ) [169]. It uses an image template fitting technique to determine the
shower parameters. The approach was developed for the CAT telescope [64] [148] and
later was re-implemented in another H.E.S.S. analysis chain, referred to as model analysis
[92]. The method uses a semi-analytical model of shower development for the image tem-
plate production. This affects the reconstruction quality at energies above 10TeV since a
large number of particles reach ground level, resulting in large fluctuations, which are hard
to parametrise analytically within a simplified analytical model.

The ImPACT reconstruction technique uses gamma-ray simulations to create the shower
image templates that allow for a better handling of high-energy events. Similar to the
lookup tables, the template library is binned in zenith and azimuth angles, as well as: 17
energy bands (0.08 - 100 TeV) /cos(θzen), 25 impact distance bands (0 - 1000m) and bins in
Xmax with 25 g cm−2 width, distributed around the expected Xmax for a shower with a
given energy. However, there is no binning in offset bands and all events are simulated at
0◦ offset.

Each template is represented by a 2D histogram that contains the expected image ampli-
tude at all pixel positions within the camera for a given set of parameters. An example
of image templates is shown in Figure 3.8. Event reconstruction is done by comparing
recorded and expected shower images. The method uses a likelihood function3 that is
minimised in a 6-dimensional fit over direction (x, y), shower core position (xc, yc), Xmax

and primary energy. Figure 3.9 displays an example of the 2D projection of the likelihood
surface in the camera plane.

Before applying the ImPACT method, events undergo geometry pre-reconstruction, and the
pre-reconstructed shower parameters then serve as seeds for the minimisation. The gamma-
hadron separation remains the same as discussed in Section 3.3.2. Since the ImPACT
minimisation procedure has a high degree of computational intensity, background rejection
is performed beforehand in order to decrease the number of events in the pipeline and make
the data analysis faster.

2Analysis configurations that use TMVA based gamma-hadron separation get suffix _zeta in their
names, e.g. std_zeta or hard_zeta.

3Originally, this likelihood function was developed for the model analysis, which is another H.E.S.S.
analysis chain [92].
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Figure 3.8: Image templates used in the ImPACT reconstruction technique
[169]. Both examples are performed for gamma rays simulated with 1 TeV
primary energy and expected Xmax at 300 g cm−2. Left and right panels show
the templates with shower core distance of 20 and 100m, respectively. The
z-axis is in units of photoelectrons per square degree.
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Figure 3.9: Example of a 2D projection of the likelihood surface in the camera
plane [169]. The square and triangle show the reconstructed shower direction
derived using ImPACT and standard geometry reconstruction methods, re-
spectively. The inverted triangle indicates the true direction of the simulated
shower.

3.5 Outlook of the standard analysis technique

Over the last 15 years of H.E.S.S. operation, new analysis techniques have been devel-
oped or adapted from the previous generation of Cherenkov telescopes. The methods
implemented within the HAP framework, especially ImPACT in combination with TMVA
based background rejection, proved to be efficient high-performance analysis techniques.
However, the H.E.S.S. experiment covers an energy range of several decades. Most of the
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Interestingly, analysis of the events at large offsets, beyond the camera FoV, is one of
the least explored territories in present-day Cherenkov techniques. In the HAP analysis,
the maximum offset of the events is typically restricted to 2.5◦ radius from the camera
centre. Usage of the offset band beyond this limit could potentially increase the gamma-
ray source exposure and, hence, high-energy statistics, by extending the allowed distance
range between the source and telescope pointing position. The next two chapters of this
work, Chapters 4 and 5, discuss a possible way to reconstruct events and improve the
background rejection for events with offset angles beyond, as well as below, the 2.5◦ offset
limitation, in order to achieve higher gamma-ray statistics and better sensitivity at energies
above 10TeV.
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Chapter 4

Event reconstruction at large offset
angles

The precision of the event reconstruction degrades as the event offset increases [66]. As a
result, typically only events with an offset angle up to 2.5◦, the maximum event offset, are
used in the H.E.S.S. analyses. This chapter investigates the feasibility to use events beyond
the 2.5◦ limitation. In addition, it discusses the ways to resolve the challenges associated
with the event analysis at large offset angles, in particular, the degraded reconstruction
accuracy and increased background rate.

The FoV of the CT1 - 4 telescopes is 5◦, while the CT 5 telescope has only 3.2◦ FoV.
Therefore, the study presented in this chapter focuses only on CT1 - 4 telescopes and does
not take into account the CT 5 telescope.

4.1 Maximum run and event offset

The above-mentioned cut on the event offset is a part of the event selection procedure
and is performed after the reconstruction and gamma-hadron separation in the analysis.
Its value is dictated by the physical size of the telescope camera and it works well for
events in the core region of the energy range accessible with H.E.S.S. Figure 4.1 shows
the acceptance curves that characterise the system capability to detect and reconstruct air
showers at different offset angles from the camera centre. The maximum event offset cut
discards less than 20% of the events in the full energy range. But if one considers only
events with energies above 10TeV, nearly 50% of the reconstructed events are beyond the
offset threshold.

A run1 or observation offset is the angular distance between the pointing position and
source of interest. A maximum run offset cut is normally applied during the run selection
for the analysis of a particular source. Similarly to maximum event offset, its typical
value is around 2.5◦. In the case, when several sources are located close to each other,
runs taken on neighbouring sources can contribute to the analysis of the given source if

1In particle and astroparticle experiments, run denotes a time period of one observation. In H.E.S.S.,
an observation run is normally 28 minutes long.

35
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Figure 4.1: Acceptance of the CT1 - 4 cameras to gamma-like events. The
dashed line represents the camera acceptance in the energy range from ap-
proximately 100GeV to 150TeV, while the solid line denotes acceptance only
for events with primary energy above 10 TeV. The colour shows different types
of events after gamma-hadron separation. All curves are normalised to the
number of events within corresponding energy ranges. Red lines show simu-
lated diffuse gamma rays with spectral index of Γ = −2 in a view cone with
5◦ opening angle at 20◦ zenith angle. Blue lines show real background data,
obtained by analysing PKS 2155−304 observation runs in zenith angle range
from 15◦ to 25◦. The events at the position of PKS 2155−304 are excluded
from acceptance calculation. The typical size of the maximum event offset in
the H.E.S.S. analysis is marked by the grey dashed vertical line.

their offsets are within the maximum allowed run offset. This is a typical situation for the
observations in the Galactic plane and is shown in Figure 4.2, giving Vela X and Vela Junior
as an example. Both objects are VHE sources and have been observed with H.E.S.S. The
telescope pointing positions are indicated by white crosses. The smaller dashed ring with
2.5◦ radius around the Vela X position outlines the runs that would be normally considered
for the analysis in the standard case. By enlarging the maximum observational offset, e.g.
up to 4.5◦ (larger ring), more Vela Junior runs can be used for the analysis of Vela X. This
way, Vela X can gain a deeper exposure and, as a result, an increase in statistics at high-
energies. However, expansion of the maximum run offset is only possible if the maximum
event offset is increased up to the same value because the runs with offsets, which are
larger than the sum of the maximum event offset and size of the source of interest, are not
able to contribute events for the source analysis.

In summary, simultaneous enlargement of the maximum event and run offsets from 2.5◦ up
to 4.5◦ can result in an increase in exposure of a given source, which can lead to an increase
in high-energy statistics and potentially to an improvement in the sensitivity at energies
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Figure 4.2: A schematic illustration of selection cut on maximum run offset.
The example displays two VHE sources, Vela X and Vela Junior, which are
located within about 3◦ of each other. White crosses indicate telescope point-
ing positions during the H.E.S.S. observations. Red dashed rings show the
maximum run offset from the Vela X position, i.e. runs within the ring are
considered for the analysis. The smaller ring shows 2.5◦ radius around the
source and is a typical size of maximum offset used in H.E.S.S. About 94 h of
observations fall into this ring. But for high-energy studies, the observational
offset cut could be increased up to about 4.5◦, which allows for 124 h of data
to be analysed and is shown with a larger ring. The data are taken from [129].

above 10 TeV. Also, high-energy observations can benefit from an increase in effective FoV
from 5◦ to approximately 9◦.

4.2 Analysis challenges at large offset angles

Using large-offset events in the analysis has advantages but also comes with a number of
challenges. The behaviour of shower and image parameters changes as the event offset
increases. The distributions of shower core distances for different event offsets are shown
on the left side of Figure 4.3. The distribution is quite narrow and peaks just a few
hundred meters from the telescopes for the events originating at 0.5◦ offset angle, and
becomes broader as the event offset increases. This happens first because the large-offset
showers are inclined with respect to the telescope axis and can be seen from a greater
distance. Secondly, more distant showers start to pass the image-based selection cuts,
which are discussed in Section 3.1.2. At small offset angles, the local distance of the
shower images grows almost linearly as a function of the impact parameter as shown in
Figure 4.4. Thus, images of distant showers have large local distances, i.e. they are located
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Figure 4.3: Evolution of shower parameters for different event offsets at en-
ergies above 10TeV. The distribution of shower core distance with respect to
the centre of the H.E.S.S. array is displayed in the left panel. The right panel
shows the orientation of the shower images with respect to each other in the
camera plane. The x-axis represents the absolute value of sine of the angular
distance between major axes in each image pair recorded for the particular
event. All distributions are shown for gamma-ray source with a spectral index
of Γ = −2 simulated at 20◦ zenith angle.

at the camera edge, and are rejected by the local distance cut. At larger offset angles, the
relation between the image local distance and impact parameter changes. Images of nearby
showers are located near the camera edge, while images of distant showers appear closer
to the camera centre. This results in distant showers passing the preselection cuts and
broadening the core distance distributions in Figure 4.3 at larger event offsets.

From geometry, the angles between the shower images get smaller as the shower distance to
the array centre increases. Since the proportion of distant showers grows as the offset angle
increases, the number of nearly parallel image pairs also rises. The right panel of Figure
4.3 shows the sine of the angle between shower image major axes. The events originating
at lower offset angles tend to produce images with more than 20◦ angles (sin(ξ) ≈ 0.4)
between them. While the events at larger offset angles are dominated by image pairs with
less than 20◦ separation angle.

The accuracy of the event reconstruction is one of the main challenges at large offset an-
gles. Since the standard geometry reconstruction (Section 3.2.1) depends on the respective
image orientation, smaller angles between the shower images will result in even greater
degradation of the reconstruction performance at large event offsets. Another difficulty is
the background rejection. The intensity of Cherenkov light from the shower drops with
distance to the core position (see Figure 2.6 in Section 2.2). Because of this, images of
distant cosmic-ray showers are less bright and information about their irregular structure
can be smeared out. This can result in cosmic rays looking similar to gamma-ray-induced
showers, worsening the efficiency of gamma-hadron separation.
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Figure 4.4: Evolution of the image local distance as a function of the shower
distance to the telescope for different event offsets at energies above 10 TeV. All
distributions are produced using point-like gamma rays after the trigger level.
The dashed black line shows the typical local distance cut value of 0.525m.
Colour bar shows the number of event per bin. The gamma rays used for the
plots are simulated at 20◦ zenith angle with a spectral index of Γ = −2.

4.2.1 Lookup tables for large-offset events

Both aforementioned challenges of the analysis at large event offsets are discussed in greater
details later in Section 4.2.2 and 4.2.3, while this section considers the lookup tables nec-
essary for the large-offset event analysis. The standard energy- and shape-lookup tables
cover the event offset bands only up to 2.5◦. In order to reconstruct the energy and to
perform the gamma-hadron separation for the events beyond 2.5◦ offset angle, lookup ta-
bles are expanded up to 5◦ in this work. They are extended for 180◦ azimuth angle2 and
for all standard zenith angles up to 60◦. Current work is focused on the CT1 - 4 telescopes
and the H.E.S.S. I phase of data taking, therefore, lookup tables are re-produced only for

2Up to now, the lookup tables are reproduced only for the azimuth angle of 180◦. However, in order to
better account for the effects of the geomagnetic field, lookup tables should be also reproduced for at least
0◦ azimuth angle.
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the optical phases 100 - 105, which correspond to data taken before the end of 2012. The
parameter space covered by the standard lookup tables can be found in Section 3.2.2. New
lookup tables are filled using point-like gamma rays simulated with Γ = −1 spectral in-
dex. Usually, Γ = −2 slope is used in simulations, but a harder spectrum allows for more
statistics at high energies.

At large zenith angles, showers have emission production site further away and travel
through more atmosphere, which leads to a rise of the energy threshold with zenith angle.
In order to save computing resources, events with energies far below the threshold usually
are not simulated. For this reason, the low energy cutoff is adjusted for each zenith
band. The events are simulated over a certain area, which should be large enough and be
able to accommodate sufficiently distant showers that can possibly trigger the telescopes.
As zenith angle increases, showers become more inclined and can be seen from greater
distances. Hence, the simulated area also grows with zenith angle. Additionally, events
originating at large offset angles have a wider core distance distribution (Figure 4.3, left)
and can be triggered farther from the array centre than events at small offset angles.
Accounting for that, the radius of the simulated area is set to a value which is ∼100 - 200 m
larger than the standard one for the corresponding zenith angle. Low-energy cutoff values
and radii of the simulated area for each zenith angle are summarised in Table 4.1.

Zenith angle [deg] Min. energy [GeV] Max. radius [m]

0 15 1000
20 15 1000
30 15 1000
40 60 1300
45 70 1500
50 100 1800
55 150 2100
60 200 2400

Table 4.1: Parameters of the gamma-ray simulations used for lookup-table
production.

4.2.2 Angular resolution of the standard analysis at large offset angles

As discussed earlier, the fraction of distant showers, and hence, events that have relatively
small angles between major axes of their images, rises as the event offset increases. Since
the standard geometry reconstruction works better when angles between images are close
to 90◦, a large number of distant showers may adversely affect the event reconstruction
quality, resulting in degradation of the angular resolution of the analysis.

The angular resolution is defined here as the radius of the area containing 68% of all
simulated events that reconstructed closest to the true direction position. The resolution
of the standard analysis after the postselection, as a function of simulated energy3, is
compared in the left panel of Figure 4.5 for different event offsets. In this example, the
standard analysis is represented by the std configuration, i.e. geometry reconstruction and
box-cut background separation as well as the ImPACT analysis. Since nominal lookup
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Figure 4.5: Angular resolution of the standard analysis as a function of true
energy at different event offsets. Solid lines denote the std analysis (geometry
reconstruction + background separation with box cuts) and dashed lines show
the ImPACT analysis with BDT-based background rejection. Additionally, the
right part shows only events with the shower core distance within 400m from
the array centre. All plots show the resolution above the energy threshold4.
The curves for the std analysis are produced using re-produced lookup tables.
The ImPACT analysis resolution is shown only up to 2◦ offset, where it can use
standard BDT training for the background rejection. The plots are produced
using point-like gamma rays simulated with Γ = −1 spectrum at 20◦ zenith
angle.

tables cover only offset angles up to 2.5◦, the std analysis here uses re-produced lookup
tables that are extended for large event offsets as discussed above. As seen from the figure,
the angular resolution of the std analysis worsens dramatically for each next event offset
band and at 3◦ offset angle, it is already larger than 0.2◦, which is hardly acceptable for
the source analysis.

The ImPACT analysis technique uses BDTs for the gamma-hadron separation that are
nominally produced only for the 0.5◦ offset angle. Parameter distributions, which are used
for the BDT training, change as the event offset increases (this topic is investigated in
Section 4.4). Thus, the performance of the standard BDTs can significantly worsen for the
events at large offset angles. Due to this, the ImPACT angular resolution curves are shown
only for the offset bands which are normally used in the H.E.S.S. analysis, i.e. offset angles
smaller than 2◦. However, as shown in Figure 4.5, the resolution of the ImPACT analysis
at high energies starts to degrade significantly even for the events with offset angles as low
as 1◦. This may be caused by events with nearly parallel images whose CoG falls outside
the camera [168]. Typically, such events should be rejected by the local distance cut (see
Section 3.1.2). But sometimes the cut fails to identify these events. In this case, there
is a degeneracy in the ImPACT fit parameters, specifically the event position, Xmax and

3Here and hereafter, the axis indicating primary energy is divided so as to have five bins per decade for
all performance plots.

4The energy threshold is defined as 10% of the effective area peak. More details on effective area can
be found in Section 4.2.3.
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shower core distance, which results in the fit trying to reconstruct the event position to
the centre of the camera.

Taking into account the behaviour of the shower core distance parameter at different offset
angles (Figure 4.3) and its relation to the degradation of the angular resolution, one of the
possible ways to improve the analysis performance is to reject distant showers. The right
plot in Figure 4.6 shows the angular resolution of the std analysis configuration after the
standard postselection for the events with the shower core distance smaller than 400 m.
The cut has a negligible effect at 0.5◦ offset angle but significantly improves the resolution
at larger offset angles. However, as is discussed in the next section, this cut rejects a
significant fraction of gamma rays that leads to a necessity of finding a more sophisticated
way to improve the reconstruction accuracy.

4.2.3 Background rate and effective area of the standard analysis at

large offset angles

Other important characteristics of the analysis performance are the effective area and
background rate, which are key components of the instrument sensitivity. The effective
area is the area Aeff where the instrument is sensitive to the particles of interest (in this
case, gamma rays) assuming 100% efficiency and is defined as:

Aeff =
Ncuts

Nsim
·Asim, (4.1)

where Ncuts is the number of events that pass background rejection cuts; Nsim is the
number of events simulated over the area Asim. The effective area depends on zenith,
azimuth and offset angles, optical efficiency, primary energy of the gamma rays as well as
applied selection cuts (stricter cuts decrease the effective area).

The background rate characterises the number of cosmic-ray particles that are detected
with the instrument and pass all gamma-hadron separation cuts (gamma-like background).
It depends on the same set of parameters as the effective area. In the end, a larger effective
area and lower background rate result in a better sensitivity of the instrument.

The effective area and background rate for the std analysis configuration are displayed in
Figure 4.6 for different event offsets. The left column shows the corresponding curves after
the standard gamma-hadron separation using box cuts. As seen from the plots, the effective
area degrades as the event offset increases. However, a bigger problem is the background
rate that significantly rises at high energies at large offset angles in comparison to 0.5◦

event offset.

The right column in Figure 4.6 shows the result of the additional selection cut application
on the shower core distance that selects events less than 400 m away from the array centre.
Although the use of this one additional cut lowers the number of background events at
large offset angles nearly to the level obtained at 0.5◦ offset and improves the angular
resolution above 10 TeV (see Figure 4.5), it cuts away a large fraction of gamma-ray events
at large offset angles as seen from the respective effective area curves.

For a better understanding of how many gamma rays are lost, Figure 4.7 illustrates the
signal efficiency of the 400m cut for different event offsets. Displayed curves are the ratios



4.2. ANALYSIS CHALLENGES AT LARGE OFFSET ANGLES 43

All events

 [TeV])
true

(E
10

log
1− 0.5− 0 0.5 1 1.5 2

]
2

E
ff

ec
ti

v
e 

ar
ea

 [
m

410

5
10

0.5 deg

1.0 deg

2.0 deg

3.0 deg

4.0 deg

Events within 400 m

 [TeV])
true

(E
10

log
1− 0.5− 0 0.5 1 1.5 2

]
2

E
ff

ec
ti

v
e 

ar
ea

 [
m

410

5
10

 [TeV])
reco

(E
10

log
1− 0.5− 0 0.5 1 1.5 2

]
2

B
ac

k
g
ro

u
n
d
 r

at
e 

[1
/s

/d
eg

6−
10

5−
10

4−10

3−
10

2−10

1−10

 [TeV])
reco

(E
10

log
1− 0.5− 0 0.5 1 1.5 2

]
2

B
ac

k
g
ro

u
n
d
 r

at
e 

[1
/s

/d
eg

6−
10

5−
10

4−10

3−
10

2−10

1−10

Figure 4.6: The performance characteristics of the standard analysis at differ-
ent event offsets that are indicated with different line colour. The standard
analysis (std) implies geometry reconstruction and box-cut background rejec-
tion. Additionally, the plots in the right column use the cut on the shower
core distance parameter of 400 m. All curves here are produced using up-
dated lookup tables that include larger offset angles. The top panels show
the effective area plots produced using point-like gamma rays simulated with
Γ = −1 spectrum at 20◦ zenith angle. The bottom panels depict the rate of
cosmic rays estimated using observations of PKS 2155−304 between 15◦ and
20◦ zenith angle.

between the number of events after and before the application of the 400m distance cut.
Already for 2◦ offset, gamma-ray efficiency drops rapidly for energies above a few TeV.
Thus, in order to obtain a satisfactory resolution and background rate level, and at the
same time have an acceptable effective area, more sophisticated methods for the event
reconstruction and improved gamma-hadron separation should be applied.
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Figure 4.7: Gamma-ray selection efficiency for the cut on the shower core
distance for different event offsets. Curves are generated for the core distance
cut of 400m using point-like gamma rays simulated with Γ = −1 spectrum at
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4.3 Direction reconstruction with the DISP method

One of the ways to improve the angular resolution is the application of the DISP method
(short for displacement) for the shower direction reconstruction. Displacement is one of the
image parameters and is defined as an angular distance between the image centre of gravity
(CoG) and the shower direction. In the HAP analysis, it is denoted as δ parameter and
is introduced in Section 3.1.1 (see Figure 3.1). Originally, the DISP method was invented
for the shower direction reconstruction in the case of a single telescope operation such as
Whipple [149], MAGIC I [95, 54] or H.E.S.S. CT 5 mono [164]. Nowadays it is widely
used for stereoscopic systems such as MAGIC II [55] and VERITAS [142]. In this work,
the DISP method is implemented for the H.E.S.S. CT1 - 4 telescopes and is used for the
stereoscopic reconstruction of the shower direction and core position.

4.3.1 Reconstruction procedure using the DISP method

From the principle of the Cherenkov telescope technique, the shower direction should be
located along the major axis of the image ellipse. Displacement δ, the distance between the
image CoG and event direction, can be estimated based on the shape of the shower image
in the camera. If the shower landed near the telescope, it has a fairly round footprint,
while images of distant showers are more elongated.

The idea of the method is schematically displayed in Figure 4.8. The value of δ is evaluated
separately for each shower image that passes the preselection (see Section 4.3.3 for more
details). However, the location of the shower direction along the ellipse axis with respect
to the image CoG is unknown. It can be in front as well as behind the image like it is
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Figure 4.8: The main principle of the DISP direction reconstruction algorithm.
The sketch shows the event direction reconstruction in the case of two tele-
scopes. The red cross marks the true shower direction. The blue open cross
shows the direction reconstructed with standard geometry technique by inter-
secting the major axes of both image ellipses. Filled and open circles indicate
pairs of the direction estimates evaluated with DISP method for Image1 and
Image2 respectively. Blue filled cross is the shower direction reconstructed
using the DISP method by averaging the most likely image directions.

illustrated in the sketch. Pairs of blue filled and open circles mark the estimated locations
of the direction, reconstructed for Image1 and Image2, respectively. This way, each image
has two reconstructed direction positions. When observations are conducted with a single
telescope, the event direction can be chosen by using the image asymmetry [163]. In
systems with several telescopes, this ambiguity problem can be solved stereoscopically, i.e.
by averaging the directions estimated for each image to obtain the overall shower direction5.

The H.E.S.S. CT1 - 4 telescopes typically observe in stereoscopic mode. In this work, the
shower direction is obtained by considering all possible combinations of the individual
image directions and picking the one with the smallest uncertainty. Since every image has
two estimated directions and only one of them can be used in time, there are 2Ntels possible
combinations, where Ntels is the number of telescopes used in the reconstruction. For
example, in the case of two telescopes (see Figure 4.8), there are four possible combinations:
P1P3, P1P4, P2P3 and P2P4. Each combination is an average position of individual image
directions that enter the computation with a weight ωi. The weight is calculated based on
the parameters of the corresponding image i:

5The same approach is applied for the shower core position reconstruction. In this case, a role of δ is
played by the Impact parameter, a distance between the shower core position and corresponding telescope.
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Figure 4.9: Performance of the DISP reconstruction method at the preselec-
tion level of the analysis. Displayed plots show a comparison of the angular
resolution for the DISP method (solid lines) and standard geometry reconstruc-
tion (dashed lines) for 20◦ and 40◦ zenith angle. Colour of the lines indicate
different event offsets.

ωi =
Sizei · Lengthi

Widthi
. (4.2)

The uncertainty Err of each shower direction estimate is computed as:

Err =

∑

erri · ωi
∑

ωi
, (4.3)

where erri is the angular distance between the individual image direction and shower
direction estimate; ωi is the weight of the individual image contribution.

Improvement of the DISP direction reconstruction over the standard geometry method
after preselection is depicted in Figure 4.9. For the lowest offset angle, the effect is 5 - 10%
but rises as offset angles increase. At 2◦ event offset, the improvement reaches 20% and
30% for 20◦ and 40◦ zenith angle, respectively. As seen, the improvement also increases
for large zenith angles. Naturally, it happens due to a larger fraction of distant showers
with nearly parallel images at large zenith angles than at lower ones [152].
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4.3.2 Artificial Neural Networks

In this work, a machine learning technique is used to estimate the value of the δ and Impact
parameter for the shower direction and core position reconstruction, respectively. For this
purpose, a regression algorithm, specifically an Artificial Neural Network (ANN ) in the
TMVA package [135], is applied. ANN can be described as a collection of interconnected
neurons, which can receive input signals and produce a certain response to it. This work,
as well as the CT5 mono analysis6 [163], uses Multi-layer perceptron (MLP), one of the
neural networks implementations in TMVA.

The MLP architecture is schematically depicted in Figure 4.10. It consists of neurons
organised in layers. Only direct connections between neurons from a given layer to the
following one are allowed. MLP belongs to the class of feed-forward neural networks,
which means that information is transferred only in a forward direction and cannot go
backwards and create information loops or feedbacks [34].
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Figure 4.10: Multilayer perceptron with one hidden layer [135].

MLP contains at least three layers:

• Input layer – the first layer that is composed of the neurons containing information
from N input variables x1 . . . xN .

• Hidden layers – one or more intermediate layers. Hidden layers can have an arbitrary
number of neurons that can be specified by one of the configuration options during
the network initialisation set up. Typically, it is recommended to set the number
of neurons to a value greater than the number of input parameters. If the training
dataset is large enough, the network can reach the desired performance by having
only one hidden layer with as many neurons as needed for that. On the other hand,
the same performance can likely be achieved using more hidden layers and a smaller

6MLPs are also used for the CT5 mono reconstruction of the shower parameters (direction, core position
and energy) and gamma-hadron separation [163].
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total number of neurons, which results in a shorter training time and a more robust
network [135].

• Output layer – the last layer, which holds typically one output variable yANN
7.

ANNs are inspired by biological neural networks and connections between artificial neurons
can be considered as an analogy to synapses between biological neurons. Following this
similarity, in ANNs the strength of the real synapses is represented by weights that are
assigned to each artificial connection. This way, a certain neuron j will receive signal yiωij

from the neuron i in the previous layer, where yi is an output of the neuron i and ωij is
a connection weight between these two neurons. Since the neuron j is connected to all n

neurons in the previous layer, total input from precursor neurons is
n
∑

i=1

yiωij .

Additionally, input and hidden layers contain one more neuron, which is called a bias node
(see Figure 4.10) and constitute an important ingredient for the network training. It keeps
a constant value that is typically equal to one. It does not have input connections from the
previous layer but is connected to all neurons in the following layer. Analogously to other
artificial connections in the network, bias synapses have their own weights ω0j . Eventually,
the final input (synapse function κ) to the neuron j takes a shape:

κ = ω0j +
n
∑

i=1

yiωij (4.4)

The output of each neuron is generated by neuron response function ρ, which is a com-
position of synapse function κ and neuron activation function α. The activation function
defines the form of neuron output and helps to keep its values within an acceptable range
(typically [0; 1] or [-1; 1]). In this study, MLP uses two hidden layers composed of N + 5
and N + 4 neurons, whose activation function is chosen to be a tanh function:

αtanh =
ex − e−x

ex + e−x
. (4.5)

MLP training is done using supervised learning techniques, which means that the true
output (target) is known and the technique utilises it for a better approximation of the
mapping function from input to output. The neural network produces an output yANN,i

for each training event i and compares it with true output yi. Agreement between network
response and the target can be expressed by the error function E as:

E =
Nevent
∑

i=1

Ei(xi|w) =
Nevent
∑

i=1

1

2
(yANN,i − yi)

2, (4.6)

where xi = (x1, . . . , xNvar
) represents input parameters and w – an ensemble of adjustable

weights used by the network. Thus, the process of the learning is constituted by finding
the optimal connection weights and biases to minimise the error function. For this pur-
pose, there are several algorithms implemented in TMVA. The one used in this work is

7Except for the case of multi-target regression where each target is represented by its own output
neuron.
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called Broyden-Fletcher-Goldfarb-Shanno (BFGS ) algorithm [135, 34]. It uses the second
derivative of the error function to update the weights. An advantage of this method is a
smaller number of iterations required for convergence and better robustness with respect to
minimum overshooting or convergence in the local minimum compared to other methods.

A training dataset goes through the training procedure Ncycles = 2000 times. For speeding-
up the training process, MLP allows for sampling of the dataset. In this case, only a
fraction of events is used in a training cycle. Additionally, dataset sampling may lead
to an increase in training robustness. It is possible to set a number of epochs for which
dataset sampling is performed. In this work, one-third of the full dataset is used for the
first 80% of the training cycles. Afterwards, all available events are taken for the training.
During the sampling mode, events are selected randomly.

4.3.3 ANN input parameters

Training of δ and Impact parameter is organised in two separate neural networks and
uses seven input parameters. Six of them8 are the same for both networks and based on
the image shape: Width, Length, Width/Length, log(Size), Skewness and Kurtosis
(introduced in Section 3.1.1). Mean values of these parameter distributions are displayed
as a function of energy in Figure 4.11 for average 20◦ and 60◦ zenith angle. RMS values
for the corresponding distributions are presented in Appendix A.1 in Figure A.1.

Naturally, image intensity, width and length increase with energy. Above a certain energy,
Length growth slows down noticeably. There are two effects that can lead to such be-
haviour. First of all, the image can be clipped by the edge of the camera. Second, images
of high-energy showers are very likely clipped in time. As described in Section 2.2.2, the
standard readout window in the H.E.S.S. camera is 16 ns. The duration of high-energy
showers can be longer than this standard readout setting [111, 188], which results in only
partial image record. Such behaviour of Length has an influence on the evolution of im-
age roundness (Width/Length parameter). At first, it decreases fast with energy rise and
images become more elongated. But then roundness starts to increase again roughly at
the point where there is a break in the Length graph. The same reason can also lead to a
Kurtosis decrease at high energies since spread in time, clipped images would have a less
prominent central peak of light intensity distribution across the image.

The seventh input variable is a seeding parameter. Indeed, an additional study showed
that training has better performance if expected displacement (or impact in the case of
core reconstruction) is included as an input parameter. Thus, before applying the DISP
method, each event undergoes the standard geometry pre-reconstruction9 (major image
axes intersection) to find the preliminary shower direction and core position. This way,
an angular distance from the pre-reconstructed direction to the image CoG, displacement
δreco, serves as a seventh input variable for the network training set intended for the
shower direction reconstruction. Similarly, the preliminary impact parameter Impactreco,
the distance from the pre-reconstructed core position to the telescope, is included in the
shower core reconstruction network. Accordingly, the targets for these two training sets are

8The first six parameters are similar to the ones used for the MLP training in the CT5 mono analysis
[163].

9Similar approach is applied in the ImPACT analysis method [169], which uses the shower parameters
pre-reconstructed with the geometry method as a seed for the minimisation algorithm (see Section 3.4).
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Figure 4.11: Mean values of the input variable distributions for the MLP
training at different event offsets. All figures are produced using simulations of
diffuse gamma rays that eventually serve as an MLP training dataset, which
is described further in the text. Six plots represent the energy dependence of
input variables, which are based on the image shape parameters. Solid lines
represent gamma rays simulated with average zenith angle of 20◦, while dashed
lines depict zenith angles around 60◦.
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Figure 4.12: Schematic illustration of an example of seed, target and output
parameter arrangement in the case of direction reconstruction in the DISP
method. Further explanation can be found in the text.

the δtrue and Impacttrue variables, which are actual values and known from the simulation.
Figure 4.12 schematically illustrates the meaning of the seed, target and output variables
for the example of the direction reconstruction.

Mean values of the δtrue and δreco, as well as Impacttrue and Impactreco parameter dis-
tributions, are compared in Figure 4.13 for 20◦ zenith angle. As expected, high-energy
showers can be seen from greater distances and their mean Impact, as well as δ, grows as
the energy increases. Similarly, the mean parameters plotted for an average zenith of 40◦

and 60◦ and the corresponding RMS graphs can be found in Appendix A.1 in Figures A.2
and A.3, respectively.

Correlation coefficients

The characteristics of the input data strongly influence the training performance. By
definition, the target variable is dependent on input parameters. Thus, the input variables
should be correlated with the target. The Pearson correlation coefficient ρ measures a
linear relationship between the variables and is computed as [135]:

ρ(x, y) =
cov(x, y)

δxδy
, (4.7)

where cov stands for covariance; x is the input variable and y is the training target; δx
and δy are the standard deviations of x and y distributions, respectively. The values of the
correlation coefficients lies within the range [−1,1].
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Figure 4.13: Mean values of the seed and target variable distributions for the
MLP training. Line colours indicate different event offset bands. Left panel
shows the comparison of δtrue (target, solid lines) and δreco (seeding parameter,
dashed lines) for the network training used for the shower direction reconstruc-
tion. Right panel shows the comparison of Impacttrue (target, solid lines) and
Impactreco (seeding parameter, dashed lines) for the network training used for
the shower core position reconstruction. All plots are produced for an average
20◦ zenith angle using diffuse gamma-ray simulations.

Figure 4.14 shows the absolute values of the correlation coefficients between the input and
target parameter (δtrue in this case) for 20◦ and 60◦ zenith angle. As expected, the true
and reconstructed δ parameters are strongly correlated and the same conduct would be
seen for the Impact parameter. But there are a few depressions in the correlations between
these parameters. This can be explained by the outliers in the input distributions of δreco
and Impactreco, which were not cut off before the training. Such behaviour of the input
dataset slightly decreases the training performance and results in the angular resolution
worsening by a few per cent. A similar drop occurs in the correlation with the target
for the Length and Width/Length parameters. In this case, the drop is always located
around 1.5 - 2.5◦ offset angle and is likely not caused by the outliers in the corresponding
input distributions. One of the possible explanations could be the relative proximity of the
above-mentioned offset bands to the camera edge.

The figure also shows that the Skewness parameter has minimal importance for the MLP
training. In future, the list of input variables should be optimised by at least removing the
Skewness parameter. This would decrease the probability of an overtraining occurrence
and could also result in a better training performance.

In contrast to the above-mentioned correlation with the target variable, there should not be
a strong correlation between the input variables. Otherwise, this can result in nonoptimal
weight values and a decrease in the training performance. Figure 4.15 shows the level of
correlation between the input parameters themselves used for the δ training in 20◦ zenith
and 0.5◦ offset angle band. On average, the behaviour of the correlation is similar for other
zenith and offset angles. There is a strong correlation between the Width, Length and
log(Size) variables, which is quite natural. Larger images are usually brighter and thereby
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Figure 4.14: The correlation coefficients between the δtrue target parameter
and input variables. Shown coefficients are computed for the same training
dataset as in Figure 4.11.

have higher log(Size). And the Width/Length variable is correlated with Width and
anticorrelated with Length since it is computed using these parameters. The figure also
shows a noticeable anticorrelation between the δ and Width/Length as well as Kurtosis
parameter. And the picture is similar in the case of the Impact parameter instead of δ.
This can be explained as a result of the images from more distant showers (δ and Impact
increases) become more elongated, which leads to a decrease of the image roundness.
However, images are also clipped in time, which might affect pixel intensity distribution
resulting in a decrease of Kurtosis.
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4.3.4 ANN training

In this work, diffuse gamma-ray simulations are used as input data for the neural network
training. From the technical point of view, it is much easier to use point-like simulations
instead of diffuse ones, because the point-like sources simulated at different offset angles
use the same CORSIKA output. Therefore, considering similar statistics per offset band,
point-like simulations require less computing time. On the other hand, all events in the case
of the point-like simulation originate from the same direction representing one point in the
camera. In turn, diffuse simulations provide a dataset that is homogeneously distributed
across the offset band, and its usage as a training input yields more stable performance
throughout the whole camera. Both simulation types were tested in terms of the obtained
angular resolution and distribution of reconstructed event directions in the camera plane.
The later can be seen in Appendix A.2, Figure A.4. As a result, the diffuse simulation
type is found to be preferable for the training compared to the point-like simulations.

Gamma rays are simulated within a 5◦ view-cone. The energy range and simulation area are
the same as for point-like simulations used in the lookup-table production (see Table 4.1).
In order to accumulate larger statistics at high energies for the training, the index of the
simulated spectrum is chosen to be Γ = −1. It is particularly important for the large offset
angles since the energy threshold increases as the event offset increase.

Training bands and statistics

Since the MLP input variables are based on image shape parameters and intensity, which
are affected by detector condition and observation position as well as event direction with
respect to the camera centre, training is performed in bands. Similarly to the lookup-table
production (Section 3.2.2), the DISP training is performed in optical efficiency, zenith and
offset angle bands10. But in this case, instead of the standard optical phases (see Table 3.2),
optical efficiency binning for the DISP method is done in the form of a regular grid. Such
an approach allows for training of the network grid only once and then using it for the
telescope combinations with any optical efficiency. Details on the training bands are stated
in Table 4.2.

Zenith 0, 20, 30, 40, 45, 50, 55, 60◦

Azimuth 180◦

Offset 0.5 - 4.5◦ with 0.5◦ step

Optical efficiency 50 - 100 % with 5 % step

Table 4.2: The binning used in the MLP training for the event direction and
core position reconstruction.

Among all network input parameters, Size is most sensitive to changes in the optical
efficiency. Graphs on the left side of Figure 4.16 show mean values of the image intensity

10Here, MLPs are trained only for one azimuth angle of 180◦. Normally, training for 0◦ azimuth angle
should be also performed. However, since it would double the amount of simulations required for the
training purpose, only one azimuth angle is covered in this work.
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Figure 4.16: Comparison of the image intensity for different optical efficiencies.
The left panel shows the energy dependence of the mean value of the intensity
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0.5◦ event offset. Line colours indicate different optical efficiencies specified
during the telescope simulations. In order to reject outliers in the intensity
distributions and decrease the number of fluctuations, only images from the
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distributions for showers simulated at the same zenith and offset angles, but with different
optical efficiency of the telescopes. Ratios of those graphs are depicted on the right side
of the same figure. Considering some fluctuations, they appear to be almost constant and
equal to a ratio of the corresponding optical efficiencies.

Therefore, during the event reconstruction Size is corrected to compensate for the differ-
ence between optical efficiency at the moment of data taking and the one that is used for
the MLP training. The correction factor fcorr is already implemented in the analysis and
introduced earlier in Section 3.2.2 in Equation 3.3. Its role is accounting for the difference
between the optical efficiency during the data taking and H.E.S.S. optical phases (see Ta-
ble 3.2), for example during the energy reconstruction. Since the chosen optical efficiency
binning in DISP does not match the standard optical phases, an additional correction is
applied, in order to compensate for the mismatch between them. Finally, the corrected
value for the Size variable takes the form11:

Sizecorr = Size · fcorr ·
ρDISP

ρµ
, (4.8)

where ρµ is the optical efficiency of the telescope during the particular optical phase; ρDISP

corresponds to the optical efficiency bin in the DISP training. Since the binning in optical
efficiency is made with a step of 5 %, the largest mismatch between H.E.S.S. and DISP
optical phases is 2.5 %.

In turn, the Width and Length parameters are also affected by the optical efficiency

11A similar approach is used in ImPACT technique, which is discussed in Section 3.4. The image tem-
plates are produced only for one optical efficiency of 70% and then the correction is applied to compensate
for the difference between the optical efficiency during the data taking and the one used for the template
production.
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change. When the optical efficiency is higher, the image size for the same shower appears
to be larger. This can be understood as the result of pixels of the image tails collecting
more light and passing the image cleaning cuts. Figure A.5 in Appendix A.3 displays the
mean of the Width and Length parameter distributions for different optical efficiencies
and the corresponding ratios (similar to Figure 4.16). Graphs show that the variation of
the Width values is just a few per cent for efficiencies that differ by 10 %. In the case of
Length, the parameter behaviour is alike at low energies. But at high energies, images are
clipped by the readout window and camera edge and their lengths nearly do not depend on
the optical efficiency. Taking into account a rather small effect on Width and complicated
behaviour of Length, these two parameters are not corrected for the discrepancy in the
optical efficiency between the real data and the MLP training in this work.

In order to increase training statistics and better account for the different image orienta-
tions in the camera, each event image that passed preselection joins the training dataset
as a separate independent entry. This way, training statistics in the most zenith-offset bins
are around a few tens of thousands of events. An example of the training statistics for
20◦, 40◦ and 60◦ zenith angle bands is shown in Table 4.3. In the case of diffuse simula-
tions, events are distributed across a specified view-cone. Therefore, the area where lower
offset events originate, is smaller than the one from where larger offset events come. As
a result, the statistics in the lowest offset band are noticeably smaller and increase with
offset. On the other hand, the energy threshold also rises with offset angle causing the
statistics to decrease at large event offsets. The second trend, which is seen from the table,
is that statistics increase with zenith angle, despite the growth of the energy threshold
with zenith. This happens because the effective area for high energies is bigger at large
zenith angles than at low ones. Thanks to the hard spectral index of the simulations, the
dataset contains a significant amount of high-energy events.

Zenith, deg
Offset, deg

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5

20 8 k 14 k 18 k 25 k 26 k 25 k 23 k 18 k 25 k
40 19 k 33 k 43 k 58 k 55 k 48 k 39 k 29 k 40 k
60 39 k 63 k 78 k 90 k 69 k 45 k 25 k 12 k 21 k

Table 4.3: An example of the gamma-ray dataset statistics for the MLP train-
ing in the DISP method. The table presents gamma-ray samples at the different
zenith and offset angles for 70 % optical efficiency.

Training in offset angle bands

As discussed above, diffuse gamma rays are used for the training. Therefore, offset bands
are generated by taking rings of events with appropriate offset angle. In general, the width
of each ring is half a degree. The exceptions are the first and the last offset band. The
first band is in the middle of the camera and embraces all events within 0.75◦ offset angle
from the camera centre. The last band is located on the edge of the simulated view-cone
and includes gamma rays with offset angles in the range from 4.25◦ to 5◦.

There are two ways of allocating events to the offset band dataset:
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• ‘true direction’ – the event is included in the data sample if its true direction is
located within the borders of the corresponding offset band;

• ‘reco direction’ – respectively, if the event’s direction reconstructed with geometry
method lays within the corresponding offset band.

Performed tests do not provide a clear answer regarding the mode that should be used to
form the training dataset: for the low offset bands the ’true direction’ approach is preferred,
while larger offset angles show better angular resolution for the samples selected by ’reco
direction’.

In addition, further investigation revealed that the energy bias is sensitive to the slope of
the dataset spectrum. Especially for the large offset angles, that leads to a necessity of
having Γ = −2 spectral index for the training sample instead of Γ = −1, in order to keep
the energy bias within the acceptable range [−10 %, 10%] above the energy threshold12.
In turn, low offset angles exhibit angular resolution worsening at high energies for Γ = −2
index training sample.

Taking into account the energy bias and the angular resolution behaviour, possibly the
better way would be training in energy bands. However, this approach requires larger
simulated statistics and, as a result, a larger amount of computational resources. Therefore,
this work uses a varied type of input data selection for different offset bands. For the low-
offset training (offset bands of less than 2◦), Γ = −1 spectral index is used and event
samples are generated in the ‘true direction’ way. While the large offset angles (larger or
equal to 2◦) make use of the dataset formed with the ‘reco direction’ approach and Γ = −2
spectral index, accomplished by re-weighting of the available Γ = −1 spectrum during the
training by

ω = EΓ−Γsim

true , (4.9)

where Etrue is the primary energy of the event. Γsim and Γ are the indices of the simulated
and desired spectrum, respectively. In the current case, Γsim = −1 and Γ = −2.

An example of the neural network output for different offset bands is displayed in Figure
4.17. Plots compare MLP estimated δ values for two datasets. One of them is used to train
the network and another one is produced for testing purposes. In general, the distributions
for both datasets are consistent. There is a small discrepancy for the 4◦ offset band. But
it is not an indication of the training performance decrease with the offset angle since
the corresponding distributions for 3.5◦ and 4.5◦ offset band (not shown in the figure) are
found in the agreement.

Each band is a separately trained MLP, whose outcome is written to an individual XML
weight file. During the event reconstruction for the δ and Impact evaluation, the algo-
rithm chooses the weight files which best match the data conditions: zenith angle of the
observational position and the telescope optical efficiency. The evaluation procedure is
performed for all offset bands at the same time and results are interpolated between offset
bands using a spline function. Since preliminary event offset is known from the geome-

12The energy bias and threshold definitions are described later in Section 5.1.2 and 5.1.3, respectively.
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Figure 4.17: Example of the MLP response for different offset bands. Solid
lines represent the sample used for the MLP training, while marker points show
a corresponding test dataset. Both datasets are composed of diffuse gamma
rays simulated at 20◦ zenith angle.

try pre-reconstruction, it is used to evaluate δ and Impact from the interpolation for this
specific value.

4.4 Improved gamma-hadron separation

The background rate rises dramatically as the mean offset of events increases at high
energies. The background rejection poses one of the major challenges for the large-offset
analysis. As is discussed in Section 4.2.3 and shown in Figure 4.6, the performance of
the standard box-cut based gamma-hadron separation method is not sufficient for this
work. Thus, a more sophisticated machine learning method should be applied. This way,
the gamma-hadron separation is this study is based on the second method implemented
within the HAP framework [167] that uses a BDT training for the background rejection
and is discussed in Section 3.3.2.
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4.4.1 BDT training and input parameters

In the standard version of the TMVA based gamma-hadron separation approach, BDTs are
trained for one offset angle of 0.5◦. At large offset angles, event parameters differ from the
ones at low offset angles, resulting in a worsening of the separation efficiency. In addition,
there is only one 5 - 100TeV training band at high energies. The BDT input parameters
change as a function of energy and the introduction of a larger number of more narrow
high-energy bands could yield better performance. This work uses a modified version of
the standard BDT classification, aimed at refining background rejection in the high-energy
part of the spectrum and at large offset angles.

Input parameters

The modified version of the BDT training uses configuration options that are similar to the
ones used in the standard BDT training13. The usual list of input variables is MSCW ,
MSCL, MSCWO, MSCLO, ∆E/E and Xmax

14. Mean values of these variables as
a function of reconstructed energy are shown in Figure 4.18. They show a distinction
between gamma and cosmic rays as expected from the difference between hadronic and
electromagnetic cascades discussed in Section 2.1.4. Corresponding RMS plots can be
found in Appendix A.4 in Figure A.6.

On average, cosmic rays leave much wider images in the camera than gamma rays, which
can be seen from the MSCW and MSCWO plots. They also have a larger difference
in energy reconstructed per telescope (∆E/E parameter). Both features are caused by
the irregular structure of cosmic-ray showers. Typically, hadronic cascades have a large
transverse momentum and can have several electromagnetic sub-showers due to the decay
of mesons such as π0. Therefore, different telescopes can register separate sub-cascades
whose reconstructed primary energy would vary a lot from image to image. Furthermore,
electromagnetic sub-showers can be surrounded by other irregular parts of the hadronic
cascade that emit Cherenkov light and contribute to the recorded shower image, making
it larger.

As discussed in Section 2.1.2 (Equation 2.6), Xmax should increase as the logarithm of
the primary energy, which deviates from the behaviour shown in Figure 4.18. Only Xmax

values of the gamma rays simulated with 0.5◦ offset angle show the expected logarithmic
behaviour15. Deviations from the anticipated picture that are seen for cosmic and gamma
rays at large event offsets can be explained by the way howXmax is reconstructed [144]. The
Xmax parameter is estimated assuming that the image CoG corresponds to the location,
where the Cherenkov photons emitted at the shower maximum land in the camera. Often,
this relation does not hold for the distant showers, which constitute a large fraction of events
at large offset angles (Figure 4.3). In this case, the telescopes might record the photons from
larger heights (smaller depths) than the maximum of the shower development. This is also
seen in Figure 4.21 later in this section, which shows an anticorrelation behaviour between

13Except for the parameter that has been deprecated in newer TMVA version and was replaced by the
one with similar functionality.

14Here and after Xmax implies the depth of the shower maximum divided by the cosine of the zenith
angle, i.e. X

′

max/ cos(θzen).
15In turn, the mean of the true shower maximum as a function of the true primary energy follows the

behaviour expected from Equation 2.6 as is discussed in Appendix A.4 Figure A.7.
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Figure 4.18: Mean values of the input variable distributions in the BDT train-
ing. Line colours denote different event offset bands. Solid lines show point-like
gamma rays simulated at 20◦ zenith, while dashed ones indicate real observa-
tions of the empty fields, i.e. cosmic rays, in zenith angle range between 15◦

and 25◦.
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Figure 4.19: A comparison of the CoreDist distribution behaviour for gamma-
and cosmic-ray training samples. The curves display the mean (left) and RMS
(right) values of the CoreDist distributions as a function of energy. Solid
lines denote point-like gamma rays simulated at 20◦ zenith, while dashed ones
indicate real observations of the empty fields, i.e. cosmic rays, in the zenith
angle range between 15◦ and 25◦.

the Xmax and CoreDist parameters, i.e. reconstructed depth of the shower maximum
decreases as the shower distance to the telescope array increases.

Despite the fact that ∆E/E is a standard parameter, its definition is slightly modified in
this work. Nominally, ∆E is calculated using the energy reconstructed per telescope, which
is not corrected for the mismatch in the optical efficiency between the data and lookup
tables that are applied for the energy reconstruction. But, the reconstructed energy of the
shower in the denominator of the ∆E/E formula is the corrected one. Such a treatment
can introduce a small inconsistency during the ζBDT evaluation since the simulations used
for the BDT training have the same optical efficiency as the energy lookup tables and do
not require an energy correction. Therefore, ∆E is calculated using the corrected energy
per telescope in this work. Further tests showed that the ∆E/E distributions for real data
and for simulated gamma rays are in better agreement if such a correction is used. More
on data-simulation comparison in regard to the BDT training is discussed in Section 5.2.1.

An additional investigation shows a separation potential of the CoreDist parameter, which
is defined as the distance from the array centre to the shower core position. The behaviour
of the measured mean and RMS values of the CoreDist parameter for gamma- and cosmic-
ray showers are shown in Figure 4.19 for different offset bands. The difference between
CoreDist distributions for gamma- and cosmic-ray showers is minimal for low energies but
rises as the energy increases, which is favourable for better background rejection at high
energies.

Training bands and statistics

Unlike the standard classification [167], in this work, the training is performed in event
offset bands. They cover the range from 0.5◦ to 4.5◦ in 0.5◦ steps16. The energy binning

16The BDT training in event offset bands is also proposed in [134].
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was also modified. Instead of one band at high energies from 5 to 100 TeV, five energy
bands have been introduced: 5 - 10, 10 - 20, 20 - 50, 50 - 80, 80 - 150TeV17. This requires
larger statistics at high energies to be able to train the classifier with such a fine energy
binning. Therefore, the same gamma-ray simulations for the signal sample are used here
as for the lookup-table production as discussed in Section 4.2.1. They are produced with
Γ = −1 spectrum instead of the standard Γ = −2. However, this approach cannot ensure
sufficient statistics at all energies. Thus, in the low energy part, the first two bins are
merged into one 0.1 - 0.5 TeV bin. This will affect classification performance in the low
energy band, but it is considered acceptable since the current work is focused on the high
energies.

The minimum number of events in the training dataset is set to 2000. On average, the size
of the dataset can reach ∼ 30 k events or more in each training bin. But at the same time,
it can drop to less than 10 k for energy bands that are close to the threshold or end of the
spectrum. An example of signal statistics at 20◦ zenith angle is listed in Table 4.4.

Energy, TeV

Offset, deg 0.1 - 0.5 0.5 - 1 1 - 2 2 - 5 5 - 10 10 - 20 20 - 50 50 - 80 80 - 150

0.5 17 k 22 k 31 k 48 k 38 k 36 k 19 k 3 k 2 k
1.0 16 k 20 k 25 k 41 k 34 k 35 k 39 k 6 k 4 k
2.0 5 k 9 k 12 k 23 k 24 k 27 k 40 k 22 k 26 k
3.0 - - 2 k 11 k 15 k 19 k 33 k 20 k 26 k
4.0 - - - - 5 k 12 k 22 k 14 k 21 k

Table 4.4: An example of gamma-ray statistics in the training dataset for the
gamma-hadron separation. The table presents the statistics for the 20◦ zenith
angle band and lists all energy bands used for the training.

Similar to the standard approach, extragalactic observations of empty fields are used as
the background training sample. Background samples have a similar size. In some training
bands, the background statistics is much larger then the signal statistics. In such a case,
it is limited to have a maximum size that is twice larger than the signal statistics.

Importance and correlation coefficients

The role of any input variable in the classification process can be characterised by the
Importance parameter [135]. In the BDT method, this depends on the frequency of the
variable usage during the tree growth, the number of events in the nodes that were split by
this variable and the achieved separation. Figure 4.20 shows the energy and zenith angle
dependence of the importance parameter for the BDT input variables. On average, the
behaviour of the importance across different zenith angle bands for a given offset angle and
energy band stays similar. For low offset bands, the importance of the MSCW parameter
is very pronounced, especially at high energies. As offset angle increases, it becomes almost
equally important (∼ 15%) as the majority of separation parameters. On the other hand,

17Energy bands are defined in terms of reconstructed energy.
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Figure 4.20: The importance of the input parameters for the gamma-hadron
separation training. The top row shows the importance as a function of recon-
structed energy for 0.5◦ and 3◦ event offsets. In this case, zenith angles lay in
the range between 15◦ and 25◦ for both plots. The bottom row displays the
evolution of the parameter importance with zenith angle. For this plot energy
range and offset angle are fixed to 10 - 20 TeV and 0.5◦, respectively.

for energies below approximately 5 TeV, the least important parameter is ∆E/E but then
its role slightly rises with offset angle and energy.

In the classification training, input parameters should have different correlations in different
classes of events in order to yield better learning and separation performance. A matrix of
correlation parameters for the signal and background training sample is shown in Figure
4.21. Hadrons show a significant correlation between all image shape parameters. In
addition, within each offset band, the level of the correlation rises as the energy increases.
At the same time, the correlation strength between parameters related to the width and
length of the image decreases for the background events at large offset angles. This can
be the result of irregularities in the hadronic shower development, which might be more
pronounced in images of showers that originated at small offset angles.

Some shape-related parameters are strongly correlated in the case of the signal sample. For
example, if the shower appears to be gamma-like, its MSCLO and MSCL parameters are
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Figure 4.21: The correlation between input parameters of the BDT training
in the case of the modified gamma-hadron separation. The left panel displays
a correlation matrix for the signal sample used in the training, while the right
panel shows the same for the background sample. Plots are performed for
the same dataset bin: 15 - 25◦ zenith angle band, 0.5◦ offset band, 10 - 20 TeV
energy band.

small and they both rise for gamma rays that look more like background. The same can be
concluded for pairs of the MSCWO and MSCW , MSCLO and MSCWO parameters.
Unlike background, the gamma-ray sample shows a correlation between the CoreDisp and
MSCWO as well as MSCLO parameter. MSCWO and MSCLO grow from negative
values towards zero as the core distance increases, i.e. gamma rays become more hadron-
like. This may happen due to the decrease of light intensity with increasing distance
between shower and telescope array, resulting in similarity between hadron and gamma-
ray showers. The CoreDisp parameter is also anti-correlated with Xmax, which actually
can be an effect related to the Xmax reconstruction implying that the quality of the shower
depth estimation worsens as the distance to the shower increases.

4.4.2 BDT response

Similarly to the MLP training for the direction reconstruction, individual BDTs are trained
for each energy-zenith-offset band and the output is saved in XML format. During the
gamma-hadron separation process, the BDT response ζBDT is evaluated for all offset bands
for a given energy and zenith angle and then converted into efficiency values using signal ef-
ficiency curves (see Section 3.3.2). The obtained results are interpolated between different
offset bands and the final gamma-ray efficiency, which is used for the gamma-hadron sepa-
ration, is estimated for the event offset angle computed based on the reconstructed shower
direction position. Usage of the interpolation procedure helps to smooth irregularities in
the camera acceptance, caused by the binning in offset angle.

Examples of the BDT response for the signal and background datasets for 0.5◦ and 4◦ offset
angles are displayed in Figure 4.22. As expected, signal-like events occupy the right side of
the distribution with the positive ζBDT values, while background-like events are in the left
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Figure 4.22: Example of the BDT response for 0.5◦ (left) and 4◦ offset angle
bands (right panel). The training is performed for the energy range 10 - 20 TeV.
The signal sample is denoted by black colour and consists of point-like gamma
rays simulated at 20◦ zenith angle. Red colour represents a background sample
that is obtained by analysing the blank field observations conducted between
15◦ and 25◦ zenith angle. Solid lines show signal and background samples used
for the BDT training, while marker points reflect corresponding test datasets.

corner and are represented by the negative ζBDT values. As expected, training performance
worsens as the event offset increases. Thus, for the 4◦ offset angle, response distributions
for signal and background appear to be broader and have larger overlap. Figures also
compare the BDT response for the training and test data samples. Both samples are in
good agreement, which indicates that no significant overtraining takes place.

Training performance

In order to understand the classification performance, ROC curves are built. They show
the efficiency of background rejection depending on signal survival (see also Section 3.3.2).
On the left side of Figure 4.23, the ROC curves for newly introduced high energy bands
are compared to the standard ROC curve for 5 - 100 TeV energy range. This shows how
training performance improves at very-high energies when a finer binning in this domain
is used. The ROC curves for all trained energy bands can be found in Appendix A.5
(Figure A.8).

In addition, the right panel of Figure 4.23 illustrates the signal efficiency curves for the
high-energy training bins that are used to perform the gamma-hadron separation during the
event analysis. The background rejection is done by a cut on fixed gamma-ray efficiency. In
this work, the standard efficiency cut value (84%, grey line on the plot) is used. Currently,
no further cut optimisation based on the best sensitivity is performed18. In the end, the
evaluated ζBDT translates to efficiency, which is applied to select gamma-like events.

18Cut optimisation is beyond the scope of this work. However, it would be beneficial in future studies,
since it is important for the improvement of the analysis performance.
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Figure 4.23: The performance of the BDT training at high energies. The
left panel shows the ROC curves for the introduced five high energy bands
(coloured lines) and its comparison to the standard 5 -100TeV band (black
line). The right panel displays the signal efficiency curves for the new bands.
The grey dashed line indicates the gamma-ray efficiency cut value used for
the gamma-hadron separation. All presented curves are taken from training
performed at 20◦ zenith angle and 0.5◦ offset angle band.

4.5 Summary

The knowledge of the source spectrum and morphology at high energies is an important
key for understanding the source environment and processes that are ongoing or took place
in the past. Due to the steep spectra of gamma-ray sources, the statistics at high energies
are typically rather low and becomes a limiting factor of the instrument sensitivity in this
energy range. Thus, it is very important to be able to reconstruct and identify high-energy
gamma rays as good and as many as possible. In this chapter, a possibility of the maximum
event offset increase from approximately 2.5◦ to around 4◦ is investigated as one of the ways
to increase the high-energy statistics, since the study shows that the standard maximum
event offset cut rejects a significant fraction of detected high-energy events. An application
of this approach could be useful in the densely populated Galactic plane regions, where
VHE sources are located rather close to each other and observations taken for the nearby
sources can be considered for the analysis of the source of interest at high energies.

The two main challenges of this approach are the deteriorated reconstruction accuracy and
increased background rate. In order to overcome these issues, a more sophisticated direc-
tion reconstruction method (the DISP method) and several modifications to the standard
TMVA-based background rejection technique are implemented within the HAP frame-
work. Moreover, improvements of the angular resolution and gamma-hadron separation
by themselves are also the ways to improve the gamma-ray statistics and sensitivity in the
high-energy range. The next part of this work, Chapter 5, discusses the overall perfor-
mance obtained using the analysis approach proposed in this chapter as well as compares
the results to the standard analysis method.



Chapter 5

Performance of the high-energy
analysis

The previous chapter describes the DISP reconstruction method and modifications applied
to the gamma-hadron separation. This chapter discusses the performance of the developed
method based on gamma-ray simulations and real data. Also a comparison with the
standard analysis is performed, based on all relevant system properties, such as angular
and energy resolution, energy bias and threshold, effective area, background rate and
sensitivity.

5.1 Performance characteristics

In this and further chapters, the analysis proposed in this work is referred to as high-
energy (HE ) analysis since it is developed for energies above 10 TeV. As discussed in
Chapter 3, there are several different configurations of the standard analysis. They have
different cut values, which are optimised for each analysis configuration depending on the
source strength and slope of the spectrum [46]. This work focuses on a general method
development, while the cut-optimisation investigation is beyond the scope of this work.
This way, the analysis proposed in this study is based on the standard cut configuration,
specifically on std_zeta, since both of them use a similar approach for the gamma-hadron
separation (TMVA based technique). It uses the amplitude cut set to 60 p.e. and the
image local distance cut of 0.525m from the camera centre for the image selection, i.e.
preselection discussed in Section 3.1.2. For the background rejection, i.e. postselection,
the cut value is 84% of the gamma-ray efficiency as described in Section 3.3.2.

In this section, the std_zeta analysis is used as a standard benchmark and is referred to
as the standard analysis. Since it is optimised for events only up to 2.5◦ offset angle, the
comparison between the standard and high-energy analysis is only possible at low event
offsets. The studies of the performance and corresponding figures presented in this section
are performed after applying all image and shower selection cuts, i.e. after postselection.
All plots that involve gamma-ray simulations use a Γ = −1 spectrum. When necessary,
the simulated spectrum is re-weighed to Γ = −2, which is highlighted in the text. For most
performance studies, re-weighting is not strictly necessary if the quantity is displayed as a

67
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function of energy or only for a narrow energy band.

5.1.1 Angular resolution

One of the most important analysis characteristics is the angular resolution. Typically, it
is defined as the 68% containment radius of the reconstructed directions of gamma rays
simulated at a fixed sky position. The angular resolution of the system determines a min-
imum size of the On-region for the source analysis. The On-region is a test-region, which
typically contains the source of interest. Smaller resolution allows for smaller On-region,
which leads to lower diffuse background accumulation and better signal-to-noise ratio and,
as a result, to a better source detectability. In addition, more precise angular resolution
will better reveal morphological details of extended sources, which is very important for
the source modelling and interpretation.

Figure 5.1 shows the angular resolution at different offset angles as a function of true
energy for 20◦ and 40◦ zenith angles. For comparison, it also presents the resolution curves
for the standard analysis at 0.5◦ and 2◦ event offset. For the smallest offset angle, the
difference in resolution between the two analyses is minimal at low zenith angles but rises
as zenith angle increases. At 60◦ zenith angle (not shown in the figure), the improvement
compared to the standard analysis is more significant and the angular resolution at 2◦ offset
angle using the high-energy analysis is nearly the same as the resolution at 0.5◦ using the
standard analysis.

The standard analysis angular resolution curve at 2◦ offset angle shows a peculiar be-
haviour, which can be misleading. It implies that in this offset band, the standard analysis
reconstruction works better than the high-energy one. But this improved resolution is
obtained at the expense of a lower effective area discussed later in Section 5.1.3 (see Fig-
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Figure 5.1: The angular resolution as a function of simulated energy for dif-
ferent event offsets for two different zenith angles. The resolution curves are
shown only for events above the energy threshold. At low offset angles, the fig-
ure compares the resolution for the high-energy and standard analysis denoted
by solid and dashed lines, respectively.
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Figure 5.2: The angular resolution of the high-energy analysis above 10 TeV
as a function of zenith angle for different event offsets. The resolution com-
putation is performed using gamma rays simulated with the spectral index of
Γ = −1 and re-weighted to have the index of Γ = −2.

ure 5.5). A possible reason for this effect can be the standard BDT training, which is
performed only for 0.5◦ offset band. Shower parameters of events at 0.5◦ and 2◦ offset
angle have significant differences, resulting in a worse performance of the standard classi-
fication at 2◦ event offset in comparison to the nominal offset band of 0.5◦.

Figure 5.2 shows the angular resolution at different event offsets as a function of zenith
angle. Points represent the angular resolution estimated for energies above 10 TeV. For
zenith angles above 50◦, the energy threshold is higher than 10 TeV for the offset angle
of 4◦. In this case, the angular resolution is computed above the energy threshold, which
is discussed in more detail in Section 5.1.3 and its offset-zenith dependency is displayed
in Figure 5.6. The angular resolution depends on the primary energy. Normally, high-
energy events are reconstructed more accurately and, as a result, have better angular
resolution than the low-energy ones. Assuming the same number of events, a hard spectrum
would contain more high-energy events and better resolution above fixed energy than a
soft spectrum. Because of this, the assumed spectral index of the gamma-ray simulation
is important for the angular resolution shown in Figure 5.2. Thus, the initial Γ = −1
simulated spectrum is re-weighted to obtain Γ = −2 spectrum for this figure.

As seen from the plot, the angular resolution within each event offset band degrades as
the zenith angle increases. At low zenith angles, the resolution for most offset bands is
below 0.2◦, which is considered an acceptable value for the source analysis. The 4◦ offset
curve only slightly exceeds this value up to 30◦ zenith angle. At larger zenith angles, the
resolution for 4◦ offset angle deteriorates very fast. In turn, the resolution at 3◦ event offset
falls within the desired accuracy range up to 50◦ zenith angle.
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5.1.2 Energy resolution and bias

The distribution of the relative error of the energy reconstruction, (Ereco − Etrue)/Etrue,
for a narrow slice in a true energy, is shown on the left side of Figure 5.3. On the plot, the
distribution is fitted with a Gaussian function, which is used to determine the quality of
the energy reconstruction. The energy bias is measured as the mean value of the relative
energy uncertainty distribution, i.e. mean parameter µ of the Gaussian function, while the
energy resolution is defined as one standard deviation σ from the mean. The presented
example is produced for a true energy of about 12 TeV. It shows that at this energy the bias
is approximately 2.3% and the resolution is 15%. The right side of Figure 5.3 shows the
energy resolution as a function of simulated energy for the high-energy analysis. As seen
in the figure, the energy resolution above 10TeV is less than 30% for all offset bands at
zenith angle of 20◦. Similarly to many other performance parameters, the energy resolution
degrades as the zenith angle increases. It is approximately 5 - 10% worse at 60◦ zenith angle
(not shown in the figure) compared to a zenith angle of 20◦. At low event offsets, the plot
also shows the energy resolution curves for the standard analysis. Most likely, the nature
of the 2◦ energy resolution curve behaviour for the standard analysis is the same as for the
angular resolution that is discussed in Section 5.1.1.

The energy bias as a function of simulated energy for 20◦, 40◦ and 60◦ zenith angles is
displayed in Figure 5.4 for the high-energy analysis. Positive bias values imply an overes-
timation of the event energy, while negative values denote an underestimation. Showers
fluctuate while travelling through the atmosphere. The ones that are below the detection
threshold can fluctuate up and be detected by the telescopes. Such events are likely to
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Figure 5.3: The energy resolution. The relative error of the reconstructed en-
ergy is shown in the left panel. The example is produced for events with a pri-
mary energy around 12 TeV. The distribution is fitted by a Gaussian function
with µ = 0.023 and σ = 0.15. The right panel displays the energy resolution as
a function of simulated energy. The curves are shown only for energies above
the energy threshold. Solid and dashed lines denote resolution obtained with
the high-energy and standard analysis, respectively. Both plots are produced
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Figure 5.4: The energy bias as a function of simulated energy for different
offsets shown for 20◦, 40◦ and 60◦ zenith angle. Grey dashed lines indicate a
safe range of ±10% energy bias.

be reconstructed to higher energies than they actually are. Therefore, the energy bias
curve has an upturn towards low energies. In contrast, there is typically a downturn in the
bias curve towards high energies due to event misreconstruction since high-energy showers
fluctuate a lot, their images are very big, often truncated in time and by the camera edge.
This way, high-energy events are reconstructed to lower energies. In most cases, the bias
curves in Figure 5.4 behave as anticipated. The exception is the energy bias at 60◦ zenith
angle.

The figure also displays a ‘safe’ bias range, which is considered to be from −10% to +10%
of the true shower energy. It is expected to have a flat bias curve in this range. At 20◦

and 40◦ zenith angles, the energy bias above 10 TeV lies within the acceptable range for all
event offsets. At 60◦ zenith angle, the bias curves lie outside of the safe range, especially
for large event offsets.
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5.1.3 Effective detection area

The effective area is one of the key components of the analysis sensitivity (see Section 5.1.6).
Its definition is discussed in Section 4.2.3. The effective area for the high-energy analysis
after the gamma-hadron separation is shown in Figure 5.5. At low offset angles, the
effective area curves are compared for the high-energy and standard analysis. Events in
both analysis chains go through the same event preselection. The background rejection
cut is applied in the same manner, keeping 84% of the gamma rays that survive the
preselection. Thus, despite the fact that lookup tables, reconstruction procedure and the
BDTs training for the gamma-hadron separation are different, the effective area for both
analyses is expected to be similar. Indeed, the effective area is comparable for the 0.5◦

event offset. But for the 2◦ offset angle, the standard effective area curve is significantly
lower than the one resulting from the high-energy analysis developed in this work. Being
trained only for 0.5◦ event offset, the standard gamma-hadron separation performs worse
at larger offset angles. The ζBDT value, which meets the 84% of gamma-ray efficiency at
0.5◦ event offset, likely corresponds to a lower efficiency at larger offset angles.

As the zenith angle increases, the effective area increases at high energies since events
arriving from larger zenith angles are more inclined and have a larger light pool. This
results in a better chance to detect the shower and, hence, an increase of the effective area.
At low energies, the effective area decreases due to the increase of the energy threshold,
which is shown in Figure 5.6 for the high-energy analysis as a function of zenith and offset
angles. There are several ways to determine the energy threshold. Here, the threshold is
defined as the energy where the effective area reaches 10% of its maximum. As expected,
the threshold rises as the zenith angle increases since the shower experiences a longer path
through the atmosphere resulting in the absorption of a large fraction of Cherenkov light.
In addition, the emission region is located farther away for the showers originated at large
zenith angles in comparison to the lower ones. For a given zenith angle band, the energy
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Figure 5.5: The effective area for different offset angles as a function of true
shower energy for observations at 20◦ and 40◦ zenith angle is shown in the
right and left panel, respectively. Solid and dashed lines denote the effective
area curves for the high-energy and the standard analysis, respectively.
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Figure 5.6: The energy threshold of the high-energy analysis at different zenith
angles as a function of offset angle.

threshold stays nearly constant up to 2◦ event offset and grows very fast at larger offset
angles. At 50◦ zenith angle, the threshold appears to be higher than 10TeV for events with
offset above 4◦. For 60◦ zenith angle, the threshold reaches 10TeV already at 3.5◦ event
offset. This fact implies the limitations of the large-offset usage since the energy range of
interest in this study starts at 10TeV.

5.1.4 Background rate

The background rate is another important component of the analysis sensitivity (see Sec-
tion 5.1.6). Figure 5.7 shows the rate of the gamma-like background, i.e. background
events that pass the gamma-hadron separation cuts, for observations at 20◦ and 40◦ zenith
angles. The rate is computed by analysing the observations of PKS 2155−304 (a point-like
extragalactic VHE source). In order to estimate the background level at different offset an-
gles, the FoV is divided into rings with width of 0.5◦. The average ring radius correspond
to the offset angle of interest. The contamination by the gamma rays from the source
is avoided by excluding the region with radius of 0.25◦ around the source position. The
statistics in the highest energy bins is very low (typically just a few events per bin), which
results in the wiggly rate curves.

In addition, the background rate curves for the high-energy analysis are compared to the
standard ones at low event offsets. The behaviour is consistent with the results presented
in Figure 5.5 that show the corresponding effective area curves. In some energy-zenith-
offset bands, the gamma-hadron separation cut in the high-energy analysis appears to be
looser than in the standard analysis. It keeps more gamma rays as well as more background
events, resulting in higher effective area and background rate. On the other hand, there are
bands, where the cut is harder, leading to a decrease in the effective area and background
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Figure 5.7: The background rate for the different event offsets as a function of
reconstructed shower energy for 20◦ and 40◦ zenith angle. Solid and dashed
lines indicate the background rate curves for the high-energy and standard
analysis, respectively. The rate values are computed using observations of
PKS 2155−304 conducted in the corresponding zenith angle bands. The source
position is excluded from the rate estimation.

rate level in the high-energy analysis in comparison to the standard analysis.

The application of the improved TMVA-based gamma-hadron separation demonstrates
significant improvement of the background rejection at large offset angles in comparison
with image-shape-based box cuts discussed in Section 4.2 (see also bottom right panel of
Figure 4.6). Using the modified method the background rate at large offset angles decreases
almost to the level of the rate at 0.5◦ event offset.

5.1.5 Quality factor

One way to characterise the performance of the gamma-hadron separation cut is the Quality
factor :

Qf =
ǫγ√
ǫbkg

, ǫ =
Ncut

N
, (5.1)

where ǫγ and ǫbkg are the ratios of event numbers before (N) and after (Ncut) the back-
ground rejection cut for the signal and background sample, respectively. Larger Qf values
imply a better background rejection.

The resulting Qf curves for the high-energy analysis as a function of reconstructed energy
and zenith angle are displayed in the top row in Figure 5.8. The signal sample consists of
point-like gamma-ray simulations, whereas the background sample is extracted from ob-
servations of PKS 2155−304 as described in Section 5.1.4. The source position is excluded
during the background estimation. On average, the quality factor rises with energy, except
for the 0.5◦ event offset curve, which starts to decrease above approximately 20 TeV. The
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Figure 5.8: The quality factor of the gamma-hadron separation cut for the
high-energy analysis for different offset bands. Top panel shows the quality
factor as a function of reconstructed energy at 20◦ zenith angle (left panel)
and as a function of zenith angle for energies above 10 TeV (right panel). The
bottom panel shows the ratio between the quality factors for low event offset
bands calculated for the high-energy and standard analysis for the same zenith
and energy range as used in the top panel. The background sample for all three
plots is extracted from the PKS 2155−304 observation data.

Qf gradually decreases as the zenith angle increases due to degradation of the direction
reconstruction and gamma-hadron separation quality.

At low offset angles, the quality factor can be compared to the standard analysis values.
The ratio between the quality factor obtained for the high-energy analysis QHE and the one
for the standard analysis Qζ are displayed in the bottom panel of Figure 5.8. The ratios
as a function of zenith angle are shown only for events above 10 TeV. The resulting curves
show an improvement of the high-energy analysis by 20 - 50% at 20◦ and up to 40 - 80% at
45 - 50◦ zenith angles.
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5.1.6 Sensitivity

The most important analysis characteristic is the detection sensitivity. It indicates a min-
imal gamma-ray flux from the source that can be detected with 5 σ significance during the
exposure time T . In this work, sensitivity is defined as Ng, req/Ng, where Ng is the expected
number of gamma-ray events detected from the source and Ng, req is the gamma-ray excess
which is required in order to reach the 5 σ significance above the background Nbkg. The
excess is computed as [67]:

Ng, req = NOn −Nbkg = NOn − α ·NOff, (5.2)

and the significance is estimated according to Li and Ma [150] as:

S =
√
2

(

NOn ln

[

1 + α

α
· NOn

NOn +NOff

]

+NOff ln

[

(1 + α) · NOff

NOn +NOff

])1/2

, (5.3)

where NOn is the number of events in the On-region, which is a test region typically
containing the source of interest. The counts measured in this region are composed of
background as well as signal events. NOff is the number of events in the Off-region, which is
used for the background estimation and contains only background events. The α parameter
is the normalisation factor, accounting for the differences between On and Off region, such
as size, exposure, zenith and offset angles, etc. In the general case, α is defined as [67]:

α =

∫

On

Aγ
On(θx, θy, φz, t)dθxdθydφzdt

∫

Off

Aγ
Off(θx, θy, φz, t)dθxdθydφzdt

, (5.4)

where Aγ
On and Aγ

Off are the gamma-like event acceptance for the On- and Off-region,
respectively. In turn, they depend on zenith angle φz and location (θx, θy) in the FoV. In
the simplest case, when there are one or several Off regions which have the same size and
offset angle as the On region, the α parameter can be estimated as one over the number
of Off regions.

The background data sample in this investigation is extracted from the PKS 2155−304
observations, excluding the source position from the estimation. Since the observation
time Tobs of PKS 2155−304 is not equal to exposure time T , the number of detected
events N

′

bkg is scaled as:

Nbkg = N
′

bkg ·
T

Tobs

. (5.5)

As mentioned above, Ng is defined as the number of gamma rays from the source detected
by the instrument during the time T . For its estimation, an assumption on the source
spectrum is required. In this study, the sensitivity is calculated for a Crab-Nebula-like
gamma-ray source. The Crab Nebula differential energy spectrum can be fitted by a power
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Figure 5.9: The differential sensitivity for the high-energy analysis for 100 h
of observation as a function of reconstructed energy for various offset bands
at 20◦ (left) and 40◦ (right) zenith angles. The sensitivity is shown for two
types of gamma-ray sources. Solid lines denote the sensitivity for point-like
sources with θ2 = 0.0125 square degrees and dashed lines indicate the same
quantity for slightly extended sources with θ2 = 0.04 square degrees. Both
figures display the sensitivity for energies above the threshold. Similarly to
other performance plots, the x-axis is binned in such a way that it contains 5
energy bins per decade.

law with an exponential cutoff [46]:

dN

dAdEdt
= Φ0

(

E

1TeV

)−Γ

exp(−E/Ecut), (5.6)

where Φ0 = 3.76× 10−7 m−2s−1TeV−1 is the differential flux normalisation at 1TeV; Γ =
2.39 is the spectral index and Ecut = 14.3TeV is the cutoff energy. To estimate the Ng

value, this theoretical spectrum is folded with the effective area, which is evaluated using
point-like gamma-ray simulations [163].

The events from both signal and background samples go through the reconstruction chain
and undergo all selection cuts (image selection and gamma-hadron separation), including
the θ2 cut, which defines the size of the source On-region. The obtained differential sensi-
tivity for 100 h of observation at 20◦ and 40◦ zenith angles is displayed in Figure 5.9 as a
function of reconstructed energy. The figure shows the sensitivity curves for two different
θ2 cuts. In the first case, the θ2 is equal to 0.0125 square degrees, which is a typical value
for a point-like source in the standard analysis. It means that the On-region radius θ is
approximately 0.11◦. The second θ2 value is 0.04 square degree in order to estimate the
sensitivity for slightly extended sources. In this case, the radius of the On-region is 0.2◦,
which is comparable with the angular resolution at moderate offsets1 (see Figure 5.2).

The algorithm for the sensitivity calculation requires at least 5 background events from

1As seen in Figure 5.2, the angular resolution at large event offsets is close to 0.2◦. Especially this is
true for large zenith angles. Therefore, for large zenith-offset bands, the θ2 value of 0.04 square degree
corresponds to a point-like source.
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Figure 5.10: The comparison of differential sensitivity for the high-energy and
standard analysis for 100 h of observation as a function of reconstructed energy
for low event offset bands. The high-energy and standard analysis sensitivity
curves for 20◦ (left) and 40◦ (right) zenith angles are shown in the top pan-
els and are denoted by solid and dotted lines, respectively. Both plots are
produced for θ2 = 0.0125 square degrees. The bottom panels show the ra-
tios of the sensitivity between the standard and high-energy analysis for the
corresponding zenith angle bands. All sensitivity curves are drawn above the
energy threshold. The x-axis contains 5 energy bins per decade.

the Off regions in each energy bin during the exposure time. The background rate is low
at high energies and sometimes the requirement cannot be fulfilled. For this reason, not
all curves are shown at highest energies. But it does not mean that the analysis is not
sensitive in that region. Also, there are a couple of additional requirements [106]. First of
all, the minimum number of excess counts per bin is 10 events, otherwise the sensitivity
is estimated as 10/Ng. And second, the signal-to-background ratio per bin must exceed
5%. If the requirement is not met, the sensitivity in the particular bin is calculated as
0.05 ·Nbkg/Ng [163, 138].

Due to limited statistics at high energies, the listed restrictions introduce artefacts in the
sensitivity curves as seen in Figure 5.9. Typically, sensitivity for the point-like sources
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(smaller θ2) is better than for the extended ones (larger θ2) since smaller On-region ac-
cumulates less background. However, two corresponding sensitivity curves swap at high
energies. This happens because the larger On-region has larger statistics and is less af-
fected by the requirements discussed above. Although at 4◦ event offset, the sensitivity for
larger On-region prevails across the whole energy range. This can be caused by the fact
that the angular resolution for this offset angle is approximately equal/larger than 0.2◦,
which matches the radius of the larger On-region.

At low offset bands, the sensitivity estimated for the high-energy analysis is compared
to the one for the standard analysis in Figure 5.10. For ease of comparison, the bottom
panel in the figure displays the ratio between those two. On average, the high-energy
analysis shows 10 - 20% of improvement in sensitivity over all energies when compared to
the standard analysis.

5.2 Monte-Carlo simulation to data comparison

Until this point, almost all performance estimates presented in this chapter were performed
using simulated gamma rays. In order to verify that the developed analysis performs in
the same way for real data as for simulations, data-simulation comparison is performed.
In the following section, two data-simulation comparison investigations are discussed. The
first of them evaluates the behaviour of the BDT response, which constitutes the key
component of the gamma-hadron separation. In the second investigation, the accuracy of
the point-like source reconstruction obtained with the simulated sample is compared to the
one obtained with observed dataset, since understanding of the analysis angular resolution
is very important for source morphology studies.

5.2.1 Verification of the BDT classifier

For the purpose of the BDT response data-simulation comparison, data taken at the Crab
Nebula position are chosen. The Crab Nebula [185] is a strong VHE source and provides
reasonable gamma-ray statistics at energies above 10 TeV. During this study, event prop-
erties of gamma-like events located in the On-region are compared with the corresponding
set of the gamma-ray simulations. For this purpose, Crab Nebula data are analysed and
only events that pass preselection cuts take part in further investigation. There are a large
number of cosmic-ray events that arrive from the same direction. Several techniques have
been developed for the estimation of the cosmic-ray background in the FoV [67]. One of
them is the Reflected-region background method [102, 35]. In this approach, several Off re-
gions are constructed around the observation position with the same offset as the On-region
like it is shown on the left side of Figure 5.11. The right panel of the same figure displays
the BDT response evaluated for the events in the On and Off regions. The distribution
of On events is represented by a clear peak at about 0.7, since the On region contains the
gamma-ray source. The Off regions contain only background events, resulting in the peak
of the Off-event distribution to be located in the far negative part of the BDT response
and only its tail is seen on the plot.
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Figure 5.11: Left: Schematic illustration of the Reflected-region background
method [67]. The picture shows a relative location of the observation position,
On-region that contains the source position and a set of Off regions used for
the background estimation. Right: Comparison of the BDT response for the
On- and Off-region events. Here, Off events are scaled by α parameter, which
is estimated as one over the number of Off regions. Typically ζBDT values lay
in the range from −1 to 1. The x-axis of the plot is selected to show mainly
the gamma-like events that correspond to positive ζBDT values. Most events
from the Off regions occupy the far negative end of the ζBDT range and are
not visible here.

The Crab Nebula is nearly point-like2 and there are no other gamma-ray sources in the
relative vicinity, therefore most of the observations are conducted at a comparably low
offset angle of 0.5◦ or 0.7◦. The source is always seen by the H.E.S.S. instrument under
a large zenith angle and the dataset chosen for the comparison lay approximately within
45 - 50◦ zenith angle range. Thus, the corresponding simulation set consists of gamma rays
originating at 45◦ and 50◦ zenith angle with 0.5◦ offset angle that are scaled accordingly
to the number of Crab Nebula excess events in the On-region within these zenith-offset
bands. In addition, simulated events are re-weighted from Γ = −1 to Γ = −2.6 in order to
have a spectral index close to the Crab Nebula spectrum in the energy range of interest3.

The result of the BDT response comparison for the Crab Nebula excess data and gamma-
ray simulation set in the energy range from 10 to 20TeV is shown in the top panel of
Figure 5.12. The number of gamma-ray excess events in the On-region is estimated using
Equation 5.2. The bottom panel of the figure displays the residuals between data and
simulations that are computed as:

2An extension of the Crab Nebula recently has been discovered by the H.E.S.S. Collaboration [8], but
the extent is so small that it can be detected only using an analysis method with a very good angular
resolution like e.g. ImPACT [169].

3The Crab Nebula spectrum has a cutoff around the energy of 14 TeV [46] and it is not easy to make
a precise measurement of the spectral shape in the cutoff region. Taking into account that the BDT
response comparison here is performed in the narrow energy band 10 - 20 TeV, and thus, the BDT response
distribution for simulated gamma rays is not very sensitive to the assumed spectral index, it was decided
to re-weight the simulated spectrum to the spectral index, which is slightly steeper than the actually
measured value for the entire Crab Nebula spectrum.
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Figure 5.12: Comparison of the BDT response between the Crab Nebula data
and simulated gamma rays with zenith and offset angles that correspond to
the observational data. The distributions are produced for the energy range
between 10 and 20 TeV. Gamma rays used for this comparison are simulated
with Γ = −1 spectral index and reweighed to Γ = −2.6, which approximately
corresponds to the Crab Nebula spectral index at high energies.

residual =
Ndata −Nsim

σdata

, (5.7)

where Nsim and Ndata are the numbers of simulated gamma rays and data excess events in
a particular bin of the BDT response distribution, respectively; σdata is the data statistical
uncertainty in the corresponding bin, which is calculated taking into account uncertainties
estimated for NOn and NOff. The statistical uncertainty for the simulation sample is much
smaller in comparison to the σdata values, and therefore, is not taken into account here.

The BDT response distribution shows a slight shift between data and simulations, which
can be described as data overshooting the simulations in ζBDT range from 0.3 to 0.7 and
undershooting where ζBDT values are larger than 0.7. The likely reason for such a behaviour
is a discrepancy between data and simulations in the input parameters used for the ζBDT

evaluation. Especially, MSCW as the parameter with the highest importance for the
training at high energies in the low offset bands (see Figure 4.20).

The comparison of the BDT input parameters for the corresponding data and simulation
set is shown in Figure 5.13. The MSCW and MSCL parameters exhibit a shift in the data
distributions to negative values, implying that the real data images are systematically nar-
rower and shorter than expected from the shape lookup tables. Also, there is a perceptible
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Figure 5.13: The comparison of the BDT input parameters between data and
simulation set. The investigation is performed for the same data and simulation
set as in Figure 5.12.

discrepancy between data and simulations in the ∆E/E parameter distribution. Different
features in this distribution usually correspond to the telescope multiplicity. A significant
fraction of events reconstructed with 2 or 3 telescopes occupies ∆E/E values around 0.3 -
0.6 and with large enough statistics it is possible to see a double-peak structure in this
region. Four-telescope events typically have a more accurate energy reconstruction result-
ing in much lower ∆E/E values (first peak in the distribution). Comparison of ∆E/E in
Figure 5.13 shows that the peak which corresponds to four-telescope events is wider and
the second peak is more pronounced in the case of real data than in simulation set.

Currently, the exact reason for such trends is not clear. In this regard, several checks were
carried out. For example, the impact of the telescope multiplicity during the data taking
and mismatch between optical efficiency in data and in simulation set were checked. In
addition, the influence of the simulated spectrum used for the energy and shape-lookup
tables production was investigated. Simulated events were re-weighted from Γ = −1 to
the Γ = −2 spectrum during the lookup table filling. None of these effects could explain
the observed disagreement between data and simulation sample in the BDT response or
input parameters distributions.
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One of the possible explanations can be a presence of broken or switched-off pixels during
the observation. The data quality selection procedure allows for a fraction of about 15% of
non-working pixels in the camera [119]. This can influence the image intensity estimation
resulting in a negative bias when compared to gamma-ray simulations. Lower image inten-
sities at the same impact distances would imply smaller image widths and lengths, which
actually would be different from the actual measurement. And as a result, the evaluated
values of the MSCL and MSCW parameters would be underestimated, as observed in
the corresponding plots in Figure 5.13. In addition, it would also affect the quality of the
energy reconstruction leading to a disagreement in the ∆E/E parameter.

5.2.2 Comparison of the point-source resolution

The ability to reconstruct a point-like source at energies above 10TeV with the analysis
presented in this work is displayed in Figure 5.14 in form of a θ2 plot. The analysis is per-
formed for the two point-like VHE gamma-ray sources that have reasonable statistics above
10 TeV: the Crab Nebula and HESS J1745−290 [25], which is coincident with Sagittarius
A∗ (the Galactic Centre source). The gamma-ray excess is calculated following Equation
5.2. The Crab Nebula observations were conducted mainly with 0.5◦ offset angle within a
zenith angle range between 45◦ and 50◦. Sagittarius A∗ is seen at much lower zenith angles
in Namibia and the chosen observation runs cover zenith angles from 5 to nearly 50◦. The
mean value of the zenith angle distribution is around 20◦. The Galactic Centre region is
populated with many sources. Thanks to this fact, there are observations with pointing at
different offset angles, namely 0.5◦, 1◦ and 1.5◦.

In the analysis of real data, θ is the angular distance between the reconstructed event
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Figure 5.14: The comparison of the squared angular event distribution between
observed and simulated point-like gamma-ray source. Blue data points show
the distribution of the excess events for Crab Nebula on the left side and
for Sagittarius A∗ on the right side of the figure. Red curves represent the
distribution of the simulated gamma rays, which are accordingly re-weighted
to the spectral index of the sources. The simulation set is also composed taking
into account the offset and zenith angle distribution of the observations.
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direction and the supposed source position (test position). In the case of simulations, θ is
the angular distance between the reconstructed and simulated event direction. Simulation
sets for the comparison with each source are compiled accordingly to the fraction of On-
region events of the particular source that fall into the certain zenith-offset band. Since
gamma rays are simulated with the Γ = −1 spectral index, the spectrum is re-weighted to
Γ = −2.6 and Γ = −2.3, which are close to the Crab Nebula and Sagittarius A∗ spectrum
above 10 TeV, respectively. Similarly to the case discussed in Section 5.2.1, the index of
the re-weighted spectrum does not match precisely the index of the source spectra, but
the θ2 plot is also not very sensitive to the small changes in the spectral index. The figure
shows a good match between the measured θ2 parameter distribution for the gamma-ray
excess calculated from data and the one predicted from simulations.

5.3 Cosmic-ray system acceptance

In ground-based gamma-ray astronomy, the gamma-like cosmic-ray background is typically
much more numerous than the rate of gamma rays detected from a source. This implies
that, in almost all cases, the background can only be subtracted on a statistical basis.
Although gamma-hadron separation has been improved in this work, there still remains a
quasi-irreducible background. Therefore, accurate background modelling is a key task in
VHE source analysis and understanding of the system acceptance plays a crucial role in
it. The system acceptance describes the probability of the background event to survive
all analysis cuts depending on its position in the FoV, zenith and azimuth angle, optical
efficiency, reconstructed energy, etc [67]. It is represented by a distribution of the squared
angular distances between the telescope pointing position and a particular event direction,
i.e. squared event offset. There are two ways to construct an acceptance model:

• Acceptance from data is built during the source analysis on a run-by-run basis. All
event that pass selection cuts and are outside the exclusion regions are filled into 1D
histogram as a function of the squared event offset. The exclusion regions include all
detected and potential sources of VHE emission in the FoV, On-region and bright
stars. The obtained acceptance curve is later corrected for all exclusion regions.
If the excluded area is very big, the final event statistics will be not sufficient for
the accurate acceptance determination. Such a situation often happens when the
observations are conducted in the Galactic plane with a large density of gamma-ray
sources. This approach is also not applicable if the system pointing position is within
the excluded region.

• Acceptance from lookup tables is built using archival observations without signifi-
cant VHE sources in the FoV. The procedure is similar to the one described above.
Obtained event distributions are stored in form of 1D histograms as a function of
squared event offset as well as 2D histograms as a function of squared event offset
and reconstructed energy. The acceptance lookup tables are produced for different
zenith angle bands: 0, 20, 30, 40, 45 and 55◦. Unfortunately, there is not enough
data to provide a finer binning at large zenith angles, as is done for other lookup
tables. The acceptance lookup tables also do not account for changes in NSB level,
telescope optical efficiency or atmospheric transparency.
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Figure 5.15: The system acceptance obtained for the high-energy analysis.
Colour of acceptance curves indicate different zenith angle bands. Left plot
shows the acceptance in the full energy range, while the right panel displays
the acceptance above 10 TeV.

The system acceptance of gamma-like background events for the high-energy analysis is
shown in Figure 5.15. The acceptance curves are presented for 20◦, 40◦ and 55◦ zenith
angle bands in two cases: for the full energy range on the left and for energies above 10 TeV
on the right. The acceptance curves appear to have an irregular structure. Most likely, this
is caused by the binning in offset bands introduced for the shower direction reconstruction
and gamma-hadron separation. In both cases, interpolation of the corresponding quantity
is applied between offset bands, which makes the irregularities in the acceptance curve less
pronounced, but cannot remove them completely.

Despite the fact that the presented system acceptance has irregularities in its structure, on
average, it behaves as expected. In the case of the full energy range, where the majority of
events are of low energies, the highest event rate is in the middle of the camera and it drops
fast as the offset angle from the camera centre increases. At higher energies the picture
is different. The system acceptance does not have a maximum in the centre anymore and
peaks at larger offset angles. There are a couple of effects that can contribute to such a
trend. For events that originate close to the telescope pointing position, the image CoG
lies closer to the edge of the camera. Therefore, the high-energy showers that have larger
images, can be rejected by the local-distance cut creating a reduction in the acceptance.
Another effect can be related to the shower direction reconstruction since the DISP method
uses image parameters for this purpose and is trained using only gamma rays. Hadron
images are more irregular and their parameters differ from gamma-ray image parameters.
This results in a decrease of the reconstruction accuracy. The largest effect comes from
the gamma-hadron separation procedure. At high energies, background rejection is more
efficient in the centre than at the edge of the FoV.
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5.3.1 Data-model comparison of the system acceptance

In the HAP framework, the system acceptance is assumed to be radially symmetric [66].
However, the spectrum of cosmic rays is steep and the energy threshold rises as the zenith
angle increases within the FoV, resulting in a decrease of the event rate. Relaxation of the
maximum event offset up to 4.5◦ results in an increased effective camera FoV up to 9◦, which
could be large enough to cause zenith-angle related asymmetry in the system acceptance.
Considering the energies above 10TeV, this effect would influence the acceptance at zenith
angles as high as 50 - 60◦, where the energy threshold at large offsets is close or larger than
10 TeV as discussed in Section 5.1.3 (see Figure 5.6).

In this investigation, the radial symmetry of the system acceptance for the high-energy
analysis above 10TeV is checked and the results are shown in Figures 5.16 and 5.17 for
the 20 and 40◦ zenith angle bands, respectively. The investigation is performed using
observations of the Sagittarius Dwarf Spheroidal Galaxy (Sgr dSph) [50] in the range of
zenith angles from 15◦ to 25◦ and the globular cluster M 15 [18] at zenith angles from 35◦

to 42◦. The sources were used for the indirect searches of Dark Matter and no significant
emission was found in the FoV. Both of them are located far from the densely populated
Galactic plane, specifically, Sgr dSph at (l = 5.7◦, b = −14.3◦) and M 15 at (l = 65◦,
b = −27.3◦) in Galactic coordinates. Such a location of the test sources is useful for
the acceptance study since the FoV is not contaminated by gamma rays from other VHE
sources and does not contain large excluded regions, which would reduce the number of
events that can be used to construct the model.

The top panel in both figures shows the distribution of arrival directions of the gamma-
like background events in the nominal system and compares it for the high-energy and
two standard analyses: with box-cut and TMVA-based gamma-hadron separation, which
are described in Section 3.3 and usually are referred to as std and std_zeta, respectively.
Despite the fact that the exposure time for both sources is very similar (15.8 and 14.9 h
for Sgr dSph and M 15, respectively), the number of detected events at 40◦ zenith angle
is much larger than at 20◦ as seen in Figure 5.17 and 5.16, respectively. This is a result of
the effective area increase at high energies as the zenith angle increases.

At 20◦ zenith angle, the event distributions for all three analysis methods are very close to
being radially symmetrical. In the case of the high-energy analysis, it also can be seen from
the FoV slices along x and y-axis that are shown with blue colour in the left and central
panel of the bottom row in Figure 5.16, respectively. The slices have a width of 1.2◦ and are
illustrated with red dashed lines in the upper left panel. The statistics in the data sample
is small. Nevertheless, there is no indication of a strong gradient in the FoV at energies
above 10 TeV. In addition, event distributions within the FoV slices are compared with the
model curves, which are shown with the red solid line in the corresponding figures. The
model curves are produced by rotating the acceptance curve (extracted from the lookup
tables with an appropriate zenith angle) around the camera centre in the nominal system,
scaling the obtained 2D model distribution with the number of data events and performing
the same slicing procedure as described above. One more data-model comparison plot is
displayed in the right bottom panel and shows the event distributions as a function of
squared event offset (i.e. the acceptance curve itself). All three comparison plots in the
bottom row show a good match between the data and model.

The picture looks different at 40◦ zenith angle. Results of all three analysis methods
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Figure 5.16: The comparison of the system acceptance between data and model
for 20◦ zenith angle band using observation runs of Sgr dSph. The top row
shows the distribution of gamma-like events in the camera (nominal system)
after data analysis performed with the high-energy analysis (left), standard
analysis with TMVA-based (middle) and box-cut-based (right) gamma-hadron
separation. The bottom row compares the event distributions extracted from
the high-energy data analysis and the background model based on the accep-
tance lookup tables. The left and the middle plot shows the distribution of
events projected along x and y-axis in the nominal system within the regions
indicated in the upper left panel with red dashed lines. The positive direction
of x-axis indicates the decrease of zenith angle and the positive direction of
y-axis denotes the increase of azimuth angle. The right panel in the bottom
row shows the distribution of the squared angular distance between the event
directions and camera centre.

displayed in the top row in Figure 5.17 show an indication for zenith-dependent asymmetry
in the FoV. It is also clearly seen in the bottom left plot that illustrate the FoV slice along
the x-axis (i.e. along zenith angle). In turn, the bottom middle plot, which displays
the y-axis slice (i.e. along azimuth angle), does not show azimuth-dependent asymmetry.
Clearly, at large offset angles, the gamma-hadron separation procedure keeps more gamma-
like background events in the part of the FoV that corresponds to lower zenith angles, in
comparison to the large-zenith part of the FoV. This effect also generates the difference
between data and model acceptance curves seen in the bottom right panel. Such a zenith-
dependent asymmetry in the FoV appears as the observation zenith angle increases and
requires further investigation, which is beyond of the scope of this work.

Figure 5.18 shows an example of the source analysis high-level results, where the back-
ground modelling and, therefore, system acceptance plays a crucial role. The significance
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Figure 5.17: The comparison of the system acceptance between data and model
for 40◦ zenith angle band using observation runs of the globular cluster M 15.
All panels in this figure show the same information as in Figure 5.16.

maps of the FoV centred at the source positions are displayed in the left column. The
significance of each bin is calculated as shown in Equation 5.3, where NOff is evaluated
using the background model (a more detailed description of this kind of map production
can be found in Section 6.1.1) [67]. Thus, a considerable disagreement between model
and real background data would be reflected in the significance map. Typically, quality
of background estimation in the map is characterised by the 1D significance distribution
as shown with red colour in the right column. The significance distribution of all pixels
in the FoV, which does not contain gamma-ray sources, should be centred at 0 and follow
gaussian distribution with σ = 1.

The top and bottom row in Figure 5.18 shows the significance above 10 TeV obtained by
analysing the Sgr dSph and M 15 data with the high-energy analysis, respectively. The
significance calculation approach (Equation 5.3) requires at least 5 events per bin. The
Sgr dSph dataset contains very few events, and therefore, the significance map is nearly
empty for this source. The significance distribution shows mainly upward fluctuations and
is shifted in a positive direction. The M 15 dataset has more events and the significance
distribution looks better. Despite the disagreement between data and background model,
the significance map and distribution does not show considerable outliers. However, data-
model differences rise as the zenith angle of observation increases and can lead to some
analysis artefacts in the significance or excess sky maps. Therefore, the topic should be
further investigated in future.
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Figure 5.18: The significance distribution in the FoV at energies above 10TeV
with the high-energy analysis. Analysis results for the Sgr dSph and for M 15
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row shows the significance map centred on the position of the test source. The
right panels show the one-dimensional distribution of the pixel significance (red
colour) that is fitted with Gaussian function (black).

5.4 Outlook

The analysis method investigated in this work shows promising performance at small and
at large offset angles. The next steps can be aimed at an improvement of such performance
characteristics as angular resolution and energy bias, especially in the large zenith-offset
angle bands. One of the possible actions in this direction could be an increase of the ANN
training statistics for the DISP reconstruction and the introduction of energy binning into
the training procedure. In addition, the ANN training in this study is produced only for
one azimuth angle of 180◦. In order to account for the geomagnetic field effects on the
shower development, the training should be also performed for 0◦ azimuth angle.
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The modified gamma-hadron separation method significantly improved background re-
jection at small and large offset angles, while keeping a large fraction of gamma rays.
However, the background rate at large offset angles is still higher than for the nominal
0.5◦ event offset, and the effective area is much lower. Further investigation could reveal
new variables with additional gamma-hadron separation power for the BDT training. For
example, hadronic showers are more irregular and would have worse accuracy of the direc-
tion reconstruction and, thus, larger direction uncertainty than gamma rays. The direction
uncertainty as an additional box-cut was proposed in [152] and was used for the angular
resolution improvement. In addition, it showed a background rejection power and may
yield better performance if used as one of the input parameters for the BDT training.

In this work, several comparison investigations against real data are performed. Compar-
ison of the BDT response shows slight disagreement between data and simulation. And
so far no clear reason is revealed that would explain such behaviour. Further investiga-
tion could shed light on the nature of this discrepancy and improve performance of the
gamma-hadron separation cut. Background modelling is another analysis step that has
room for improvement. The corresponding study showed a zenith-dependent asymmetry
of the cosmic-ray acceptance at large offset angles. Therefore, a 2D acceptance map would
model background more accurately than the 1D acceptance currently used in the HAP
analysis, which assumes a radial-symmetric distribution of the background events in the
FoV. 2D acceptance for background modelling is already used in the 3D likelihood analysis
implemented in ctools and Gammapy [162].

The cut optimisation plays an essential role in the improvement of the analysis performance.
In the current work, standard cut values are used. But since the direction reconstruction
and gamma-hadron separation are modified, it is important to find new values of θ2 and
ζBDT cut, which yield better analysis sensitivity. Another interesting aspect of the cut
optimisation is the preselection cuts. As discussed in Section 3.1.2, the local distance cut
rejects a significant amount of high-energy events. Relaxation of this cut may increase
the effective area and as a result, improve the sensitivity above 10 TeV. However, it also
would increase a number of events with images clipped by the camera edge, which are very
challenging to reconstruct.

All modifications in reconstruction and gamma-hadron separation that are discussed in
this work are proposed as a stand-alone analysis method. However, they can be used in
combination with other analysis methods such as ImPACT [169]. First of all, the ImPACT
analysis would benefit from the better gamma-hadron separation method. Secondly, Im-
PACT uses event direction reconstructed with the standard geometry method as a seeding
parameter. Studies showed that improvement of the seeding parameter estimation leads
to an improvement in the ImPACT performance [140]. The angular resolution obtained
with the DISP method is better than the one with the standard intersection of the major
image axes. It may be more advantageous to use the direction reconstructed with the DISP
method as a seed for the ImPACT analysis at high as well as at lower energies.



Chapter 6

The H.E.S.S. Galactic plane survey
in gamma rays above 10 TeV energies

Currently, the H.E.S.S. Galactic Plane Survey (HGPS ) is the largest catalogue of Galac-
tic VHE gamma-ray sources, and its most recent version was published by the H.E.S.S.
collaboration in 2018 [5]. The catalogue contains sources analysed over a wide energy
range, from 400 GeV up to the highest energies accessible with H.E.S.S. In this work, the
HGPS data is analysed at energies above 10TeV using the high-energy analysis developed
in this study. The results are compared to the standard analysis with the respective low-
energy cut. Sources detected above 10 TeV in this study are characterised based on key
performance parameters such as the detection significance or the gamma-ray excess. In
the second part of the chapter, source classes are discussed as well as possible source coun-
terparts. Two sources are exemplarily discussed in more detail at the end of the chapter,
namely: the region associated with the shell-type SNR HESS J1731−347 and the PWN
candidate associated with PSR J0855−4644 that is coincident with HESS J0852−463.

6.1 Application of the high-energy optimised analysis

The HGPS1 catalogue contains 78 VHE gamma-ray sources that are located in the Milky
Way [5]. Among these are 16 sources that were not known before or for which only a
preliminarily detection was published. The HGPS region covers the Galactic longitude
range from 250◦ to 65◦ and ±3◦ in Galactic latitude. Its range is shown in Figure 6.1,
where it is compared to the surveys conducted by HEGRA [36] and VERITAS [187] from
the Northern Hemisphere. The data for the survey were taken between 2004 and 2013
and comprise roughly 2700 observation hours. The lowest panel of the figure shows the
distribution of observation time along the Galactic plane. The main observation strategy
consisted of dedicated observations taken with 0.7◦ steps in longitude and distributed
between −1.8◦ and 1◦ in latitude. For the longitude bands ±5◦ and from 38◦ to 48◦, the
latitude of observation pointing was extended to ±3.5◦ in order to study the potential
high-latitude emission. Additional follow-up observations were conducted for the source
candidates (‘hotspots’) that had been seen in the previous observations, and for other

1The HGPS data is available for download from [129].

91





6.1. APPLICATION OF THE HIGH-ENERGY OPTIMISED ANALYSIS 93

Zenith angle [deg]

0 10 20 30 40 50 60 70 80 90

O
b

se
rv

at
io

n
 t

im
e 

[h
]

0

100

200

300

400

500

cut
Zenith angle

Figure 6.2: The distribution of observation time of the Galaxy plane performed
by H.E.S.S. as a function of zenith angle. The grey dashed line shows the zenith
angle cut applied during the run selection in this work; observations with zenith
angles smaller than this cut are included in the analysis.

above an offset angle of 3◦. Moreover, as discussed in Section 5.3, the zenith-dependent
asymmetry of the system acceptance appears at large zenith angles, which may deteriorate
the discovery potential of the analysis by introducing background systematics.

Therefore, considering all the above-mentioned facts, the observation zenith angle in the
HGPS dataset is limited to 50◦ in this investigation. Figure 6.2 displays the zenith angle
distribution of the HGPS data. While the maximum of the distribution, i.e. most of the
data, is around 40◦ zenith angle, there is a rather small number of observations at zenith
angles above 50◦. This run selection cut rejects approximately 7% of the available survey
dataset.

6.1.1 Ring background method and map production

The study presented in this chapter discusses the analysis results based on the signifi-
cance and excess maps, the most commonly used maps in VHE gamma-ray astronomy.
As mentioned in Section 5.3, these sky maps rely on background modelling in the FoV.
One of the methods of background estimation, the Reflected-region background method,
is already described in Section 5.2. However, this method is difficult to apply for the sky
map production since it estimates the background level only at one offset angle (the same
offset as the On-region) from the pointing position; this presents a problem since, during
the sky map production, each point of the map acts as a test region and requires a back-
ground estimation. A more suitable method implemented within the HAP framework, the
Ring background method [67], can estimate the background at any point of the FoV and,
therefore, is very often used to build the sky maps.

The significance and excess maps, as well as other maps in H.E.S.S. analysis, are 2D
histograms in celestial coordinates. The main steps of their production are:
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signal counts in its estimates.

3. The Off and Off exposure map are produced by scanning the On and On exposure
maps, respectively, with a ring. The ring is built around each point in the On (On
exposure) map. The events inside the ring but outside the exclusion regions are
integrated and filled into the corresponding bin in the Off (Off exposure) map. As
mentioned above, the Galactic plane is a densely populated region and, hence, has
many exclusion regions. If the ring size is constant, it can happen that the entire
ring is located within an exclusion region, creating a hole in the Off (Off exposure)
map. In order to avoid such a situation, the Adaptive ring method [78] can be used.
In this method, the inner ring radius automatically increases if a large part of the
ring overlaps with the exclusion region. The approach is schematically illustrated in
the top left panel of Figure 6.3. It shows an example of the adaptive ring built for
the two different positions in the FoV.

4. The number of excess counts in each bin of the corresponding map is computed in
the same way as shown in Section 5.1.6 (Equation 5.2), where NOn and NOff are the
numbers of events in bin i of the On and Off map, respectively. The normalisation
parameter α (more precisely α map in this case) is calculated as a ratio of the On
exposure and Off exposure maps.

Similarly, bin values for the significance map are calculated according to Equation
5.3. However, in the case of the significance map, the On and On exposure maps are
correlated beforehand. This means that each bin i of the correlated map comprises
a sum of the contents of the bins that fall within the correlation radius around this
particular bin i. The typical correlation radii used for the Galactic survey analysis
are 0.1◦, 0.2◦ and 0.4◦. In general, the correlation radii are chosen such that the
analysis is sensitive to sources with different extensions. A smaller correlation radius
better shows different morphological details, while a larger radius can reveal faint
extended structures in the map.

An example of the On, Off, On exposure and Off exposure map at energies above 10 TeV
are shown in Figure 6.3 for about 72 h of PKS 2155−304 [41] observations. Here, all maps
are centred at the source position.

6.1.2 The Galactic plane above 10 TeV

This section discusses the Galactic survey above 10 TeV based on the general significance
map of the region covered by the HGPS and analysed with different analysis setups. In
this investigation, the HGPS dataset is analysed with the high-energy analysis, which is
introduced in Chapter 4, and compared to the results obtained with the standard analysis.
The high-energy analysis is performed for three different maximum event offset cuts: 2◦, 3◦

and 4◦. Here, the standard analysis is represented by the std_zeta configuration, i.e. the
event direction is reconstructed using the geometry method and the background rejection
is based on the machine learning technique (see Chapter 3). The value of the maximum
event offset cut for the standard analysis is chosen to be at 2◦, the same as in the original
HGPS analysis [5].

Figures 6.4 - 6.8 show the significance maps of the Galactic plane region within the bound-
aries of the H.E.S.S. survey dataset, i.e. from 260◦ to 65◦ in Galactic longitude. Each figure
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compares the analysis results for the four above-mentioned analysis setups: the high-energy
analysis with 2◦, 3◦ and 4◦ maximum event offset and the standard analysis. Since most
of the Galactic sources are slightly extended [5], all maps presented in these figures are
produced with a correlation radius of 0.2◦. This value is larger than the typical angular
resolution of the high-energy analysis at different offset angles except for the largest offset
angle bands, which have comparable angular resolution as discussed in Section 5.1.1 (see
Figure 5.2).

As expected, both analyses with 2◦ maximum event offset result in lower statistics above
10 TeV than the analyses with larger maximum event offset due to the application of the
respective offset angle restriction. This can be noticed in the significance maps shown in
Figures 6.4 - 6.8. The significance maps that correspond to the analyses with 2◦ maximum
event offset contain a lot of empty bins due to a lack of events for the significance calcula-
tion2. However, the coverage in the significance maps substantially rises as the maximum
event offset increases thanks to the increase in exposure that comes from allowing for the
contribution of observation runs with larger offset angles.

The colour bar on the plots is restricted to the range from −4 to 10σ in order to maintain
consistency between all the significance maps. The white colour indicates the transition
from a significance level of about 2 to 4 σ. Thus, the red colour with increasing intensity
shows the regions in the map that contain promising hotspots up to firmly detected VHE
gamma-ray sources above 10 TeV. In the majority of cases, the sources increase in signif-
icance when they are analysed with the high-energy analysis with 2◦ and 3◦ maximum
event offset. However, there are regions where the standard analysis results in higher sig-
nificances. Unsurprisingly, the high-energy analysis with 4◦ maximum event offset appears
to be the least significant analysis shown here since at these largest offset angles, the back-
ground rate is rather high and the reconstruction accuracy is deteriorated. However, as
discussed later in Section 6.2.2, which compares different analyses based on the analysis
characteristics of particular sources, the analysis with 4◦ as well as 3◦ maximum event off-
set typically gains the highest number of excess counts, which is important for morphology
studies and potentially for spectrum reconstruction.

Figure 6.9 displays 1D significance distributions obtained from the excluded significance
map, which is the map where all known VHE gamma-ray sources and bright stars are
excluded, computed with 0.2◦ correlation radius. The displayed distributions approxi-
mately follow the centred roughly around zero Gaussian with σ = 1, which shows that
the significance outside the excluded regions, i.e. outside the regions with significant VHE
gamma-ray emission from known sources, is consistent with the expected distribution from
background. As expected, the analyses with low maximum event offset suffer from a lack
of statistics, which is also seen in the significance maps in Figures 6.4 - 6.8. Because of this,
the maps contain many upward fluctuations of the significance. Thus, the distribution of
the excluded significance for these analyses is slightly shifted in the positive direction, as
can be seen in the larger values of µ (a similar situation is also discussed in Section 5.3
regarding Figure 5.18). For the analyses that include large-offset events, the excluded sig-
nificance distribution is centred around zero. Also, despite low statistics and a minor shift
of the distribution for some analyses, σ of the distributions stays very close to one. Overall,
one can conclude that the background is well normalised and background systematics are

2Normally, within the HAP framework, the significance calculation require at least 5 counts in the
corresponding bin in both the On and Off maps.
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PSR J1413−6205 is a middle-aged pulsar at a distance of 2.15 kpc with a characteristic age
τc = 62.8 kyr and spin-down energy loss rate Ė = 8.3 · 1035 erg s−1 [156]. The Fermi -LAT
measured gamma-ray pulsations from PSR J1413−6205 [174], which are also confirmed
to be detectable above 25 GeV [31]. The pulsar is also coincident with the AGILE source
1AGL J1412−6149 [171] and with the source EGR J1414−6244 in the revisited EGRET
catalogue [79]. However, besides these associations, PSR J1413−6205 does not have coun-
terparts at other wavelengths so far. The region was briefly observed by Swift-XRT, but
no significant X-ray emission was identified [174]. Nevertheless, despite a lack of multi-
wavelength counterparts, which could be a hint of a pulsar wind nebula (PWN) presence
around the pulsar, PSR J1413−6205 has a sufficient spin-down energy loss rate to power a
PWN. Thus, the hotspot observed in this study could be an indication of a putative TeV
PWN associated with this pulsar.

In addition, the H.E.S.S. data taken in this region was recently re-analysed using a different
background estimation method3 that is more sensitive to weak, very extended sources. As
a result, extended emission in the vicinity of PSR J1413−6205 has been revealed above
1 TeV and 5TeV, whose extent decreases and moves towards the pulsar position as energy
increases [109]. These findings are well in agreement with the hotspot seen in this work.
Currently, additional observations of the region around PSR J1413−6205 are being carried
out with the H.E.S.S. telescopes, which would allow for a more detailed morphological
study of the revealed emission, thereby enabling a better understanding of the origin of
this emission.

6.2 Properties of the HGPS sources above 10 TeV

The original HGPS catalogue contains 78 VHE gamma-ray sources [5]. The current section
of this study discusses the sources within this catalogue that are seen above 10TeV, and
a search for new sources in the Galactic plane is outside of the scope of this work. In
particular, apart from a potential new source revealed during the background systematics
study discussed in the previous section, the significance map outside the exclusion regions
is consistent with there being no new sources above 10 TeV. And, in order to be able
to look for new sources inside the exclusion regions, each known source should first be
properly modelled and extracted from the significance map. Furthermore, each bin in the
significance map acts as a test region. Since the map contains a large number of bins,
there is an increased probability to find a highly significant random bin that appears due
to random fluctuations of the background. Thus, the measured significance should be
corrected for the trials factor [118] of the analysis, especially while running a blind search
for new sources in the entire HGPS region. If it is required that the source candidate
should reach a post-trial significance of at least 4 σ, i.e. the significance after trial factor
correction, the pre-trial (measured) significance should be at least more than 6 σ4 [47]. Due
to steeply falling source spectra, there is a very small chance to find a source with such a
high significance level that was not previously detected in the HGPS at lower energies.

Since this work primarily searches for emission above 10 TeV from the sources that have
already been detected by the H.E.S.S. experiment at lower energies, it is decided to consider

3More specifically, the performed analysis uses the Field-of-View background method [67].
4This value also depends on the number of bins in the map.
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the source as detected above 10 TeV if it has a significance of at least 3 σ for at least two
analysis setups. Hence, the trials factor correction is not taken into account5.

6.2.1 Identification of sources above 10TeV in the HGPS

The source candidates for the study are preselected based on the significance maps dis-
played in Figures 6.4 - 6.8. As discussed above, a source is selected for further analysis if
the region around its catalogue position contains bins with significances of at least 3 σ.
This resulted in 42 preselected sources (regions of interest) out of 78 sources listed in the
HGPS catalogue. In order to estimate the significance of the source and other analysis
characteristics such as excess and signal-to-background ratio, a test region for each source
was defined. The peak and extent of the emission above 10 TeV may not be the same as
they are for the emission at lower energies. Therefore, the test regions in this work are
not entirely based on the source positions and extensions declared in the HGPS catalogue
because they are estimated from the source modelling in a wider energy range, which is
dominated by the low-energy emission. The test-region determination is illustrated in
Figure 6.11 and is done following this procedure:

• Test-region centre. The location of the peak of the more than 10 TeV emission (centre
of the test region) is estimated as the average position between the three bins with
the highest significances within the region of interest around the catalogue source
position. Typically the size of this region of interest is chosen to be about 1.5 - 2
times larger than the source extension. Since the significance distribution in the
map depends on the correlation radius used to build it, the estimated test region
position will be different for maps with different correlation radii. Therefore, the
test region position is evaluated for three correlation radii, 0.1◦, 0.2◦ and 0.4◦, and is
chosen to be the one that better fits each specific source. Thus, the results obtained
with 0.1◦ correlation radius are chosen for point-like sources or sources with a very
small extension. In contrast, for the extended sources and sources with complex
morphology, 0.2◦ or 0.4◦ correlation radius maps give better results.

• Test-region size. The size of the test regions is estimated using the θ2 distribution.
The description of the θ2 distribution is discussed in Section 5.2.2 and an example
can be seen in the right panel of Figure 6.11. Here, the θ2 distribution is built using
the bin contents of the excess map and their distances to the position calculated in
the previous step. The radius of the source test region is then defined as the distance
where the θ2 distribution drops below 10% of its maximum. The minimum size of
the test region is set to 0.2◦, which is slightly larger than the angular resolution for
most offset bands (see Figure 5.2). If the test region radius estimated from the θ2

distribution is smaller than this minimum size, it is automatically set to 0.2◦.

Since this investigation considers four different analysis configurations, the test regions are
determined independently for each analysis. The test regions for the majority of sources
which are studied here are defined using the procedure described above. However, there are
a few sources for which the application of such an approach would be difficult. For example,

5However, since this study considers known sources, the trials factor is already implicitly taken into
account.
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6.2.2 Analysis characteristics of sources above 10TeV

The test regions defined above are used to calculate the significance, excess, background
level and signal-to-background ratio for 42 preselected sources as described below:

• The excess map is one of the maps resulting from the analysis pipeline. The excess
values in each bin of the map are calculated using Equation 5.2. The general steps
of this map production are discussed in Section 6.1.1. For the excess estimation
inside each test region, the excess map is simply integrated within the limits of the
corresponding test area.

• Similarly to the excess map, the background map is also provided by the analysis
pipeline. It is obtained by multiplying the α and Off maps (see Section 6.1.1). The
background level for the test regions is also calculated by integrating the correspond-
ing map within the defined test-region boundaries.

• The signal-to-background ratio for each region is obtained by dividing the excess by
the background values that are discussed above.

• Although the significance map is also available from the analysis pipeline, it cannot
be simply integrated as is done in the case of the excess or background map. Thus,
the significance value for each region is calculated using Equation 5.3, where NOn and
NOff are the integrals of the On and Off maps within the test region. The parameter
α is obtained by dividing the On exposure by Off exposure values integrated inside
the test region in the corresponding maps.

Figures 6.12 - 6.15 show the analysis characteristics, which are discussed above, for the 42
sources of interest studied here. Since this work considers four different analysis configura-
tions, the plots compare the results obtained from each of them. To make the comparison
easier, the size of the marker reflects the analysis performance for each particular source:
the analysis configuration that obtained the highest significance in the source test region
is presented with the larger marker in all four figures, and the analysis with the lowest
source significance has the smallest marker. The analysis with the highest significance is
also indicated by the filled markers. In addition, different analysis quantities – such as the
number of On and Off events, α parameter, as well as excess, background, significance and
signal-to-background ratio, which are extracted from all test regions – are summarised in
Tables B.3 - B.10 in Appendix B.3.

As seen from the significance behaviour shown in Figure 6.12, 20 source regions, nearly
half of the preselected sources, gave the highest significance when analysed with the high-
energy analysis with 2◦ maximum event offset. The second-best result is obtained by the
high-energy analysis with 3◦ maximum events offset, for which 13 sources have the highest
significance. Only two sources achieved the best performance in the analysis with 4◦ maxi-
mum event offset. Finally, 7 out of 42 preselected sources obtained the highest significance
values using the standard analysis. However, not all preselected sources fulfil the require-
ment of the more than 3σ significance in at least two different analysis configurations.
There are two sources, HESS J1641−463 and HESS J1747−281, which exceed the 3σ
threshold only once. This results in 40 sources being detected at more than 10TeV energies
with significances above 3 σ for at least two analysis configurations. This constitutes more
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than half of the sources that are contained in the HGPS catalogue [5]. Figures 6.16 - 6.23
show the significance map of the Galactic plane, where these 40 sources are marked. For
a better understanding of the global picture, in parallel to the more than 10TeV Galactic
plane map, the plots display the map of the original HGPS catalogue [5] and denotes 78
Galactic sources detected in a wide energy range as well as their plausible multi-wavelength
associations.

Regarding the other quantities presented in Figures 6.12 - 6.15, the general trend shows
that, in most cases, the high-energy analyses with 4◦ and 3◦ maximum event offset gain
the largest number of excess counts. However, at the same time, they also have the highest
background levels. In the end, these two factors result in lower signal-to-background ratios
in comparison to the two analyses with 2◦ maximum event offset, which in turn have a lower
number of excess and background events. Such behaviour is expected since the analysis
performance deteriorates as the event offset increases, as discussed in Chapter 5 (see for
example, Section 5.1.6). Nevertheless, for strong sources, which are anyway detected at a
high significance level, it is important to gain as many excess events as possible, since they
are a substantial component of the morphology and spectra studies.

The highest signal-to-background ratio values are typically reached using the high-energy
analysis with 2◦ maximum event offset. In comparison to the standard analysis, this typ-
ically results in higher excess values and lower background levels. However, it should be
noted that the test regions of the sources are defined for each analysis configuration indi-
vidually. This means that the same source may have different test region sizes considered in
the different analyses. This can have an impact on all quantities discussed here, especially
on the number of background events accumulated within the test region.

Figure 6.24 displays the spectral properties of the 78 sources in the HGPS catalogue and
which of these sources are detected above 10TeV in this work. Since the spectral analysis
is not a part of this investigation, the characteristics of the source spectra for the plot are
taken from the HGPS catalogue [5]. In general, this plot shows that weak sources with soft
spectra are not detected at more than 10TeV energies, while strong, hard sources typically
are detected. However, this plot does not contain information about the source exposure.
Thus, a weak, steep source can be measured above 10 TeV if it has a sufficient amount
of observations. On the other hand, if the source region was only sparsely observed, this
might result in a non-detection even for a strong source. In addition, the presence of
a cutoff in the source spectrum, which is also not reflected by this plot, can result in a
non-detection of a given source.

For the sources detected above 10 TeV, the figure indicates the analysis setup with which
each particular source reaches the highest significance value. As seen from the plot, the
high-energy analyses with 2◦ and 3◦ maximum event offsets perform best across a wide
range of intrinsic source fluxes and spectral indices. The standard analysis shows the best
results for the sources with a rather hard index and moderate flux level. However, it
is difficult to speculate whether distinct types of sources would prefer a specific analysis
configuration.
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Figure 6.25: The distribution of the source classes above 10 TeV on the left
and the comparison to the distribution of the HGPS sources [5] on the right.

6.3.1 Gamma-ray binaries

The HGPS catalogue contains three gamma-ray binary systems, namely HESS J1018−589 A
[23], HESS J1302−638 [9] and HESS J1826−148 [42]. A gamma-ray binary comprises
a compact object, a stellar-mass black hole or neutron star, orbiting a companion rep-
resented by a young massive star of O or B class [82]. The firm identification of the
gamma-ray binary is possible if the signal variability due to orbital motion is measured.
Unlike most of the Galactic accelerators, gamma-ray binaries are seen as point-like sources
by Cherenkov telescopes. It is assumed that gamma-ray emission is produced as a re-
sult of the interaction of the relativistic outflow from the compact object with the wind
or radiation field of the companion star [82]. However, in most cases, the nature of the
compact object is unknown. Among the three binary systems discussed here, only for
HESS J1302−638 is the compact object identified. The compact object in this system
is the pulsar PSR B1259−63, which orbits the Oe class companion star LS 2883 with a
period of 3.4 years [9]. For HESS J1018−589 A and HESS J1826−148, the orbital periods
of both systems have timescales of several days; the companion stars have the spectral
classes of O6V(f) and O6.5V(f), respectively, while the compact objects are not known, al-
though the neutron star scenario is favoured in both cases [97, 176]. Nevertheless, all three
binary systems that are present in the HGPS catalogue are also detected above 10 TeV in
this study. These results additionally demonstrate that binary systems are not only very
efficient particle accelerators, but are also able to accelerate particles to energies of tens of
TeV.

6.3.2 SNRs, PWNe and composite objects

In the VHE regime, SNRs and PWNe are the most common Galactic particle accelerators.
As seen from Figure 6.25, SNRs, PWNe and composite objects constitute the majority of
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all firmly identified sources in the HGPS catalogue as well as in this work. In contrast
to the binary systems discussed above, SNRs and PWNe are typically spatially extended
and do not exhibit periodic flux variability. The identification of these sources is therefore
more complicated and can be based on the source shape, position with regard to the as-
sociated astrophysical object, energy-dependent morphology and morphology correlations
with other wavelengths.

According to the SNRcat catalogue [101], there are more than 200 SNRs detected in other
wavelengths that are located in the region of the Galactic plane covered by the HGPS. Due
to such a high density, the requirement on spatial coincidence is usually insufficient to claim
a connection between gamma-ray emission and SNR seen at lower energies. Therefore, a
clear shell-like structure observed in gamma rays, which also matches the one measured
at lower energies, is typically a more convincing argument in favour of the SNR identi-
fication [4]. The HGPS catalogue was found to contain 8 firmly identified SNRs, half of
which are also detected above 10TeV in this work: Vela Junior (HESS J0852−463) [39],
HESS J1442−624 [26], HESS J1713−397 [38] and HESS J1731−347 [15]. All four SNRs
have a shell-like morphology at GeV - TeV energies. Above 10 TeV, the shell-like shape can
be recognised only for HESS J1713−397. For the other three remnants, the emission above
10 TeV is better described by a spot within the shell that is observable in GeV -TeV energy
range. HESS J1442−624 has a spectral cutoff at an energy of about 3.5 TeV [26], which
might be the reason for the low significance of this source above 10 TeV despite a relatively
high exposure (see Figure B.3 in Appendix B.2). Similarly, Vela Junior has a cutoff at
6.7 TeV [2]. HESS J1731−347 does not have a measured cutoff and is discussed in more
detail later in this section.

The energetic pulsar that is left behind after the core-collapse supernova explosion may
generate a highly relativistic wind of electrons and positrons, i.e. a PWN, inside the
expanding SNR [108]. The system of PWN- SNR is very dynamic and its evolution can
be divided into three stages: the free expansion of the PWN (< 2 - 6 kyr), interaction of
the PWN with the SNR reverse shock (up to some tens of kyr), and the relic stage, when
the pulsar leaves the old nebula [6]. The PWN appearance is greatly influenced by its
collision with the reverse shock, which in turn depends on the density of the surrounding
medium and asymmetry of the supernova explosion. As a result, PWNe are rather diverse
objects. This also makes their firm identification more complicated. The typical strategy
to identify a PWN is to try to localise a young energetic pulsar in the vicinity of the
putative PWN candidate and to observe a synchrotron nebula at lower energies, i.e. in the
X-ray and radio domains. However, in the case of an evolved PWN, the best identification
method is the energy-dependent morphology of the source. Since the energetic electrons
and positrons, which are transported to the outskirts of the nebula, are cooling down [90],
the source extent at energies of several hundred GeV is larger than in the TeV range.
As discussed in the HGPS publication [5], currently, an energy-dependent morphology in
the H.E.S.S. energy range is observed only for two sources, namely HESS J1303−631 and
HESS J1825−137, which are also detected above 10 TeV in this work.

PWNe appear to be the most abundant source class in the HGPS catalogue and are
very effective particle accelerators, resulting in 9 sources detected above 10 TeV out of
the 12 sources presented in the HGPS [5]. They are: Vela X (HESS J0835−455) [45],
HESS J1303−631 [20], HESS J1356−645 [17], HESS J1418−609 [43], HESS J1420−607 [43],
HESS J1514−591 [40], HESS J1825−137 [44], HESS J1837−069 [157] and HESS J1849−000
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after the explosion in composite objects), i.e. younger than 10 kyr, are able to accelerate
cosmic rays and cosmic electrons to energies of more than several tens of TeV. However, it
should be noted that the ages of SNRs as well as their spectral indices are rather uncertain
in most of the cases.

The right side of Figure 6.26 compares the spin-down energy flux Ė/d2 of the pulsars
that are associated with the identified PWNe. Similarly to the case discussed above, the
composite objects are also included in this distribution because the TeV emission might be
produced by the particles accelerated in the corresponding PWN. The Ė/d2 values for each
pulsar considered in the distribution are taken from the ATNF catalogue [156]. However,
there are a few sources for which the pulsed emission of the pulsar responsible for the PWN
is not detected. This resulted in 16 sources being presented in the distribution, although
there are 20 PWNe and composite objects together identified in the HGPS catalogue [5].
As seen from the plot, overall, the distribution of Ė/d2 parameter is consistent for the
pulsars associated with the PWNe from the HGPS catalogue and the ones detected above
10 TeV. At larger Ė/d2 parameter values, the fraction of sources detected above 10 TeV is a
bit bigger, which is expected since it is an indication of a more energetic pulsar. However,
the statistics are too low to make further conclusions.

HESS J1731−347

HESS J1731−347 is one of the SNRs with a confirmed shell-like morphology in VHE
gamma rays. It is associated with SNR G353.6−0.7 and is also seen in radio [180] and
X rays [181]. HESS J1731−347 is the remnant of a core-collapse supernova explosion
approximately 2 - 6 kyr ago [88]. The progenitor was a more than 20 solar mass (M⊙)
star [88]. Currently, two possible scenarios are discussed; namely, a 20M⊙ type IIL/b
and 25 M⊙ type Ib/c supernova explosion (the former better fits the TeV part of the
HESS J1731−347 spectrum [87]). The observations in X rays have revealed a compact
object XMMU J173203.3−344518 in the centre of the remnant [120, 143]. It lacks an
optical or IR counterpart and is thought to be a neutron star. However, no pulsations have
been observed at any wavelength so far.

Just outside of the shell there is another VHE gamma-ray source, HESS J1729−345 [15],
which is not detected in this work above 10 TeV. The left panel of Figure 6.27 shows the
more than 10 TeV significance map of HESS J1731−347 and, in addition, indicates the
position of HESS J1729−345. In the HGPS catalogue, HESS J1729−345 is listed as one of
the 11 sources without associations in other wavelengths [5]. However, HESS J1729−345
is spatially coincident with a molecular cloud [77, 159] and its gamma-ray emission can
be interpreted as cosmic rays with energies of several tens of TeV that escaped the SNR
HESS J1731−347 and interact with the molecular cloud [88]. In this case, it is surprising
that HESS J1729−345 is not detected in this work above 10TeV, although the non detection
can be also a result of the low source flux and steep spectral index [5].

The western part of the SNR HESS J1731−347 is coincident with a very dense molecular
cloud (MC) core region [159]. Both HESS J1731−347 and the MC-core region are detected
by Fermi -LAT in GeV gamma rays [83]. Interestingly, the spectral analysis of the Fermi -
LAT data shows that these two regions have very different spectral indices. Emission
detected from the remnant is much harder than the emission from the MC-core region
[87]. The authors of the corresponding study [87] suggest that the remnant collided with
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Figure 6.27: HESS J1731−347 in VHE gamma rays and multi-wavelength pic-
ture. The upper left panel shows the significance map of the HESS J1731−347
region obtained above 10 TeV in this work using the high-energy analysis with
3◦ maximum event offset (0.1◦ correlation radius). The black cross indicates
the best fit position of HESS J1729−345 [5]. The magenta star marks the
position of the compact object XMMU J173203.3−344518 in the centre of the
remnant. The upper right panel shows the more than 10 GeV Fermi -LAT TS
map [87]. Contours in both plots illustrate 4, 6 and 8 σ significance levels
measured in the full energy range of the H.E.S.S. instrument [129, 15]. The
square and circle markers indicate the best fit position of HESS J1731−347 in
Fermi -LAT data and the molecular cloud core, respectively. The bottom left
panel shows the source morphology in radio at 325 MHz from GMRT (red), X-
ray 0.4 - 10 keV from XMM-Newton (green) and GeV - TeV range from H.E.S.S.
(blue) [96]. The yellow contours denote emission in the sub-mm range that
traces cold dense regions. The dashed circle illustrates an approximate ex-
tension of the SNR shell [96]. The bottom right panel displays the azimuthal
surface brightness profile of the shell in different wavelengths. The shell is
assumed to have radius from 0.18◦ to 0.24◦.

the dense MC-core, and conclude that the gamma-ray emission from HESS J1731−347
consists of two components: one of them is hadronic from the collision region and another
one is leptonic from the rest of the SNR. Thus, during the collision, the SNR shock wave
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is rapidly stalled and cannot accelerate electrons up to several tens of TeV. In addition,
GeV cosmic rays are released into the MC-core, which can explain the more than 1GeV
emission detected by Fermi -LAT around the MC-core position.

The left panel of Figure 6.27 displays the HESS J1731−347 significance map above 10 TeV
obtained in this work. The right panel shows the test statistics (TS) map of the same region
observed by Fermi -LAT at energies above 10 GeV [87]. As seen from the large number of
empty bins in the significance map, the statistics above 10 TeV are very low. Nevertheless,
it is possible to notice that the part of the remnant that has relatively high significance in
this map above 10 TeV is roughly coincident with the bright region in the Fermi -LAT TS
map above 10 GeV, which would be consistent with a leptonic scenario, assuming that the
emission has the same origin.

This hypothesis is also supported by X-ray data. The bottom panel of Figure 6.27 compares
the morphology of HESS J1731−347 in X-ray, radio and TeV7 energy ranges [96]. It shows
that the X-ray emission is suppressed towards the western part of the remnant, where the
interaction region with MC-core is located. Somewhat similar picture can be also observed
in radio range. The simplest explanation is that due to interactions with MC-core, the
velocity of the cloud significantly decreased and therefore the synchrotron emission is no
longer produced in the X-ray band [96]. The TeV profile is consistent with being flat, which
might suggest that part of this TeV emission has a hadronic origin.

Analysis at more than 10 TeV energies nicely contributes to the energy-dependent picture
of HESS J1731−347 and its surroundings and would be helpful for the source modelling.
However, in order to be able to draw more firm conclusions regarding the gamma-ray
emission localisation and origin, a dedicated analysis of the HESS J1731−347 region and
extraction of the source spectrum is required, which is beyond the scope of this work.

Vela Junior and the PWN around PSR J0855−4644

HESS J0852−463 is a shell type SNR commonly referred to as Vela Junior, G266.2−1.2
[115] and RX J0852.0−4622 [60]. It is one of only a few remnants for which the shell
structure is resolved in VHE gamma rays. Vela Junior belongs to the class of young SNRs,
with an estimated age between 1.7 kyr and 4.3 kyr [141]. This remnant is plausibly the
result of a core collapse supernova explosion [175], although the central compact object is
not yet firmly identified [173].

The southeast rim of the shell spatially coincides with the Vela-like8 radio pulsar PSR
J0855−4644 [146]. Both the pulsar and Vela Junior are located at distances of less than
900 pc [29]. However, an association between them is very unlikely, since the estimated age
of the SNR is below 4.3 kyr [141], while the pulsar is much older and has a characteristic age
of 140 kyr [146]. XMM-Newton observations revealed a diffuse extended X-ray emission
around PSR J0855−4644, interpreted as a PWN [29]. In addition, Chandra detected a
much more compact nebula around the pulsar [154], similar to the inner PWN of the
Vela pulsar (PSR B0833−45) [170]. It has an elongated morphology and consists of two

7Here, GeV - TeV energy range is assumed.
8There is a group of energetic pulsars with spin-down luminosities Ė ≥ 1036 erg s−1 and character-

istic ages roughly within the range 10 ≤ τc ≤ 100 kyr, which share many properties with Vela pulsar
(PSR B0833−45); e.g. X-ray or gamma-ray emission, presence of a PWN around the pulsar [146].
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Figure 6.28: Multi-wavelength view of PSR J0855−4644 and its PWN. The
top row shows the radio nebula around PSR J0855−4644 [155]. The left plot
displays the 1.35GHz radio image from uGMRT in red colour and 0.5 - 8 keV
compact X-ray structure observed by Chandra in blue. White contours denote
3, 4 and 5σ significance of the larger diffuse PWN seen by XMM-Newton at
1.2 - 6 keV energies [29]. In the right plot, the same radio image is slightly
zoomed in and a red cross marks the pulsar PSR J0855−4644 position. The
bottom row presents the compact nebula detected by Chandra (2 - 8 keV) [154],
i.e. zoomed in view of the structure showed in blue colour in the upper left
panel. The black x-marker indicates the pulsar position here.

lobes that lie on the symmetry axis, which is roughly oriented in the southeast-northwest
direction as can be seen in the bottom panel of Figure 6.28. These two lobes can be
explained as a double-torus and/or jet structure. The PWN around PSR J0855−4644 was
recently also detected at radio wavelengths by uGMRT [155]. The radio image of the PWN
is shown in the top panel of Figure 6.28, where it is also compared to the observations in
the X-ray range. The radio nebula has a compatible size with the emission seen by XMM-
Newton. Its morphology consists of a partial ring-like structure in the southeast and faint
tail-like emission towards the northwest that resembles a bow shock nebula formed due to
supersonic motion of the pulsar. However, the proper motion of PSR J0855−4644 has not
been measured yet.

The spin-down energy flux of PSR J0855−4644 is rather large, Ė/d2 ≥ 1036 erg s−1 kpc−2

[29], which suggests that the PWN powered by this pulsar should also be observable in
VHE gamma rays. As can be seen in Figure 6.26, PWNe detected by H.E.S.S. in TeV
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Figure 6.29: Significance map of Vela Junior region above 10TeV and 20 TeV
obtained in this work using the high-energy analysis with 3◦ maximum event
offset (0.1◦ correlation radius). Contours illustrate 6, 8 and 10 σ significance
levels measured in the full energy range of the H.E.S.S. instrument (taken from
[129]). The cyan star marks the position of the pulsar PSR J0855−4644.

gamma rays as well as above 10 TeV have similar pulsar characteristics. However, the
putative TeV PWN around PSR J0855−4644 overlaps with Vela Junior, which complicates
its detection. A recent H.E.S.S. study of the Vela Junior region in the energy range between
0.3 TeV and 30TeV showed a deviation of spectral parameters derived from the area, which
might contain the putative PWN around PSR J0855−4644, from the spectral parameters
of the whole Vela Junior SNR [2]. The investigation found a hint of a higher value of
the spectral cutoff energy for the PWN region in comparison to the entire SNR. However,
the significance of this measurement was not high enough to claim an association, and
the contribution of this plausible PWN to the overall flux measured from Vela Junior is
estimated to be less than 8%.

Figure 6.29 shows the significance map of the Vela Junior region at energies above 10TeV
and 20 TeV. As can be seen from the contours in the figure, the northwest rim is a very
bright feature of the Vela Junior shell at lower energies [2]. However, almost all of the
significant emission above 10 TeV is concentrated in the south and southeast part of the
remnant. Furthermore, above 20 TeV, the only significant spot in the map coincides with
the position of the pulsar PSR J0855−4644, which is strong evidence of the TeV PWN
presence around this pulsar. The significance of the region within 0.2◦ of the pulsar position
is 4.2σ above 20 TeV when analysed with the high-energy analysis with 3◦ maximum
event offset. Other analysis configurations yielded less than 3σ significance in the same
region. The analyses with 2◦ maximum event offset result in a very low level of both
excess and background counts. The analysis with 4◦ maximum event offset gains almost
the same number of excess events as the analysis with 3◦ maximum event offset, but it also
accumulates nearly three times more background events, resulting in a lower significance
of the hotspot.

The results obtained in this work are in good agreement with the findings of the spatially
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resolved spectroscopy analysis performed at lower energies [2], which is discussed above.
Thus, with an energy cutoff at 6.7TeV, gamma-ray emission from Vela Junior disappears
from the map at energies above 20 TeV, while the PWN powered by PSR J0855−4644 has
a higher spectral cutoff and can still be identified.

6.3.3 Sources without confirmed counterpart

A firm source identification requires solid evidence, and often it is hard to prove the connec-
tion between the VHE gamma-ray emission and the astronomical object, especially when
the VHE source is rather extended and spatially coincident with several different sources
at other wavelengths. Because of this, in the original HGPS catalogue [5], only 31 sources
out of 78 detected ones are firmly identified. Another 36 sources have counterparts in
other wavelengths, but their nature cannot be interpreted with certainty. There are also
11 sources that do not have associations with other astrophysical objects at all. At energies
above 10 TeV, the situation is similar and among the 40 sources considered as detected in
this work, 18 fall into the identified category. Another 18 sources are not firmly identified
but have associations at lower energies. Finally, 4 sources detected above 10 TeV are lack-
ing any counterpart. The sources considered as detected in this work that are not firmly
identified – i.e. the ones which have only associations with other astronomical objects or
not associated at all – are listed in Table B.12 in Appendix B.4.

6.4 HGPS above 10 TeV and counterpart candidates

The Galactic latitude and longitude distribution of the more than 10 TeV HGPS sources
are shown in Figure 6.30 in the top and bottom panel, respectively, and compared to the
distribution of all VHE sources presented in the HGPS catalogue [5]. On average, the
distribution in the Galactic plane of the considered sources above 10 TeV is similar to the
distribution of all HGPS sources. In particular, the Galactic latitude distribution of sources
above 10 TeV has a comparable skewed shape as the distribution of all sources, with more
sources located at negative Galactic latitudes. In addition, some degree of skewness can
also be observed in the latitude distribution of the sources from the 3FHL catalogue [53]
that are located within the ranges of the HGPS catalogue. The 3FHL catalogue contains
the sources detected by Fermi -LAT in the energy range from 10 GeV to 2 TeV. The Galactic
longitude distribution of the sources observed above 10 TeV is also fairly consistent with
the distribution of the 3FHL sources. The exception is the Galactic Centre region, i.e.
between ±5◦ in Galactic longitude. In this region, the 3FHL source distribution, as well
as the HGPS source distribution, has a distinctive peak, while above 10TeV there are a
very few sources. According to the spectral characteristics of the sources presented in the
HGPS catalogue [5], the sources in the vicinity of the Galactic Centre are typically weak
with a rather steep spectral index, which could explain their non-detection above 10 TeV
in this study.

Besides the 3FHL source catalogue, the latitude VHE source distributions are also com-
pared to the distribution of SNRs and PWNe from the corresponding part of the Galactic
plane, since these are so far the main classes of counterparts for the VHE gamma-ray
sources. The distribution of SNRs and PWNe is taken from the high-energy catalogue of
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standing of particle acceleration processes in the Galaxy. The position of eHWC J1839−057
is located close to HESS J1841−055, an unidentified H.E.S.S. source with many plausi-
ble associations [49]. Although at lower energies in the HAWC energy range, this re-
gion of the sky accommodates the large elongated HAWC source 2HWC J1837−065 [11],
which encloses HESS J1841−055 and HESS J1837−069 [157] (firmly identified as a PWN)
and has the maximum of emission located towards the latter coincident source. Both
HESS J1837−069 and HESS J1841−055 are detected above 10 TeV in this work. An-
other HAWC source above 56 TeV, eHWC J1850+001, might be associated with the PWN
HESS J1849−000 [178]. In addition, there is one more H.E.S.S. unidentified TeV source
in the vicinity, HESS J1852−000 [145], which, along with HESS J1849−000, is detected
above 10TeV in this work.

Furthermore, eHWC J1825−134 and eHWC J1907+063 are among the four sources9 de-
tected by HAWC above 100 TeV [13]. eHWC J1825−134 is located between two H.E.S.S.
sources: HESS J1825−137 and HESS J1826−130. Both of these sources are detected in
this work above 10TeV. The first of them is a PWN, while the second source is currently
unidentified and is famous for having one of the hardest energy spectra among known VHE
sources [1]. However, it is not clear so far how much these two H.E.S.S. sources contribute
to eHWC J1825−134. The second source observed above 100 TeV, eHWC J1907+063, is
associated with the unidentified HESS J1908+063 [51], which is also detected above 10 TeV
in this work. HESS J1908+063 is very extended and has several plausible counterparts
including the SNR G40.5−0.5 and two energetic pulsars capable of powering a PWN [99].

The emission mechanism of the HAWC sources, which are discussed above, is yet to be
identified. In addition, the angular resolution of the HAWC instrument [123] is slightly
worse than the typical resolution of Cherenkov telescopes, resulting in difficulties with
accurate emission localisation and potential source confusion. The H.E.S.S. instrument has
a better angular resolution, especially at small event offsets. In addition, despite having a
somewhat worse sensitivity than HAWC approximately above 5TeV (see Figure 3.10 [86]),
H.E.S.S. has a lot of archival data and their analysis at the highest energies can help to
identify the nature of the most extreme accelerators in our Galaxy. Such a study requires
a detailed investigation of each individual source, for which the method presented in this
work can be the basis.

9Besides eHWC J1825−134 and eHWC J1907+063, there are two more sources detected by HAWC at
energies beyond 100 TeV, specifically eHWC J2019+368 [13] and the Crab Nebula [12].
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Chapter 7

Summary and outlook

The H.E.S.S. experiment is built to work in a wide energy range from approximately
100 GeV to several tens of TeV. H.E.S.S. analyses are typically optimised to have the best
sensitivity at energies around 1TeV or less. However, there are many topics in gamma-
ray astronomy that would benefit from a better sensitivity at higher energies, where it is
limited by small gamma-ray statistics due to typically steeply falling gamma-ray source
spectra. This work focuses on the optimisation of the H.E.S.S. analysis at high energies
and increasing of the gamma-ray statistics above 10 TeV. The analysis approach developed
is applied to the analysis of the Galactic plane survey data above 10 TeV.

Studies of the H.E.S.S. gamma-ray acceptance curves shows that a substantial part of all
detected events at high energies originate from large offset angles. However, due to the
degradation of reconstruction accuracy as the event offset increases, a maximum event
offset cut of approximately 2.5◦ is typically applied in the H.E.S.S. analysis and results
in a rejection of large-offset events. This work investigates the possibility of increasing
the maximum event offset from around 2.5◦ to approximately 4◦ as a promising way to
improve the gamma-ray statistics at high energies. The main idea of this approach is that
observations taken with an offset of up to 4◦ (instead of the standard 2.5◦) to the source of
interest can be considered for the analysis of this source. It increases the effective source
exposure and potentially the high-energy event statistics. Good targets for the application
of such a concept can be sources in the Galactic plane, since this is a densely populated
region of the sky and the VHE sources are located relatively close to each other.

The major challenges of this approach are a degradation of the reconstruction accuracy
and an increase of the background rate as the offset angle of events increases. In order to
manage the issues encountered, the DISP direction reconstruction method [164] is imple-
mented within the HAP analysis framework, and improvements to the standard BDT-based
gamma-hadron separation method [167] are developed. In addition, improvements of the
direction reconstruction and background rejection improve the sensitivity of the H.E.S.S.
analysis for events at low offset angles, i.e. below 2.5◦. More accurate direction recon-
struction results in an improved angular resolution of the analysis and, therefore, a smaller
size of the test region for point-like sources, which accumulates less background. Better
gamma-hadron separation leads to a decrease of the background rate and, at the same time,
an increased effective area for gamma-ray detection. Overall, a lower level of accumulated
background and larger effective area are the key to a better instrument sensitivity.

135
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Originally the DISP method was used for single Cherenkov telescope systems such as
Whipple and MAGIC I. Nowadays, it is also widely used for stereoscopic systems like
MAGIC II and VERITAS. In this work, the DISP method, originally developed for the
CT 5 mono analysis [164], is extended for the stereoscopic reconstruction of events observed
with CT 1 - 4 telescopes. At the preselection level, application of the DISP method yields
5 - 10% of an angular resolution improvement compared to the standard method of image
major axes intersection. At 2◦ offset angle, the improvement is up to 20 - 30%, depending
on the zenith angle, and increases with the event offset.

The improvement of the standard background rejection method [167] is accomplished by
training the BDTs in different offset angle bands, increasing the number of energy bands
for training between 5 TeV and 100TeV and introducing additional training variable that
improves the gamma-hadron separation. These modifications allow for a reduction of the
background rate at large offset angles nearly to a level typically obtained at 0.5◦ event offset.
The quality factor of the background rejection cut showed 20 - 50% improvement over the
standard method at energies above 10 TeV for zenith angle of 20◦, and 40 - 80% at 45 - 50◦

zenith angles. All together, the implementation of the DISP method and modifications to
the background rejection results in a 10 - 20% improvement of sensitivity at offset angles
below 2.5◦ and allowed for the usage of events at large offset angles up to approximately
4◦, which was not possible before.

Although the analysis of the Galactic plane data demonstrates that promising results are
already achieved with the analysis presented in this work, the proposed analysis approach
would benefit from additional improvements in future. For instance, using a larger pool
of gamma-ray simulations, the DISP method could be extended to cover different azimuth
angles and energy bands. The latter could be useful for improving the angular resolution
of the analysis as well as possibly reducing the energy bias. The modified background
rejection method could also be further improved by finding additional training variables
with gamma-hadron separation power.

In this study, the DISP method and improved background rejection are referred to as
the high-energy analysis and used as a stand-alone analysis method. However, they can
also be used in combination with the ImPACT technique [169]. The ImPACT technique
uses a pixel-wise likelihood method for the reconstruction of the shower parameters and is
employed to obtain a superior angular resolution. It is usually applied after the standard
gamma-hadron separation step, which can be replaced by the improved version proposed
in this work. The ImPACT method also uses the event direction reconstructed with the
standard geometry method for the seeding of parameters. The DISP method is based
on shower image parameters and has a better reconstruction accuracy than the geometry
approach and can be used instead of it for the seed parameter evaluation, which would
result in a better performance of the ImPACT method. Moreover, despite the fact that
the DISP method was implemented into the HAP framework as a part of the high-energy
analysis optimisation, it performs better than the standard geometry reconstruction at
low energies as well. Therefore, the DISP method can be used for the event direction
reconstruction in the full energy range accessible to the H.E.S.S. CT1 - 4 telescopes.

The high-energy analysis proposed in this work is applied to the Galactic plane data above
10 TeV, which is discussed in the last chapter of this thesis. The data are analysed with
three configurations of the high-energy analysis with maximum event offsets of 2◦, 3◦ and
4◦. The original Galactic plane survey resulted in 78 sources detected in a full energy
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range [5]. In this work, 40 out of these 78 Galactic sources are detected above 10 TeV,
i.e. they fulfil the detection criteria of reaching 3 σ significance in at least two analysis
configurations. Members of all source classes presented in the HGPS catalogue are also
present among the sources detected above 10 TeV. They comprise: all three binary systems,
4 out of 8 SNRs, 9 out of 12 PWNe and 2 out of 8 composite sources. There are also 18
not firmly identified sources out of the 36 listed in the HGPS catalogue, as well as 4 out
of the 11 sources that do not have associations in other wavelengths.

As expected, in general, the sources that have a high gamma-ray flux and hard gamma-
ray spectra are typically detected above 10 TeV, while weak sources with steep spectral
indices are not. Overall, the highest source significance in most cases is reached when
they are analysed with the high-energy analysis with 2◦ and 3◦ maximum event offset.
The high-energy analysis with 4◦ maximum event offset usually accumulates too many
background events, which prevents it from attaining high significance values. On the other
hand, the large-offset analyses most often gain the largest number of excess counts. In the
case of strong sources, a large number of excess events can be more important than high
significance, since it is an essential component for morphological or spectral studies.

In this thesis, two selected sources are also reviewed in greater detail. The first is HESS
J1731−347 [38] – a 2 - 6 kyr old, middle-aged SNR. It is one of the few SNRs with its shell
morphology seen in VHE gamma rays. The western part of the remnant is coincident
with a dense molecular cloud core [159]. Based on the multi-wavelength data, there is
a hypothesis that the remnant has collided with the MC-core and, as a result, the HE
and VHE gamma-ray emission from the collision region has a hadronic origin, while the
emission from the rest of the remnant is leptonic [87]. In this work, the more than 10TeV
emission is revealed only in the eastern part of the source, i.e. on the opposite side of the
remnant from the MC-core. The location of this region is coincident with the emission
detected by Fermi -LAT above 10GeV [87]. Assuming the same origin of emission in both
energy domains, the result obtained above 10TeV in this study is consistent with the
leptonic scenario and could support the overall hypothesis.

Another interesting region discussed here is the putative TeV PWN around the energetic
pulsar PSR J0855−4644, which is spatially coincident (but not associated) with the south-
eastern rim of the shell SNR Vela Junior (HESS J0852−463) [2]. The PWN is detected
at X-ray and radio wavelengths [29, 154, 155]. Interestingly, the morphology at radio
wavelengths resembles one that features a bow shock: a partial ring-like structure in the
southeast and faint tails of emission in the northwest [155]. With a rather large spin-
down energy flux Ė/d2 ≥ 1036 erg s−1 kpc−2 [29], PSR J0855−4644 is assumed to power
a TeV PWN. However, its detection in the H.E.S.S. energy range is complicated due to
its overlap with the very bright Vela Junior SNR. A previous study revealed a cutoff at
an energy of 6.7 TeV in the Vela Junior spectrum and an indication of the cutoff increase
in the part of Vela Junior, which could be potentially contaminated by the PWN around
PSR J0855−4644 [2]. However, the significance of these findings appeared to be too low
to draw firm conclusions about the PWN. At more than 10 TeV energies, Vela Junior is
rather faint due to the spectral cutoff. At these energies, the southeast part of the rem-
nant, which is coincident with the pulsar position, is brighter than the northwestern part,
while at lower energies the situation is opposite. However, above 20 TeV, there is only one
significant region within the Vela Junior boundaries and it is positionally coincident with
the pulsar. Moreover, the emission above 20TeV is located mainly towards the northwest
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from the pulsar position, i.e. roughly the same direction as the faint tail-like structures
observed in the radio domain. Thus, the obtained results are in agreement with the multi-
wavelength observations and are a strong indication of the existence of the TeV PWN
around PSR J0855−4644. Keeping in mind that PSR J0855−4644 shows similarities with
Vela pulsar (PSR B0833−45) [146], it is plausible that its TeV PWN is similar to Vela X
(HESS J0835−455) [7] and might also have an IC peak in the spectrum around 10TeV.

Additionally, during the background systematics study in this work, a hotspot in the
vicinity of PSR J1413−6205 [156] is found. PSR J1413−6205 is a middle-aged pulsar
energetic enough to sustain a TeV PWN. Recently, this region was also re-analysed above
1 TeV and 5TeV, where more extended emission was detected, which shrinks toward the
pulsar position as energy increases [109]. The findings above 10 TeV in this work are well
in agreement with the results obtained at lower energies and strongly support the PWN
scenario.

The dataset analysed in this work covers only the H.E.S.S. observation period between
2004 and 2013. In recent years, the amount of the H.E.S.S. archival data has significantly
increased and should be included in future high-energy studies. The inclusion of this data
can substantially increase the exposure in the Galactic plane and allow for more accurate
morphological and spectral analysis of the sources. Results achieved analysing the H.E.S.S.
data at high energies could serve as a guidance for future VHE gamma-ray experiments
with outstanding sensitivity at high energies such as CTA [30], LHAASO [63] and SWGO
[27]. In addition, studies of large-offset event analysis can be relevant for the middle and
small-size telescopes in CTA, which will have a FoV larger than in the H.E.S.S. telescopes.

Overall, the analysis of sources at energies above 10 TeV can considerably contribute to the
energy-dependent picture of VHE gamma-ray sources. Increased statistics at high energies
can help to measure more precisely the cutoff region of the source spectra and potentially
distinguish between leptonic and hadronic mechanisms of gamma-ray production in VHE
sources. This is important for studies related to the origin of cosmic rays in general and,
in particular, to the search for the PeVatrons in the Galaxy, which are responsible for the
cosmic-ray acceleration up to energies of about 1015 eV. Also, precise spectral measurements
of Extragalactic VHE gamma-ray sources at high energies can contribute to the EBL
studies, and hence, to the understanding of formation and evolution of galaxies in the
Universe.
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Appendix A

High-energy analysis (supplementary
material)

This appendix consists of supplementary material mainly for Chapter 4, which discusses
the usage of large-offset events (up to around 4◦) in the analysis as a promising way
to increase the gamma-ray statistics at high energies. Sections A.1 and A.3 show the
distributions of the image parameters involved in the MLP training for the DISP method,
which is implemented within the HAP framework in this work in order to overcome the
problem of deteriorated angular resolution at large event offsets. In addition, the results
of two different MLP training approaches are compared in Section A.2. Finally, Sections
A.4 and A.5 presents the distributions of the input parameters for the BDT training as
well as its performance for the gamma-hadron separation modified in this study to obtain
a better background rejection and decrease the background rate at large offset angles.
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A.1 Input parameters for the ANN training
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Figure A.1: RMS values of the input variable distributions for the MLP train-
ing in the DISP method. The six plots here represent the input variables,
which are based on the image shape. Line colour shows different event offset
bands. Solid and dashed lines show diffuse gamma rays simulated with zenith
angles of around 20◦ and 60◦, respectively.
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Figure A.2: Mean values of the seed and target variable distributions for the
MLP training. Left column shows a comparison of δtrue (target, solid lines)
and δreco (seeding parameter, dashed lines) for the network training used for
the shower direction reconstruction. Right column shows a comparison of
Impacttrue (target, solid lines) and Impactreco (seeding parameter, dashed
lines) for the network training used for the shower core position reconstruction.
Colour of lines indicates different offset angle bands. All plots are produced
using diffuse gamma-ray simulations.
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Figure A.3: RMS values of the seed and target variable distributions for the
MLP training. Left column shows a comparison of δtrue (target, solid lines)
and δreco (seeding parameter, dashed lines) for the network training used for
the shower direction reconstruction. Right column shows a comparison of
Impacttrue (target, solid lines) and Impactreco (seeding parameter, dashed
lines) for the network training used for the shower core position reconstruction.
Colour of lines indicates different offset angle bands. All plots are produced
using diffuse gamma-ray simulations.
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A.2 Comparison of two different ANN training approaches
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Figure A.4: The distribution of the reconstructed event directions in the cam-
era plane in the case of the MLPs training produces with point-like (top row)
and diffuse gamma ray simulation (bottom row). The examples show the di-
rection distributions for the diffuse gamma rays simulated at around 1◦ and 3◦

offset angle. The width of the simulated ring is 0.5◦.
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A.3 Influence of optical efficiency on image parameters
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Figure A.5: Mean width and length of the shower images as a function of the
primary energy depending on the telescope optical efficiency are presented in
the top and bottom row, respectively. The left column shows the actual mean
length and width values for different optical efficiencies, while the right column
displays the ratio of these values. All plots are produced using gamma rays
simulated at 20◦ zenith angle with 0.5◦ event offset.
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A.4 Input parameters for the BDT training
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Figure A.6: RMS values of the input variable distributions for the BDT train-
ing. Line colours denote different event offset bands. Solid lines show point-like
gamma rays simulated at 20◦ zenith, while dashed lines indicate real observa-
tions of empty fields, i.e. cosmic rays, in the zenith angle range between 15◦

and 25◦.
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Figure A.7: Mean values of the true Xmax distribution as a function of the true
primary energy. Colour of the lines shows different offset angle band. Solid
lines represent simulated point-like gamma rays, while dashed lines display
simulated diffuse protons. The zenith angle for both simulation sets is 20◦.
A view-cone of the proton simulation is 3◦, which is why the figure does not
show a 4◦ offset curve. Curves that correspond to the proton and large-offset
gamma-ray sample experience an upturn towards low energies. Most likely it is
an effect of energy threshold. The energy threshold curves for gamma rays as
a function of the offset angle are displayed in Figure 5.4. Hadronic showers for
the same primary energy produce nearly three times less Cherenkov light than
electromagnetic showers. Therefore, the energy threshold for protons would
occur at higher energies than for gamma rays.
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A.5 Performance of the modified gamma-hadron separation
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Figure A.8: The performance of the BDT training at different offset angles for
the modified gamma-hadron separation. The number of trained energy bands
decreases with offset angle increase since the energy threshold increases. All
presented curves are taken from the training performed at 20◦ zenith angle.
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Appendix B

The HGPS above 10 TeV
(supplementary material)

The following sections contain an additional material for Chapter 6, which discusses the
analysis of the Galactic plane survey at energies above 10 TeV using the high-energy anal-
ysis with 2◦, 3◦ and 4◦ maximum event offset as well as the standard analysis with 2◦

maximum event offset for the comparison. Section B.1 of this appendix is part of the
background systematics check and shows the 1D distribution of significance outside the
excluded regions calculated for 0.1◦ correlation radius. Section B.2 presents the exposure
of the Galactic plane within the HGPS region. Section B.3 contains several tables that
list HGPS sources considered above 10 TeV, properties of their test regions constructed in
this work and analysis characteristics obtained for these regions. Section B.4 presents the
identifications of the more than 10 TeV sources detected in this work.
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B.2 Exposure of the Galactic plane in the HGPS region

The sky exposure is presented here in the form of an expected gamma-ray map. It is one
of the maps created automatically by the Galactic survey analysis pipeline. The expected
gamma-ray map is produced on a run-by-run basis by multiplying the effective area (that
corresponds to the observation conditions), observation time and assumed source spectrum,
and integrating the result over the energy range of interest. The assumed energy spectrum
is a power law with the index of Γ = 2.3 and flux normalisation at 1 TeV of 1TeV−1 m−2 s−1.
In this study, the Galactic plane analysis is performed from 10 to 300 TeV.



154
A

P
P

E
N

D
IX

B
.

T
H

E
H

G
P

S
A

B
O

V
E

10
T

E
V

(S
U

P
P

L
E

M
E

N
T
A

R
Y

M
A
T

E
R

IA
L
)

258°264°270°276°282°288°
Galactic Longitude (deg)

-4°

-3°

-2°

-1°

+0°

+1°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

258°264°270°276°282°288°
Galactic Longitude (deg)

-4°

-3°

-2°

-1°

+0°

+1°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

258°264°270°276°282°288°
Galactic Longitude (deg)

-4°

-3°

-2°

-1°

+0°

+1°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

258°264°270°276°282°288°
Galactic Longitude (deg)

-4°

-3°

-2°

-1°

+0°

+1°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

F
igure

B
.2:

T
he

com
parison

of
the

exp
ected

gam
m

a-ray
m

aps
at

energies
ab

ove
10

T
eV

for
the

high-energy
analysis

w
ith

2
◦,

3
◦

and
4
◦

m
axim

um
event

off
set

and
the

standard
analysis

w
ith

2
◦

m
axim

um
event

off
set.

R
egarding

the
details

on
the

exp
ected

gam
m

a-ray
m

ap
production,

see
the

b
eginning

of
this

section.



B
.2.

E
X

P
O

S
U

R
E

O
F

T
H

E
G

A
L
A

C
T

IC
P

L
A

N
E

IN
T

H
E

H
G

P
S

R
E

G
IO

N
155

294°300°306°312°318°
Galactic Longitude (deg)

-4°

-3°

-2°

-1°

+0°

+1°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

294°300°306°312°318°
Galactic Longitude (deg)

-4°

-3°

-2°

-1°

+0°

+1°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

294°300°306°312°318°
Galactic Longitude (deg)

-4°

-3°

-2°

-1°

+0°

+1°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

294°300°306°312°318°
Galactic Longitude (deg)

-4°

-3°

-2°

-1°

+0°

+1°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

F
igure

B
.3:

T
he

com
parison

ofthe
exp

ected
gam

m
a-ray

m
aps

at
energies

ab
ove

10
T
eV

.
C

ontinuation
of

F
igure

B
.2.

R
egarding

the
details

on
the

exp
ected

gam
m

a-ray
m

ap
production,

see
the

b
eginning

of
this

section.



156
A

P
P

E
N

D
IX

B
.

T
H

E
H

G
P

S
A

B
O

V
E

10
T

E
V

(S
U

P
P

L
E

M
E

N
T
A

R
Y

M
A
T

E
R

IA
L
)

324°330°336°342°348°354°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)
0
1
2
3
4
5
6
7
8
9

1e9

324°330°336°342°348°354°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

324°330°336°342°348°354°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

324°330°336°342°348°354°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

F
igure

B
.4:

T
he

com
parison

ofthe
exp

ected
gam

m
a-ray

m
aps

at
energies

ab
ove

10
T
eV

.
C

ontinuation
of

F
igure

B
.2.

R
egarding

the
details

on
the

exp
ected

gam
m

a-ray
m

ap
production,

see
the

b
eginning

of
this

section.



B
.2.

E
X

P
O

S
U

R
E

O
F

T
H

E
G

A
L
A

C
T

IC
P

L
A

N
E

IN
T

H
E

H
G

P
S

R
E

G
IO

N
157

0°6°12°18°24°30°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

0°6°12°18°24°30°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

0°6°12°18°24°30°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

0°6°12°18°24°30°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

F
igure

B
.5:

T
he

com
parison

ofthe
exp

ected
gam

m
a-ray

m
aps

at
energies

ab
ove

10
T
eV

.
C

ontinuation
of

F
igure

B
.2.

R
egarding

the
details

on
the

exp
ected

gam
m

a-ray
m

ap
production,

see
the

b
eginning

of
this

section.



158
A

P
P

E
N

D
IX

B
.

T
H

E
H

G
P

S
A

B
O

V
E

10
T

E
V

(S
U

P
P

L
E

M
E

N
T
A

R
Y

M
A
T

E
R

IA
L
)

36°42°48°54°60°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)
0
1
2
3
4
5
6
7
8
9

1e9

36°42°48°54°60°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

36°42°48°54°60°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

36°42°48°54°60°
Galactic Longitude (deg)

-2°

-1°

+0°

+1°

+2°

G
al

ac
tic

 L
at

itu
de

 (d
eg

)

0
1
2
3
4
5
6
7
8
9

1e9

F
igure

B
.6:

T
he

com
parison

ofthe
exp

ected
gam

m
a-ray

m
aps

at
energies

ab
ove

10
T
eV

.
C

ontinuation
of

F
igure

B
.2.

R
egarding

the
details

on
the

exp
ected

gam
m

a-ray
m

ap
production,

see
the

b
eginning

of
this

section.



B.3. PROPERTIES OF THE SOURCE TEST REGIONS 159

B.3 Properties of the source test regions

The tables presented in this section comprise properties of the test regions defined for
42 preselected HGPS sources as well as analysis characteristics calculated for these test
regions. Thus, Tables B.1 - B.2 list the test-region positions determined for four analysis
setups used in this study for the HGPS data analysis above 10 TeV. Tables B.3 - B.10
contain the sizes of these test regions as well as analysis quantities such as the number
of On and Off events, α parameter, number of excess and background counts, significance
and signal-to-background ratio.

In the following tables, the sources marked with † are located to close to each other, and
therefore, the positions of their test regions are taken from the HGPS catalogue [5] and
the extensions are set to the values smaller than the defined minimum, i.e. smaller than
0.2◦. The Galactic Centre source (indicated with ‡) is located in the complicated region
with a lot of diffuse emission, thus, the standard value is taken as a position of its test
region and extension is set to the minimum value typically used in this work, i.e. 0.2◦.
The test-region positions for the sources indicated with * are also taken from the HGPS
catalogue or dedicated studies [19, 51] due to their complex morphology. The extension
of these sources is found employing the θ2 distribution as for all other sources in Tables
B.1 - B.10.
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Source name Size [deg][5]
Position [5]

Position,
HE 4deg

Position,
HE 3deg

Position,
HE 2deg

Position,
Standard 2 deg

l [deg] b [deg] l [deg] b [deg] l [deg] b [deg] l [deg] b [deg] l [deg] b [deg]

HESS J0835−455* 0.58 263.96 −3.05 263.96 −3.05 263.96 −3.05 263.96 −3.05 263.96 −3.05
HESS J0852−463* 1.00 266.29 −1.24 266.29 −1.24 266.29 −1.24 266.29 −1.24 266.29 −1.24
HESS J1018−589 A 0.00 284.35 −1.67 284.44 −1.75 284.40 −1.73 284.38 −1.73 284.38 −1.65
HESS J1023−575 0.17 284.19 −0.40 284.18 −0.45 284.12 −0.47 284.24 −0.51 284.30 −0.53
HESS J1026−582 0.13 284.85 −0.52 284.90 −0.57 284.92 −0.57 284.94 −0.53 284.96 −0.57
HESS J1302−638 0.01 304.18 −1.00 304.20 −1.03 304.18 −1.03 304.18 −1.03 304.22 −1.01
HESS J1303−631 0.18 304.24 −0.35 304.18 −0.29 304.20 −0.33 304.20 −0.31 304.16 −0.33
HESS J1356−645 0.23 309.79 −2.50 309.70 −2.71 309.72 −2.59 309.76 −2.67 309.74 −2.57
HESS J1418−609† 0.11 313.24 0.14 313.24 0.14 313.24 0.14 313.24 0.14 313.24 0.14
HESS J1420−607† 0.08 313.58 0.27 313.58 0.27 313.58 0.27 313.58 0.27 313.58 0.27
HESS J1442−624 0.30 315.43 −2.29 315.41 −2.53 315.43 −2.53 315.29 −2.35 315.31 −2.17
HESS J1457−593 0.33 318.35 −0.42 318.41 −0.51 318.51 −0.67 318.45 −0.55 318.37 −0.51
HESS J1458−608 0.37 317.95 −1.70 317.81 −1.61 317.89 −1.69 317.91 −1.67 318.05 −1.85
HESS J1507−622 0.18 317.97 −3.48 318.15 −3.55 318.13 −3.55 318.21 −3.39 317.99 −3.75
HESS J1514−591 0.14 320.32 −1.19 320.37 −1.23 320.33 −1.19 320.35 −1.23 320.33 −1.23
HESS J1614−518 0.42 331.47 −0.60 331.35 −0.67 331.29 −0.67 331.29 −0.77 331.31 −0.73
HESS J1616−508 0.23 332.48 −0.17 332.41 0.09 332.39 0.07 332.31 0.05 332.49 0.01
HESS J1632−478 0.18 336.39 0.26 336.45 0.33 336.45 0.33 336.45 0.33 336.47 0.35
HESS J1634−472 0.17 337.12 0.26 337.09 0.41 337.07 0.47 337.05 0.37 337.21 0.31

Table B.1: The positions of the test regions defined for the sources of interest. The second and third column shows the size
and source position presented in the HGPS catalogue [5]. The remained columns list the region positions derived in this work
for four used analysis configurations, i.e. the high-energy analysis with 2◦ , 3◦ and 4◦ maximum event offset and the standard
analysis with 2◦ maximum event offset. For the explanation of † ‡ and * markings see the beginning of this section.
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Source name Size [deg][5]
Position [5]

Position,
HE 4deg

Position,
HE 3deg

Position,
HE 2deg

Position,
Standard 2 deg

l [deg] b [deg] l [deg] b [deg] l [deg] b [deg] l [deg] b [deg] l [deg] b [deg]

HESS J1640−465† 0.11 338.28 −0.04 338.28 −0.04 338.28 −0.04 338.28 −0.04 338.28 −0.04
HESS J1641−463† 0.04 338.52 0.08 338.52 0.08 338.52 0.08 338.52 0.08 338.52 0.08
HESS J1646−458* 0.50 339.33 −0.78 339.55 −0.49 339.55 −0.49 339.55 −0.49 339.55 −0.49
HESS J1702−420 0.20 344.23 −0.19 344.29 −0.05 344.25 −0.19 344.33 −0.11 344.37 −0.13
HESS J1708−410 0.06 345.67 −0.44 345.71 −0.33 345.67 −0.37 345.65 −0.45 345.79 −0.57
HESS J1708−443 0.28 343.07 −2.32 343.07 −2.31 343.13 −2.53 343.07 −2.47 343.03 −2.41
HESS J1713−397* 0.50 347.31 −0.46 347.31 −0.46 347.31 −0.46 347.31 −0.46 347.31 −0.46
HESS J1718−385 0.12 348.88 −0.48 348.89 −0.47 348.89 −0.45 348.89 −0.45 348.91 −0.49
HESS J1731−347 0.27 353.54 −0.67 353.55 −0.79 353.51 −0.75 353.51 −0.75 353.71 −0.85
HESS J1745−290‡ − 359.94 −0.04 359.94 −0.04 359.94 −0.04 359.94 −0.04 359.94 −0.04
HESS J1747−281 − 0.87 0.08 0.91 −0.03 0.91 −0.01 0.91 −0.01 0.89 −0.03
HESS J1804−216 0.24 8.38 −0.09 8.39 0.09 8.33 0.09 8.39 −0.07 8.27 0.01
HESS J1809−193 0.40 11.11 −0.02 11.04 −0.07 11.04 −0.07 11.04 −0.09 11.02 −0.03
HESS J1813−178 0.05 12.82 −0.03 12.82 −0.07 12.84 −0.09 12.84 −0.09 12.82 −0.07
HESS J1825−137 0.46 17.53 −0.62 17.92 −0.75 17.92 −0.81 17.90 −0.73 17.90 −0.75
HESS J1826−130 0.15 18.48 −0.39 18.54 −0.35 18.54 −0.35 18.54 −0.35 18.42 −0.37
HESS J1826−148 0.01 16.88 −1.29 16.86 −1.35 16.88 −1.35 16.88 −1.35 16.84 −1.35
HESS J1837−069 0.36 25.15 −0.09 25.28 −0.09 25.30 −0.11 25.30 −0.07 25.26 −0.11
HESS J1841−055 0.41 26.71 −0.23 26.22 0.01 26.32 0.07 26.22 0.19 26.26 −0.03
HESS J1849−000 0.09 32.61 0.53 32.72 0.45 32.72 0.45 32.76 0.41 32.74 0.45
HESS J1852−000 0.28 33.11 −0.13 32.90 −0.13 32.92 −0.19 32.98 −0.21 33.02 −0.19
HESS J1858+020 0.08 35.54 −0.58 35.68 −0.45 35.66 −0.53 35.58 −0.41 35.54 −0.51
HESS J1908+063* 0.49 40.55 −0.84 40.58 −0.77 40.58 −0.77 40.58 −0.77 40.58 −0.77

Table B.2: The positions of the test regions defined for the sources of interest. Continuation of Table B.1. For the explanation
of † ‡ and * markings see the beginning of this section.
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Source name Size [deg] Non Noff Alpha ×10−3 Background Excess Significance [σ] S/N

HESS J0835−455* 1.10 1905 2197199 0.375 828.32 1076.68 32.14 1.31
HESS J0852−463* 1.22 1733 2915475 0.456 1325.52 407.48 10.58 0.30
HESS J1018−589 A 0.20 59 173118 0.208 36.17 22.83 3.49 0.63
HESS J1023−575 0.35 205 618589 0.229 141.73 63.27 4.96 0.44
HESS J1026−582 0.27 167 451679 0.211 95.24 71.76 6.64 0.75
HESS J1302−638 0.20 124 194827 0.240 46.94 77.06 9.35 1.65
HESS J1303−631 0.46 662 1016275 0.396 398.84 263.16 11.84 0.65
HESS J1356−645 0.40 147 392645 0.215 84.16 62.84 6.16 0.74
HESS J1418−609† 0.18 92 226280 0.271 61.22 30.78 3.66 0.50
HESS J1420−607† 0.18 100 221285 0.278 61.52 38.48 4.50 0.63
HESS J1442−624 0.22 90 318910 0.187 59.48 30.52 3.66 0.51
HESS J1457−593 0.44 676 1135917 0.456 515.38 160.62 6.64 0.31
HESS J1458−608 0.31 281 960663 0.232 224.02 56.98 3.73 0.26
HESS J1507−622 0.20 109 380732 0.204 77.62 31.38 3.34 0.40
HESS J1514−591 0.35 402 613616 0.290 179.27 222.73 14.39 1.26
HESS J1614−518 0.26 47 91723 0.297 27.29 19.71 3.42 0.72
HESS J1616−508 0.31 56 75675 0.415 31.87 24.13 3.94 0.78
HESS J1632−478 0.28 74 82890 0.465 38.70 35.30 5.05 0.92
HESS J1634−472 0.36 130 130904 0.422 55.82 74.18 8.55 1.36

Table B.3: The characteristics obtained for the high-energy analysis with 4◦ maximum event offset. For the explanation of † ‡
and * markings see the beginning of this section.
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Source name Size [deg] Non Noff Alpha ×10−3 Background Excess Significance [σ] S/N

HESS J1640−465† 0.15 32 29822 0.367 10.94 21.06 5.15 1.92
HESS J1641−463† 0.14 12 25506 0.357 9.11 2.89 0.91 0.32
HESS J1646−458* 1.00 796 1591665 0.405 649.09 146.91 5.74 0.23
HESS J1702−420 0.30 171 325634 0.337 109.73 61.27 5.39 0.56
HESS J1708−410 0.22 75 145268 0.351 51.02 23.98 3.13 0.47
HESS J1708−443 0.21 44 104773 0.260 27.00 17.00 2.95 0.62
HESS J1713−397* 0.86 1615 1729175 0.419 723.68 891.32 28.41 1.23
HESS J1718−385 0.27 178 326547 0.281 91.64 86.36 7.96 0.94
HESS J1731−347 0.20 27 50428 0.307 15.51 11.49 2.64 0.74
HESS J1745−290‡ 0.20 189 91544 0.552 50.54 138.46 14.88 2.74
HESS J1747−281 0.20 86 143840 0.465 67.06 18.94 2.23 0.29
HESS J1804−216 0.31 96 164665 0.351 57.99 38.01 4.57 0.66
HESS J1809−193 0.31 124 91752 0.488 44.88 79.12 9.69 1.77
HESS J1813−178 0.20 70 137576 0.344 47.28 22.72 3.08 0.48
HESS J1825−137 0.40 337 282412 0.514 145.13 191.87 13.55 1.32
HESS J1826−130 0.30 162 349992 0.262 91.96 70.04 6.61 0.77
HESS J1826−148 0.20 49 49297 0.529 26.09 22.91 3.99 0.88
HESS J1837−069 0.31 121 134372 0.540 72.63 48.37 5.18 0.67
HESS J1841−055 0.44 224 258983 0.570 147.91 76.09 5.83 0.52
HESS J1849−000 0.27 93 183080 0.302 55.30 37.70 4.61 0.68
HESS J1852−000 0.31 127 284161 0.305 86.80 40.20 4.04 0.46
HESS J1858+020 0.31 119 239923 0.359 85.84 33.16 3.35 0.38
HESS J1908+063* 0.80 1519 3976864 0.331 1319.83 199.17 5.43 0.15

Table B.4: The characteristics obtained for the high-energy analysis with 4◦ maximum event offset. Continuation of Table B.3.
For the explanation of † ‡ and * markings see the beginning of this section.
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Source name Size [deg] Non Noff Alpha ×10−3 Background Excess Significance [σ] S/N

HESS J0835−455* 1.10 1664 1715731 0.354 613.21 1050.79 35.18 1.74
HESS J0852−463* 1.22 1100 1643702 0.453 737.04 362.96 12.16 0.48
HESS J1018−589 A 0.20 36 122387 0.174 21.29 14.71 2.91 0.69
HESS J1023−575 0.41 206 558468 0.204 113.86 92.14 7.73 0.81
HESS J1026−582 0.38 239 653444 0.223 145.56 93.44 7.08 0.64
HESS J1302−638 0.20 111 176449 0.205 36.36 74.64 9.95 2.07
HESS J1303−631 0.44 577 761746 0.391 295.17 281.83 14.33 0.94
HESS J1356−645 0.48 157 337005 0.214 72.07 84.93 8.62 1.17
HESS J1418−609† 0.18 54 74560 0.288 21.47 32.53 5.88 1.52
HESS J1420−607† 0.18 60 75231 0.331 24.91 35.09 5.94 1.41
HESS J1442−624 0.22 62 222594 0.186 41.34 20.66 2.98 0.50
HESS J1457−593 0.44 455 566358 0.528 297.75 157.25 8.35 0.52
HESS J1458−608 0.27 178 506229 0.286 144.94 33.06 2.66 0.23
HESS J1507−622 0.26 100 293124 0.257 75.48 24.52 2.69 0.32
HESS J1514−591 0.27 271 241636 0.350 85.04 185.96 16.05 2.20
HESS J1614−518 0.31 40 55146 0.279 15.36 24.64 5.22 1.60
HESS J1616−508 0.26 33 29598 0.444 13.29 19.71 4.59 1.51
HESS J1632−478 0.28 59 55112 0.523 28.99 30.01 4.92 1.05
HESS J1634−472 0.36 107 96539 0.454 44.32 62.68 8.04 1.44

Table B.5: The characteristics obtained for the high-energy analysis with 3◦ maximum event offset. For the explanation of † ‡
and * markings see the beginning of this section.
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Source name Size [deg] Non Noff Alpha ×10−3 Background Excess Significance [σ] S/N

HESS J1640−465† 0.15 25 22746 0.333 7.57 17.43 4.98 2.30
HESS J1641−463† 0.14 10 19620 0.320 6.29 3.71 1.36 0.59
HESS J1646−458* 1.00 542 1017598 0.395 407.46 134.54 6.63 0.35
HESS J1702−420 0.30 101 123962 0.515 63.92 37.08 4.28 0.58
HESS J1708−410 0.20 48 99857 0.351 35.04 12.96 2.07 0.37
HESS J1708−443 0.25 35 57467 0.194 11.18 23.82 5.68 2.13
HESS J1713−397* 0.77 1300 1124255 0.431 484.39 815.61 30.56 1.68
HESS J1718−385 0.27 167 253279 0.336 85.04 81.96 7.83 0.96
HESS J1731−347 0.22 23 29671 0.229 6.82 16.18 4.86 2.38
HESS J1745−290‡ 0.20 162 61651 0.516 31.82 130.18 16.33 4.09
HESS J1747−281 0.20 66 102707 0.430 44.31 21.69 3.06 0.49
HESS J1804−216 0.27 61 69861 0.435 30.36 30.64 4.88 1.01
HESS J1809−193 0.31 121 80139 0.492 39.41 81.59 10.41 2.07
HESS J1813−178 0.26 57 70287 0.343 24.08 32.92 5.69 1.37
HESS J1825−137 0.40 276 185528 0.485 90.12 185.88 15.69 2.06
HESS J1826−130 0.30 129 203852 0.319 65.08 63.92 6.97 0.98
HESS J1826−148 0.20 45 37547 0.497 18.68 26.32 5.15 1.41
HESS J1837−069 0.40 154 154764 0.555 85.92 68.08 6.60 0.79
HESS J1841−055 0.44 132 142119 0.537 76.59 55.41 5.77 0.73
HESS J1849−000 0.27 79 116071 0.355 41.14 37.86 5.22 0.92
HESS J1852−000 0.22 59 98077 0.319 31.28 27.72 4.41 0.89
HESS J1858+020 0.27 65 113689 0.365 41.49 23.51 3.36 0.56
HESS J1908+063* 0.80 945 2172207 0.340 741.05 203.95 7.26 0.28

Table B.6: The characteristics obtained for the high-energy analysis with 3◦ maximum event offset. Continuation of Table B.5.
For the explanation of † ‡ and * markings see the beginning of this section.
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Source name Size [deg] Non Noff Alpha ×10−3 Background Excess Significance [σ] S/N

HESS J0835−455* 1.10 1409 1195960 0.428 516.95 892.05 32.53 1.75
HESS J0852−463* 1.28 620 699348 0.559 389.34 230.66 10.67 0.59
HESS J1018−589 A 0.20 32 85588 0.203 17.38 14.62 3.14 0.85
HESS J1023−575 0.35 131 277982 0.220 60.86 70.14 7.75 1.15
HESS J1026−582 0.27 94 171132 0.241 41.20 52.80 7.02 1.28
HESS J1302−638 0.20 108 173386 0.195 33.96 74.04 10.12 2.19
HESS J1303−631 0.41 522 543946 0.449 244.07 277.93 15.40 1.14
HESS J1356−645 0.36 73 83304 0.207 17.21 55.79 9.96 3.24
HESS J1418−609† 0.18 35 31463 0.202 6.36 28.64 7.88 4.50
HESS J1420−607† 0.18 32 29358 0.200 5.88 26.12 7.50 4.45
HESS J1442−624 0.27 59 246460 0.136 33.66 25.34 3.95 0.75
HESS J1457−593 0.54 348 383744 0.565 213.45 134.55 8.18 0.61
HESS J1458−608 0.22 46 96690 0.242 23.58 22.42 4.11 0.96
HESS J1507−622 0.26 31 64543 0.211 13.66 17.34 4.02 1.27
HESS J1514−591 0.27 163 97566 0.313 30.76 132.24 16.75 4.33
HESS J1614−518 0.31 26 20845 0.330 6.90 19.10 5.56 2.78
HESS J1616−508 0.36 36 23456 0.401 9.60 26.40 6.59 2.83
HESS J1632−478 0.28 32 19440 0.607 11.82 20.18 4.84 1.71
HESS J1634−472 0.36 70 36701 0.552 20.42 49.58 8.61 2.46

Table B.7: The characteristics obtained for the high-energy analysis with 2◦ maximum event offset. For the explanation of † ‡
and * markings see the beginning of this section.
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Source name Size [deg] Non Noff Alpha ×10−3 Background Excess Significance [σ] S/N

HESS J1640−465† 0.15 20 18246 0.345 6.29 13.71 4.34 2.18
HESS J1641−463† 0.14 9 14772 0.344 5.07 3.93 1.57 0.77
HESS J1646−458* 1.00 381 557722 0.484 271.30 109.70 6.36 0.41
HESS J1702−420 0.30 24 13162 0.280 3.66 20.34 7.02 5.51
HESS J1708−410 0.20 35 43725 0.404 17.63 17.37 3.64 0.98
HESS J1708−443 0.25 24 44829 0.158 7.09 16.91 4.97 2.38
HESS J1713−397* 0.68 1081 672752 0.499 334.96 746.04 32.19 2.22
HESS J1718−385 0.27 109 86961 0.484 41.97 67.03 8.58 1.59
HESS J1731−347 0.22 21 23266 0.224 5.23 15.77 5.19 3.03
HESS J1745−290‡ 0.20 147 55961 0.525 29.37 117.63 15.42 4.00
HESS J1747−281 0.20 48 69686 0.477 33.26 14.74 2.40 0.44
HESS J1804−216 0.27 27 20607 0.526 10.86 16.14 4.12 1.49
HESS J1809−193 0.31 101 58107 0.520 30.15 70.85 10.11 2.34
HESS J1813−178 0.22 27 19850 0.415 8.22 18.78 5.15 2.28
HESS J1825−137 0.40 241 119550 0.693 82.50 158.50 14.07 1.91
HESS J1826−130 0.30 82 38491 0.666 25.85 56.15 8.82 2.20
HESS J1826−148 0.20 38 34461 0.515 17.76 20.24 4.17 1.14
HESS J1837−069 0.51 154 138612 0.612 84.99 69.01 6.73 0.82
HESS J1841−055 0.40 94 61987 0.679 41.75 52.25 6.87 1.23
HESS J1849−000 0.27 48 54777 0.383 20.96 27.04 5.04 1.29
HESS J1852−000 0.27 49 61418 0.347 21.31 27.69 5.12 1.30
HESS J1858+020 0.27 34 48256 0.418 20.09 13.91 2.80 0.69
HESS J1908+063* 0.80 454 905118 0.375 340.76 113.24 5.91 0.34

Table B.8: The characteristics obtained for the high-energy analysis with 2◦ maximum event offset. Continuation of Table B.7.
For the explanation of † ‡ and * markings see the beginning of this section.
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Source name Size [deg] Non Noff Alpha ×10−3 Background Excess Significance [σ] S/N

HESS J0835−455* 0.87 1087 727392 0.524 382.13 704.87 29.40 1.85
HESS J0852−463* 1.22 609 722426 0.572 414.03 194.97 8.99 0.47
HESS J1018−589 A 0.20 38 102367 0.256 26.18 11.82 2.17 0.45
HESS J1023−575 0.35 141 312347 0.267 83.24 57.76 5.75 0.69
HESS J1026−582 0.27 117 186096 0.278 51.53 65.47 7.78 1.26
HESS J1302−638 0.20 107 174275 0.362 63.10 43.90 5.03 0.70
HESS J1303−631 0.38 495 499858 0.545 272.66 222.34 12.08 0.82
HESS J1356−645 0.40 95 141810 0.230 32.72 62.28 8.85 1.91
HESS J1418−609† 0.18 31 33515 0.241 8.06 22.94 6.13 2.84
HESS J1420−607† 0.18 34 33760 0.241 8.14 25.86 6.75 3.18
HESS J1442−624 0.31 108 359078 0.219 78.82 29.18 3.14 0.37
HESS J1457−593 0.54 329 367424 0.544 199.90 129.10 8.34 0.65
HESS J1458−608 0.22 56 100060 0.271 27.18 28.82 4.84 1.06
HESS J1507−622 0.26 42 55465 0.264 14.47 27.53 5.81 1.87
HESS J1514−591 0.22 121 63702 0.384 24.59 96.41 13.92 3.95
HESS J1614−518 0.26 17 15001 0.386 5.78 11.22 3.77 1.94
HESS J1616−508 0.31 30 20330 0.512 10.38 19.62 4.93 1.88
HESS J1632−478 0.28 38 32902 0.591 19.44 18.56 3.71 0.95
HESS J1634−472 0.36 97 67949 0.553 37.52 59.48 8.07 1.58

Table B.9: The characteristics obtained for the standard analysis with 2◦ maximum event offset. For the explanation of † ‡ and
* markings see the beginning of this section.
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Source name Size [deg] Non Noff Alpha ×10−3 Background Excess Significance [σ] S/N

HESS J1640−465† 0.15 32 22405 0.416 9.33 22.67 5.79 2.43
HESS J1641−463† 0.14 19 19066 0.423 8.06 10.94 3.27 1.36
HESS J1646−458* 1.00 500 678967 0.547 372.42 127.58 6.33 0.35
HESS J1702−420 0.30 15 8866 0.345 3.06 11.94 4.88 3.91
HESS J1708−410 0.22 46 67290 0.475 32.02 13.98 2.33 0.44
HESS J1708−443 0.21 23 38361 0.207 7.96 15.04 4.33 1.89
HESS J1713−397* 0.63 1079 869938 0.574 499.05 579.95 22.43 1.16
HESS J1718−385 0.27 111 95427 0.528 50.44 60.56 7.35 1.20
HESS J1731−347 0.22 20 27210 0.316 8.62 11.38 3.31 1.33
HESS J1745−290‡ 0.20 129 78858 0.570 44.96 84.04 10.18 1.87
HESS J1747−281 0.20 49 69373 0.576 39.96 9.04 1.38 0.23
HESS J1804−216 0.27 25 17073 0.518 8.86 16.14 4.43 1.83
HESS J1809−193 0.36 118 80443 0.557 44.72 73.28 9.06 1.64
HESS J1813−178 0.26 29 20377 0.423 8.60 20.40 5.44 2.37
HESS J1825−137 0.40 213 117217 0.695 81.28 131.72 12.09 1.62
HESS J1826−130 0.30 78 40331 0.709 28.71 49.29 7.59 1.73
HESS J1826−148 0.20 44 40259 0.611 24.61 19.39 3.52 0.79
HESS J1837−069 0.40 73 75755 0.597 45.27 27.73 3.79 0.61
HESS J1841−055 0.44 86 82868 0.602 49.84 36.16 4.63 0.72
HESS J1849−000 0.31 61 68055 0.417 28.32 32.68 5.30 1.15
HESS J1852−000 0.22 42 47347 0.367 17.38 24.62 4.99 1.42
HESS J1858+020 0.22 29 32379 0.417 13.52 15.48 3.65 1.15
HESS J1908+063* 0.80 449 907900 0.396 361.51 87.49 4.56 0.25

Table B.10: The characteristics obtained for the standard analysis with 2◦ maximum event offset. Continuation of Table B.9.
For the explanation of † ‡ and * markings see the beginning of this section.
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B.4 Identifications of sources above 10 TeV

Source name Source class Identified object Reference

HESS J1018−589 A Binary 1FGL J1018.6−5856 [23]
HESS J1302−638 Binary PSR B1259−63 [9]
HESS J1826−148 Binary LS 5039 [42]

HESS J0852−463 SNR Vela Junior [39]
HESS J1442−624 SNR RCW 86 [26]
HESS J1713−397 SNR RX J1713.7−3946 [38]
HESS J1731−347 SNR G353.6−0.7 [15]

HESS J0835−455 PWN Vela X [45]
HESS J1303−631 PWN G304.10−0.24 [20]
HESS J1356−645 PWN G309.92−2.51 [17]
HESS J1418−609 PWN G313.32+0.13 [43]
HESS J1420−607 PWN G313.54+0.23 [43]
HESS J1514−591 PWN MSH 15−52 [40]
HESS J1825−137 PWN G18.00−0.69 [44]
HESS J1837−069 PWN G25.24−0.19 [157]
HESS J1849−000 PWN G32.64+0.53 [178]

HESS J1640−465 Composite G338.3−0.0 [22]
HESS J1813−178 Composite G12.8−0.0 [105, 114]

Table B.11: A list of the firmly identified HGPS sources above 10 TeV [5].
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Source name Source class Reference

HESS J1023−575 Not firmly identified [14]
HESS J1026−582 Not firmly identified [14]
HESS J1458−608 Not firmly identified [91]
HESS J1507−622 Not firmly identified [28]
HESS J1614−518 Not firmly identified [47]
HESS J1616−508 Not firmly identified [47]
HESS J1632−478 Not firmly identified [47]
HESS J1634−472 Not firmly identified [47]
HESS J1646−458 Not firmly identified [19]
HESS J1708−443 Not firmly identified [16]
HESS J1718−385 Not firmly identified [48]
HESS J1745−290 Not firmly identified [25]
HESS J1804−216 Not firmly identified [47]
HESS J1809−193 Not firmly identified [48]
HESS J1826−130 Not firmly identified [1]
HESS J1841−055 Not firmly identified [49]
HESS J1852−000 Not firmly identified [145]
HESS J1908+063 Not firmly identified [51]

HESS J1457−593 Not associated [137]
HESS J1702−420 Not associated [47]
HESS J1708−410 Not associated [47]
HESS J1858+020 Not associated [49]

Table B.12: A list of the HGPS sources above 10 TeV without firm identification
or association [5].
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