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Abstract

Most of current and future Cosmic Microwave Background (CMB) Radiation
experiments are targeting the polarized B-mode signal. The small amplitude of
this signal makes a successful measurement challenging for current technologies.
Therefore, very accurate studies to mitigate and control possible systematic effects
are vital to achieve a successful observation. An additional challenge is coming
from the presence of polarized Galactic foreground signals that contaminate the
cosmological signal. When they are combined, the foreground signals dominate the
polarized CMB signal at almost every relevant frequency. Future experiments, like
the LiteBIRD space-borne mission, aim at measuring the CMB B-mode signal with
high accuracy to measure the tensor-to-scalar ratio r at the 1073 level.

In this thesis, after briefly introducing the science case, the LiteBIRD mission and
some of its key technologies, we focus on a few systematic effects concerning mostly
the band-pass response. In this context we present novel studies to determine the
impact of band-pass uncertainties on the data.

Good control over the response of the superconductive detector is another
key ingredient for the success of the mission. We present our modelling of the
detector response and a framework to study non-linearity effects due to thermal
and optical loading fluctuations.

Lastly, we present results of detector characterization using a test-bed under
development that will be used to further our understanding of the interaction

between various telescope sub-systems.
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Cosmic Microwave Background

1.1 Introduction

The Cosmic Microwave Background (CMB) is the dominant extra-galactic source
at radio and mm-wave frequencies. The CMB signal is remarkably homogeneous
and isotropic across the sky, as established soon after its discovery in 1965 [0,
|. During the first few decades after its discovery, most experiments focused on
measuring the CMB spectrum across a wide frequency range. All these measurements
have confirmed with high accuracy that the spectrum is very well described by
a black body function with temperature Ty = 2.72548 4+ 0.00057 K [3]. All these
observed properties are at the basis of the hot Big Bang model which is at the
foundation of the Standard Model of Cosmology. In this paradigm our Universe is
homogeneous and isotropic on large scales, and it is expanding from a denser and
hotter state. The space-time is well described by the Friedman-Robertson-Walker
(FRW) metric, which defines the evolution of the CMB temperature with respect
to the redshift z as T(z) = Tp(1 + 2).
Although small deviations from a perfect black body spectrum (known as
spectral distortions) are expected from the theory, none have been observed, and
only upper limits from the COBE satellite are available to date [9]. Since the COBE

experiment, CMB spectral distortions have received little experimental attention
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from the scientific community, however in recent years a renewed interest has been
growing, driven by technology advancement that may enable a successful detection.
At present a few experiments are being designed to improve the COBE data; the
interested reader can look at [10, 11] for a review of the theoretical background,
predictions and future observation plans.

While we acknowledge the importance of spectral distortions to improve and
consolidate our understanding of the early history of our Universe, in this thesis
we will focus on a different but complementary aspect: CMB angular anisotropies
[12—14]. In the last two decades this subject has been the main area of research for
all major CMB experiments. Variations of the temperature of the CMB of the order
1075 across the sky were firstly observed by the COBE satellite at low resolution
(0 ~ 10°) [15]. After the success of COBE, new experiments have improved both the
angular resolution and sensitivity to gather more accurate information at smaller
angular scales. For about a decade a lot of effort was put into improving the
results of COBE from the ground and the upper atmosphere; of all the experiments,
MAXIMA and BOOMERanG balloon-borne missions require a special mention for
being the first experiments to observe the first acoustic peak of the temperature
angular power spectrum [16-19]. All these efforts culminated with the WMAP
satellite in the early 2000s [20-241]. This experiment significantly improved the
accuracy of the data, solidifying the observational evidence that is at the basis
of the Standard Model of Cosmology.

After the success in measuring temperature anisotropies, the interest begun
shifting from temperature to polarization anisotropies, which are around one order
of magnitude fainter than the former. Polarization anisotropies have been the main
goal of the third generation CMB satellite Planck [25-27] as well as current and
future ground-based experiments like BICEP [25], POLARBEAR [29], ACT [30],
SPT [31], Simons Observatory [32] and CMB-Stage 4 [33] (just to mention a few).
These experiments are either trying to push forward the resolution capabilities
or improving the sensitivity of low resolution measurements (or both), with the

ultimate goal of improving the constraints on cosmological parameters, specifically
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the tensor-to-scalar ratio parameter . An accurate measurement of r is needed to
test inflation, one of the main open questions of the Standard Model of Cosmology.

The quest to measure the tensor-to-scalar ratio parameter through observations
of the polarized CMB signal is the subject of this thesis, specifically in the context
of next generation experiments like LiteBIRD [, 34, 35], a recently selected JAXA

satellite mission to be launched at the end of the 2020s.

1.2 CMB anisotropies

As mentioned in Section 1.1, CMB observations have determined the level of
temperature anisotropies to be of the order 107°, while polarization anisotropies
are at least 1 order of magnitude fainter (107).

CMB temperature maps 7'(6, ¢) can be conveniently decomposed in a series of

multipole terms through a spherical harmonic expansion [36—11]:

T(97¢) = Zaémnm(97¢)v (1'1)

where Yy, (6, ¢) are the ¢-order spherical harmonics and ay,,, are the expansion coeffi-
cients.

In a similar way, polarization maps defined using the Stokes () and U parameters
can be expanded using spin-2 spherical harmonics (19Yz, (6, ¢)):

Q@ £iUJ(0,9) = Z +20mz2Yim (0, @). (1.2)

Im

Monopole: With this framework in place, the CMB average temperature Ty =
2.72548 £ 0.00057 K can be seen as the monopole (ag) term.

Dipole: The dipole term (¢ = 1) presents the largest amplitude: 3.3620840.00099
mK [27]. However, most of the signal is not of cosmological origin; it is due to
doppler effect caused by the solar system motion with respect to the Last Scattering
Surface (LSS) where the CMB originates. The intrinsic amplitude is expected to

be at least ~ 2 orders of magnitude lower and therefore hard to separate.
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From the latest Planck release [27] the velocity of the Sun with respect to the
CMB has been determined to be 369.82 £0.11 km s~ towards Galactic coordinates
(¢, b) = (264.021° £ 0.011°, 48.253° £ 0.005°).

Due to its apparent nature, the dipole signal is usually removed during the
cosmological analysis. However, given that it is bright, accurately known and can be
rapidly modulated with an appropriate scanning strategy, the dipole signal is used as

the main photometric calibrator for balloon and space-based mapping experiments.

¢ > 1 anisotropies: Current theories tell us that anisotropies at higher multipoles
are due to small perturbations in the early Universe. The tight interaction between
photons and baryonic matter in the early Universe imprints a signature of these
perturbations in the radiation at the time of matter recombination at redshift
z ~ 1100. At recombination, the expanding Universe cools the primordial plasma
allowing protons and electrons to recombine and form neutral atoms, and photons to
decouple from baryonic matter and free-stream through the Universe [12]. Therefore
by studying CMB anisotropies we can learn about the physical conditions of the
early Universe and the perturbations in the primordial plasma. These perturbations
are the same that cause the formation of structures in the Universe at later stages.

Under the assumption of isotropy and of Gaussian statistics (no correlations
between different modes) there is no preferred direction in the Universe, therefore
the statistics of the power distribution across the sky depends only on the angular
separation between two points. In this limit, the anisotropies can be fully char-
acterized by the 2-point correlation function or angular power spectrum, defined
as the variance of the spherical harmonic coefficients: Cy = (|ag,|?). Since for
each multipole ¢ there are 2¢ + 1 m-modes, the power spectrum at a given ¢ value

can be estimated as the average over all modes:

_ 1 S 2
Og = 2€ I 1 Z;m<|agm| > (13)

Theoretical models can be tested by comparing model predictions for the power

spectra and measured data.
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However, there are some unavoidable limitations to the achievable accuracy. The
observed sky is a single realization, which sets a fundamental limit to the accuracy
commonly referred to as cosmic variance, which is particularly relevant at large
angular scales (low ¢): o¢, o< 1/2/(2¢ + 1). This limit is boosted for observations of
portions of the sky by a factor 1/ \/kay , where fg, is the observed sky fraction.

The multipole range that can be covered by an experiment has two important
limits. The first one is due to the angular extension of the observed sky fraction
and sets a limit on the low-end of the ¢-range. The second limits the high-end of
the f-range, and it is fixed by the telescope resolution. If the angular size of the
observed sky fraction is a (radians), the lowest observable multipole is defined in
first approximation as ¢ ~ 7/c. On the other hand, if we define § as the FWHM
(Full Width Half Maximum) of the telescope beam in radians, the experiment

sensitivity in (-space decreases with the beam window function e ¢(F+1)(5/2:355)%1

1.2.1 The physics of anisotropies

As mentioned in the previous section, the basis of the Standard Model of Cosmology
is the Big Bang theory and its mathematical framework relies on the FRW metric,
which describes a nearly isotropic and homogeneous Universe on large scales.
The standard Big Bang scenario has been proven extremely successful thanks
to the experimental confirmation of the accuracy of its theoretical predictions, e.g.
the presence of the CMB. However, some of the predicted and observed major
characteristics of this framework, namely the observed large-scale isotropy and
homogeneity as well as the nearly zero curvature, are difficult to explain without
assuming unrealistic fine-tuned initial conditions (horizon and flatness problems).

Inflation has been proposed as a solution to these problems. By introducing an
initial exponential expansion of the Universe the initial conditions do not require
fine tuning to obtain the current observed conditions.

In the inflationary paradigm the perturbations in the primordial plasma are

generated by quantum fluctuations and their magnitude is set by the energy of

'Here we assume a gaussian beam approximation. In this limit the FWHM g is related to the
standard deviation ¢ of the gaussian beam as 8 = 2v/2In2 ~ 2.355¢
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Figure 1.1: Spectra generated with CAMB [13, 14] from Planck best fits cosmological
parameters and r = 0.06 (current upper limit).

the inflationary field and the slope of the potential. The details of inflation
vary depending on the theoretical model and a detailed discussion is beyond the
scope of this thesis, but a common characteristic is the generation of both scalar
(density perturbations) and tensor modes (gravitational waves). The presence
of these perturbations in the primordial plasma imprints the temperature and
polarization anisotropy pattern in the CMB photons at last scattering through
Thomson scattering. We usually distinguish between two polarized components:
E-modes and B-modes, which are defined through a coordinate transformation of
the usual Stokes ) and U parameters to obtain quantities that are rotationally
invariant. From Equation 1.2 we can rewrite the harmonic coefficients to define

the F-mode and B-mode power spectra in analogy to 1.3:

afm _ _2a£m + _oQum (14)
2
agBm _ _i2a€m _2—2a€m' (15)

Scalar modes are mostly responsible for temperature and polarized E-mode

anisotropies (tensor modes can also create them but the contribution is several order



1. Cosmic Microwave Background 7

of magnitude lower). However, primordial polarized B-modes are solely generated
by tensor modes. Therefore, measurements of all three anisotropy fields, and their

angular power spectra, are necessary to fully constrain the physics of inflation.

1.2.2 Cosmological parameters

The effective shape of the angular power spectra in Figure 1.1 (generated with
CAMB?) depends on the details of the matter and energy content and evolution of
our Universe. These details can be captured by defining a number of cosmological
parameters that fully describe the Universe and its evolution. By measuring the
angular power spectra we can constrain the cosmological parameters and the physics

of the current and early Universe.

Scalar perturbation. Density perturbations are expected to be nearly scale
invariant for most inflationary models. Therefore, the power spectrum of scalar
(or curvature) fluctuations is defined as:

k ns—1

P =A(1) (1.6)

0
where k is the wavenumber and kg is a pivot scale (usually ko = 0.05 Mpc™!) that
defines the amplitude A,. Since we expect a nearly scale-invariant spectrum,

the spectral index n, ~ 1.

Tensor perturbation. Similarly to scalar perturbations, the power spectrum
of tensor perturbations (gravitational wave) can be defined by the amplitude
A; and slope n; as:

Py(k) = At(,f())m, (1.7)

The effective value of these four parameters depends on the energy of inflation
and the slope of the potential of the inflationary field.
Commonly these initial condition parameters are reduced to three: A,, n,

and the tensor-to-scalar ratio r. The tensor-to-scalar ratio measures the relative

’https://camb.info/
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amplitude of tensor modes to scalar modes at some pivot scale (usually 0.002
Mpc™1)?, and it strongly depends on the energy of inflation: for higher energy a
stronger gravitational wave background is expected, and therefore a higher r value.

While current and past experiments have been able to determine the amplitude
and slope of the density perturbations through measurements of the temperature
and F-mode power spectra, a direct measurement of r is still to be obtained through

a direct measurement of the primordial B-mode spectrum.

Reionization. After recombination, the Universe became neutral. However, soon
after the first stars ignited at low redshift, hydrogen became partially ionized
again and the CMB photons were again efficiently scattered by free electrons.
The integrated Thomson scattering optical depth at reionization (7) can be con-
strained through features imprinted in the angular power spectra at low-¢ (large

angular scales).

Universe expansion rate. As the Universe is expanding a key parameter defines

the expansion rate at the present time: Hy, often called Hubble constant.?

Matter and energy density. The content of the Universe is expressed in terms
of the critical density: p.. = 3H3/87G (G is the gravitational constant). With this
definition the contribution to the total density of a species ¢ can be parameterize as
Q; = pi/perie- The most relevant are the matter density (including both baryonic
and cold dark matter) Q,,, the dark energy density 2, and the contribution of
curvature, which is commonly defined as Qx = 1 — €4, where ;; includes all
species. The contribution of radiation is subdominant compared to the one already
listed, and can be determined directly from the CMB temperature.

More parameters can be added to explain fine feature of the power spectra
and account for new physics, e.g. the density of massive neutrinos (£2,). These

additional parameters will play an increasingly important role in the future, as

3BICEP /Keck collaboration often reports result for 0.05 Mpc~1.
4Often the dimensionless parameter h is reported. It is defined through the relation Hy = 100h
km s~ Mpc~1.
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Figure 1.2: Summary of the most recent relevant results from 5 major CMB experiments:
Planck [15], SPT [31], ACT [30], POLARBEAR [29] and BICEP [2&]. Image from [10].

experiments become more sensitive. However a detailed description is beyond

the scope of this thesis.

1.3 Current results

A number of experiments have been active in recent years (see Figure 1.2 for a
summary of recent data from some of the major experiments)®. With the amount
of data produced, very tight constraints have been placed on the temperature
anisotropy angular power spectrum C77 from ¢ = 2 to ¢ ~ 3000. The same can be
said for the F-mode angular power spectrum CFF for a slightly smaller ¢ range
(50 < ¢ <2000)° and the cross correlation spectrum C}”. Non-zero correlation

is expected for temperature and E-mode anisotropies, due to the fact that both

5Recently both POLARBEAR and ACT collaborations reported new data not shown in Figure
1.2 [47, 48].

6Data have been published up to £ ~ 5000, however the precision at these scales can be greatly
improved (see Figure 1.2).
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originate from the same primordial density perturbations (the tensor contribution
to both is expected to be several orders of magnitude lower).

The results of C7 7, CI'E and CFF are consistent with an expanding, isotropic,

Qph? 0.02233 £ 0.00015
Qeamh? 0.1198 £ 0.0012
1000, 1.04108 £ 0.00031
T 0.0540 £ 0.0074
In1019 A, 3.043 £ 0.014
Ns 0.9652 £ 0.0042

Hy [km s™*Mpc™!] 67.37 £ 0.54

Table 1.1: Best fit ACDM cosmology parameters from the Planck collaboration [15]. The
first 6 parameters are the minimum parameters needed to fully describe the model, the
Hubble constant H is reported for clarity. As described in the text, A is the dimensionless
Hubble constant, € is the baryon density, .4, is the cold dark matter density, 6, is the
angular scale of the sound horizon, 7 is the optical depth at reionization, A and ng are
the amplitude and spectral index of scalar perturbations.

homogeneous and nearly flat universe currently dominated by the negative-pressure
component A (cosmological constant) that is causing the expansion to accelerate;
while most of the matter content is in the form of cold dark matter (CDM). Given
the importance of the cosmological constant, the Standard Model of Cosmology
is also known as ACDM.

The Planck Collaboration is currently reporting 6 minimum cosmological pa-
rameters required to fully describe the model: ,h? (€, is the baryon density and h
is the dimensionless Hubble constant as defined in 1.2.2), Qcgmh? (Qegm is the cold
dark matter density), 0. (angular scale of the sound horizon), 7, A; and ng. All
other parameters can be derived from these basic 6 parameters. In Table 1.1 we
report the best fit results from [15] for reference; we also included Hy for clarity.

Even though these remarkable results have helped constrain several cosmological
parameters and define the Standard Model of Cosmology, more can be done to push
even further our understanding of the Universe. As an example, a higher accuracy
on data at large angular scales can tighten the constraints on 7, and shed new light
on the reionization history of the Universe. At the same multipole range, both

WMAP and Planck have observed small anomalies in the C7 T spectrum which can
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be an indication of non-Gaussianity or new physics beyond the standard model.
However, more data are needed to have a final say on these issues.

The same can be said in the context of the B-mode angular power spectrum
(CEPB). The primordial signal is expected to be at least one order of magnitude
smaller than the E-mode signal (from current upper limits), therefore very challeng-
ing for current technologies, especially given the presence of Galactic contamination
and systematic effects. A detection of the primordial B-mode signal will allow us to
directly measure the tensor-to-scalar ratio r and constrain the energy of inflation.

In recent years, a few ground-based experiments have pushed forward the search
for the B-mode signal. POLARBEAR, ACT and SPT have focused on small
angular scales, where the primordial B-mode signal is dominated by the lensing
signal (E-modes partially converted to B-modes through gravitational lensing along
the line-of-sight), and all collaborations have published B-mode polarization data
[19-51]. A lot of effort is being put on obtaining more accurate data at these
scales. In combination with new data available in the future about the matter
distribution in the Universe, experiments will be able to remove this secondary
anisotropy and unveil the underlying primordial signature.

At the other end of the spectrum, at low-¢, the primordial B-mode signal should
be larger than the lensing signal for » 2 0.01 at ¢ < 200 (including both the
reionization and recombination peaks), and for r 2 0.001 at ¢ < 20. Therefore, in
this ranges, the primordial B-mode signature can be directly measured. This has
been the aim of the BICEP /Keck experiment based at the South Pole. In 2014
the BICEP /Keck collaboration claimed a detection suggesting a tensor-to-scalar
ratio value r ~ 0.2, however further analysis combined with the data from the
Planck satellite revealed that the observed signal was consistent with residuals from
Galactic emission [52]. Since then more data and further analysis of the combined

data sets have helped defining an upper limit r < 0.06 [53]".

"BICEP and Planck combined data.
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1.4 Future observations

An accurate characterization of the B-mode signal is at the core of the CMB
research in the next decade. New data will be available from the ground with
upgrades of current experiments, and larger experiments becoming operative soon,
from the stratosphere with balloon experiments and space.

Each environment presents some advantages and some challenges. Ground-based
experiments are certainly the less expensive and present lower risks, given the
possibility of "fixing" the telescope system as needed. On top of these advantages
we can also add the virtually unlimited experiment size and duration. However the
presence of an unstable atmosphere and the limited sky availability pose limits on
the ability to access the largest scales, as well as frequencies above ~ 300 GHz.

Even though the BICEP collaboration has shown the possibility of accessing
the low-¢ range down to ¢ ~ 20 — 30, larger scales may ultimately require a space
mission. Space offers the advantages of unlimited frequency range, increased stability
due to the absence of the atmosphere and availability of the whole sky on short
time scales, therefore removing some of the constraints on the accessibility of the
largest scales. On the other hand, space missions are expensive and longer to
be laid out, and present higher risks. Both the size and observation time are
subject to tighter constraints.

In between these two extremes, balloon missions are a compromise, even though
the observation time is generally very limited compared to both ground and space
experiments. However, the lower cost and similar observation conditions make them
a perfect laboratory for new technology and observation strategies for space missions.

Ultimately, given the extent of the challenge to finally characterize the primordial
B-mode signal, a single experiment (be it on the ground, on a stratospheric balloon
or in space) is certainly not sufficient to fully achieve the goal and exploit what the
CMB has to offer, but a synergy between experiments, in terms of research and
development of new and more mature technology, as well as data analysis is necessary.

In the following two sections we will highlight some of the major challenges

faced by all experiments.
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Figure 1.3: CMB and Galactic components brightness as a function of frequency from
Planck (2015). Total intensity in the left figure and polarized emission on the right. Image
from [54].

1.4.1 Foregrounds

One of the major challenges faced by CMB experiments is represented by Galactic
foregrounds. In Figure 1.3 from [54], we show the major Galactic emissions
considered by the Planck collaboration in units of uKg; as a function of frequency.
It can be clearly seen that there is only a small range of frequencies where the
CMB signal is dominant over the Galactic foregrounds across the whole sky. At
low frequency (v < 100 GHz) the dominant components are free-free, spinning dust
(total intensity only) and synchrotron (both total intensity and polarized emissions),
while at higher frequencies thermal dust emission becomes the dominant source.

In Figure 1.4, we show the total intensity and polarization maps from Plank
LFI 30 GHz channel [55] and Plank HFI 100 and 353 GHz channels [56] in Galactic
coordinates. The dominant Galactic foregrounds contribution can be seen in the
lowest and highest frequency channels. Even at 100 GHz (where the CMB signal
is expected to be more dominant) the Galaxy emission is clearly visible along the
Galactic plane, while the CMB signal is dominant in total intensity and polarization
at higher and lower latitudes. However, for what concerns the B-mode signal alone
the contribution of Galactic foregrounds can not be neglected at any frequency and
any position on the sky, as the experience of BICEP has made clear.

For this reason, the approach for most future experiments has shifted from

targeting small "foreground-clean" sky regions and frequency channels, to more ex-
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Figure 1.4: Top: Planck LFI 30 GHz I, Q and U maps from Planck 2015. Middle:
Planck HFI 100 GHz I, @ and U maps from Planck 2015. Bottom: Planck HFI 353 GHz
I, @ and U maps from Planck 2015. We can clearly see the presence of the dominant
synchrotron emission at low frequency and the thermal dust at high frequency. From [55]
and [50].

tended observations at multiple frequencies with the aim of precisely characterize the
Galactic emission to clean the maps and unveil the underlying cosmological signal.

One of the ways to separate the Galactic components is to parameterize their
frequency response and constrain the free parameter from multi-frequency data.
We report here the model used in this thesis for the brightness temperature (in
Rayleigh-Jeans units) of synchrotron and thermal dust. In this thesis we focused
on future polarization data, therefore we did not consider the other unpolarized

components (with the exception of Carbon Monoxide).

Synchrotron. Synchrotron emission (in Rayleigh-Jeans units — see Appendix A

for details about units conversion) is described as a power low with spectral index f;:

5.0) = A) (2 (13)

Y
where S can take the form of one of the three Stokes parameters I, () or U and A, is

the amplitude at some arbitrary pivot frequency v [57]. The Planck collaboration
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has determined a value 5, = —3.1 £ 0.5. However, recent data have revealed
that the spectral index might not be constant across frequencies, but steeper at
lower frequencies. To take this effect into account next generation experiments

are introducing a curvature factor [58, 59].

Thermal dust. Thermal dust emission (in Rayleigh-Jeans units) is described as

a modified black-body (grey-body) with spectral index ; and temperature Tj:

v Ba+1 6hV0/kBTd _ 1
Sa(v) = Ag(w) <V0) o fknTy — 1 (1.9)
where Ay is the amplitude at some arbitrary pivot frequency vy [57]. The Planck

collaboration has determined a value 5; = 1.55 + 0.1 for total intensity data,
Bq = 1.6 £ 0.1 for polarized data and T; = 19.5 & 3 K for both cases.

New data suggest that the spectral indices may not be spatially constant, as
well as the presence of multiple dust populations along the line of sight. Therefore,
we acknowledge the need for considering an increased sky complexity in future data

analysis, but this goes beyond the scope of this thesis.

Carbon monoxide (CO). One of the open question for next generation space
missions is to determine the best strategy to avoid contamination from CO emission,
given the impact observed on Planck data particularly at 100 GHz. Carbon
monoxide molecules emit radiation at quantized frequencies due to the molecule
rotational transition energies. The most abundant specimen '2CO emits at 3
frequencies relevant for CMB observations: 115 (CO J= 1 — 0), 230 (CO J=
2 — 1) and 345 GHz (CO J= 3 — 2) with decreasing brightness (the second most
abundant specimen 3CO also emits at slightly shifted frequencies: 110, 220, 330
GHz). In Figure 1.5, we report one of the results from [60] for the total intensity
emission of CO J=1 — 0. The Planck collaboration estimated an upper limit

on intrinsic polarization of CO < 1%.
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Figure 1.5: (CO J=1 — 0) as seen by Planck. Most of the signal lies along the Galactic
plane. From [60].

1.4.2 Instrumental systematic effects

Controlling instrumental systematic effects is the second big challenge for future
B-mode experiments. In Figure 1.6 we show a result reported in [56], where the
Planck team addresses the contribution of each known systematic effect with respect
to the EF-mode power spectrum. The first thing we can observe is that in most
polarized channels the dominant source of uncertainty is the non-linearity of the
Analog-to-Digital Converter (ADC). This effect is limiting particularly for the large
scale signal (low-£), where its contribution becomes comparable to the expected
cosmological signal for all channels analyzed.

Figure 1.6 shows many interesting features that could be discussed at length,
here we want to point out two that are interesting for the scope of this thesis: band-
pass and calibration mismatch. Both effects increase in importance with increasing
frequency because of the increasing brightness of dust. Due to Planck HFI design
and observation strategy, band-pass mismatch between orthogonal polarization
sensitive detectors causes total-intensity to polarization leakage, which becomes
increasingly stronger with the brightness of the Galactic foregrounds. At the same
time calibration accuracy worsen at high frequency because of the calibrator (CMB

dipole signal) becoming relatively less bright compared to the thermal dust signal.
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This effect couples to the baseline calibration time, which is set by the dipole
modulation period. Therefore, a scanning strategy that allows a short modulation
period should increase the calibration accuracy [01].

Two more important lessons can be learnt from Figure 1.6. First, the level of
systematics observed in Planck is low enough to allow the detection of the F-mode
signal. However, for the current r upper limit, the expected primordial B-mode
signal is completely dominated by at least 3 systematic sources in all HFI polarization
sensitive channels. Second, most effects appear to have a larger contribution at
low-/, therefore we can conclude that in general instrumental systematics will be
one of the main limiting factors for a correct observation of the primordial B-mode

signal. Thus great effort should be put into developing strategies to mitigate them,
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Figure 1.6: A summary of the contribution of each instrumental systematic analyzed
by the Planck HFI team. Image from [50].
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as well as study and characterize them carefully.

Some of the instrumental systematics can also couple to the presence of Galactic
foregrounds (e.g. band-pass mismatch), it is therefore important to take them
into account when addressing these effects.

In this thesis we analyze some of the systematic effects in the context of the
recently selected LiteBIRD satellite mission. Together with the mathematical
description of these effects, for some of them, we simulate and address their impact
on the data. We also try to directly connect the systematic effect to the instrument
characteristics to define calibration requirements to minimize the impact on the data.

The reminder of this thesis is organized as follows. In Chapter 2 we review some
of the key technological advancements that will make LiteBIRD possible, and we
briefly give an overview of the LiteBIRD experiment. In Chapter 3 we define the data
model for a LiteBIRD-like detector and we discuss the origin of systematic effects,
focusing in particular on bandpass related effects. We point out here that although
we employed a parametric component separation method in part of the analysis
presented in this Chapter in order to quantify the impact of some instrumental
systematics, we do not address the complex details of the component separation
problem in this thesis, such as the methodology (Internal Linear Combination,
parametric fitting, template fitting, blind approach, etc.) the spatial variability of
the spectral parameters, the actual number of galactic and extra-galactic components
that we need to account for, the possible impact of the uncertainty in the absolute
value of the frequency maps mean value (¢ = 0) on higher ¢-modes, and many other.
In Chapter 4 we model the TES bolometer response and noise properties, and we
analyze non-linearity effects and their possible origin. In Chapter 5 we describe the
cryogenic test-bed we are developing at Kavli IPMU to study the detector response
when interacting with other telescope sub-systems (e.g. the polarization modulator)
that may disrupt the normal operation. We also present preliminary results from

the test-bed using TES bolometers inherited from ground-based experiments.



Next Generation Experiment: LiteBIRD

In principle, as discussed in [62], a 50 detection of r = 0.07 (already excluded
by new data at the time of this thesis but equal to the upper-limit at the time
of this study), would require mapping 1% of the polarized sky with map depth
o, = 7 pK-arcmin (map noise in CMB units). In [63], the authors argue that for
ideal conditions, this result could be achieved by a single noiseless detector' in ~ 1
month of observation. This is clear assuming a noise equivalent temperature (NET)

dominated by the CMB contribution N ET,,,;, = 10 uK,/s, from:

NET,m\2 A
t:2( C’"”) shy (2.1)

Op Ui
where ¢ is the observation time required to achieve the map sensitivity o, on a
sky area Ag,” for a given noise NET,,, and efficiency 1 (assumed to be unity
in the calculation).

However, such a low noise level has never been demonstrated, neither on the
ground which suffers from the presence of the atmosphere (best results obtained at

v ~ 150 GHz are of the order of NET ~ 200 pK+/8), nor in space, where Planck
HFT recorded best values as low as ~ 50 uKy/s [61].

'For noiseless detector we assume an ideal situation where the only noise source are the photons
received from the CMB.
2 Agky is in units of [arcmin®]. The whole sky is equivalent to 47(10800/7)% arcmin? ~ 1.5 x 108
;2
arcmin®.

19
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On top of this, it is fundamentally impossible to achieve perfect efficiency.
Typically n ~ 0.3 — 0.5, due to bad weather conditions (on the ground), calibration
operation, fridge recycling and other routine operations that reduce the effective
amount of time dedicated to observation®.

All these factors tremendously increase the observation time needed to achieve
high sensitivity. One way of overcoming this problem is to employ arrays of detectors.
If the noise is uncorrelated between detectors the equivalent NET for an array of N
detectors scales as the square-root of the number of detectors: v/N. Therefore, the
observation time to obtain the same map sensitivity o, can be reduced by a factor N*.

For this reason, over the last two decades, experiments have been increasing
the number of detectors. As an example, bolometeric focal planes of ground-based
experiments went from ~ 10 — 100 detectors in the early 2000s (BICEP1 - [28]) to
~ 1000 (POLARBEAR - [29]) in the 2010s and ~ 10000 (SO and BICEP array - [32,

]) in the 2020s. The next step, with CMB-S4, will increase the number of detectors
by one order of magnitude to ~ 100000 [33]. Unfortunately, space-based missions
are unable to increase the number of detectors at the same rate as the ground due
to several constraints: cost, mass, preparation time, power consumption, technology
readiness etc. Hence, the LiteBIRD collaboration is designing an instrument that
can allocate a total of ~ 4000 detectors divided into three focal planes and 15
frequency bands [5]. PICO, a follow-up space mission that is being planned for the
2030s, will increase the detector count even further to ~ 10000 [60].

One of the technology advancements that facilitates the increase in detector
count is the development of multi-chroic detectors [67-73]. By using broad-band
antennas it is possible to use on-chip filters to split the power collected from the
sky in sub-bands that can be processed separately by different detectors. This has
the advantage of increasing the number of detectors and the total throughput of
the telescope without having to increase the size of the focal plane. In recent years,
POLARBEAR and SPT (SPT-3G) have implemented respectively di-chroic and

tri-chroic pixels (2 and 3 colours per antenna). LiteBIRD will employ tri-chroic

3Optical efficiency of the telescope optics also contributes to a reduction of sensitivity.
4In the approximation of white uncorrelated noise between detectors.
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pixels with the exception of 3 of the 15 total bands. In Section 2.1 we will review
the details and status of multi-chroic technologies.

As mentioned above, the reason for using arrays of detectors is that assuming
perfectly uncorrelated white noise between detectors, we can improve the sensitivity
by a factor v/N (number of detectors). However, this is not always true, and the
presence of noise correlations and 1/ f noise due to atmospheric instability (on the
ground) and thermal fluctuations of the focal plane or the optical elements of the
telescope is well known and documented. To mitigate the presence of 1/f noise,
several experiments have been implementing polarization modulators to shift the
signal of interested to higher frequencies where the noise is uncontaminated by the
1/f component [74, 75]°. In Section 2.2 we will review the current technologies with
particular focus to the candidate technology to be used in the Low Frequency
Telescope of LiteBIRD.

We will conclude this chapter with an overview of the LiteBIRD experiment

in Section 2.3.

2.1 Multi-chroic detectors

As already mentioned, in the last decade several research groups (led by Berke-
ley/LBNL and NIST) have developed multi-chroic detectors for CMB observations.
This technology is particularly important for a space mission because it allows
more detectors to be packed into a fixed focal-plane size compared to single-colour
detectors. LiteBIRD [5] will employ two types of multi-chroic pixels: lenslet-coupled
dual-polarized sinuous antennas and circular corrugated feed-horn antennas. The
former are a heritage of the POLARBEAR and SPT collaborations, while the latter
have been employed by the ACT collaboration.

For both architectures an antenna couples the signal to TES detectors through
a microstrip transmission line. In Figure 2.1 the basic building blocks of the lenslet-

coupled sinuous antenna design are shown. A hemispherical silicon lenslet increases

5GroundBIRD is taking a different approach, implementing a fast continuously rotating
telescope [76].
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Figure 2.1: Silicon lenslet-coupled sinuous antenna. From left to right: a HFSS
simulation of the hemispherical silicon lenslet with a dual-polarized sinuous antenna.
The broadband sinuous antenna collect the light from the sky and through a microstrip
transmission line couples it to TES detectors. The broadband signal is split in narrower
bands (~30% bandwidth) thanks to a diplexer made either with distributed elements
(stubs) or lumped elements. The LiteBIRD detectors will use triplexers. Figures from [68,
77].

the gain of the broadband dual-polarization sinuous antenna. Due to the high
dielectric constant of silicon (e ~ 11.7), the lenslet requires an anti-reflection (AR)
coating to maintain high optical efficiency. Depending on the specific frequency
range needed, single or multiple epoxy (or loaded epoxy) layers of AR coating have
been developed to achieve efficiency close to unity.

The dual polarization signal is collected by the planar sinuous antenna and
separated into the 2 polarized components on separate transmission lines. Each
polarization is further divided in narrower bands by two (diplexer) or three (triplexer)
on-chip lumped-elements filters. After the band definition the signal is fed to a
TES detector suspended on an island over the silicon wafer using four silicon nitride
legs for thermal isolation. Details of the detector’s principle of operation, stability
and noise will be discussed in detail in Chapter 4.

In Figure 2.2 we show also the building blocks of the second architecture that
will be used for LiteBIRD, specifically for the high frequency channels. In this
case the beam-former is a circular corrugated feed-horn antenna made with thin
gold-plated silicon platelets. The two linear polarizations are extracted by a planar
OMT (Orthomode Transducer) and coupled to TES detectors after defining narrow
bands via distributed-element (stubs) filters. Detailed descriptions of the two

architectures can be found in [63, 6772, 77].
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Figure 2.2: Feed-horn antenna. From left to right: HFSS simulation of a corrugated
horn antenna with a planar OMT that splits the two orthogonal linear polarizations. A
cross-section of the horn antenna fabricated with a gold-plated stack of silicon platelets.
FEach polarization is channeled through a microstrip transmission line to a diplexer that
splits the broadband signal into narrower bands each fed to different TES detectors to be
detected. Figures from [77].

2.2 Polarization modulator

As mentioned in the introduction to this chapter, the presence of 1/ f noise and other
systematic effects is a major concern for CMB polarization experiments because of
the high sensitivity required to achieve the goal of successfully characterizing the
B-mode polarization signal. In order to mitigate both effects several experiments,
starting with the MAXIPOL [78] balloon experiment, have implemented polarization
modulation units.

The presence of atmospheric fluctuations and long-timescale thermal instability
of the telescope structure when observing from the ground introduce a dominant
1/f noise component in the detector response. A polarization modulator unit
shifts the signal of interest to higher frequency where the noise is purely white.
For balloon-borne or space observation the atmosphere is not a concern, however
thermal instability can be increased by the effect of cosmic ray showers.

A second advantage of a well-calibrated polarization modulator is a better
rejection of instrumental systematics. Signals that are produced in the optical path

after the polarization modulating stage are received by the detectors without being
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modulated, therefore allowing their rejection during data analysis. The rotation of
the polarized signal caused by a polarization modulator also allows each sky pixel
to be scanned with a more evenly distributed range of angles, therefore improving
the cross-linking which helps to reduce the impact of certain systematics (e.g. I
to P leakage). This will be discussed in Chapter 3.

At present several different implementations of polarization modulator units
(PMU) exist for CMB observation. Most of the existing configurations have been
reviewed in [75]. LiteBIRD will employ two of these existing technologies: a multi-
layer sapphire HWP and two metamaterial HWPs. We will describe and review
the former technology highlighting the design process and challenges.

Rapid signal modulation is often used in radio astronomy [79] to minimize the
impact of detector instabilities. Linear polarization modulation has been proven
to be promising in rejecting systematic effects for the search of CMB B-modes
[80, 81]. A birefringent plate can be used to rotate the incoming polarized signal.
By knowing the material properties and tuning the thickness of the plate (),
we can obtain a Half-Wave Plate that introduces a phase shift of 180° (6 = )

between two orthogonal polarizations:

0= 271'7|n0 — el

o, (2.2)

where n, and n. are the refractive index of the ordinary and extraordinary axis of
the birefringent plate, and A is the wavelength of the incoming signal (¢/v). By

continuously rotating the HWP at frequency fp.,, the incoming polarized signal
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Figure 2.3: Polarization modulation using a continuously rotating HWP. Figure from
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is modulated at a rate 4fy,,, as shown in Figure 2.3 from [1].

As defined in [30], the signal modulated by the HWP seen by a polarization sensi-

tive detector can be written, in terms of the usual Stokes quantities (1, ) and U) as:
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Figure 2.4: Power spectra of the modulated and demodulated data from Atacama
B-mode Search (ABS). We can notice that most of the 1/ f component due to atmospheric
fluctuations is suppressed after demodulation. Figure from [30]. In the plot fscan is the
telescope scan frequency and f,, is the HWP rotation frequency. In the top panel the
authors have highlighted the 2f,, and 4f,, components. For an ideal HWP the polarized
signal would appear uncontaminated at 4 f,,.
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d =1+ eRe{(Q +iU)e "}, (2.3)

where p is the angle between the incident polarization plane and the reference
(ordinary) optical axis of the HWP, and e is the efficiency of the HWP at modulating
the polarized signal (modulation efficiency).

If, during the observation of the sky, we keep track of the HWP rotation
information, we can demodulate the signal by multiplying the data vector d in
Equation 2.3 by the conjugate of the modulating function m(p) = e=**. As shown
in Figure 2.4 from [30], the dominant 1/f component is largely suppressed with
this modulation technique. For more details see [30, 81].

In addition, a rotating HWP allows one to use a single polarization sensitive
detector (PSD) to simultaneously measure the ¢ and U parameters, contrary to
the commonly used technique of differentiating the signal from two orthogonal
polarization sensitive detectors. This offers the advantage of preserving the sen-
sitivity, and a higher level of immunity from certain systematic effects arising
from differential response of the two orthogonal detectors (see for example the

effect of bandpass mismatch in [32]).

2.2.1 Multi-layer Pancharatnam HWP

As shown in Equation 2.3, one of the important parameters in the design of a
polarization modulator based on a HWP is the polarization modulation efficiency
€. A single birefringent layer of a given material (e.g. sapphire) with refractive
indices n, (ordinary axis) and n. (extraordinary axis) can be tuned, by adjusting
the thickness, to be used as a HWP polarization modulator with unit-level efficiency
at a given frequency v from Equation 2.2. However, most current and future
experiments will deploy multi-chroic focal planes spanning several octaves in
frequency. As an example, LiteBIRD Low Frequency Telescope (LFT) is designed to
cover the frequency range from 34 to 161 GHz with 9 overlapping bands with
~ 30% bandwidth.

In the current design, LFT will implement a single HWP that needs to achieve

an efficiency reasonably close to unity across the whole bandwidth in order not
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Figure 2.5: Predicted modulation efficiency (left) and phase (right) of 1-layer and a
5-layer Pancharatnam sapphire HWPs. LiteBIRD LFT bands are shown with shaded
red and blue areas. The 5-layer design has been optimized following [!] targeting an
integrated efficiency > 98% for each LFT band. Each sapphire layer is assumed to be 4.89
mm thick. Angle distribution for the 5 layers is: 81.1°, 58.9°, 0°, 58.9°, 81.1°; the central
layer is used as the reference. A disclaimer: this is not the configuration considered for
the LFT HWP, but it is used by the author purely to demonstrate the design procedure.

to lose sensitivity to the polarized signal. A technique used to achieve a broader
frequency coverage (Achromatic HWP - AHWP) was developed by S. Pancharatnam
in [33, 84], and consists in stacking several single layer HWP with different optical
axis orientations.

The HWP of LFT will apply this technique using multiple sapphire layers. For
the sake of discussion, we implemented the design procedure described in [4] to find
a possible layer stack configuration to obtain an AHWP that can cover the whole
LFT frequency range. As a design target we require that the integrated modulation
efficiency is > 98% for all 9 bands of LET. We need to stress that the results shown
here are not the design values that will be used by the real instrument, and this
exercise was conducted purely for the sake of illustrating the design procedure.

From [1], the effect of a AHWP on an incident wave described in terms of

the Stokes parameter can be defined by its Mueller matrix® written in the most

6 According to Mueller formalism an optical element can be represented as a 4 x 4 matrix that
acts on a Stokes vector (I, Q,U, V) representing the incident electromagnetic wave.
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generic way as:

U'agwp = (2.4)

Knowing the orientation p; (angle) of each birefringent layer with respect to an origin
(e.g. the ordinary optical axis of one of the birefringent layers), the AHWP Muller
matrix can be expressed as: I'agwp = [1I' R(—pi)I;R(p;). Here I'; is the Muller

matrix of a birefringent plate of retardance §; and R(p) is the generic rotation matrix:

10 0 0 1 0 0 0
10 1 0 0 N _ |0 cos2p; —sin2p; O
L = 0 0 cosd; —sind; Ripi) = 0 sin2p; cos2p; Of° (2.5)
0 0 sind; cosd; 0 0 0 1
Following [1], the efficiency and phase can be found as:

o i\/(mqq — Myu)? + (mqu - muu)Q\/Qan + Ui2n

(2.6)

Mgy + Mg

1
o= 1 arctan (2.7)

Mqq — Muu

Assuming a sapphire layer with n, = 3.047 and n. = 3.361 we find that a
thickness ¢ ~ 4.89 mm results in a retardance 6 = 7 (HWP) at the central frequency
of the full LFT bandwidth v. ~ 97.5 GHz. The simulated performance of a
single-layer HWP with these parameters is shown in red in Figure 2.5. We can
observe that a single layer HWP meets the design requirement (e > 0.98) only
in a narrow band centered around 97.5 GHz.

In Figure 2.5 we show in blue also a design using 5 layers with the same thickness
(t ~ 4.89 mm) optimized in order to meet the modulation efficiency requirement.
The angle orientation for the 5 layers is: 81.1°, 58.9°, 0°, 58.9°, 81.1°; where the
central layer defines the reference orientation. We obtained these values using a
python script (see Appendix E for details) that implements the procedure explained
above and keeps looping the algorithm sampling randomly the angle distribution
until it finds a combination that satisfies the modulation efficiency requirement.

The configuration described here is not the one under consideration for the LFT
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HWP, it is part of an exercise used by the author for the sake of describing and
demonstrating the design procedure.

While the optimization process takes into account only a modulation efficiency
threshold, more requirements are under study at present and the final design may
have to take into account more parameters to be optimized. As an example in
Chapter 3 we will briefly discuss the effect of the HWP phase on the data. An

example of the HWP phase is shown in Figure 2.5 for the design described above.

Anti-Reflection Coating. The optimization procedure described above, does
not take into account the effect of the discontinuity seen by the incident wave
at the boundary between free-space and the sapphire HWP. If not taken care
of, in this basic configuration about half of the incident light is reflected (one
quarter of the power)”. In order to avoid this, several Anti-Reflection Coating
(ARC) approaches have been studied and applied in various experiments to different
optical elements including HWPs, lenses, and infrared filters [77]. Some examples
include multi-layer loaded epoxy coating [35], plastic sheet coating [36], saw diced
sub-wavelength structures [87, 88] and laser machined sub-wavelength structures
(89, 90]. The baseline for LFT HWP is to use the last technique [91, 92]. The
details of the technique are still under further investigation, but conceptually the
technique consists in smoothing the transition between free-space and the sapphire
plate by machining sub-wavelength (pyramidal) structures to obtain a transition
layer where the effective refractive index slowly changes from the one of vacuum

(~ 1) to the value of sapphire (~ 3).

2.3 LiteBIRD

LiteBIRD (Lite satellite for the studies of B-mode polarization and Inflation from
cosmic background Radiation Detection) has been recently selected (May 2019)
by the JAXA Institute of Space and Astronautical Science (ISAS) as a strategic

large class mission. At present, JAXA is targeting a launch by the end of Japanese
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Figure 2.6: Left: LitBIRD satellite artistic sketch showing LFT and MHFT structures
as well as the passive cooler structure. Right: A sketch illustrating LiteBIRD scanning
strategy. The scan pattern is defined by the combined effect of the spacecraft precession
around the anti-Sun direction and spin around an axis that forms a 45° angle with the
anti-Sun direction. The boresight of the telescopes forms a 50° angle witht the spin axis.
As it is visible in the skecth the LFT and MHFT boresights are symmetrical with respect
to the spin axis. Figure from [5].

Fiscal Year 2027 (early 2028) using a JAXA H3 rocket. This puts LiteBIRD
in the position of being in the most advanced phase among all proposed future
satellites for CMB observation.

The developments in TES detector technology, specifically the use of multichroic
pixels, and polarization modulators for ground-based experiments make these
technologies mature enough for their application in a compact satellite like LiteBIRD
covering the frequency range 34-448 GHz.

In the current baseline design ~ 4000 TES bolometers will be divided between 3
telescopes: Low Frequency Telescope (LFT, 34-161 GHz), Mid Frequency Telescope
(MFT, 89-224 GHz) and High Frequency Telescope (HFT, 166-448 GHz).

LFT and MFT will deploy multichroic lenslet-coupled sinuous antenna pixels,
while HFT will use horn-OMT coupled pixels. Most of the pixels used in LFT
and MF'T will be trichroic with the exception of the light grey pixels in Figure 2.7
which will be dichroic, while HFT will use dichroic pixels with the exception of the
highest frequency band (402 GHz) which will be assigned to monochromatic pixels.

In Figure 2.7 we report the telescope details from [5]. In red the trichroic pixels
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Expected launch 2028 (JFY 2027)
Observation time 3 years
Target multipole range 2<0<200
Orbit Lissajous at 2"¢ Sun-Earth
Lagrangian point (L2)
Precession angle 45°
Precession rate 0.001-0.01 rpm
Spin angle 50°
Spin rate 0.05-0.1 rpm
Cooling Combination of passive radiative (V-grooves) and

mechanical (Striling and JT) &
Multiple ADRs for continuous sub-K
cooling of the focal plane

Detectors 4676 TES detectors in multichroic pixels
Observing frequencies 15 bands between 34 and 448 GHz
Polarization modulator 3 rotating HWPs
Pointing requirements < 2.1 arcmin

Target combined sensitivity 2 pK arcmin
Target r sensitivity <1x1073

Table 2.1: Parameters for the current baseline design of LiteBIRD [5]. In the analysis
presented in Chapter 3 we assumed 0.05 rpm for the spin rate and ~ 0.005 rpm for the
precession rate.

covering 40, 60, 78 GHz frequency bands, in yellow the trichroic pixels covering
50, 68, 89 GHz, in green the trichroic pixels covering 68, 89, 119 GHz and finally
in light blue the trichroic pixels covering 78, 100, 140 GHz. Bottom center: MFT
focal plane. In dark grey the trichroic pixels covering 100, 140, 195 GHz frequency
bands and in light grey the dichroic pixels covering 119, 166 GHz. Bottom right:
HFT focal plane. In pink the dichroic pixels covering 195, 280 GHz frequency
bands, in green the dichroic pixels covering 235, 337 GHz and lastly in blue the
monochromatic pixels covering 402 GHz.

Each telescope will have a Polarization Modulation Unit (PMU) using a Su-
perconductive Magnetic Bearing (SMB) to uniformly rotate a broadband HWP.
The SMB consists of a fixed ring (attached to the telescope structure) made of
YBCO (Yttrium Barium Carbon Monoxide — superconductive below ~ 93 K) and
permanent magnets (SmCo — samarium-cobalt) embedded in the HWP support

ring. When the telescope is cooled below the YBCO critical temperature, the
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Telescope | LFT MFT HFT
Configuration Reflective Refractive Refractive

Frequency (GHz) 34-161 89-224 166-448
FOV 20° x 10° 28° 28°
Aperture diameter (mm) 400 300 200
Resolution (arcmin) 70-24 38-28 29-18

HWP rot. rate (rpm) 46-83 39-70 61-110
# Detectors 1248 2074 1354

Table 2.2: LiteBIRD telescopes design parameters [5]. In the analysis presented in

Chapter 3 we assumed a single value of 46 rpm for the HWP rotation.

HWP levitates and a magnetic motor allows a stable contactless rotation which
minimizes friction and heat dissipation [01]. In the current baseline LFT will employ
a Pancharatnam (multi-layer) sapphire HWP with laser machined SWS AR coating,
as explained in the previous section. On the other hand, MFT and HFT will employ
2 metamaterial refractive HWPs [75, 93]. As described in the previous section,
polarization modulation allows for the suppression of the 1/f noise component
as well as a better control of systematic effects.

In the current configuration, the detector critical temperature is ~ 170 mK.
This requires the focal planes to be cooled to 100 mK for noise optimization (see
Chapter 4 for details). To achieve this temperature the spacecraft will employ a
multi-stage cryogenic chain. A passive cryogen-free system consisting of radiative
V-grooves (see Figure 2.6) will cool the payload to ~ 5K. This allows the whole
telescope structure to be stable at ~ 5 K during operation, suppressing thermal
noise and spillovers. To further reduce the temperature on the intermediate stages,
two mechanical coolers (Sterling and Joule-Thomson) will be employed. Finally, a
series of multi-stage ADRs (Adiabatic Demagnetisation Refrigerators) will guarantee
stable and continuous sub-K cooling of the 3 focal planes [94].

The baseline operation is guaranteed for 3.5 years, therefore allowing for 6
months margin on the proposed 3 years of observations for calibration operations
and the time spent by the spacecraft to reach the second Earth-Sun Lagrange point
(L2), where it will be kept in orbit (Lissajous) for the duration of the mission.

The choice of this particular location is standard for every space mission that
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Telescope Ve Bandwidth # Pol. sensitivity
(GHz) (GHz) Detectors  (uK arcmin)
LFT 40 12 (30%) 64 39.76
LFT 50 15 (30%) 64 25.76
LFT 60 14 (23%) 64 20.69
LFT 68 16 (23%) 208 12.72
LFT 78 18 (23%) 208 10.39
LFT 89 20 (23%) 208 8.95
LFT/MFT 100 23 (23%) 530 6.43
LFT/MFT 119 36 (30%) 632 4.30
LFT/MFT 140 42 (30%) 530 4.43
MFET 166 50 (30%) 488 4.86
MFT/HFT 195 59 (30%) 640 5.44
HFT 235 71 (30%) 254 9.72
HFT 280 84 (30%) 254 12.91
HFT 337 101 (30%) 254 19.07
HFT 402 92 (23%) 338 43.53

Table 2.3: A possible configuration for the CMB satellite mission LiteBIRD [3, 5].
Central frequency, number of detectors and sensitivity to polarization forecast in unit
of temperature per arc-minute are given for all frequency bands. These are the values
assumed in the various analyses presented in this thesis.

requires good control of the thermal environment to minimize extra loading and
noise from nearby objects, namely the Sun, the Earth and the Moon. In fact,
from this location all three objects are always lying in the same direction, and so
they can be easily avoided choosing an appropriate scanning pattern. However,
the environment is far from benign in space, the absence of atmosphere does not
offer any shielding against the constant bombardment by Galactic cosmic rays as
well as solar cosmic ray showers, which can dramatically affect the bolometers,
as observed in Planck HFI data [61]. Therefore, understanding the impact of
cosmic rays on LiteBIRD detectors and developing mitigation techniques is of vital
importance for the LiteBIRD space mission [95].

As shown in Figure 2.6 and in Table 2.1, the scanning strategy of LiteBIRD
is defined by the combination of the spacecraft precession around the anti-Sun
direction and its spin around an axis that forms a 45 degree angle with the anti-Sun
direction (together this guarantees that the main beam never falls on the Sun,Earth

or Moon). The constant precession period will be ~ few hours, and the constant
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8. The bore-sight axes of the three telescopes

spin rate will be ~ 0.05-0.1 rpm
are tilted at 50 degrees with respect to the spin axis. This configuration offers a
uniform coverage of most of the sky [32], and good cross-linked scan throughout
the mission. The cross-linking improves even further thanks to the HWP rotation,
as will be shown in Chapter 3 and Appendix D.

Table 2.2 shows the design parameters for the 3 telescopes, including the
angular resolution. The shallow angular resolution (degree-level) is due to the
fact that LiteBIRD has been designed with the goal of characterizing the largest
angular scales (multipole range 2 < ¢ < 200). Therefore, a close synergy between
LiteBIRD and next-generation ground-based experiments (more sensitive on small
scales) can greatly benefit both.

In Table 2.3, we summarize the sensitivity to polarization assumed in the
analysis discussed in Chapter 3. The details of the sensitivity calculation are
discussed in Appendix B.

In the following chapters we use the design parameters presented in this section
in various analyses of systematic effects in order to further define some of the
instrument requirements that are necessary to meet the science goals and to keep

the systematic uncertainty under control.

8The precise numbers are still being investigated, however in Chapter 3 we assume ~ 3.2 hours
for the precession period and 0.05 rpm for the spin rate as a case study



36



Systematic Effects

In this chapter we focus on some of the known systematic effects concerning CMB
experiments. Specifically, we focus on band-pass related effects. We use LiteBIRD
as a case study and analyze in detail some of the issues observed by in the Planck
experiment, starting from the work presented in [$2]. As discussed in Chapter 1,
Figure 1.6 shows the effect of systematic effects on Planck HFI data.

By using a continuously rotating HWP, LiteBIRD will be able to produce
polarization maps from single detectors, therefore mitigating one of the systematic
sources observed in Planck: band-pass mismatch. However, poor band-pass
knowledge can still introduce uncertainties in the data. This issue is analysed
in detail in Section 3.2, where we assume an ideal HWP with frequency-independent
modulation efficiency and phase. In Section 3.4 we briefly introduce a mathematical
formalism to extend the analysis of Section 3.2 including a non-ideal HWP response.

Another source of systematics observed in Planck, related to band-pass response,
is due to the presence of CO emission lines. Total intensity-to-polarization leakage
has been particularly detrimental in the Planck experience. The origin of this effect
has been identified, for HFI 100 GHz channel, in the CO J1 — 0 line falling at
the edge of the band where the difference in transmission among detectors can be
large. Therefore causing a leakage of CO total intensity in the difference of two

orthogonal detectors. One of the proposed techniques to avoid the same issue in

37
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LiteBIRD consists of introducing notch filters (band-stop) in the on-chip filters. In
Section 3.3 we analyse this effect in the context of LiteBIRD to determine whether
the use of notch filters is required and/or beneficial.

Finally, we briefly discuss other major systematic effects that will need special

attention for the success of the LiteBIRD mission.

3.1 Data model

For a single polarization-sensitive detector observing the sky through a rotating
HWP that modulates the linearly polarized signal, we can write the data vector

(time-ordered data or TOD) as:
d(t) = S;t)/du gba(y) /dQ B(v, Q){I(t, V) +
+ €(v) {Q(t, v) cos(4p(t) — 2¢(t) + 4o(v)) + (3.1)
+ Ul(t,v)sin(4p(t) — 2¢(t) + 4gb(u))} } + n(t),

where:

S(t) is the detector-readout combined sensitivity in units of [V/W] (see
Chapter 4).

e \?/Qy is the telescope effective area A.. ) is the wavelength of the incoming
signal, while Q, = [, B(v,Q) dQ is the solid angle of the telescope beam
B(v, Q).

e G(v) is the band-pass response of the detector (including the effect of the

optical system).
e ¢(v) is the modulation efficiency of the HWP as defined in Chapter 2.

e I, ) and U are the Stokes components of the incoming signal in units of
spectral radiance [Wm™2sr'Hz!]. See Appendix A for details about units

conversion.

LA, = M2/ for single mode antennas.
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p(t) is the HWP rotation angle and depends on the rotational frequency of
the HWP Whuwp-

» (t) is the polarization-sensitive detector projection on the sky.

o ¢(v) is the frequency-dependent phase response of the HWP as defined in
Chapter 2.

o Lastly, n(t) is the noise term. See Chapter 2 for LiteBIRD sensitivity, Chapter
4 for the definition of TES detector and readout noise properties and Appendix

B for the details of the sensitivity calculation.

Poor knowledge or imperfect modelling of any of the above items result in an

imperfect reconstruction of the sky signal.

3.2 Photometric and bandpass response calibra-
tion

This Section is partially based on the paper [3] recently submitted to JCAP (not
accepted yet at the time of the sumbission of this thesis).

Although the author is not directly involved in the fabrication of on-chip
bandpass filters for LiteBIRD detectors, in Appendix C we report the procedure
and results of prototype bandpass filters fabricated for the SKA band 5 receiver
by the author. The author has followed a procedure similar to the one used to
fabricate the bandpass filters for LiteBIRD and other CMB experiments.

As already discussed in Chapter 2, the LiteBIRD mission [5, 34, 35] is under
design with the goal of measuring the primordial B-mode signal with a sensitivity
(in terms of tensor-to-scalar ratio) o, < 0.001. Observations will cover a wide
frequency range from 34 to 448 GHz, divided into 15 frequency bands. This is
justified by the requirement to carefully survey the Galactic foregrounds in order
to be able to characterize them with high accuracy and separate them from the
underlying cosmological signal. Having many frequency bands requires accurate

inter-frequency calibration. An imperfect photometric calibration or poor band-pass
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knowledge may cause leakage of foreground signals into the estimated CMB maps.
These effects have been the subject of other studies such as the study presented
in [96], where the authors focused on future ground-based experiments. In this
Section we apply a similar approach to study these effects in the context of next
generation satellite missions, using LiteBIRD as a case study.

In order to set photometric calibration and band-pass resolution requirements,
we have performed simulations of component separation in the map (pixel) domain.
Propagating the effect of an imperfect calibration (photometric or band-pass
resolution) to the maps, we estimate the impact on the reconstruction of the tensor-
to-scalar ratio. We can then set requirements to minimize the bias on the recovered
cosmological parameter. With this procedure, we can test the combined effect of
instrumental systematics and contamination from Galactic sources (synchrotron and
dust) at different frequencies, to find which bands are more sensitive to miscalibration
and hence define the calibration requirements. Assuming the CMB dipole as the
main photometric calibrator, we can also define the band-pass resolution necessary
to minimize the effect of an imperfect colour correction due to the presence of the
Galactic foregrounds. This study is particularly important because it can guide
the experiment to select the most appropriate observation strategy to suppress
photometric calibration uncertainty, and drive the design of the ground calibration
system (most likely a Fourier Transform Spectrometer) used to characterize the

band-pass response of the telescope in order to achieve the required resolution.

3.2.1 Formalism

Here we describe the formalism used in this study: the instrumental model (which
has been simplified from Equation 3.1 to take into account only a non-ideal bandpass
response), the sky modelling assumptions and how we define the effect of band-

pass response on the data.
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3.2.1.1 Instrumental model

We assume all parameters in Equation 3.1 to be ideal, static, frequency-independent
and perfectly known, with the exception of the band-pass response. We emphasize
that this is an approximation in order to focus on the photometric and band-pass
calibration accuracy. With this approximation we can write the instrumental model

for a single detector on the focal plane of a CMB polarimeter as:

d = /du G(y){l(u, 7) +

Q(v,n) cos 2y + U(v,n) sin Q@D] } +n? (3.2)

where G(v) is the band-pass response, I (v, 1), Q(v, i) and U (v, i) represent the total
intensity and polarized intensity of the sky, n is the detector noise and 1 represents
the orientation of the polarization-sensitive detector on the sky. As defined in
Equation 3.1, when the polarimeter employs a polarization modulator such as a
rotating HWP, we can rewrite 1 in Equation 3.2 as 2p—1 where p is the HWP angle.

Traditionally experiments like Planck reconstruct the polarization pattern (Q and
U) by differencing orthogonal detector pairs. This approach is simple but susceptible
to mismatches such as differences in the band-pass responses. A mismatch in the
band-pass response between the two orthogonal detectors leads to total intensity
leakage into the final Q and U maps [32, 97]. A more detailed description of
this effect is described in the next Section in the context of carbon monoxide
(CO) contamination.

This effect is mitigated using a polarization modulator as the first optical
element of the telescope, as in the ABS experiment [30, 98]. The modulation of
the polarized signal allows to use a single detector to measure both the Q and
U parameters simultaneously. Therefore this approach is immune to mismatch
between orthogonal detectors. Thus, the main contribution to the uncertainty in
the data comes from the finite knowledge of the band-pass response, as it will

be clear in the following sections.

2Since we assume a perfectly known beam function B(v, (), we omit the antenna effective area
Ae =22/ (U = [dQB(v,9)), and the integration over the solid angle [dQ. A term =2 due
to the telescope effective collective area A, is left implicit, however it is taken into account when
performing the calculation.
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A thorough discussion of the I to P leakage in the absence of a polarization

modulator can be found in [82, 97].
3.2.1.2 Sky model

We model the sky emission at frequency v and position n as a sum of the CMB

signal and Galactic foregrounds described in Chapter 1 [32]:

I(v,h) = Io(y)+aB§$T) ATcmb(ﬁ)—i—Zf:If(y,ﬁ) (3.3)
Qi = 20D AQunli) + 3 Q4 (3.4)
U(v, ) a%;ﬂ AUcmb<ﬁ)+§ijf(y,ﬁ> (3.5)

where [ represents the CMB monopole with temperature Ty, ~ 2.7 K, and the
second term on the right hand side of Equation 3.3 is the anisotropy of the CMB,
B(v, T)? is the black body spectrum and AT,,;(7) is the temperature fluctuation
around Tp. The last term is the sum of every other relevant sky component f (i.e.
thermal dust, synchrotron, etc). In the same way, in Equations 3.4 and 3.5 we
define the two Stokes parameters for polarization.

As mentioned in Chapter 1, we take into account two Galactic foreground
emissions: thermal dust and synchrotron. The model assumed is defined in
Equations 1.8 and 1.9 (with constant spectral parameters across the sky).

In this study we do not take into account contributions from free-free emission,
spinning dust and carbon monoxide (CO) transition lines. Previous experiments have

shown negligible polarization levels for these components (< 1%, see [59, 99-101]).

3.2.1.3 Systematic effect due the band-pass uncertainty

In [82, 97] the effect of total intensity to polarization leakage due to both the scanning
strategy and band-pass uncertainty has been discussed extensively, especially in the

case of a polarimeter that does not employ a rotating HWP. The authors showed

3In equation 3.2 we have already implicitly multiplied by the antenna effective area A, = \2/Q;,
and computed the integral over the solid angle and the, therefore in this scenario the black body
function is in units of W/Hz.
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that this effect becomes negligible when using an ideal polarization modulator,
thanks to the absence of pair-differencing between orthogonal detectors, as well
as a more uniform scanning-angle (¢ in Equation 3.2) distribution that helps
reducing the deviation of the cross-linking matrix from its ideal case (see the
next section for more details).

We discuss another effect arising from a limited knowledge of the band-pass
response that has the same impact for both polarimeter architectures in first
approximation, with or without a polarization modulator (it is expected to be
dominated by the I-to-P when a HWP is not employed). As explained in the
following, the band-pass knowledge is closely related to the photometric calibration
accuracy of the data, therefore we developed a framework to include both effects.

A poor photometric calibration accuracy of the data can cause an imperfect
estimation of the foreground signals, and lead to a leakage of these into the recovered
CMB maps. Because of the brightness of polarized dust and synchrotron with
respect to the CMB B-mode signal at all frequencies, this leakage could have a
dramatic impact on the ability of an experiment to achieve the accuracy required
for a successful measurement of the primordial B-mode signal.

In order to derive calibration requirements for a future CMB satellite mission,
like LiteBIRD, we developed a simple top-down framework to generate sky maps
that take into account the presence of foregrounds, photometric calibration and
band-pass response uncertainties. If we integrate Equation 3.2 and write explicitly

each component in our sky model of Equations 1.9, 1.8 we obtain:
d = g(Lemp(v0) + Yala(vo) + vsIs(vo))+
+ 9(Qemp(v0) + 7aQa(vo) + VsQs(10)) cos 20+ (3.6)
+ 9(Uemb(0) + vaUa(vo) + 7sUs(vo)) sin 2¢) + n,

where the subscript d refers to the thermal dust component and the subscript s

refers to the synchrotron component. Assuming the CMB dipole [102, 103] as the
natural photometric calibrator for a satellite mission, we define ¢ as the photometric
calibration factor and ~, s as the colour correction factors. The colour-correction

accounts for the different spectral shape of dust and synchrotron compared to the
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calibrator (CMB dipole). In Equation 3.6, vy is the effective central frequency of
the given frequency band. If there is no effect other than the band-pass response
to take into account, the calibration factor g (if the CMB dipole is the calibrator)
is determined from the data. Therefore, it does not depend explicitly on the
band-pass response knowledge.

If the photometric calibration uncertainty (defined here as d,) is negligible,
the dominant contribution to take into account is the colour correction effect (in

CMB units — see Appendix A):

o :< Jdv GO) g )5B(V0,T)

oB(v,T oT
[dv G(V)%

! (3.7)

To

To

which depends on the prior knowledge of the band-pass response G(v). A limited
or poor characterization of the band-pass response can result in systematic leakage
of foreground signal into the final CMB maps because of an improper calibration
of the Galactic signal. We can define the uncertainty on the colour correction

factor v estimation as:

5((1’3) . ’7d,s - 73,5
v - 0 ’
Yd,s

i

(3.8)

where 73, is the colour correction factor for an ideal infinite precision (sample
spacing Av — 0) on the knowledge of the band-pass response, and 7;78 is the colour
correction factor for a realistic finite band-pass resolution.

We ultimately write the maps for a single detector j as:

Ij Icmb Id ]S
Q il =49 Qcmb + Va Qd + s Qs + nj, (39)
Uj Ucmb Ud Us

and use this to propagate the calibration uncertainty directly at the map level,

without the need to generate computationally expensive time-ordered data.

4As already mentioned, in both integrals a term »~2 due to the telescope effective collective
area A, is left implicit, however it is taken into account when performing the calculation. See
Appendix A.



3. Systematic Effects 45

3.2.1.4 Propagation of the uncertainty at map level

We can combine the single detector maps in Equation 3.9 to obtain 7, () and U
maps for each frequency band, and study the global effect of photometric calibration
or band-pass accuracy. If the detectors in the frequency band ¢ are uncorrelated
(noise and uncertainties), and the calibration accuracy per detector (either the
photometric calibration factor g or the colour correction factor ) is known with a
precision d,; (0, for colour correction), we can easily propagate the uncertainty

to the final (full mission) frequency maps as:

Olgli
Dy = ot (3.10)

where m; is the number of detectors in the frequency band ¢. Using this factor

we propagate the calibration or colour correction error into the maps following

Equation 3.9, where:
[ga ’Y]Z =1+ A[g,'y],i- (311)

With this definition contaminated sky maps can be analytically generated by
multiplying the ideal sky map at frequency i (including CMB, thermal dust and

synchrotron) by the factor g; (or ~; for colour correction).

3.2.2 Analysis procedure

In Figure 3.1 we show a flow chart of the analysis procedure. After artificially
propagating the calibration uncertainty to the frequency maps using the g; (v;)
factors, as defined in Section 3.2.1, we apply a parametric foreground cleaning
method [104-106]° to define the impact of the calibration uncertainty on the
recovered CMB maps. After estimating the B-mode angular power spectrum we
find the level of contamination in terms of bias on the tensor-to-scalar ratio.

We explicitly describe the procedure for the photometric calibration analysis. For

the procedure for the colour correction analysis we simply substitute A, with A,.

Shttps://github.com/fgbuster/fgbuster
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3.2.2.1 Map preparation

We generate full mission sky maps using the PySM package (see [107]°7 for details)
for all frequency bands in Table 2.3 including the sky components mentioned in
Section 3.2.1.2. We adopt the cosmological parameters reported by the Planck
experiment in [15]. Since the goal of LiteBIRD is to target a total uncertainty
o, < 0.001 for r = 0, we adopt r = 0 as input to generate the CMB maps.

The sky maps are perturbed as described in Section 3.2.1.4. Specifically making
use of Equation 3.9 to simulate the effect of an imperfect calibration. As mentioned
in 3.2.1.2 we do not account for spatial variations of the spectral parameters in this
analysis. A white and isotropic noise component is added according to the sensitivity
values in Table 2.3. We assume LiteBIRD baseline parameters as reported in [5].
This procedure can potentially be applied to other instrument configurations by
changing the instrumental parameters according to a specific design.

Following the formalism introduced in [96], for each frequency band i the

calibration factor g; with uncertainty A,; is:
9 =1+ N(0,A.), (3.12)

where N (1, 0) is a random number generated with a Gaussian distribution with

mean value ;o = 0 and standard deviation o = Ay ;.
3.2.2.2 Analysis steps

A similar analysis was presented for the Simons Observatory case in [96]. However,
the authors do not make an explicit distinction between frequency bands. We
decided to proceed in the following way to determine which bands are more
sensitive to calibration uncertainties (see also Figure 3.1 for a flow chart of the

analysis procedure):

1. We choose a few representative values for A,; between 107% and 1072. To

verify the relation (see Section 3.2.3.1 for details) between the calibration

Shttps://github.com/bthorne93/PySM_public
"https://pypi.org/project/pysm3/
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Flow chart of the analysis method followed in this work to study the effect of

calibration uncertainty in presence of foreground contamination. The analysis is divided

Figure 3.1

single frequency band analysis, requirement determination for each

frequency band, and finally requirement validation.

in 3 main steps:
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accuracy of each frequency band (A, ;) and the induced bias to the tensor-
to-scalar ratio (4,), we perform 15 separate analysis (one for each frequency
band). For each analysis step, we propagate the uncertainty only in one
frequency band using the factors from Equation 3.12. After the component
separation step, we can relate the uncertainty value directly to the computed

0, from the excess in the component separation residuals.

. Once we find the relation between A,; and 9, for each frequency band 7, we

define requirements for each band (A? ;) that reduce the bias below the target
sensitivity: d, < o, < 0.001. We adopt the requirement: §, < 5.7 x 107°.
This value corresponds to < 1% of the target o, of the experiment.® The

results can be easily re-scaled by the reader for any given requirement.

. We perform a final simulation propagating the calibration uncertainty in

all frequency bands simultaneously using the A7, values found from the
previous step. Since there are 15 frequency bands and the uncertainties
are uncorrelated, we expect to find a total bias to the tensor-to-scalar ratio
(@COMB) roughly v/15 times higher than the threshold value mentioned at
the previous point (J, < 5.7 x 107%). However, because the single frequency
requirement §, < 5.7 x 107% < 0,, we expect this to be true for the total

tensor-to-scalar ratio bias: §§OMB <L 0,

This procedure has the advantage of reducing the complexity of a 15 free pa-

rameters analysis.

8We assume that the total uncertainty can be divided in o tg due to the component separation

residuals and o, due to systematic effects. By requiring that these two terms have the same value,
including a margin term o, and combining them in quadrature to obtain the total uncertainty,
we define the uncertainty value allocated to each term: o; ~ 5.7 x 10™%. Since we expect the
experiment to suffer from multiple systematic effects, we assign to each effect 1% of the total
systematic budget.
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3.2.2.3 Component separation

To perform the component separation we employ the FgBuster’ code, which is a
python implementation of the parametric maximum likelihood foreground estimation
algorithm described in [104].

The sky, observed in multiple frequency bands, is modeled at map level,
pixel-by-pixel as:

d, = A,sp, + 1, (3.13)
where p denotes a single sky pixel, d, is the observed signal vector (including ny =3
Stokes parameters for ns frequency bands), s, is the real sky signal vector (n, Stokes
parameters for n, number of components), n, is the noise vector and A, = A,(5;) is
the mixing matrix of the form (ns-ng) x (n.-n,). The mixing matrix is parameterized
by the free parameters [; describing the spectrum of each sky component (see
Section 3.2.1.2). As mentioned, in this analysis we consider 3 components: CMB,

synchrotron and thermal dust, therefore we have 3 unknown spatially-uniform

parameters (3,, 85 and Ty. For p pixels we can remove the subscript and re-write:
d = As + n. (3.14)

Defining the symmetric block diagonal noise matrix N we write the likelihood func-

tion as
—2InL(s,B) = const + (d — As)'N~'(d — As). (3.15)

The full data likelihood is found as the sum of the likelihood for each single

pixel and is maximized when
s=(A'NTA)'A'N'd. (3.16)
Then, substituting Eq. 3.16 in Eq. 3.15 we find:
—2InL(s,B) = const + (A'N'd)'(A'N"TA)"(A'N'd). (3.17)

The algorithm finds the set of parameters {8;} that maximize the likelihood

function. For more details see [101].

Snttps://github.com/fgbuster/fgbuster


https://github.com/fgbuster/fgbuster

50 3.2. Photometric and bandpass response calibration

3.2.2.4 Tensor-to-scalar ratio bias

After component separation, we obtain an estimated CMB map that is the sum of

true

oue . and residuals due to noise m,, and residual foreground

the input CMB map m
signal from the component separation method itself m,. Understanding how to
improve the component separation efficiency is the subject of other studies [108].
Here we investigate the role that instrumental systematic effects have in boosting
the amplitude of the component separation residuals m,.

In order to isolate the residuals due to the calibration uncertainty, we perform
a parallel analysis for every value of A, and noise realization. With the same
components and noise maps we run two separate simulations, one with an ideal
instrument unaffected by calibration uncertainty (A, = 0) and the other propagating

the uncertainty A, into the maps.

The recovered CMB maps from these two parallel analyses, m? .

(Ag = 0)
and meny (Ay # 0) respectively, can be differenced to obtain the residuals map.
This is then analyzed to compute the B-mode power spectrum due induced by

the calibration uncertainty:
Am = My — m2 C’BB“). (3.18)

Finally, to define the tensor-to-scalar ratio bias, we apply the probability
distribution function for a measured B-mode power spectrum CPP and a given

value of r [109, |:

2@—0—1 C'
- 21n£(CfB| ) fsk’y CBB

2
+InCPP —2§ InCPB|. (3.19)

The measured signal C’fB is here equal to the residual BB power spectrum in
Equation 3.18, while CPP = rCf" + Cf + NP + CPF is the expected spectrum,
where C&W is the primordial B-mode spectrum (computed for r = 1), C} is the

lensing B-mode spectrum, NP is the noise spectrum after component separation

10We mask the galactic plane during the analysis with Planck inherited 70% sky mask.
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and C’ffg is the residuals spectrum due to foreground components. The tensor-

to-scalar ratio bias is found as the peak of:

Zmaz
InL(r) =Y WmL(CFP|r), (3.20)
=2

where £, = 200 (assuming this as LiteBIRD ¢-range). The tensor-to-scalar ratio
bias value is defined as the r value corresponding to the maximum of the likelihood
function. We can define a relation between the calibration uncertainty and the bias

value on the recovered tensor-to-scalar ratio, 6, vs. Ay (or A,).

3.2.3 Results

We divide the results into 3 subsections, following the steps described in Section

3.2.2.1.

3.2.3.1 Single frequency band analysis

As explained above, in this first part of the analysis, we propagate the photometric
calibration error one frequency band per time and study the impact on the data

after component separation. In Figure 3.2 we give an example of the analysis. In

337 GHz Channel 0 337 GHz Channel
10 rd
— 3 2 .
1.0 75003 Best fit 6, = A7 .//
-—- 5.7x107° 7
y 10724 ¢ data +'+
2.5e-03 */?
3 *_/'
._g 7.5e-04 qt“ & 10744
@ 0.51 e
X~ .
3 25604 meeade +_¢: ______________________
1075 {:/H
7.5e-05 :
e
L
. . Se- 1078 : : .
003 105 10-3 o1 105 10 10-3 10-2 10-1
A
r g

Figure 3.2: Left: Likelihood functions for different values of the A, factor for one
frequency band (337 GHz). Right: For each value of A, we performed 100 simulations
with different noise realizations, computed the tensor-to-scalar ratio likelihood for all of
them, and calculated the mean &, values. Results are shown for 337 GHz band. We find
that the mean ¢, scales with the square of A, as expected. The small departure from
square-law for small A, values is due to the finite grid step of the likelihood function
calculation.



52 3.2. Photometric and bandpass response calibration

the left panel we show the likelihood functions from the residuals map as explained
in Equation 3.19, for different values of A, for the 337 GHz band.

For each band and for a given value of Ay, we perform 100 simulations varying
the noise seed randomly and the effective Ay with a Gaussian distribution with
mean value 0 and standard deviation equal to A, as explained in Section 3.2.2.1.
We define the bias to the tensor-to-scalar ratio (d,) due to the calibration error as
the r value corresponding to the peak of the likelihood function. For clarity we plot
in the left panel of Figure 3.2 only one representative curve for each A, value.

In the right panel of Figure 3.2, for the same frequency band, we computed
the mean value of 9, over all 100 realizations for each A, value. We can easily
observe a square-law relation between the computed 4, and the input A, value.
This relation is due to the fact that A, acts as a multiplicative factor on the

polarization map. Therefore we expect the miscalibration to propagate to the

Or vs. Ay

—2 ] == s57x10° 119 GHz
10745 V40 GHz 140 GHz O o
{1 / 50GHz () 166 GHz ] DD
_3 | 60 GHz [] 195 GHz ]
10 3§ 68 GHz [] 235GHz O 0 gg
L]
] ¥/ 78GHz 280 GHz O
_a ] O 89GHz 337 GHz L] 0 O
10 31 () 100GHz [] 402 GHz ] o
Lé- E |:| DD () @
10—5_: 0 [] L ~ & v
P L ) - A
: 5 97897 % v
10-64 0 8 592 2 ¢V
| F = ::; = - 7 \Y
1078 s 88 ¥V 7
1074 10-3 10-2

Figure 3.3: A summary of the first step of the analysis showing the §, vs. A, relation
for every LiteBIRD frequency band.



3. Systematic Effects 53

residual polarization map as:
[Q + ZU] (97 ¢) (08 Ag Z i2a€,mi2}/€,m(97 ¢) (321)
lm
We can propagate to the spherical harmonic expansion coefficients of the resid-

ual B-mode map
?
ag em X Ag§(2a€,m - —2a€,m>7 (322)
and thus to the angular power spectrum is proportional to Af]:

CPP > aBmap gy X Af]. (3.23)

m

In Figure 3.3, we show a summary of the results of the analysis for every
frequency band in Table 2.3. The relation ¢, o Az holds for every frequency
band''. For a given A, value, d, decreases going from low frequencies towards
central frequencies and then it increases at higher frequencies. Our interpretation

is that this is due to the relative amplitude of the Galactic foregrounds compared

Band (GHz) AN dg
40 2.5 %x 1073 2.0 x 1072
50 7.5 %x 1073 6.0 x 1072
60 7.5 x 1073 6.0 x 1072
68 7.5 x 1073 10.8 x 1072
78 1.0 x 1072 14.4 x 1072
89 5.0 x 1073 7.2 x 1072
100 1.0 x 1073 2.3 x 1072
119 1.0 x 1073 2.5 x 1072
140 2.5 x 1073 5.7 x 1072
166 7.5 x 1074 1.6 x 1072
195 2.5 x 1074 0.6 x 1072
235 5.0 x 1074 0.8 x 1072
280 1.0 x 1073 1.6 x 1072
337 1.0 x 10~* 0.16 x 1072
402 1.0 x 1074 0.18 x 1072

Table 3.1: A summary of the requirements in terms of the overall frequency bands
(Ay~), and per detector (d,4,) assuming the number of detectors in Table 2.3.

"The small deviation visible for small A, values for some of the frequency channels is due to
the finite resolution used in the likelihood calculation: Ar = 1077,
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to CMB (Figure 1.3), which leads to higher residuals in the CMB map. We point
specifically to the two highest frequency bands, 337 and 402 GHz, which clearly

appear to drive the requirements.

3.2.3.2 Requirements

The goal of LiteBIRD, as for most next generation CMB experiments, is to measure
the tensor-to-scalar ratio with high accuracy. In this work we assume r = 0, and
a total target uncertainty o, < 0.001. In order to be successful the cumulative
bias of all systematic effects has to be negligibly small.

Because it is reasonable to expect several systematic effects in a single experiment,
we decide a threshold value 6, < 5.7 x 107 which is negligible compared to the
target sensitivity. This value is marked with a blue dashed line in both Figure
3.2 and Figure 3.3. From the analysis summarized in Figure 3.3 we can define
a requirement A7, for each frequency band that satisfies the condition we have
defined above: §,(A?;) <5.7 x 107°. A summary of the requirements is given in
Table 3.1. Using the number of detectors per band in Table 2.3 we also derive the
requirement per detector 4y ; from Equation 3.10. It is important to keep in mind
that the detector requirements summarized in Table 3.1 are valid if the detector

noise and calibration uncertainties are uncorrelated.

3.2.3.3 Combined analysis

In the final step of the analysis, we propagate the calibration errors in all 15
bands at the same time from the A} ; values of Table 3.1. For a perfectly linear
procedure and uncorrelated errors we would expect the cumulative mean bias to
be equal to V15 x 5.7 x 107S.

We perform 1000 simulations varying the random noise seed and the AF;
realizations. A summary of the results is shown in Figure 3.4. The total tensor-to-
scalar ratio bias (5TCOMB = 4.8 x 107 (mean value over 1000 realizations in Figure
3.4) is higher than the threshold value defined in Section 3.2.3.2, but slightly in
excess than the expected value for a perfect linear system. However, the parametric

component separation step is a non-linear process.
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Figure 3.4: Summary of the 1000 simulations where we propagate the calibration error
in all frequency bands at the same time using the values in Table 3.1. We compute
the bias to the tensor-to-scalar ratio (as the r value corresponding to the peak of the
likelihood function) for each of the 1000 simulations, and we plot the distribution in units
of the mean value d, meqn. The mean value (corresponding to 1 in these units) is shown
as a vertical dashed red line. A x2-distribution with & = 1 degree of freedom is shown for
comparison (the residuals amplitude).

In Figure 3.4, we show the distribution of the computed tensor-to-scalar ratio
values for all 1000 simulations. The calibration factors are randomly selected from a
normal distributions with standard deviations Aj ;. For a perfectly linear component
separation process, we would expect the amplitude of the residual maps to follow
a normal distribution. Figure 3.5 shows the distributions of the 1000 g-factors
used in the simulation and the distribution of the amplitude of the residuals in
the CMB maps. Thus, from Equations 3.21, 3.22 and 3.23, we find that the 9§,
distribution should follow a y2-distribution with 1 degree of freedom (the residuals
amplitude). In Figure 3.4 we can observe a fairly good agreement between the data
and the y2-distribution, apart for a small excess in the tail which is responsible
for the excess in the computed mean value 5TCOMB.

Table 3.1 summarize the calibration requirements for each frequency band. We

carried out the same analysis for the colour correction factor v, 4. We found the
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Figure 3.5: Left: Distribution of the g-factors used in the final steps of the analysis
presented in this section. Right: Distribution of the mean Q residual value (similar
distribution for U) over 1000 simulations in a sky patch. We perform a Gaussian fit of
the data.

same requirements as for the photometric calibration factor g in Table 3.1, and

thus we avoid reporting them separately.

3.2.4 Discussion of the results

From this analysis we find that the most sensitive band to calibration errors is 337
GHz. Therefore, we adopt the value at this frequency as the overall experiment
requirement. In this way, the contribution from the other bands becomes negligible
and we can achieve a total bias (5§OMB ~ 5.7 x 1076,

It is worth mentioning that an increase of the number of detectors at high
frequency allows to reduce the requirement on a single detector. However, this
solution might be impractical due to cost issues, especially in the case of a

space mission.

3.2.4.1 Band-pass

We use the results reported above to address the colour correction effect and define
the required band-pass response resolution.

In Equation 3.7 we defined the colour correction factor for each Galactic
foreground signals, and in Equation 3.8 we defined the error for the colour correction

factor for a finite band-pass resolution. For a given finite resolution Av of the
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Bandpass Color correction at 337 GHz
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Figure 3.6: Left: In blue solid line examples of three theoretical band-pass responses
at 337 GHz with 30% bandwidth are shown. From top to bottom, we show a perfect
top-hat ideal band-pass response, a top-hat with a more realistic transitions at the edges,
and finally, using publicly available Planck data we re-scaled one of the Planck 353 GHz
band-pass responses to 337 GHz. A re-sampling process with 1 GHz resolution is also
shown as a scattered plot. Right: Calculation of the colour correction error for dust (5,%)
as a function of decreasing resolution for the band-pass response on the left. The blue
solid line represents the rms value for 100 realizations of the re-sampling process with a
given resolution, while the orange solid line represents the maximum value between 100
realizations. The requirement shown by the red dashed line.
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band-pass response G(v), Equation 3.7 can be re-written as:

> AVG (v) 12=Y N op T
w,sz( usw)_ | 9800, T) (3.24)

Zi AVG(Vi)aB(Vi,T) oT

or

To

To

As already mentioned, similarly to what we have presented in Section 3.2.3 for the
calibration factor g, we performed the analysis for the colour correction factors
~v. We avoid reporting the full analysis here because the requirements found on ~
are consistent with those reported for g above. This correspondence between the
two results can be explained by noticing that the combined Galactic foreground
components dominate the CMB B-mode signal at all frequencies. Therefore, since
the cosmological signal is negligible compared to the foreground signal, the effect of
g and 7 becomes indistinguishable in Equation 3.9. From the d, (d,) values reported
in Table 3.1 we find the necessary band-pass resolution that minimizes the colour
correction uncertainty and thus the recovered tensor-to-scalar ratio bias.

To better illustrate the procedure, we analyze band 337 GHz, which was found to
be the most sensitive to calibration error in the previous sections. At this frequency
the dominant sky component is thermal dust, therefore we limit the analysis to it.
Comprehensive results for all bands and both Galactic emissions can be found at
the end of the section (Figures 3.8, 3.9, 3.10, 3.11, 3.12 and 3.13). The required
calibration accuracy for a single detector at 337 GHz is 0.16 x 1072 (see Table 3.1),
therefore we need to find a band-pass resolution (Av) that satisfies this requirement.

In Figure 3.6, we test three situations to show how the shape of the band-pass
response can influence the calculation of d,. We create the three band-pass responses
with very fine resolution (Av = 0.1 MHz)'?. We proceed by re-sampling the ideal
response with lower resolution and calculate d, for each new resolution step from
Equation 3.8. In Figure 3.6 top-left, center-left and bottom-left the three ideal
band-pass responses are plotted in blue solid line. To illustrate the process, one

re-sampling (for each case) with 1 GHz resolution is shown in orange as an example .

12Current and past experiments have reported measuring the band-pass response with ~ 1 GHz
resolution [111], and therefore a 0.1 MHz resolution is a good approximation for a nearly infinite
resolution.
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Figure 3.7: Left: In blue solid line a theoretical band-pass responses at 337 GHz with
30% bandwidth, simulated using publicly available Planck data is shown. We re-scaled
one of the Planck 353 GHz band-pass responses to 337 GHz. A re-sampling process with 1
GHz resolution is also shown as a scattered plot. A white noise measurement component
is simulated during the re-sampling process Right: Calculation of the colour correction
error for dust (5?) as a function of decreasing resolution for the band-pass response. The
blue solid line represents the rms value for 100 realizations of the re-sampling process with
a given resolution, while the orange solid line represents the maximum value between 100
realizations. The requirement is shown by the red dashed line. The statistical uncertainty
boosts . especially for high resolution.

In the top-left panel of Figure 3.6 we show a top-hat band-pass. This case is
characterized by a perfectly flat in-band response with sharp transitions at the edges
of the in-band frequency range. This ideal band shape is never obtained in reality.
Nevertheless, in the top-right panel of Figure 3.6 we show our calculation of the
colour correction uncertainty for this case, to highlight that the sharp transitions at
the edges of the band-pass response impact negatively the colour correction factor.
A very fine resolution would be required to reduce the uncertainty.

A more realistic case is shown in Figure 3.6 center-left. We still have the flat
response in-band, however we introduce smoother edge transitions to mimic a more
realistic case. The choice of the steepness of the transitions is completely arbitrary
and this example has been included to purely show the effect of smoother transitions
compared to the ideal top-hat case. The center-right panel of Figure 3.6 clearly
shows that the smoother transition helps reducing the uncertainty of the v factor.

Lastly, we create a more realistic band-pass response from publicly available
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Planck data at 353 GHz'*'*. We shift and re-scale the data to match the 337
GHz central frequency expected for LiteBIRD, as shown in the bottom-left panel
of Figure 3.6. As for the other two cases, Figure 3.6 bottom-right shows ¢, as a
function of the resolution. The original resolution of the data is ~ 2 GHz, therefore
we have to perform an interpolation to simulate a fine resolution. Because of the
original resolution there is a lack of information for resolutions finer than ~ 2 GHz.
This is clear in Figure 3.6 bottom. The computed 6, shows a different behaviour
below ~ 2 GHz, where it drops faster. From the top-hat result and this last case
(Planck filter) we can determine that a resolution 0.2 GHz < Av < 2 GHz is
required to achieve an error lower than the threshold value, depending on the
effective shape of the band-pass function.

This procedure can be followed for every other frequency band and for other

Galactic foreground emission, as shown in Figures 3.8, 3.9, 3.10, 3.11, 3.12 and

3.13 at the end of this Section.

Band-pass resolution. As shown, the calculation of the colour correction de-
pends on the effective shape of the band-pass response. Usually, the zeroth-order
approximation for a band-pass response is a top-hat function at the nominal central
frequency. This shape has a dramatic impact on the uncertainty of the colour
correction factor, because of the steep edge transitions. A shallower transition helps
reducing the error as shown in the second case of Figure 3.6. Another source of
error can be fast fringes in the response, caused by standing waves (common in most
measurement set-ups) between the optical elements of the telescope. Therefore,
we recommend future experiments to carefully and realistically simulate the the
spectral response of the system to fully understand the impact that this might
have on calibration and the following observations.

So far we have not included statistical uncertainty and systematic effects within
the set-up to measure the band-pass response. The first, depending on the noise

level, can limit the high-resolution end of Figure 3.6 right. Therefore, for a given

Bhttps://wiki.cosmos.esa.int/planck-legacy-archive/
Mnttps://pla.esac.esa.int/
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noise level we expect that increasing the resolution above a certain point will not
help reducing the colour correction uncertainty as shown in Figure 3.7. Systematic
effects in the set-up can create artificial features in the measured band-pass response.

In Figure 3.7 left, we report a case similar to 3.6 bottom-left, with the addition
of a 2% white noise component to the data. This value is in line with the results
reported by the POLARBEAR collaboration in [I11]. In [I11] a signal-to-noise
ratio S/N ~ 20 has been reported, which would correspond to ~ 5% noise level.
However, the authors break down the uncertainty into a statistical component
and systematic component, and they identify the former to be ~ 2% in the worst
case reported. Since we consider here only a statistical component we decided
to use the ~ 2% value. By comparing Figures 3.6 bottom-right and 3.7 right, we
clearly see a deterioration of the colour correction factor uncertainty in the fine

resolution region in presence of statistical uncertainty.

Calibration. We have assumed that a space mission will make use of the dipole
signal as the primary photometric calibrator for every frequency band. The dipole
is the most accurate known photometric calibrator for a CMB space-borne mission
because it is well-characterized. Other possible calibrators, like planets (or an
artificial calibrator, see [112]), present higher uncertainties and therefore the
calibration accuracy might suffer from such a choice. In addition, when using
non-extended sources, like planets, the calibration is more sensitive to beam
uncertainties (far-side lobes, etc.).

If a different calibrator will be used for some of the analysis, Equation 3.6 needs
to be adapted to the calibrator spectrum, which may be different compared to
the CMB and dipole signals (planets are "dusty" sources, therefore a grey-body
spectrum has to be assumed). In this situation a different colour correction scheme

has to be taken into account.
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Sky model. We have assumed a fairly simple sky model with only two Galactic
components, with uniform spectral parameters. A more complex sky is likely going
to induce higher residuals due to the sky complexity, making more complicated to
distinguish between the residuals intrinsic to the component separation method, and
those due to the systematic effect under study [103]. At present we can not exclude
that assuming a more complex sky model (e.g. with multiple dust populations)
with more free parameters, might have the effect of absorbing more efficiently the

calibration errors, resulting in a relaxation of the requirements.

Uncorrelated noise. We have assumed uncorrelated uncertainties among detec-
tors. The assumption of uncorrelated detector noise is justified by the fact that if we
consider correlations among detectors, the sensitivity per band in Table 2.3 needs
to be recomputed according to the level of correlation expected. In which case this
analysis has to be repeated for the new sensitivity details. Some techniques have
been developed in the past to mitigate the presence of correlated noise [113, ].
Even in the presence of correlated noise among detectors, we do not have evidence
at present of the possible presence of correlations in the bandpass uncertainty which
justify the use of Equation 3.10 to re-scale the uncertainty. This assumption has

to be reconsidered if and when we will have evidence of the contrary.

1/f noise. 1/f noise is certainly one of the challenges for LiteBIRD or any other
next-generation CMB surveys (especially for low ¢ measurements). A HWP rotating
at ~ 1 Hz shifts the polarized cosmological signal to a higher frequency ~ 4 Hz,
where the noise level is expected to be uncontaminated by the 1/f component.
Details of the 1/f mitigation using a continuously rotating HWP has been discussed
in Chapter 2. LiteBIRD will make use of a rotating HWP to mitigate the 1/f
component, therefore for now we have not considered the effected of 1/f noise.
However, in future we will carefully study the origin and magnitude of the 1/f
component and its possible impact on the data. The work reported in Chapter

4 can be useful in this context.
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3.2.4.2 Conclusion of this work

The method presented can be used to address the impact of photometric calibration
uncertainty in the presence of Galactic foregrounds. We applied this method to
derive requirements for the calibration accuracy to minimize the effect on the
data. From plausible instrument parameters (baseline design of the LiteBIRD
satellite), we have simulated the effect of an imperfect calibration, and showed
that for the configuration in Table 2.3 the requirements per frequency band are
Ay, ~ 107 — 2.5 x 107, These translate to single-detector requirements as:
89y ~ 0.18 x 1072 — 2.0 x 1072, We have found that the high-frequency bands
(specifically 337 and 402 GHz) are the most sensitive to calibration uncertainty (dy).
After modelling the effect of a finite band-pass resolution, we have derived resolution
requirements that minimize the effect of a limited band-pass knowledge. From
representative examples of the band-pass response we found Av ~ 0.2 — 2 GHz,
depending on the band-pass shape assumed. Although the Planck-like band-pass
is the most representative of a real scenario, the derived requirement of Av ~ 2
GHz might suffer from the resolution of the original data. However, given the
unrealistic edge transitions sharpness of the top-hat case, we can assume the 0.2
GHz resolution requirement as a conservative worst-case scenario.

For completeness, in Figures 3.8, 3.9, 3.10, 3.11, 3.12 and 3.13 we show the
results for all frequency bands for the 3 bandpass template shown in Figure 3.6 for
noiseless measurement and 2% noise level. In each plot we show the requirement

coming from band 337 GHz and the relevant band as per Table 3.1.
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Figure 3.8: §v vs. sampling for all bands assuming a top-hat bandpass and noiseless
data for dust in blue and synchrotron in green.
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Figure 3.9: 0v vs. sampling for all bands assuming a top-hat bandpass including 2%
noise for dust in blue and synchrotron in green.
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Figure 3.10: 0~ vs. sampling for all bands assuming a top-hat bandpass with smoothed
transitions and noiseless data for dust in blue and synchrotron in green.



3. Systematic Effects

Delta Gamma - Noise 40 GHz

— RMS - Dust
--- |MAX] - Dust
—— RMS - Synch
IMAX] - Synch
—:- FreqReq

107t

" ——- 337Req -

Y
AN,
IR/

/

At
it
Ut

1.00
Av (GHz)

Delta Gamma - Noise 68 GHz

- — RMS - Dust
|MAX] - Dust
—— RMS - Synch
IMAX| - Synch
- FreqReq

- 337Req

1.00
Av (GHz)

Delta Gamma - Noise 100 GHz

10.00

— RMS - Dust
| --- |MAX]| - Dust
— RMS - Synch
--= |MAX]| - Synch
—.- Freq Req
--- 337Req

£
ORaLLL

e

oo NS

FANGA N

Y

1.00
Av (GHz)

10.00

Delta Gamma - Noise 166 GHz

—— RMS - Dust

1072

— RMS - Synch
|MAX| - Synch
- Freq Req

- 337Req

== |MAX|-Dust T

1.00
Av (GHz)

Delta Gamma - Noise 280 GHz

10.00

[ — Rms-Dust
10724 - |MAX| - Dust
—— RMS - Synch
--- |MAX| - Synch
—.: FreqReq
1073

[ - 337Req

1.00
Av (GHz)

10.00

0.

1072

Figure 3.11: 0~ vs. sampling for

Delta Gamma - Noise 50 GHz
—— RMS - Dust v'":
—-- |MAX] - Dust ’
" —— RMS - Synch
|MAX] - Synch
— .- Freq Req

- 337Req

10 1.00 10.00
Av (GHz)
Delta Gamma - Noise 78 GHz
' —— RMS - Dust
--- |MAX] - Dust
—— RMS - Synch
|MAX| - Synch
- Freq Req

- 337Req

10 1.00 10.00
Av (GHz)
Delta Gamma - Noise 119 GHz
= RMS-Dust | “1
--- |MAX] - Dust e
—— RMS - Synch
--- |MAX] - Synch
—-- FreqReq i

10 1.00 10.00
Av (GHz)
Delta Gamma - Noise 195 GHz
—— RMS - Dust
--- |MAX| - Dust

— RMS - Synch
" ——— |MAX| - Synch
- FreqReq
-~ 337Req

.10 1.00 10.00
Av (GHz)
Delta Gamma - Noise 337 GHz
— RMS - Dust "
--- |MAX] - Dust L
—— RMS-Synch I\wmﬁ_v{.n".(,'ﬁ"
--- |MAX| - Synch v
- Freq Req
- 337Req
10 1.00 10.00

Av (GHz)

107t

1072

[2%

oy

1072

oy

1072

1072

& 107

1074

Delta Gamma - Noise 60 GHz

67

— RMS - Dust s
- --- [MAX]| - Dust
— RMS-Synch
|MAX] - Synch
—-- FreqReq

- 337Req

.10 1.00

Av (GHz)

Delta Gamma - Noise 89 GHz

*— RMS- Dust

--- |MAX] - Dust

—— RMS - Synch
[MAX| - Synch

- FreqReq

- 337Req

10 1.00
Av (GHz)

Delta Gamma - Noise 140 GHz

10.00

" — RMS-Dust
--- |MAX] - Dust
—— RMS - Synch

--- |MAX| - Synch

—.- Freq Req

--- 337Req

10.00

10 1.00
Av (GHz)
Delta Gamma - Noise 235 GHz
—— RMS - Dust
| === IMAX|-Dust —. . .
—— RMS - Synch

|MAX] - Synch
- Freq Req
- 337Req

.10 1.00

Av (GHz)

Delta Gamma - Noise 402 GHz

10.00

— RMS - Dust
--- |MAX] - Dust Ky
—— RMS - Synch bt
= |MAX] - Synch . ,.««-'.\v"l‘!f”i
—.. FreqReq A
k== 337 Reg
et

.10 1.00

Av (GHz)

10.00

all bands assuming a top-hat bandpass with smoothed
transitions including 2% noise for dust in blue and synchrotron in green.



68 3.2. Photometric and bandpass response calibration

Delta Gamma 40 GHz Delta Gamma 50 GHz Delta Gamma 60 GHz
— RMS - Dust A 10-14 — RMS-Dust 10714 — RMS- Dust
10714 --- |MAX| - Dust " --- |MAX| - Dust --- |MAX] - Dust
— RMS - Synch ” —— RMS-Synch 10-2] — RMSs-synch
=== [MAX| - Synch —-—-—-—- st 10723 --- |MAX| - Synch --- |MAX| - Synch W
1072 —-- FreqReq —- FreqReq Al eSAM
I 1073
3 A 3
10-3 W © Lo
10
1074 10-5
10-5 1076
0.10 1.00 10.00 0.10 1.00 10.00 0.10 1.00 10.00
Av (GHz) Av (GHz) Av (GHz)
Delta Gamma 68 GHz Delta Gamma 78 GHz | Delta Gamma 89 GHz
1071 — RMs- Dust 10-14 — RMS-Dust 10 f—=mwspmt— |~ ——————
--- |MAX] - Dust --- |MAX] - Dust --- |MAX] - Dust
10724 — RMS-Synch 10-2] — RMs-synch 1072§ — RMS- Synch
~-- |MAX| - Synch --- |MAX| - Synch --- |MAX| - Synch
1073 —-- FreqReq 1031 — FreqReq NN =========~1 10-3{ —- FreqReq -
--- 337Req --- 337Req - 337Req
> AN
© 104 7
1073
1076
1.00 10.00 1.00 10.00 0.10 1.00 10.00
Av (GHz) Av (GHz) Av (GHz)
o Delta Gamma 100 GHz Delta Gamma 119 GHz oy Delta Gamma 140 GHz
0 s ust 7l . — RMS-Dust  _ 10 s Dust —— ]
1072 [ --- |MAX] - Dust 10-24 --- |MAX] - Dust 1024 --- IMAX] - Dust i
— RMS - Synch — RMS-Synch — RMS - Synch
10307 IMAX| - Synch. _ALA AT 10-3J === IMAX|-Synch 10731 === IMAX| - Synch =T 7 AR P T
—-- FreqReq —-- FreqReq —- FreqReq
--- 337Req 4 10744 --- 337Req
J g N
10°°
107
107 A
1076 o/l
10774,
-7
10 10-8
1.00 10.00 0.10 1.00 10.00 0.10 1.00 10.00
Av (GHz) Av (GHz) Av (GHz)
Delta Gamma 166 GHz Delta Gamma 195 GHz Delta Gamma 235 GHz
. — RMS - Dust — RMS - Dust N —2 ] — RMS - Dust #
_ - 102 e e e o
10724 -~ |MAX| - Dust 10724 . |MAX|-Dust —.—.—.—; S —-= |MAX] - Dust 7
— RMS - Synch — RMS-Synch __ 10-31— RMs-synch ====- =
10737 --- |MAX] - Synch 10737 -~ |MAX| - Synch --- |MAX] - Synch
—-- Freq Req —-- Freq Req 1044 —:- FreqReq
10744 ==- 337Req 10744 —=. 337Req —= 337Req
B z10°
107
1076
1076
1077
-7
10 108
1.00 10.00 0.10 1.00 10.00 0.10 1.00 10.00
Av (GHz) Av (GHz) Av (GHz)
Delta Gamma 280 GHz Delta Gamma 337 GHz Delta Gamma 402 GHz
10-2J — RMS-Dust 10-2] — RMS-Dust 10-2] — RMs-Dust
--- |MAX] - Dust --- |MAX] - Dust --- |MAX] - Dust
10731 — RMS-Synch 10-31 — RMS-Synch —— 1034 — RMS- Synch ———
4] =7 IMAXI-synch --- [MAX] - Synch --- [MAX| - Synch
107*1 —.. FreqReq 10744 —-- FreqReq 10744 —-- FregReq
_5] - 337Req -=- 337Req - 337Req
5 10 > 1075 > 1075
© o e [ o
10°¢ 10-6
1077
10-6 1077 107
109 108 10-8
0.10 1.00 10.00 0.10 1.00 10.00 0.10 1.00 10.00
Av (GHz) Av (GHz) Av (GHz)

Figure 3.12: ¢ vs. sampling for all bands assuming the rescaled Planck bandpass and
noiseless data for dust in blue and synchrotron in green.
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Figure 3.13: 0+ vs. sampling for all bands assuming the rescaled Planck bandpass
including 2% noise for dust in blue and synchrotron in green.
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3.3 Carbon monoxide emission lines

In this section we analyse the effect of carbon monoxide (CO) line emission on
CMB data. Especially we focus on studying the need for notch filters to remove
contaminated frequencies from the data. We analyse the most common CO species
1200, which in the LiteBIRD case presents 3 relevant emission lines [115]: CO
J1 — 0at ~ 115 GHz, CO J 2 — 1 at ~ 230 GHz and CO J 3 — 2 at
~ 345 GHz. However, a second less abundant species *CO can show relatively
strong emission at ~ 110, ~ 220, ~ 330 GHz. Given the line positions, the
frequency bands impacted will be 119, 235 and 337 GHz. However, due to possible
blue or red leakage in neighbouring bands, we also analyze the impact on 100,

140, 195, 280, 402 GHz bands.

3.3.1 Formalism

We adopted the formalism described in [82] to create total intensity to polarization
leakage maps, adapting it to the case of CO intrinsic polarization as well. CO
total intensity templates are taken from the Planck products (see Figure 1.5), while
intrinsic polarization maps have been generated by Giuseppe Puglisi according
to [101], assuming a 1% upper level limit on the intrinsic polarization compared

to total intensity. The analysis procedure follows the procedure described in the

Boresight \ CmMB i
1;‘\ “\ /'_
I~ I‘n % lg-"
Spin™. ] i
(0.05rpm) Y l: -
Sun ‘
| Anti-Sun axis
<( / T = | -
Precession
4 ! (3.2058 hours
Precession angle a = 45 degrees \ ' ~1day as
i \ | an option)
Spin angle B =50 degrees | ! ;

Figure 3.14: LiteBIRD observation strategy. For the HWP rotation we assumed only
LFT revolution rate = 46 rpm for simplicity.
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previous section. After simulating sky maps including CMB, dust, synchrotron and
varying level of leakage of CO total intensity (or contamination from CO intrinsic
polarization) we pass them through a component separation procedure (FgBuster)
and finally compute the estimated bias on r due to the presence of residual CO
signal. As in the previous Section, we model the sky as the sum of CMB, dust and
synchrotron. We expect that the excess due to the presence of unaccounted CO
signal will result in boosted residuals after component separation.

The first step of the analysis consists in creating the cross-linking maps from
the scanning strategy parameters to analytically simulate the CO contamination.
Although LiteBIRD will employ a rotating HWP to modulate the signal, we study
also the case without rotating HWP in case the observation strategy will change
or to account for the failure of the polarization modulator unit. In Table 3.2 we
give a summary of the cases we have studied. Details about the hit map and
cross-linking maps generation are in Appendix D.

Ultimately we aim at determining whether the use of notch-filters to remove CO-

contaminated frequencies is necessary and/or beneficial to the LiteBIRD mission.

3.3.1.1 Map making without HWP

In the absence of a polarization modulator, the most common procedure to
reconstruct the polarized signal consists in computing the difference between
two orthogonal polarization-sensitive detectors. For each detector pair (detectors
a and b) we can write the single sky pixel signal averaged ({(...)) over the full

duration of the observation as:

do = 1+ Q{cos2i,) + U(sin2yy,) (3.25)

dy = I+ Q(cos2yy) + Ulsin24y), (3.26)

where 1) is the orientation of the polarization-sensitive detector projected on the sky

as usual. Since the two detectors are orthogonal 1, = ¥, + 7/2, and we can write:

1

Ad = =
d2

(do — dp) = Q(cos 24p,) + U(sin 2¢,) + S, (3.27)
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-0.31003 0.304909

Figure 3.15: Cross link sin 21 (top) and cos 21 (bottom) maps in Galactic coordinates
for 3 years of observation for a boresight detector without HWP. Details about the map
generation can be found in Appendix D.

where S represents a possible mismatch between the 2 detectors. If the noise

covariance matrix is diagonal, the sky signal can be reconstructed as:

-1

S 1 (cos 21)) (sin 2¢)) Ad
Q| = | (cos2) (cos?® 29) (sin 24)) (cos 2¢)) Ad{cos2¢) | (3.28)
U (sin2¢))  (sin 21))(cos 2¢)) (sin? 2¢)) Ad(sin 21))

We make use of Equation 3.28 to simulate the reconstructed ¢ and U maps,
including the effect of the scanning strategy by generating template maps of the
cross-linking parameters that appear in the matrix on the right hand side of the

equation from the scanning parameters in Figure 3.14.
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Figure 3.16: Cross link sin(4p — 2¢) (top) and cos(4p — 2¢) (bottom) maps in Galactic
coordinates for 3 years of observation for a boresight detector with rotating HWP. Details
about the map generation can be found in Appendix D.

In Figure 3.15 we show the cos 2¢) and sin 29 maps averaged over three years

of observations for the LiteBIRD scan parameters in Figure 3.14.
3.3.1.2 Map making with HWP

For each detector we can write a single sky pixel signal averaged ({...)) over

the full mission as:
d =1+ Q(cos(4p — 2¢)) + U(sin(4p — 2v)), (3.29)

where 1) is the orientation of the polarization-sensitive detector projected on the sky
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Figure 3.17: Histogram plot of the spin-2 cross-linking value (absolute) from Figures
3.15 and 3.16 for a nside=512 map.

and p is the HWP angle.'® The polarized signal is modulated by the rotation of the

HWP, and we can demodulate the signal as (for compactness we redefine § = 2p—1)):

d =1+ Q(cos20) + U (sin 26)

d(cos 20) = I{cos 26) + Q(cos® 26) + U (sin 26)(cos 26)

(3.30)
d(sin 20) = I{sin 26) + Q(sin 20)(cos 20) + U (sin? 20)

If the noise covariance matrix is diagonal, the sky signal can be reconstructed as:
I 1

(cos 26) (sin 20) - d
Q| = | (cos20) (cos? 20) (sin 26)(cos 26) d{cos 26) (3.31)
U (sin26) (sin 260)(cos 26) (sin? 20) d(sin 20)

In both cases for an optimized scanning strategy we expect the cross-linking
matrix to reduce to:

1 0 o\

01/2 0| . (3.32)
0 0 1/2

However, we expect residuals from the non-diagonal terms as can be seen from

Figure 3.15 for the LiteBIRD scanning strategy without HWP and Figure 3.16 for
15We assume an ideal frequency-independent HWP phase ¢.
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CO || w/o HWP w/ HWP

I I to P caused by band-pass No band-pass mismatch, and
mismatch and cross-linking. improved cross-linking.

P Same effect in first approximation in both cases.

Table 3.2: Summary of the three cases studied in this Section. We aim at determining
the level of contamination due to CO after foreground cleaning when CO is not modelled
in the cleaning procedure. Although LiteBIRD will employ rotating HWPs, we study also
a case where we assume the same scanning strategy but no rotating HWP to compare
the effect. Total intensity can leak to polarization maps due to band-pass mismatch when
a HWP is not employed. A rotating HWP mitigates this effect in two ways: by removing
the detector pair differencing and improving the cross-linking.

the LiteBIRD scanning strategy with HWP. From Equations 3.28 and 3.31, we find
that the components (cos 20) and (sin 20) drive the total intensity to polarization
leakage. In the case of observation without a rotating HWP, bandpass mismatch

couples to the I to P leakage because of the detector pair-differencing.

3.3.2 Total Intensity to Polarization Leakage

When we do not make use of a rotating HWP, if the bandpass response of the two
orthogonal detectors is perfectly matched, the total intensity to polarization leakage
vanishes. However, if the bandpass response G(v) of the two detectors presents
different transmission levels at frequency veo (frequency of the CO emission line),

Equation 3.27 can be rewritten as:
1
Ad = Q(cos 20) + U (sin 26) + 51005, (3.33)
where 0 = G,(vco) — Gy(veo). The CO total intensity to polarization leakage be-

<8> Cotear lood <2(§§ §g>>> : (3.34)

In a similar way we can define the case employing a rotating HWP, where now

comes:

we have to replace the mismatch 0 with the bandpass transmission at the CO
line frequency G(vco).
To simulate the overall leakage per band we assume that the bandpass transmis-

sions are randomly distributed around a mean value. Therefore the total leakage
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Figure 3.18: CO total intensity to polarization leakage in the case of observation without
a rotating HWP.

can be computed from the total number of detectors N in the given band:

5
A= 7 (3.35)

In order to study the impact of CO leakage on the data, we generate polarization
sky maps including CMB, dust, synchrotron and noise (as in the previous Section)
plus CO I to P leakage using Equations 3.34 and 3.27 (for A values between 0.1%
and 25%). As in the previous Section we determine the residual after component

separation and compute the tensor-to-scalar ratio for each A value.

3.3.2.1 Case 1: I to P leakage without HWP

Figure 3.18 shows all bands studied assuming the LiteBIRD scanning strategy
without rotating HWP. We can see that for most cases the tolerable leakage
uncertainty per band is < 1% to obtain a tensor-to-scalar bias lower than the

~Y

requirement (§, < 5.7 x 107%) as assumed in the previous Section.
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From the number of detector per band N, we can convert to the tolerable leakage
per detector by multiplying by v/N. Of all bands considered the lowest number of
detectors are in bands 280 and 337 GHz, each with 254 detectors. The conversion
factor for these bands is v/254 ~ 15. Therefore, an uncertainty in the transmission

level of ~ 15% can be tolerated if the uncertainty is not correlated between detectors.

3.3.2.2 Case 2: I to P leakage with HWP

Figure 3.19 shows all bands studied for LiteBIRD scanning strategy with a rotating
HWP. We can see that for all cases the leakage (up to 100%) does not cause any
detectable bias to the tensor-to-scalar ratio.

This part of the study highlights that an ideal HWP mitigates efficiently the I to

P leakage effect. Similar results have been shown in [32] considering dust leakage.
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Figure 3.19: CO total intensity to polarization leakage in the case of observation with
a rotating HWP.
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Figure 3.20: CO intrinsic polarization impact assuming a ~ 1% upper limit on the level
of polarized emission.

3.3.3 Intrinsic Polarization

The case of CO intrinsic polarization can be treated in first approximation in the

same way for both observation strategies:

@) Ot Glreo) @Zfﬁ) : (3.36)

Therefore the effect will be the same in the two cases considered.
The results in Figure 3.20 show that for both observation strategies the CO

intrinsic polarization will not impact the tensor-to-scalar ratio measurement.

3.3.4 Bandpass and notch filters

One of the proposed strategies to mitigate the contamination from CO emission
lines on the data is to include notch (bandstop) filters as part of the on chip filter

to block contaminated frequencies from reaching the detectors. Practically, notch
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Figure 3.21: Two designs of notch filters for the CO .J 1 — 0 lines (notching both 2CO
and 13CO). We plot a top-hat bandpass for band 119 GHz for reference (courtesy of
Aritoki Suzuki).

filters are implemented by adding a resonant stub on the transmission line to remove
the signal at frequency vco. Examples of notch filter response to remove both 2CO
and CO J1 — 0 lines are shown in Figure 3.21 (courtesy of Aritoki Suzuki). A
top-hat bandpass at 119 GHz is shown for comparison.

Of all cases studied the only one that might justify the use of notch filters is CO
total intensity to polarization leakage if the experiment does not employ a rotating

HWP. However we list a number of reasons for not using notch filters even in this case:

Number of detectors: Given the large number of detectors (> 250 for all
relevant bands — Table 2.3), the bandpass transmission accuracy per detector is
relatively relaxed, therefore normal bandpass can probably meet the requirement
without the need for notch filters. The introduction of notch filters may even be
detrimental due to the steep narrow transition that could maximise differences in the

response between detectors, unless extremely efficient control of the manufacturing

process is not achieved.

Low TRL of notch filters: The low technology readiness level of notch filters
without a thorough hardware-oriented study may cause higher uncertainty than
normal bandpass filters. This risk is amplified by the absence of any prior experience
in implementing this hardware solution for other experiments. This may put

extremely tight requirements on detector fabrication and calibration.
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Reduced in-band sensitivity: The presence of notch filters "cutting away" part
of the photons reduces the sensitivity. Assuming a top-hat bandpass responses
and a single narrow notch filter design provided by Aritoki Suzuki (Figure 3.21
left), we found a reduction in raw sensitivity ~ 5 — 10%'®, that will result in a
degradation of the achievable o,. The reduction of sensitivity is even higher if two
notch filters are included to remove both ?CO and 3CO lines. A wider notch filter,
like the one in Figure 3.21 right, is potentially a better choice to relax resolution

requirements, however it will reduce the sensitivity even further.

3.4 Half-wave plate phase response

We can generalize the v parameter analysis discussed in Section 3.2 to include
both the effect of band-pass response G(v), HWP modulation efficiency e(v) and
frequency-dependent phase response ¢(v) as defined in Chapter 2. In this Section
we present the formalism, the analysis is left to future work.

The noiseless data (dropping the time dependence for compactness) can be writ-

ten as:

d= [ dv GEI{I0) + ev) | Q) costtp — 200+ 46(v))+

(3.37)
+U(v)sin(4p — 29 + 4¢(V))] }

Using the following trigonometric functions we can rewrite the data vector to separate

the frequency-independent 4p — 21 part from the frequency-dependent 4¢(v) part:

cos(x +y) = cosxcosy — sinzsiny (3.38)

sin(z +y) = sinzcosy+ coszsiny (3.39)

We can separate the CMB from the foreground components (we account only for

dust and synchrotron in the present analysis). Following the procedure used in the

: . G'n.otch(l’)dV
16 Assuming a rescaling factor gnoten = ff(}
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previous section, assuming the CMB dipole as the calibration source, we can write:

d(vo) =lemb(o0) + Vala(vo) + vsls(vo)+
+HYemsQemd(10) c08(4p — 20) — Yo, Qemp (o) sin(4p — 2)+
+75°Qalvo) cos(4p — 2¢) — 13" Qa(wo) sin(dp — 2¢)+
+75°°Qs(v0) cos(dp — 20) — 77" Qs(vo) sin(4p — 2¢)+ (3.40)
Y empUems (10) sin(4p — 20) + 5, Uenns (0) cos(4p — 2¢)+
+yg Ua(vo) sin(4p — 2¢) + 73" Ua(wo) cos(4p — 2¢)+

+’}/§OSU5(V0) sm(4,0 — 2w> -+ ")/EinUs(Vo) COS(4P - Zw)a

where, as in the previous section we have defined the colour correction factors v as:

B Jdv G(v )Id S(( )) 0B (v, T)
Vd,s) = OB(T) oT . (341)
[dv G(v)==7~ . 0
[T GW)) FE cos 46(v)\ 0B (v, T) (3.4
’7[cmb ds] f I G( )dB o) 9T TO, .
To
J dvG(v)e(v) 52252 sin 46(v)\ 9B(vp, T)
r)/[cmb ds] — OB(T) oT . (343)
[dv G(v)=57 . 0

In this generalized version the polarized component P (either @ or U) is weighted
by the product of the modulation efficiency and the cosine (or sine) function of
the frequency-dependent phase response of the HWP. For an ideal HWP with
flat (frequency-independent) phase response in the limit of perfect modulation
efficiency (e(v) = 1) 7§% = 1 and 37 = 0. However, this is not always the
case, as shown in Chapter 2.
We can rearrange the terms in Equation 3.40 by isolating cos(4p — 2¢) and
sin(4p — 24):
d(vo) =Iemp(vo) + Yala(Vo) + vsIs(vo)+
+15,Qem (v0) + 7 Qulv) + 7 Qu ) +
YU () + 25" Ualwn) + 957U, (v0) | coslp = 200+ (3.0
+ [WEZbecmb(Vo) + 72" Ua(vo) + 75 Us(vo)+

Qe (0) — " Qulon) ~ 22" Q ()] sn(p — 29).
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Form Equation 3.44, it is clear that if the HWP phase response is not accounted
for properly, it can cause Q-U mixing. After N;; observation of a sky pixel n

we can re-write using the mean value (...):
d(vo, 1) = I'(vg, n)+Q' (vo, ) (cos(4p — 2¢))+
(3.45)
+U' (vo, 7) (sin(4p — 2¢)),

where the primed quantities (I’, Q" and U’) are:
I' =T (v0) + Yala(vo) + Vs Ls(vo),
Q" =vempQemv(10) + 777 Qa(vo) + 7" Qs(v0)+
Y Uems (10) + 73" Ua(vo) + 72" Us(wo), (3.46)
U =vempUenb(v0) + 73" Ua(vo) + 757 Us (o) +
~YempQems(10) — 73" Qa(vo) — 15" Qs(10).
We can demodulate as in the previous section to reconstruct the signal at pixel n
and central frequency vy in the uncorrelated noise limit (we rewrite 4p — 2¢) = 29
and drop 1y and 7 for compactness):

-1

I 1 (cos20) (sin 20) d
Q| = | (cos20) (cos® 20) (cos 205sin 29) d{cos20) | . (3.47)
U (sin2p) (cos2psin 2p) (sin” 2p) d(sin 20)

The cross-linking matrix (first term on the right-hand side) is the same as in the
previous section. We can analytically simulate d(vy,7) and combine the maps
to obtain contaminated maps including both the effect of the band-pass and the
frequency-dependent HWP modulation efficiency and phase.

In this section we have presented the mathematical formalism. We leave the

analysis to future work.

3.5 Other major systematic effects

Other major known systematic effects are due to the telescope beam (B(v,(2)
in Equation 3.1), the polarization angle reconstruction, and detector (and read-
out) response (including cosmic ray glitches). This last one is analyzed in de-

tail in Chapter 4.
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Figure 3.22: Simulated beams for a LiteBIRD like telescope at 90 and 150 GHz from
[116]. On the left the area close to the main beam is shown from a PO (physical optics)
simulation along with the main beam Gaussian fit. On the right the extended beams up
to ~ 50° are shown both from a PO simulation and a MoM (Method of Moments).

Beam. For what concern the telescope beam, it is common to quote the size of
the beam in terms of FWHM which defines the solid angle around the boresight
of the telescope where the power response is half of the response at the peak. In
Figure 3.22 from [110], the FWHM can be identified as the width of the main beam
at -3 dB. Although most of the power is collected in the main beam, there are
extended structures away from the telescope boresight that can pick up signal in
regions distant from the area that is being scanned. If not accounted properly in the
data model, these side lobes can have a negative impact on the data, particularly
in the presence of strong Galactic foregrounds.

The telescope beam depends also on the frequency and focal plane position.
These two effects need to be properly accounted for during calibration to build
a correct instrument model. In particular, for pixels far from the center of the
focal plane the beam tends to become more and more elliptical [116]. An elliptical
beam causes a higher efficiency along one polarization direction, resulting in an
incorrect estimation of the polarized signal. This effect has been studied in detail

in the context of CMB polarization measurements in [ 17].

Polarization angle. All current and future CMB experiments employ polarization-
sensitive detectors. A correct calibration of the detector orientation is critical for

the success of these experiments. Several components need to be correctly modelled
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and tested in this context. In [71, |, the authors showed that the polarization
direction of sinuous antenna is frequency-dependent. This effect is know as wobble
and it influences the angle ¢ in Equation 3.1. A correct estimation of the effect is
required to properly reconstruct the polarization angle of the incoming signal.
In the same way, the orientation of the optical axis of the HWP p as well
as the frequency-dependent phase ¢ are necessary to determine the polarization
angle. The first will be tracked during observation using an optical encoder that
reads the position of the HWP in real time. The second effect has been studied
to some degree in [119, 120] in the context of the EBEX balloon-borne mission; a
detailed modelling of this effect has been discussed in this Chapter in Section 3.4
expanding the formalism described in Section 3.2. It will be further examined in
the future to determine the appropriate HWP design and calibration requirements

to mitigate its impact on the data.



Detector modelling and systematics

CMB experiments have historically employed both major categories of detectors:
coherent and incoherent (or direct). Coherent detectors preserve both amplitude
and phase of the incoming signal, while incoherent devices do not preserve the phase.

While coherent detection techniques are mostly in use in radio astronomy,
direct detection is employed in optical astronomy. This distinction comes from
the photon occupation number in Bose-statistics: n(v,T) = (exp hv/kgT — 1)71.
Radio astronomy operates mainly in Rayleigh-Jeans regime (hv < kgT') where the
occupation number is n > 1, while in the Wien regime (hv > kgT'), where optical
astronomy operates, the occupation number becomes n < 1. In the case of CMB
astronomy the signal is dominated by a black-body with temperature T' ~ 2.725 K
(the spectrum peaks at v ~ 160 GHz), therefore for typical observation frequencies
around ~ 100 GHz the photon occupation number is close to unity (n ~ 1). This
fact justifies the historical use of both technologies for CMB observations.

As demonstrated in [(7, |, coherent detection is penalised compared to
direct detection above ~ 100 GHz when the incoming signal is dominated by

the CMB black-body:

NEPcoherent _ nn(u, T) + 1 (4 1)
NEPji eet (v, T) '

85
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In Equation 4.1 the ratio of the photon contribution to the Noise Equivalent Power
(NEP) for the two technologies is expressed in terms of occupation number and
detector efficiency 7. We can observe that in the coherent detection case the NEP
does not vanish even for a dark detector. This is commonly referred to as quantum
noise limit, and its presence becomes non-negligible for n < 1.

In principle coherent detection is still a competitive and viable option for space
observation at low frequency. However, with the Galactic foreground minimum
around ~ 80 — 100 GHz and the need to constrain the foreground signal both at
lower and higher frequencies, direct detection has become more suitable.

The most common direct detection devices used in CMB observations are
bolometers. Thanks to a well-known temperature-resistance relation, a bolometer
measures the power of the incoming radiation by observing the change in resistance
caused by the heating due to photon absorption [122]. In recent years Kinetic
Inductance Detectors (KIDs) are also becoming increasingly competitive, and
they will certainly play a bigger role in the future [123, |. However, they are
probably not-technologically mature enough yet for a space mission, because of
high susceptibility to 1/f noise and existing technological challenges in fabricating
them for low frequency (< 100 GHz).

We can roughly distinguish between two types of bolometers used extensively
and successfully for CMB observations: semiconductor-based (e.g. Neutron Trans-
mutation Doping-Germanium — NTD-Ge) and superconductive (e.g. Transition
Edge Sensors — TES). The working principles are very similar, and the major
distinction is the temperature-resistance relation. In the following we will describe
the working principles valid for both types of bolometer. However, we will focus
on TES bolometers (specifically in the context of LiteBIRD) highlighting some of
the reasons that made experiments shift from the use of semiconductor technology
in the 1990s to superconductive technology in recent years.

A major achievement in the last decade, and one of the advantages of TES over
NTD-Ge bolometers, has been the ability to fabricate detectors in large arrays. This

advancement offers the possibility to dramatically increase the experiment sensitivity,
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at the cost of increasing the complexity of the read-out technology. Experiments
had to abandon a simple single detector read-out scheme and develop multiplexing
systems that can read multiple detectors within a single channel. At present several
read-out schemes exist, although a comprehensive description of all existing schemes
is beyond the scope of this thesis. Here we will focus on the scheme that will be
employed in the LiteBIRD mission called Digital frequency Multiplexing or DfMux.

After describing the detector technology, we will focus on the main subject of
this chapter: TES detector non-linearity effects. By modelling the electrical and
thermal response of the detector to external signals, we can address the sources
of non-linearity in the detector response. We analyze some of them to forecast
calibration requirements in the context of the LiteBIRD mission.

Keeping in mind that Planck HFI was based on a different technology, non linear
response (ADC non-linearity) has been found to be the main limiting factor to HFI
sensitivity in most frequency channels, as it is clearly visible in Figure 1.6. More
recently, both POLARBEAR [31] and EBEX [125] (both experiments based on
TES technology) have observed detector non-linear response due to an unexpected
excess in the optical signal seen by the bolometers. In [125], the authors argue that
this loading excess is associated with HWP non-idealities, and it results in total
intensity contamination of the reconstructed polarized signal. Since LiteBIRD will
employ a similar detector technology and HWP configuration, it is vital to address

the possible presence of detector non-linearity and its impact on the data.

4.1 Bolometers

As already mentioned, a bolometer is a device that measures the power of the
incoming radiation by absorbing the incoming photons. The photon absorption
process heats up the detector and causes a change in its electrical resistance. By
knowing the temperature-resistance relation of the detector it is possible to measure
the power deposited from the incoming radiation.

A bolometer is made of an absorber, characterized by a heat capacity C,

connected to a thermal bath at stable temperature 7} through a weak thermal link
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Figure 4.1: Left: A simple sketch of the working principle of a bolometer. The bolometer
temperature Tj., is kept slightly higher than the thermal bath temperature thanks to
a combination of optical loading power F,,; and the thermal power dissipated by the
electrical bias Py;,s. This power imbalance creates a power flow P, between the absorber
and the bath through the weak link G. The time evolution of this system is defined by
the heat capacity value C' and the thermal conductance of the weak link G as 7 = C'/G.
Right: The temperature-resistance relation for normal metal, semiconductor-based or
superconductive thermistors.

of thermal conductance G. In Figure 4.1 we show a simplified sketch illustrating the
working principles of a bolometer. For an external power falling on the bolometer we
expect the temperature of the absorbing element to increase from the temperature of
the thermal reservoir T}, to a new value Tyoo (Thoro > Tp). If the power falling on the
bolometer is a combination of optical loading F,,; and thermal dissipation due to an
electrical bias (Pyqs), the total incident power compensates P,, the power flowing
out of the bolometer through the weak thermal link to the bath: B, = P, + Pias.
We can compute the temperature evolution in time of the bolometer through the

thermal differential equation (neglecting noise contributions):

dr
CE — —Pb + Popt + Pbias- (42)

While this is true for every type of bolometer, the evolution of the current flowing
through the bolometer depends on the effective temperature-resistance relation of
the specific bolometer. In general we want the bolometer to have a non-constant
resistance around the operation point, but a well determined dependence from the
temperature: R(T'). In this way a change in temperature due to a varying incident

power is converted to a change in the bolometer resistance that can be read out.
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Figure 4.2: Temperature-resistance relation for a TES detector with superconductive
transition at critical temperature T, ~ 0.17 K (LiteBIRD like). Left: data from a test
detector courtesy of Aritoki Suzuki at LBNL. Right: An analytical model for the expected
LiteBIRD-specific detectors with R, =1 Q.

The main difference between classical semiconductor-based bolometers and
superconductive TES sensors is that the former are characterized by a high
resistance (~ 1 M2) and relatively small negative value of the logarithmic derivative
(—10 £ a < -5):

_dlogR

= — 4.3
« dlogT’ (43)

while the latter are characterized by a much smaller value of resistance (~ 1 €2 or
lower) and a positive value of a (2 100). Due to these characteristics, semiconductor
bolometers are usually operated in current-bias mode (Pyis = IZ, R(T)), while
TESes are operated in voltage-bias mode (Pyiqs = Vi2,./R(T)) to obtain a stable
operation thanks to the Electro-Thermal Feedback (ETF) effect. In fact in both
cases, for a stable electrical bias, an increase in temperature due to an increase in
optical loading causes the joule heating power P, to decrease, therefore keeping
the bolometer operation point stable.!

Semiconductor bolometers have two main disadvantages. Firstly, the high

impedance can easily amplify microphonic excitation that can contaminate the

'Tn the semiconductor case, the temperature increase causes a decrease in resistance which lower
the value of Py;qs. On the other hand, in the superconductive case, an increase in temperature
causes the resistance to increase. When the detector is voltage biased the value of Py;,s decreases.
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data. Secondly, a larger absolute value of o produces a stronger Electro-Thermal
Feedback effect that allows TES sensors to achieve a more stable operation.

In Equation 4.2, the power P, flowing through the thermal link between the
bolometer island at temperature T and the thermal bath at temperature Tj |,

is classically modelled as:

G

Pb - nTn—1

(T =17, (4.4)

where n = [ + 1 and the value of 8 depends on the primary thermal carriers.
For electrons 8 = 1, while in the case of phonons f = 3. In the following
we will assume phonons to be the primary thermal carriers in the case of TES

bolometers, therefore n = 4.

4.1.1 Transition Edge Sensors

Two representative temperature-resistance relations are shown in 4.2. On the left
we report the measured relation (courtesy of Aritoki Suzuki) for a test detector
with critical temperature T, ~ 0.17 K. The target normal resistance (Ohmic branch
for T' > T.) for LiteBIRD detectors is R,, ~ 1 €, therefore on the right we also show
an analytical model using a arctan approximation to mimic the behaviour of the
superconductive transition. The analytical model is created with the assumption
that the width of the transition is 10 mK, defined as the temperature window
where 0.25 Q < R < 0.75 2. With this assumption we obtain a value of a ~ 100
at the center of the transition (R 0.5 Q).

In Figure 4.3 we show the computed value of the logarithmic sensitivity a for
the two cases in Figure 4.2. The arctan approximation is a fairly good assumption
for R 2 0.5R,. Typically TESes are operated at R ~ 0.7R,,.

As mentioned previously, to make use of the ETF effect, TESes are operated in
voltage-bias mode. In Figure 4.4 we show a basic DC circuit to voltage-bias and
read-out a TES detector. On the right side we also show the Thevenin equivalent
circuit. A biasing current is split between a shunt resistor R, and the TES (Rrgs)

in series with an inductor L. If Ry, < Rrgs the Thevenin equivalent circuit voltage
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Figure 4.3: Left: R vs. « for the curve in the left image of Figure 4.2. Right: R vs. «
for the analytical curve in the right image of Figure 4.2.

is constant V' ~ [,sRs. Typical values of the shunt resistor are of the order 1
mS) < R, < 10 mQ2. To avoid the effect of parasitic resistance TES detectors are
operated at R ~ 0.7R,,, however smaller values can be used if parasitic effects are
well under control with the advantage of obtaining stronger ETF effect and higher
detector stability, as we will show in the next sections.

For the simple read-out scheme in Figure 4.4 we can write the time evolution

of the current flowing through the detector as:

dl
LE = V - RTESI - RSI, (45)

where L is the inductor that couples the TES detector to the SQUID amplifier,
and defines the electrical time-response 7, ~ L/Rrps. A thorough analysis of
the stability criteria for the system is beyond the scope of this thesis and can be
found in [122]. However, We report here some of the relevant parameters for the

continuation of this thesis, the loop gain:

anias

L=—Gr

(4.6)

which defines the strength of the ETF effect and the stability of the detector

response, the thermal time constant sped-up by the loop gain:

c 1

T= G+l [s], (4.7)
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Rrpg Rrgs

Figure 4.4: Left: A simple DC circuit to voltage-bias the TES. If the shunt resistor
Rs; < Rrpg the TES is bias by a constant voltage V' ~ I;,sRs. Right: The equivalent
Thevenin circuit. The TES is paired to a SQUID amplifier through an input inductor L.

and lastly the current responsivity (gain) of the detector to an external signal

of angular frequency w:

g __1 £ 1
L= VL+11+iwr

[A/W]. (4.8)

For an external signal varying slowly compared to the time response of the system,
and £ > 1 the detector gain becomes stable and independent of the operation
point of the detector S; ~ —1/V.

The electrical time constant 7,; sets a fundamental limit to the speed of the
detector: 7 > (L—1)7,, a faster response becomes quickly unstable. Therefore an ap-
propriate inductor needs to be used depending on the target detector response speed.

By solving the two coupled differential equations 4.2 and 4.5 we can simulate the
detector response in time to external inputs like the power across the sky, thermal
instabilities of the thermal bath, instability of the bias and varying magnetic fields.

Each of these will be discussed in the next sections.

4.1.2 Noise

The high sensitivity achievable by bolometers is undoubtedly the reason for their
success and widespread use in CMB experiments nowadays. The detection of CMB
B-modes requires very high sensitivity (of the order of tens of nK); bolometers,

compared to coherent detectors, can be packed together in large arrays and are
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not intrinsically noise limited. Since the early 2000s various research groups have
fabricated and tested background-limited bolometers, both for ground and space
environment [120].

Background limited performances (BLIP) requires that the main source of
uncertainty is due to the statistical uncertainty in the arrival of photons from the
source (photon noise), hence the detector is not limited by intrinsic noise sources.
Therefore, if we can define each noise source j in terms of its Noise Equivalent
Power (NEP)?, background limited performance is obtained for NEP; ;s < NEP,,
where NEP, is the photon NEP, and N EP;;, is the combined NEP of every other

noise source (NEPj;; = /> ; NEP;).

4.1.2.1 Photon noise

The photon noise can be calculated from the optical spectral power P, " falling

on the detector [121]:

NEP? = /0 S Py oyl + /0 P2

,opt

dv, (4.9)

where the first integral represents the Poisson term (or shot-noise), while the
second integral is the bunching term (the bunching term contribution becomes
increasingly negligible with increasing frequency)®. For space-based observations
where the dominant photon source is the CMB, assuming polarization sensitive
observation bands between ~ 10 and ~ 500 GHz with ~ 30% bandwidth and optical
efficiency ~ 0.5, typical value of optical power loading is of the order ~ 0.1 — 1
pW (including the contribution from the optical elements of the telescope). With
these assumptions we find NEP, ~ 1077 W/v/Hz".

2The Noise Equivalent Power is defined as the input power that results in a S/N (signal-to-noise
ratio) of 1 for 0.5 s of integration time.

3If the photon source can be approximated with a black-body with temperature T, P, for
a polarization sensitive bolometer can be calculated as Pop = 5 [~ B(v,T)G(v)QAcdv, where
B is the Planck function, G is the bandpass response and QA is the detector throughput. In
the Rayleigh-Jeans limit for a top-hat bandpass response and diffraction limited observation
(QA. ~ \?), P, reduces to kgTnAv, where 7 is the optical efficiency in band.

4For a narrow bandpass response Av around vy where P, opt can be assumed to be constant,
we can approximate IV EPA% = 2hvy Popt + Pozpt /Av. Where P, is the integrated power received
in the frequency band Av, and for a narrow bandwidth we defined P, opr = Popi/Av.

5The CMB only contribution is NEP, ~ 9 x 1018 W/\/E around the peak of the spectrum
v ~ 160 GHz.
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4.1.2.2 Bolometer noise

The bolometer intrinsic noise is dominated by two main sources: thermal carrier
(phonons) fluctuations in the link connecting the bolometer island and the thermal
bath (phonon noise — NEPg), and thermal noise due to the electrical carriers in
the thermistor (Johnson noise — NEP;) [127, 128]. Both of them are related to the
temperature of operation of the bolometer, therefore low temperature operation
results in lower intrinsic noise.

The total intrinsic noise of the bolometer can be expressed as: NEPZ, =

NEP} + NEPZ.

Johnson noise. The contribution of Johnson noise to the total NEP can be

computed knowing the temperature 1" and electrical resistance R of the thermistor as:

4kgT 1

NEP? = R o (4.10)
1

where Sy is the detector responsivity as defined in Equation 4.8.

Phonon noise. The thermal link between the bolometer island at temperature
T and the thermal bath at temperature T}, is out of thermal equilibrium. From

[127] we can compute NEPg from:

28+3
1— (L

pi1 = (#)

20+3, (Tb>f3+1’

T

NEP2 = 4kgT?vyg with ~ = (4.11)
where for phonons 5 = 3, g = 0P, /0T is the dynamic thermal conductance and
Py, is the saturation power that defines the dynamical range of operation of the
bolometer. Assuming that the bolometer island is suspended over the thermal bath
thanks to NV legs (thermal link) of length ¢, cross section A and thermal conductivity

of the form koT?, the saturation power can be tuned through the relation:

A [T Ak
Py = N? koT? = N2 20

B+1 _ mp+1 1
A MH(T /. (4.12)
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We can compute the dynamical thermal conductance as:
A
9= N?koTﬁ : (4.13)

Typically the phonon noise contribution is approximated with the thermal
equilibrium case: NEPZ ~ 4kgT?G. However, for a given Py, value, from Equation
4.11 it is possible to find the optimal operation temperature that minimizes the
phonon noise contribution: 7' ~ 1.71 x T}, [71]. In the case of LiteBIRD, the
baseline bath temperature is 7, = 0.100 K, therefore the TES bolometers are
designed to be operated at T' ~ 0.17 K. This value corresponds to the target
transition temperature T..

The saturation power Pj,; is an extremely important parameter in the detector
design process. The total power on the detector is the sum of the optical power from
the sky P,,+ (and some loading due to the telescope structure) and the electrical
power due to the electrical biasing of the thermistor P,,s. For stable operation
Phiqs ~ Py, therefore the total power on the detector is Por ~ 2 X P,,;. However, in
order to allow for some margin, a typical design solution is to tune Py, ~ 2.5 X Py
A higher value would increase the dynamical range of the detector at the cost
of increased phonon noise (NEPZ x Py,). Combining Equations 4.11, 4.12 and
4.13 we can rewrite the phonon NEP as:

(B+1)? (T/Ty)*** — 1
2643 [(T/T,)P =12

NEP2 = 4P,,;kpT, (4.14)

Secondly, once Py, and the target thermal time constant 7 = C'/G are defined
we can derive the required value of G, by substituting P, in Equation 4.4 with
P, and C' to meet these targets. As an example, in the simulations and analysis
in the next sections, by assuming a representative loading F,,; = 0.5 pW we can
assign G ~ 30 x 1072 W/K to obtain a saturation power ~ 2.5 X P,,. The target
normal thermal time constant for LiteBIRD detectors is 7 ~ 33 ms; we can use
this to fix the value of C' ~ 1 x 107'2 J/K. Note that the thermal time constant

is sped-up by the loop-gain, therefore for a target £ ~ 10 (common target for
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most CMB experiments employing TES bolometers), following Equation 4.7, the

thermal time constant becomes 7 ~ 3 ms.

From Equation 4.10 and the N E Pg thermal equilibrium approximation we can
compute their expected typical values for a LiteBIRD detector. In the limit of high
loop-gain (£ > 1) the responsivity S; ~ —1/V, therefore N EP? can be rewritten
as N EP} = 4kpT Pyigs. If Pyigs ~ Pop ~ 0.5 pW, the Johnson noise contribution
to the total NEP is ~ 2 x 107'®* W/V/Hz (< NEP,). And, for the value of G
obtained in the previous paragraph, NEP; ~ 7 x 107* W/\/Hz (< NEP,). As
highlighted in [127], assuming the thermal equilibrium approximation, the phonon

noise is overestimated by up to 30%. This is clearly visible in Figure 4.5.
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Figure 4.5: Representative noise levels expressed as NEP for LiteBIRD detectors,
assuming an optical power P,,; = 0.5 pW constant across a narrow 30% bandwidth at 100
GHz (this is an approximation). The photon noise level does not depend on the bolometer
operation temperature as it is clear from the red dashed line. The optimal phonon noise
is found from [127] at Tpeo ~ 1.7 x T}, as shown by the blue solid line and highlighted by
the black dashed line that indicates the minimum. As mentioned, the thermal equilibrium
approximated formula slightly overestimates the phonon noise level at the operation point
(blue dot-dashed line). Finally, the Johnson noise contribution is shown as a green solid
line.
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4.1.3 SQUID

Superconductive QUantum Interference Devices (SQUIDs) are ubiquitous in CMB
experiments using TES bolometers, independently of the experiment specific read-
out configuration, thanks to their intrinsic low noise performance. A full discussion
of the noise properties of SQUIDs is beyond the scope of this thesis, the interested
reader can find useful information in the context of CMB and TES bolometers
in [129, ], as well as [131, | for details about the SQUIDs and electronics
used for the work presented here. Note that these are commercial SQUIDs and
are employed only for lab tests, not for the real instrument.

For the sake of the discussion we will report briefly the working principle of a
DC SQUID. A DC SQUID is a superconductive loop connecting two Josephson
junctions (Superconductive-Insulator-Superconductive — SIS) as seen in the sketch

in Figure 4.6 (AC SQUID requires a single junction). When the biasing current I,

Vinin Vmax Voltage

I, o
M =
o I ) . S
froTn (O] e L Vinax
e L 3 QI 1o v
Vl' " Vmin
Pry; : o
= 3
Flux-Locked
Loop Feedback Magnetic Flux &

Figure 4.6: A simplified sketch of a SQUID. The superconductive ring in blue is
interrupted by two thin insulating layers (in red) that creates two Josephson junctions.
When the bias current is larger than the critical current of the Josephson junction (I, > I..)
a voltage V appears across the junction. At the same time the superconductive ring
reacts to a magnetic flux ® generated by the inductor in series with the TES detector, by
creating a current that tries to null the net flux through the ring. This current changes
direction every %@0 as seen from the green ® — V' curve. Since the response is periodic, a
feedback circuit is used to keep the SQUID at a stable fixed working point (FLL) with
constant gain Sg = OV /0®. The overall sensitivity of the system is defined by the SQUID
gain S and the mutual inductance M between the SQUID and the input inductor.
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exceeds the critical current 1. of the junction, the current carriers (Cooper pairs)
in the superconductor can quantum tunnel through the insulating barrier, and a
voltage appears across the junction, as described by the I — V' curve in Figure 4.6.

The allowed magnetic flux through the superconductive ring is quantized: &, =
h/2e = 2.07 x 107> Tm?. When the applied flux ® # nd, (where n is an integer
number), the SQUID reacts by creating a screening current to bring the net flux to
n®q. The screening current changes sign (flowing direction in the superconductive
loop) every %QDO. This results in the periodic behavior seen in the green V — ®
curve of Figure 4.6. Typical noise values for state-of-the-art SQUIDs are of the
order ~ 1070 ®y/v/Hz (see [129, 132, 133]).

Since the response is periodic, in order to use the SQUID as an amplifier, a
feedback circuit is required to lock the SQUID at a fixed operation point that
maximizes and stabilizes the responsivity Se = 0V/0® at a constant value. This
type of operation is called Flux-Locked Loop (FLL) and can be achieved with
a second inductor that supplies the feedback flux ®ry;. Details of hardware
implementation solutions can be found in [130].

Ultimately the responsivity of the input inductor-SQUID system is defined by
the flux sensitivity Se of the SQUID and the mutual inductance M of the system:

oV
Sy = Mg [V/AL (4.15)

Note that, for real applications, SQUID amplifiers are made of arrays of tens

of SQUIDs in series (see [132]).

4.2 TES response simulator

With the definitions given up to now, the data time stream from the detector and

read-out can be written in the following way (in units of voltage V or ADU):
d=[Si(s+n,) +ns;+ng+nx +ng|Sv + doss, (4.16)

where S; ([A/W]) and Sy ([V/A] or [ADU/A]) are respectively the bolometer and

SQUID responsivity. The term s represents the observed sky signal in units of
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power ([W]) after integration over the band and the beam, and n., is the photon
noise contribution ([W]). The other noise terms are referred to the SQUID input
and therefore are expressed in units of current ([A]). The terms n;, ng and ng
are respectively the Johnson noise and phonon noise of the bolometer, and the
read-out noise. We included two extra terms nx and d,ss that represent possible
additional noise due to the hardware (e.g. microphonic effects) or external sources
(e.g. cosmic rays) and a non-zero offset of the read-out.

In an ideal experiment, the noise contribution is purely white, meaning that the
Power Spectral Density (PSD) is constant in frequency. Although this is generally
true on short time scales (~ tens of seconds) the noise becomes pink (1/f) on longer
time scales due to environment instabilities (thermal, electrical, optical etc). This
can severely limit an experiment capabilities by contaminating the cosmological
signal, especially on large angular scales (low-£). Hence, a good understanding
of the origin of the noise is required.

Note that this is also one of the reason for the use of polarization modulator
in recent CMB experiments; by modulating the polarized signal at a constant
frequency fioq (~ few Hz), the signal of interest is pushed to higher frequencies
(4fmoa) to suppress the impact of the 1/f component.

In the following we will analyze some of these terms focusing mostly on the

bolometer gain S; and how it is affected by the environment.

4.2.1 DC simulation

We wrote a simple program in python and C that exploits the Runge-Kutta 4th order
method [134] (Appendix F) to integrate Equations 4.2 and 4.5 for Py.s = V?/Rrps
and P, as given in Equation 4.4. The temperature-resistance relation for the
TES detector Rrps can be modelled either analytically (arctan approximation)

or from measured data.

# TES Simulator based on Irwin & Hilton, 2005
import numpy as np

# TES response model parameters
L =10.e-8 # SQUID—input inductor
Rs = 0.02 # Shunt resistor
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1006 Ib = 33.e—6 # Bias current 0.5

Th = 0.1 # Bath temperature
08| Te = 1.71%Th # TES transition temperature

Rn = 1. # TES normal resistance
1010| alpha = 100. # TES alpha at R = 0.5

n = 4. # Thermal carrier +1 (phonon = 3)

12| P_opt = 0.5e—12 # Expected average optical power
Psat = 2.5xP_opt # Expected saturation power
1014|K = Psat /(Tc#xn—Tbasex*n)

G = Ksn*Texx(n—1.) # TES thermal conductance

16| taul = 33.e—3 # Thermal time constant

C = tau0xG # TES heat capacity

1018
# TES R vs. T curve — arctan approx

20| def RT(T):

A = alphas*np. pi*(Tcxx2+1.)xRn/2./Tc

1022 return Rnx(np.arctan ((T-Tc)*A)4np.pi/2.)/np.pi

1024|# TES T & 1 evolution

def bolo(IT, Ib, P, Tb):

1026 I = IT][0] # Current initial condition
T = IT[1] # Temperature initial condition

1028 R = RT(T) # TES resistance vs. T
V = IbxR+Rs/(R+Rs) # Voltage bias

1030 Pb = G#(T**n—Th**n) /(n*T*x(n—1.)) # Power out of the leg
Pr = VxV/R # Electrical power

1032 dITdt = np.array ([(V=I*Rs—I%R)/L, (—=Pb+Pr+P)/C]) # Differential
equations

return dITdt

1034

# Input
ws6] t1 = 0. # Initial time [s]
tf = 10. # Initial time [s]
103s| step = 1000 # Sampling rate [s—1]
steps = int ((tf—ti)*step) # Steps
ww|t = np.linspace (ti, tf, ) # Time array
Th = np.ones_like(t)«Th # Bath temperature array
1042|P = np.ones_like (t)*P_opt # Optical power array
Ib = np.ones_like(t)xIb # Bias current array
1044
# Initial condition
1046| TO = Tc # Initial bolo temperature
I0 = Ib[0]*Rs/(RT(T0)+Rs) # Initial bolo current

1048

1050

1052

1054

1056

1058

ITO = [I0, TO]

# Solve & Update

h=abs (t[1]—t[0])

I = np.zeros(step)

T = np.zeros(step)

# Runge—Kutta 4th order
for i in range(step):

solver

# Time step
# 1 — output array
# T — output array

kl = hxbolo(ITO, Ib[i], P[i], Tbh[i])
ITO_tmp = [ITO[0]+0.5+kI1, ITO[1]+0.5%kT1]
k2 = hxbolo(ITO tmp, Ib[i], P[i], Th[i])
ITO tmp = [ITO[0]+0.5%kI2, ITO[1]4+0.5%kT2]
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k3 = hxbolo (ITO_tmp, Ib[i], P[i], Tb[i])
ITO tmp = [ITO[0]+kI3, ITO[1]+KkT3]

k4 = hxbolo (ITO_tmp, Ib[i], P[i], Th[i])
10 = ITO[0]+ (kI1+2+kI2+2+kI3+kI4) /6.

TO = ITO[1]4 (kT1+2+kT2+2+kT3+kT4) /6.
ITO = [10, TO]

I[i]=IT0[0]

T[i]=1T0[1]

Listing 4.1: A simplified example of the TES response simulator for a DC biased
bolometer. All inputs are set to the ideal operation value and the TES R(T) curve is
described with an arctan approximation. The complexity of the system can be increased
according to the need of a specific study. The code is publicly available at https:
//github.com/tommad0/tessimdc.

In 4.2.1 we show a simple example of the Python version of the code (the C
implementation is more efficient for obvious reason but less compact). Figure
4.7 shows the input and output of the TES simulator when the TES is biased
at R ~0.7x R, (R, =1 ). Assuming an average input power of 0.5 pW the
code waits till the operation point is stable (at t = 0 s in Figure 4.7). Once the
response is stable, we injects a small and slow fluctuation with 1% amplitude on
a 10 s time-scale. This condition satisfies w < 1/7 as explained in the previous
sections. The variation of current flowing through the bolometer and its temperature
are shown also in Figure 4.7.

This is a simple example of how this code can be used to simulate the real response
of the detector to external input, like the effective power seen by the detector during
the observation, or fluctuations of the bath temperature 7;. In the next section

we will show some cases studied and their results.

Optical Power Input TES Current Response TES Temperature Response
171.510
1.050
0.504 1.048 171.505
0.502 1.046 171.500
— _ &
1510.500 E 1.044 é 171.495
T — 1.042 — 171.490
0.498
1.040 171.485
0.496 1038 171.480
1.036
0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10
time [s] time [s] time [s]

Figure 4.7: TES biased at Rrpg ~ 0.7 2. Left: Input optical power P,,;. The default
value is 0.5 pW. We add a sinusoidal signal with 1% amplitude to study the detector
response. Center: TES current response. Right: TES temperature response.
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A shortcoming of this code is the required simulation resolution. The baseline
sampling rate for the LiteBIRD mission will be of the order of a few tens of Hz
(after down-link from the spacecraft — the exact value is still under investigation),
therefore in principle a Time-Ordered Data (TOD) simulation could be performed at
this rate to obtain real representative data. However, due to the expected thermal
time constant 7 ~ 3 ms during operation, the time resolution for the numerical
simulation needs to be higher than the detector response to avoid numerical errors.
Hence, a sampling frequency 2 1000 Hz is required.

This can be complicated even further if we want to study the impact of fast events

like cosmic ray glitches; a higher resolution may be required.

4.2.2 Multiplexed readout

Before discussing in details the results of the non-linearity studies, we describe
briefly the multiplexing readout scheme that will be employed by LiteBIRD: DfMux
or Digital-frequency Multiplexing. The same scheme has been used by the Atacama
Pathfinder Experiment (APEX), EBEX, SPT and the POLARBEAR collaborations
[135]. It is also one of the possible solutions for CMB-S4 [130].

We can divide multiplexed readout technologies into two major categories: Time-
Domain Multiplexing (TDM) and Frequency-Domain Multiplexing (FDM) [137].
In the former case (TDM) several detectors are read through the same channel by
rapidly (much faster than the response of the single detector) switching between
detectors so that at any given time only a single detector in the channel is effectively
connected to the read-out. While in the latter case (FDM), detectors in the same
read-out channel are biased at different frequencies so that they can be amplified and
read-out at the same time. FDM technologies have become more popular with the
increase of experiment size because they require less wiring between the coldest stages
of telescopes (focal plane) and the warmer stages, therefore reducing thermal loading.
DfMux is not the only FDM technology available in the CMB community, but it
is currently the more advanced since it has been successfully employed in several

experiments with 1000s of deployed detectors. Another scheme that is becoming
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increasingly popular thanks to its recent partial adoption by the BICEP /Keck
collaboration [138] and its selection for future use in Simons Observatory [139], is
known as microwave-multiplexing or pMux [110]. Without going into details, the
main difference between DfMux and pMux comes from the range of the available
total readout bandwidth: ~ 10 —100 MHz for the DfMux system, and ~ 10 GHz for
the puMux system. In principle, if the single detector bandwidth is fixed, this offers
a clear advantage to the uMux system because of the much larger total bandwidth.
Comprehensive details of the current status of the DfMux system are available in
[141, ]. In Figure 4.8 we show a simplified sketch of the system. The system
can be roughly divided into two parts. First, the warm electronics that consists
of a FPGA responsible for biasing the detectors as well as reading and storing
the output, a warm amplifier and some passive components necessary to set the
correct working points. This part of the readout does not require cooling and
can be placed outside the cryostat. Second, the cold electronics which consists
of the TES detectors on the focal plane (each coupled to a LC filter in series),
the SQUID amplifiers, the shunt resistor or inductor. In the current configuration
the SQUID amplifier is placed at the same temperature stage as the detectors
(100 mK for LiteBIRD). In earlier implementations of the system, the SQUID

Room Temperature Sub-Kelvin Stage
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Figure 4.8: The most recent schematic for the DfMux readout system from [112].
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amplifier was sitting on a cold intermediate stage. This new solution is projected
to reduce the effect of parasitic impedance due to the long wiring needed when
detectors and SQUIDs are on different stages.

As visible in Figure 4.8, a SQUID amplifier reads the current from N detectors.
The N detectors are AC voltage-biased in parallel, and each detector is connected
in series to a LC filter. This solution allows the FPGA to generate a series of N
carrier signals at different frequency (tones) on the same bias line. Each LC filter
selects only one tone of frequency vpc =1/ 2V LC. The signals are summed again
after going through each TES detector and coupled to a single SQUID amplifier.
To keep the signal in the SQUID dynamic range a nulling signal of opposite polarity
is summed to the signal before coupling it to the SQUID input.

Due to this specific architecture, which AC-biases the detectors (compared to the
DC-bias case explained in the previous section) we find that the responsivity
of the detector becomes:

V2 L 1

_Vrmsﬁ—i-ll—l—ium-

Sy = [A/W), (4.17)

where V,,,, is the root mean square value of the AC voltage across the detector
(corresponding to 1/2v/2 of the peak-to-peak value for a sinusoidal signal).

By changing the capacitance C; value of each LC filter N different vy tones are
obtained in the MHz range. We have modified the simple code presented in 4.2.1 to
account for the AC-bias and the presence of the LC filters. However, given the tone
frequency range (~ 1—10 MHz), the simulation becomes even more computationally
expensive. Therefore, we show in Figure 4.9 only the result of a simple test done
to check the code performance, but in the next section we will revert to the DC
analysis to test the detector non-linearity. However, with the AC code already
implemented, in the future we can develop more extensive studies of the detector
response, in particular to address cross-talk effects and correlated noise between

detectors. To simulate the AC-biased TES, Equation 4.5 needs to be modified to:

d’I  dv  dI I

(L+ Lic) —(Rrps + Rs) — o (4.18)
Lc

Atz dt di
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Figure 4.9: AC biased TES response evolution for a stable optical power input of 0.5
pW. The bias is driven at frequency vrc = 1 MHz for this example. After assigning the
initial condition, the detector response stabilizes on a time scale ~ 7.

where Lo and C¢ are the inductance and capacitance of the LC filter. For now
we assumed a shunt resistance Ry, there is a possibility of using a shunt inductor

like in Figure 4.8 that can be also implemented if necessary.

4.3 Non-linearity effects

The response of the detector is fixed by the operation point which is set by the
electrical bias and the optical loading power, as well as the temperature of the
thermal reservoir. Several external factors can affect the operation point and
change the effective responsivity of the detector during observation. In this section
we assume the analytical temperature-resistance relation (arctan approximation)
in Figure 4.2 (right) to address some of the effects that can cause a non-linear
response of the TES detector in the DC-bias case. In first approximation the results
presented can be translated to the AC-biased case by computing the amplitude of
the equivalent AC voltage required to obtain the same responsivity.

In the following we analyze the effect of variation of the optical loading power P,,;,
thermal bath T, and biasing current I;,s. A fourth example will be discussed in
Chapter 5 when considering external magnetic fields. We study each case for two
effective bias points: Rrgs ~ 0.7 Q and Rrgs ~ 0.5 2. The first one is justified by

the fact that several past and current experiments have used Rrgg ~ 0.7R,, as the
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target for detector operation. However, by moving the operation point deeper into
the TES transition, a faster and more stable response can be obtained, as we will
see in the following. Therefore, in principle reducing the effective resistance of the
detector during operation can be an advantage. Unfortunately, a lower detector
resistance can increase the susceptibility of the system to parasitics, hence we need to
consider all advantages and disadvantages when defining the optimal operation point.
On top of that, the detector speed needs to be limited to avoid instabilities [122].
The recent efforts put into increasing the technological readiness of the DfMux
system are pointing in the direction of a reduction of parasitic impedance [112],
therefore the choice of Rrgs ~ 0.5 €2 may be justified, although it needs to
be experimentally tested.

A summary of the parameters we have taken into account to study detector non-
linearity is given in Table 4.1, along with some of the items we have identified that
can act as a source of non-linearity associated with each parameter. This list can
serve as reference for future studies; at the end of the chapter we present a study of
the level of non-linearity expected from the presence of Galactic foregrounds.

Parameter Source

P, Planets
Galactic plane (foregrounds)
Excess loading from optical elements
Cosmic ray direct hits
HWP differential transmission and emission
T Cosmic ray wafer hits
Focal plane thermal stability
Fridge thermal stability
Tyias Parasitics
"Warm" electronics stability

Table 4.1: Detector non-linearity. In the model presented in this chapter we have
identified three parameters that can produce a non-linear response: optical loading Py,
bath temperature T} and bias current Ip;,s. In this table we list some of the sources that
can cause these three parameters to exceed the nominal range and result in non-linear
response of the detectors.
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4.3.1 Non-linearity for Rrgg ~ 0.7 )

We use the code described in the previous section to simulate the detector response
for an expected optical power P,,; = 0.5 pW. We fix the bath temperature 73, = 0.100
K and we bias the TES at Rrgs = 0.7 €2. Once the response is stable we inject
a fluctuation of optical power or bath temperature fluctuations or bias current to

study the variation in the detector response. In the following we show a few cases.

4.3.1.1 Optical loading: P,,; = 0.5 pW + 1%

In this first case we study the effect of small variations of optical loading power.
We inject a sinusoidal signal (w < 1/7) with 1% amplitude with respect to the
expected value P,,; = 0.5. For most frequency channels the main signal across the
sky (after the CMB monopole and telescope loading) is the CMB dipole which is
responsible for variations of the order ~ £0.1% (Tuipore ~ 3 mK).

After performing the simulation we compute the relevant detector parameters (a,
L, 7 and Sy) as a function of the effective loading power, as shown in Figure
4.10. For each parameter we fit the result with a polynomial of order n. We
keep increasing the polynomial order till the difference between the simulated data
and the fit is < 0.1%. The functional form found through the fitting routine for
each parameter is shown in the legend (red dashed line), along with the expected
value for stable response value (blue cross).

The rationale of this analysis choice comes from the possibility of using the
parameters of the fit to simulate detector non-linearity assuming some well physically
motivated variations of loading power, without the need to simulate the detector
response at the same time. An example will be given in the last section of this
Chapter. Note that this procedure is valid assuming that the variations are slow
compared to the thermal response of the detector (w < 1/7). For variations
on similar or shorter time scales the detector response needs to be simulated in
real-time (e.g. cosmic rays).

The same procedure will be applied to all remaining cases.
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Figure 4.10: TES biased at Rrgg ~ 0.7 2. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 1%
P, variation with respect to a default value 0.5 pW. Top left: Fractional variation of o
as a function of fractional variation of the optical power. Top right: Fractional variation
of £ as a function of fractional variation of the optical power. Lower left: Fractional
variation of 7 as a function of fractional variation of the optical power. Lower right:
Fractional variation of St as a function of fractional variation of the optical power. The
blue cross indicates the default value at the bias point for F,, =0.5 pW.

As discussed in [125], differential transmission and emission (along the two orthogonal
optical axis of the HWP) of the telescope optical elements can cause "large" optical
loading fluctuations and, by coupling to the rotating HWP, create I to P leakage.
This effect is clearly visible in the EBEX data presented in [125] when comparing
them with Planck data, and should be taken into account carefully when designing

LiteBIRD HWP and detectors.
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4.3.1.2 Optical loading: P, = 0.5 pW + 100%

Although for most frequencies optical variations are expected to be of the order
of ~ 1%, thermal dust becomes brighter and dominant along the Galactic plane
at high frequency. Therefore, we include a case where the optical power increases
up to 100% of the expected value P,.

From Figure 4.11 we can observe that the detector becomes completely saturated

above ~ 60% power increase.
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Figure 4.11: TES biased at Rrgs ~ 0.7 2. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 100%
P,y variation with respect to a default value 0.5 pW. Top left: Fractional variation of «
as a function of fractional variation of the optical power. Top right: Fractional variation
of £ as a function of fractional variation of the optical power. Lower left: Fractional
variation of 7 as a function of fractional variation of the optical power. Lower right:
Fractional variation of S; as a function of fractional variation of the optical power. The
blue cross indicates the default value at the bias point for F,,; =0.5 pW.



110 4.3. Non-linearity effects

4.3.1.3 Bath temperature: T;,;, = 0.100 K + 0.001 K.

Similarly to what we have shown for the optical power we address the effect of
varying bath temperature. We limit variations to £1 mK.

The results are shown in Figure 4.10. This analysis can be revised once the details
of thermal fluctuations of the focal plane are well known. This case is of particular
interest to study the origin of 1/f noise in the detectors.

Under different assumptions this can be used also to simulate the effect of cosmic

ray impacts on the focal plane.
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Figure 4.12: TES biased at Rrgg ~ 0.7 2. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 0.001
K Typqn variations with respect to a default value 0.100 K. Top left: Fractional variation
of « as a function of fractional variation of Tpq. Top right: Fractional variation of £ as a
function of fractional variation of Tyu,. Lower left: Fractional variation of 7 as a function
of fractional variation of Tpq. Lower right: Fractional variation of Sy as a function of
fractional variation of Tpq,. The blue cross indicates the default value at the bias point
for Py =0.5 pW and Tyqs, =0.100 K.
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4.3.1.4 Bath temperature: T, = 0.100 K £+ 0.01 K.

For the sake of completeness in Figure 4.13 we show the same plots for larger

variations of Thgumn:

+10 mK.
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Figure 4.13: TES biased at Rrgg ~ 0.7 €. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 0.01
K Tyasn variations with respect to a default value 0.100 K. Top left: Fractional variation
of o as a function of fractional variation of Ty,. Top right: Fractional variation of £ as a
function of fractional variation of Tpqp. Lower left: Fractional variation of 7 as a function
of fractional variation of Tyq. Lower right: Fractional variation of S; as a function of
fractional variation of Tjq,. The blue cross indicates the default value at the bias point
for Py =0.5 pW and Tyqi, =0.100 K.
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4.3.1.5 Bias current: I,, = 38 pA + 1 %.

Lastly we study non-linearity effects due to varying bias current Ip;,s. We limit
variations to +1%.

Results are shown in Figure 4.14. Variations of the electrical bias might be connected
to thermal fluctuations of the warm electronics, although at present a clear physical

modelling is missing. These results can serve as a starting point for discussion.

a - Log Sensitivity L - Loop Gain
1.08 1.08 |
1.06 1.06 |
1.04 1.04 1
1.02 1.02 |
=] o
S 1.00 S 1.001
5] d
0.98 | 0.98 4
0.96 { =— sim - Rpias ~ 0.7Q 0.96 1 = sim - Rpjas ~ 0.7Q
0.94{ == (2.17x%)+(-12.22x)+(11.04) 0.94{ == (2.45x%)+(-12.82x)+(11.37)
=54.47 Lo=7.17
002 ® ® 092 ¥ o
0.990 0.995 1.000 1.005 1.010 0.990 0.995 1.000 1.005 1.010
fhfas/"bfas, 0 i'mas”bﬁas, 0
T - Thermal Time Constant Sy - Current Responsivity
1.08 1
1.020
1.04 1.010
1.02 - 1.005
(=] -
™ ~ 1
+ 1.001 g 1.000
“ 0,995 |
0.98 |
0ol — SiM - Rpjas ~ 0.70 0.9901 —— sim - Rpjas ~0.7Q
' | == (46.43x%)+(-85.89x)+(40.45) 0.985{ == (-4.26x%)+(6.49x)+(-1.23)
094 #® To=4037ms 0.980 | 8 5.0=-1.189 pA/aw
0.990 0995 1.000 1.005  1.010 0.990 0.995 1000 1005 1.010
fbras/fbfas, 0 i'mas”bﬁas, 0

Figure 4.14: TES biased at Rrgs ~ 0.7 2. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 1%
Ipiqs variations with respect to a default value of 38 pA. Top left: Fractional variation of
a as a function of fractional variation of Iy;,s. Top right: Fractional variation of £ as a
function of fractional variation of Ip;.s. Lower left: Fractional variation of 7 as a function
of fractional variation of Iy;,s. Lower right: Fractional variation of Sy as a function of
fractional variation of Ip;,s. The blue cross indicates the default value at the bias point
for Py =0.5 pW and Tpes, =0.100 K.
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4.3.2 Non-linearity for Rrgg ~ 0.5 )

As already explained, we present the results for a different operation point: Rrgg ~
0.5 2. This operation point gives faster and more stable response due to stronger
electro-thermal feedback. Therefore, as we can see from the results, non-linearity

effects are reduced compared to the Rrpg ~ 0.7 Q case.

4.3.2.1 Optical loading: P,,; = 0.5 pW + 1%
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Figure 4.15: TES biased at Rrgs ~ 0.5 Q. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 1%
P,,: variation with respect to a default value 0.5 pW. Top left: Fractional variation of «
as a function of fractional variation of the optical power. Top right: Fractional variation
of L as a function of fractional variation of the optical power. Lower left: Fractional
variation of 7 as a function of fractional variation of the optical power. Lower right:
Fractional variation of Sy as a function of fractional variation of the optical power. The
blue cross indicates the default value at the bias point for F,,; =0.5 pW.
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4.3.2.2 Optical loading: P, = 0.5 pW =+ 100%
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Figure 4.16: TES biased at Rrgg ~ 0.5 . We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 100%
P, variation with respect to a default value 0.5 pW. Top left: Fractional variation of o
as a function of fractional variation of the optical power. Top right: Fractional variation
of £ as a function of fractional variation of the optical power. Lower left: Fractional
variation of 7 as a function of fractional variation of the optical power. Lower right:
Fractional variation of St as a function of fractional variation of the optical power. The
blue cross indicates the default value at the bias point for F,, =0.5 pW.
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4.3.2.3 Bath temperature: T, = 0.100 K + 0.001 K.
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Figure 4.17: TES biased at Rrggs ~ 0.5 (. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 0.001
K Typqsn variations with respect to a default value 0.100 K. Top left: Fractional variation
of « as a function of fractional variation of Tyqp. Top right: Fractional variation of £ as a
function of fractional variation of Ty.. Lower left: Fractional variation of 7 as a function
of fractional variation of Tpqp. Lower right: Fractional variation of Sy as a function of
fractional variation of Tpq,. The blue cross indicates the default value at the bias point

for P, =0.5 pW and Tpq, =0.100 K.
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4.3.2.4 Bath temperature: Ty, = 0.100 K £+ 0.01 K.
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Figure 4.18: TES biased at Rrggs ~ 0.5 Q2. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 0.01
K Tyqsn variations with respect to a default value 0.100 K. Top left: Fractional variation
of « as a function of fractional variation of Tyq,. Top right: Fractional variation of £ as a
function of fractional variation of Ty.,. Lower left: Fractional variation of 7 as a function
of fractional variation of Tpqp. Lower right: Fractional variation of Sy as a function of
fractional variation of Tpq,. The blue cross indicates the default value at the bias point
for P,,; =0.5 pW and Tpq:, =0.100 K.
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4.3.2.5 Bias current: I,,, = 33 pA + 1 %.

a - Log Sensitivity L - Loop Gain
1.02 1.02
1.014 1.01 1
g 1.00 g 1.00
g J
0.99 - 0.99 -
— SiM - Rpjgs ~ 0.5Q = SiM - Rpjgs ~ 0.5Q
== (-8.73x?)+(15.27x)+(-5.54) == (-8.67x?)+(15.12x)+(-5.45)
0.981 98 ,=103.74 0981 98¢ ro=13.74
0.990 0995 1.000 1.005  1.010 0.990 0995 1.000 1.005  1.010
fmas/'"bﬁas, 0 i'bﬁasl"bias, 0
T - Thermal Time Constant 5 - Current Responsivity
1.02
1.010
e 2
T+ 1.00 ¥ 1.000
%)
- 0.995 .
0.99 { = sim - Rpjas ~ 0.5Q — SiM - Rpjas ~ 0.5Q
== (12.38x?)+(-22.68x)+(11.30) 09901 =~ (0.52x?)+(-2.28x)+(2.76)
To=2.238 ms ' S),0=-1.469 pA/awW
0.98 8 o %8 So
0.990 0.995 1.000 1.005 1.010 0.990 0.995 1.000 1.005 1.010
fmas/fbfas, 0 i'bﬁas”bﬁas, 0

Figure 4.19: TES biased at Rrgs ~ 0.5 (2. We study variation of the logarithmic
responsivity «, loop gain £, thermal time constant 7 and current responsivity Sy for 1%
Ipias variations with respect to a default value of 33 uA. Top left: Fractional variation of
a as a function of fractional variation of Iy,s. Top right: Fractional variation of £ as a
function of fractional variation of Ip;,s. Lower left: Fractional variation of 7 as a function
of fractional variation of Iy;,s. Lower right: Fractional variation of S7 as a function of
fractional variation of Ip;,s. The blue cross indicates the default value at the bias point
for P,,; =0.5 pW and Tpqs, =0.100 K.

4.3.3 Galactic signal

As described in the previous section, varying optical power can drive the detector
into non-linear regime and negatively impact the photometric calibration, if not
addressed correctly. In Chapter 3 we derived requirements for the photometric
calibration accuracy in order to minimize the impact on the recovered tensor-to-
scalar ratio parameter. We found a requirement (per detector) d, ~ 0.16 x 102

driven by the high frequency channels.
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Figure 4.20: Percent variation of optical power with respect to the CMB monopole and
telescope loading dominant contributions. As we can see the variations are dominated by
the dipole at low frequency, apart for the area close to the galactic plane, while at high
frequency the Galaxy becomes more important.

We make use of the F,,-S; relation found in Figure 4.15 to address the level of
non-linearity caused by varying optical power during the observation of the sky.
The optical power in space is dominated by the CMB monopole and the loading
from the optical elements of the telescope. However, due to CMB temperature
anisotropies (including the dipole) and unpolarized foregrounds, the effective power

loading the detectors can change from pixel to pixel.

402 GHz - Mask above 1 percent

— |
-0.002 1.000

Figure 4.21: Percent variation of optical power with respect to the CMB monopole and
telescope loading dominant contributions at 402 GHz. We masked the area corresponding
to AP > 1%.
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Figure 4.22: Variation of the detector gain due to non-linearity of the TES response
due to varying optical power per pixel. The power variation is due to the presence of
CMB dipole, anisotropies and Galactic foregrounds and it is computed with respect to
the dominant CMB monipole and telescope internal loading.
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In Figure 4.20, we created maps per frequency channel including all major
components (CMB monopole, telescope loading, dipole, temperature anisotropies,
unpolarized dust, synchrotron and free-free) to estimate the varying optical power
across the sky. The maps are expressed in percent power variation AP with respect
to a expected value due to the dominant CMB monopole and telescope loading. We
can observe that, at frequencies v < 150 GHz, the power remains rather constant
with AP < 1%, while at higher frequencies the thermal dust contribution becomes
increasingly dominant along the Galactic plane. However, to show that the effect
is limited to an area relatively small and confined to the Galactic plane, typically
not used for cosmology, we show in Figure 4.21 the same map at 402 GHz with
the area corresponding to AP > 1% masked.

Using the analysis summarized in Figure 4.15 we can convert the AP maps to
AST maps, corresponding to gain fluctuations due to non-linearity of the detector

(biased at R ~ 0.5 € corresponding to £ ~ 13):

2
S, P P

L — 017 =] +0.22— +0.95, 4.19
St0 (Po) Py ( )

where Sy is the value in each pixel for a power P, while S is the expected value for
P, (assuming that the signal is dominated by the CMB monopole and the telescope
internal loading). In the limit of non-linearity of the system driven solely by varying
optical power seen by the detectors, this can be related to the required accuracy
of the photometric calibration per detector: §, = AS;/Srp.

In Figure 4.22 we show the result for all frequency channels. We can notice that
for most channels the variation is smaller than the requirement 6, ~ 0.16 x 1072
everywhere across the sky. The only channels where the effect is larger than the
requirement are those for v > 195 GHz. However, even for the worst case channel
at 402 GHz, the effect is limited to a small and confined region close to the Galactic
center, as we can see in Figure 4.23, where we masked the region where the variation
is larger than the requirement value. We can observe that this area is fully contained
inside the masked region used in the cosmological analysis in Chapter 3. Therefore

we can conclude that in the limit defined at the beginning of this section, this
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Figure 4.23: Fractional variation of the detector gain due to detector non-linearity
caused by varying optical power on the detector at 402 GHz. The area where the variation
is larger than the requirement on photometric calibration accuracy as discussed in Chapter
3 is masked (grey colour).

non-linearity effect will have minimal impact on the cosmological analysis. However,
it may have a significant impact on Galactic science. In this context we performed a
quick test to determine whether the non-linearity can cause a significant bias in the

measured polarization level (P = +/Q? + U?) along the galactic plane, where the

402 GHz - Pol. fraction 402 GHz - Poln/Poly

 ee— ]|
0 * 25 0.85 1

Figure 4.24: Left: Dust polarization fraction P/I at 402 GHz. The colorbar shows
the percent level. Right: Effect of non-linearity on the reconstructed polarized intensity.
Fractional difference between input dust map and reconstructed dust map. The effect
appears to be significant (~ 15%) only in the proximity of the galactic center.
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non-linearity effect appears to be more dominant. In Figure 4.24 (left) we show the
dust polarization fraction (P/I) at 402 GHz as generated with PySM using Planck
results. Using these data and the non-linearity maps in Figures 4.22 and 4.23 we
created a reconstructed polarized intensity map in presence of detector non-linearity
induce by the dust extra loading: P,; = Fy+ AS—S;IPO (where Py is the input polarized
intensity). In the right panel of Figure 4.24 we show P,;/P,. The effect appears to
be relevant only in the proximity of the galactic center where the polarized intensity
is underestimated by ~ 15%. However, a broader analysis of the possible sources of
detector non-linearity is required to fully address the scale of this effect.

This and other source of detector non-linearity will be addressed in more details
in the future. We hope that this Chapter can serve as a starting point for more
comprehensive studies that are needed given the challenging goal of future CMB

experiments.



Test-Bed Cryostat

In this final chapter, after briefly describing the TES read-out system we im-
plemented and characterized at Kavli IPMU, we present three main topics. In
Section 5.1 we describe the TES time-constant model and we show measurements
highlighting the dependence from the detector working point. In Section 5.2 we
present the design of a test-bed cryostat to test the response of TES detectors
in combination with a scaled version of the LFT HWP. Finally in Section 5.3 we
discuss the characterization of a customizable castable microwave absorber that
could be potentially used to reduce stray-light in optical systems or to fabricate
cryogenic calibration targets. The first two sections are partially based on [2],
while the third one is based on [1].

Since Kavli IPMU is responsible primarily for the development of the LF'T HWP-
PMU assembly, we would like to have a test-bed to check that the PMU does not
interfere with the detector and read-out system. The first step toward this goal
has been to establish a system at Kavli IPMU to learn how to read and test TES
detectors. This can be useful to complement tests being done by our American
colleagues who are developing these detectors.

In Figure 5.1 we show the set-up at Kavli IPMU. We use a ADR (Adiabatic

Demagnetization Refrigerator) from HPD', which uses a mechanical refrigerator

lhttps://hpd-online.com/model-106/
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Figure 5.1: Left: ADR fridge at Kavli IPMU. The gold-plated plate is cooled by a
pulse-tube to 3 K. The ADR has two independent stages: GGG that can be cooled to a
base temperature ~ 500 mK and FAA which can be cooled to a base temperature ~ 50
mK. A PID system is used to regulate the FAA temperature after cycling the magnet. Two
SQUID chips are at the bottom of the picture (not visible because enclosed in Niobium
cans for magnetic field shielding). Right: A TES test-chip wire-bonded (aluminum wires)
to pcb pads ready to be installed on the copper plate attached to the FAA stage of the
ADR (top of the picture on the left).

(pulse-tube) to cool two stages to 50 K and 3 K (the 3 K stage is shown in Figure
5.1). The 2-stage ADR fridge sits on the 3 K stage (see Figure 5.1). The two sages
use two different paramagnetic salt-pills which set the base temperature of each
stage: the GGG (Gadolinium Gallium Garnet) stage can reach 500 mK, while the
FAA (Ferric Ammonium Alum) stage can be cooled to ~ 50 mK. A PID controller
can be used to regulate the temperature of the stages after the magnetic cycle.
Details about the cooling power of the cryostat can be found in Section 5.2.

We implemented a simple readout scheme with de-SQUIDs as shown in Figure 5.2.
The SQUID chips used are from Magnicon® [131, 132]. As discussed in Chapter 4 we
use de-SQUIDs in a FLL (Flux Locked Loop) configuration to linearize the SQUID
response (the raw response is periodic as described in Chapter 4 and shown in Figure
5.3). The schematic of the system is shown in Figure 5.2. In this configuration a
feedback circuit consisting of a resistor Ry, and an inductor coupled to the SQUID
with mutual inductance My, keeps the total magnetic flux through the SQUID
constant to obtain a constant gain factor: ®;, + ®5, = const. If we write the

magnetic flux through the SQUID as ® = M1 (where [ is the current through

2http://www.magnicon.com/squid-sensors/squid-series-arrays
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Figure 5.2: Schematic of the TES-SQUID (dc) system implemented in the test-bed
cryostat at Kavli IPMU.

a coil and M is the mutual inductance between the coil and the SQUID), in the
FLL scheme of Figure 5.2 the output voltage V,,; can be expressed in terms of

the current flowing through the TES Irgg as:

R )
Vour = ]\;]:)MinITE&d (5.1)

where M, is the mutual inductance of the input inductor coupled to the SQUID.
In Figure 5.3 we show three plots from the same SQUID showing the periodic
response of the SQUID, for the same SQUID bias conditions (adjusted to maximize
AVt = Voutmar — Voutmin)-

In the left panel we show V,,; vs. If,. As expected from the discussion in Chapter
4, we find that one period correspond to a current value equal to the inverse of the
feedback coil-SQUID mutual inductance: 1/Mjp,. The same plot using the input
coil (Vou vs. Iy,) is visible in the central panel, the current value corresponding
to one period is equal to 1/M;,. Finally, in the right panel we converted the

current values Iy, and I, of the previous two panels to the corresponding magnetic

SM tb, Min, Ry, values provided (calibrated) by the manufacturer.
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Figure 5.3: SQUID test: V — ® curve. The periodic response of the SQUID is shown
for optimal bias conditions. Left: V,u vs. Iy,. One period corresponds to a current value
Ity =1/Myy, = 33.21 pA in this case. Center: Voyut vs. Ii,. One period corresponds to a
current value I;, = 1/M;, = 26.3 pA in this case. Right: The previous two plots with the
current value converted to magnetic flux in flux quantum units. One period corresponds
to one flux quantum.

flux value in units of flux quantum ®,. As expected, one period corresponds to
one flux quantum ®, in both cases.

When testing the TES detectors we always operate the SQUID in FLL mode to
avoid the periodic response of the SQUID. In fact when the total flux through
the SQUID is constant, from Equation 5.1 we find that the output voltage value
depends only on the constant parameters My,, M;,, R, (passive components).

Thus, the gain is constant and independent from the specific SQUID operating

R30m0=0.0967 Q R200mQ=0.2179 Q
17.5
+ data 404 * data
15.04 — fit — fit
12.5 30
i 10.0 g
= 75] = 207
5.0
10
2.5
0.0 0
0 20 40 60 80 100 0 100 200 300 400 500
i'bﬁas [,UA] ’bias [I—lA]

Figure 5.4: SQUID test: measuring resistance of known resistors. Left: We replaced the
TES with a resistor of known resistance R = 80 m{2 at 3 K, and measure it. We obtain
the value from a least-square fit R = 96.7 + 0.02 m€). Right: Same as left with a resistor
of known resistance R = 200 m) at 3 K. We obtain the value from a least-square fit
R =21.79 £ 0.01 mQ2. The excess resistance ~ 0.017 observed in both cases is attributed
to the residual resistance of the wiring and soldering material.
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point (or the amplifier gain):

be

—— M;,.
be

(5.2)

Ssquid =

In order to measure the absolute resistance of TES detectors, we tested the system
with two resistors of known resistance at cryogenic temperature (3 K): 80 and 200
mS2. The results are shown in Figure 5.4. We vary the input bias current Iy;,
of Figure 5.2 (for Ry = 0.02 2) and measure the SQUID voltage output. After
converting V,,; to the input current Ir flowing through the resistor with Equation
5.1, we fit (least-squares) the data with the function:

R,

= —5——=] ias; 5.3
R,+R" (5:3)

Ir

to obtain the value R. Results for the two resistors are shown in Figure 5.4.
We can notice that both results are higher than expected by ~ 17 m{). This
is likely due to the residual resistance of the pin connectors, soldering material
and superconductive niobium-copper wires used to connect the SQUID chip to
the resistors (and TES detectors.)

Finally, in Figure 5.5 we show measurements from a TES detector test. In the
right panel of Figure 5.1 we show a picture of a TES test chip wire-bonded to
a pcb chip ready to be installed on the FAA stage of the ADR cryostat. In the

left panel of Figure 5.5 we show measurements of the TES resistance performed

TES Transition

Rp=1.253 Q, Rsc=0.055 Q

« data- 3K 1.007 — TRampUp - i
251 gk T Ramp Down ,{ﬁ g
+ data - 100mK J
204 — fit- 100mK 0.75 1
<
15 =
% < 0.50
W
£ 101
0.25
5,
| e ———————— |
01° : ‘ ‘ ‘ ‘ 0.00
0 20 40 60 80 100 475 480 485 490 495 500 505 510 515
Ibias [HA] T (mK)

Figure 5.5: Left: TES resistance in normal state R, and superconductive state Rg..
Right: Transition current (7;.) measurement for a TES detector. The measurement has
been performed with both the bath temperature ramping up and down.
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following the same procedure as above. To measure the TES normal resistance R,
we regulate the FAA stage temperature to 3 K, while we regulate the FAA stage
to 100 mK to measure the superconductive resistance R,..

The detectors we tested to date are not LiteBIRD-specific, but are old detector
implementations designed for ground-based experiments and for 250 mK focal plane
temperature. This is clearly visible in the right panel of Figure 5.5, where we can
observe a transition temperature of ~ 490 mK. We performed this measurement
in two cases: increasing the bath temperature (ramp-up) and decreasing it (ramp-
down). We notice a mismatch in the measured R-T curve between the ramp-up
and ramp-down cycles. This effect is likely due to the TES normal resistance (for
T, > T,) acting as an extra heat source, therefore keeping the effective temperature

of the TES higher than the nominal bath temperature during a ramp-down cycle.

5.1 TES time constant

As shown in [122], the TES response described by Equation 4.2 and 4.5 can be

rewritten in the small-signal limit as:

% ((5T> - (_IORTEE.ZS'@""BI) 1[351 5T + % . (54)
C T

Solving the homogeneous form (6V and dP = 0), the current response can be

written as the sum of two exponential functions:
SI(t) oc e V™ — et/ (5.5)

where:

Tel T

111 1\/(1 1)2_4RTE561(2+51) (5.6)

S N
T+ 27’el+27'[ 2 L T

Here 7, and 7_ correspond to 71 and 75 in Figure 5.7. If the inductance L — 0, the
"rise-time" 7, — T ~ L/Rrgps (for Repynt = 0.02 Q < Rrpg), while the "fall-time"
7_ is the thermal time constant C'/G sped-up by the loop gain (Equation 5.7).

We can test the TES time constant using a signal generator in series with the bias

line to inject a small bias step AV, < V; (square wave of 4 Hz frequency) and



5. Test-Bed Cryostat 129
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Figure 5.6: Left: Detector data from a square wave signal on the bias line for different
bias voltages (the bath temperature for these measurement was ~ 300 mK). Right:
Simulated response for the same input signal for different loop gain values (bias voltages).
The TES steady state output current has been subtracted from the data.

observe the detector response. In Figure 5.6 (left) we show the TES response to a
0.25 1V bias-step. For this test we choose a few bias voltage values (in the range
3.5-8 V)% We can observe the response becoming faster when going from high
bias voltage (loop gain £ ~ 0) to low bias voltage (£ > 1). For reference, and to
cross-check our correct understanding of the response of the detector, we modelled
the response to a bias step. In Figure 5.6 (right) we show a simulation of the TES
response to validate our data. These simulations are performed by numerically
solving the linear differential equations governing the thermal and electrical response
of a TES to a changing bias voltage (see Chapter 4).

In Figure 5.7, using the data in Figure 5.6 (center), we fit the data to extrapolate
the thermal time constant of the detector for each bias voltage value. From the
TES response model we expect to find a second time constant (~ L/R) due to
the electrical properties of the system. Given an input inductance of 6 nH and
the TES resistance ~ 1 2, we expect the value of the electrical time constant
to be ~ 1072 s. However, the sampling rate for these measurements is 100 kHz,
which limits the possibility to measure such a small value. We find 7, ~ 107° s,
consistent throughout the measurements and consistent with the sampling rate

limit. We find values of 75, the thermal time constant of the detector, decreasing

4As explained in Chapter 4 the TES bias voltage is fixed thanks to the shunt resistor R, < Rrgs.
This is true only when the TES temperature is 2 7.
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TES Response - 0.25 uV bias step TES Response - 0.25 uV bias step
0.3 — Vp=4.50 gV 0.0 ; — Vy=4.00 pV
0.21 7;=0.014 ms 7,=0.048 ms
’ ~ 7 1,=1.000 ms =7 1,=0568ms
011 —-0.2
g oo oy I oa
T -0.1 °
—0.2 -0.6
-0.3
_08,
0 5 10 15 20 25 0 5 10 15 20 25
t (ms) t (ms)
TES Response - 0.25 uV bias step 25 Thermal time constant vs. bias voltage
0.0 —— V=3.50 pV
7;=0.048 ms
—0.2 1 == ,=0277Tms 2.0
—0.4 1
—_ % 1.54
g 0.6/ £
< —0.84 é 1.04
_10,
0.5
_12 4
-1.41 0.0 L : . . .
0 5 10 15 20 25 35 45 5.5 6.5 7.5 8.5
t (ms) Vi (uV)

Figure 5.7: Time constant measurement of a TES detector. Left: A measurement of
the time constant of a TES detector for £ ~ 1. The TES steady state output current has
been shifted to 0 uA. We can clearly see a fast rise due to the electrical response of the
system and a decay due to the thermal response. Bottom right: Measured thermal time
constant as a function of the bias voltage.

for increasing loop gain as expected:

¢ 1

Tth — 514—7 (57)

As shown in Figure 5.7, the thermal time constant of the detector under test
decreases from a value of ~ 2.2 ms to ~ 0.27 ms for the lowest voltage value, which
indicates a loop gain value of £ ~ 10. In this limit the detector sensitivity S; can

be approximated as —1/V} as discusse in Chapter 4.

5.2 LFT sub-system testbed

As mentioned, Kavli IPMU is responsible for the development of the LFT Polariza-

tion Modulator Unit (PMU) consisting of a continuously-rotating Superconductive
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Figure 5.8: 3D model of the cryogenic testbed.
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Magnetic Bearing (SMB), a cryogenic holder mechanism, a rotation angle encoder,
and a multi-layer sapphire Achromatic Half Wave Plate (AHWP) with the required
Anti-Reflection Coating (ARC) made by laser-machining sub-wavelength structures
[4, 91, 92]. Before assembling the full telescope, we plan to adapt an existing
Adiabatic Demagnetization Refrigerator (ADR) cryostat to host a cryogenic
polarimeter to study the detector performance together with the PMU as part of a
full telescope system. The two main challenges for such a system are the extremely
low saturation power of space optimized bolometers (~ 0.5 pW) and the limited
cooling capacity of an ADR cryostat (~ 120 mJ at 0.1 K).

In the following we will describe the testbed design and requirements. The main
goal of LiteBIRD is measuring the primordial B-mode signal on large angular
scales. However, this is impossible without detailed knowledge of the instrument
and its potential systematic effects. In Table 5.1, we identify the items to test
with the proposed assembly, the potential issues, and the possible sources. Here we
list the potential problems of the detector system when combined with the other
components (optical and mechanical) of the telescope.

The LFT focal plane design consists of a modular assembly of 8 detector wafers

[5, |, each 105 x 105 mm, covering a frequency range from 34 GHz to 161

Tosts Sources Pulse tube | ADR | Lens | Filters | PMU Environment
White noise \Y M O O V.M, O | O,CR,SL
1/f noise T,V T, M| T T T,V T, CR, SL
Correlated noise M M, S CR
Spurious signals M SW SW S, SW SL, CR
Time constant M S CR
Gain stability T M| T, 0| T,0 T, O T, CR, O, SL
Beam G G S, G SL
Bandpass SW SW SW
I to P leakage G G S, G
Pol. Angle S

Table 5.1: In this table we summarize the test we want to conduct with the proposed
set-up, the possible issues and the sources of these possible systematic effects. Legend:
V=vibrations, M=magnetic fields, O=optical loading, S=synchronous signals, SL=stray
light, SW=standing waves, CR=cosmic rays, T=thermal instability, G=ghosting.
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GHz (9 frequency bands) with trichroic pixels. Depending on the frequency range,
each wafer has 16 or 36 pixels, arranged in a square pattern. With the proposed
system we will be able to test at the same time a sub-set of 9 (for the 16 pixel
wafers) or 16 pixels (for the 36 pixel wafers).

The driving requirements for the system in Figure 5.8, other than the already
mentioned ADR cooling capacity constraints and detector saturation power, are
the need for a collimated beam through the HWP to study its optical properties
and a static magnetic field (from the HWP magnetic bearing) < 0.2 G at the

focal plane (see Section 5.2.2 for details).

5.2.1 Thermal and optical requirements

For our testbed, we plan to modify the existing 2-stage ADR cryostat with the
following thermal specifications: ~ 40 W of cooling power at the nominal 45 K stage,
~ 1.35 W of cooling power at the nominal 4.2 K stage (these first 2 stages are cooled
by a pulse tube), 1.2 J of cooling capacity at the GGG stage (nominally at 500 mK)
and finally 120 mJ of cooling capacity at the FAA stage (nominally at 100 mK).
The limited cooling capacity of the ADR requires a careful thermal design to
minimize the thermal loading on the 100 mK focal plane. To do so, we designed a
support structure for the 500 mK stage, consisting of four 100 mm Vespel SP1 [144]
shafts with 10 mm outer diameter and 9 mm inner diameter, while the 100 mK
stage is supported by a octapod structure made with 100 mm Vespel SP22 shafts

with a diameter of 3 mm. Radiative loading is the other relevant component in our

Stage Cooling power | Radiative | Structure | Wire
/ capacity loading loading | loading

50 K 40 W 5W 1W 5 W
4 K 1.35 W 0.6 W 0.1 W 0.2 W
500 mK 1.2J 6 uW 10 kW | 0.1 W
100 mK 120 mJ 25 nW 1 uW 55 nW

Table 5.2: Summary of the cooling power (or capacity) and the thermal loading due to
radiation, support structures, and wires, for each stage of our dedicated cryostat. This
configuration will allow ~ 10 hours of continuous operation. The ADR recycling time is
~ 5 hours.
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thermal budget. To minimize the IR loading we designed a filter stack consisting
of a 450 GHz cut-off alumina low-pass filter with a Stycast® anti-reflection coating
[85] on the 50 K stage, and two metal mesh low-pass filters on the 4 K stage: one
with a 300 GHz cut-off before the HWP, and the second after the HWP with a 180
GHz cut-off. A complete summary of our thermal calculation and requirements
can be seen in Table 5.2. At the design stage we are not accounting for diffraction
effects, we are considering the temperature of all components to be uniform, and
the cut-off frequency of the filters to be ideal.

Although this configuration is enough to reduce the radiative loading for thermal
purposes, we must also consider the low saturation power of LiteBIRD TES
bolometers (~ 0.5 pW). Therefore, we have included in our design two additional
filters, one at 500 mK and the second at 100 mK (in front of the focal plane).
These two filters could be NDFs (Neutral Density Filters) or absorptive filters made
with a slab of Eccosorb °; to reject ~ 99% of the incoming radiation and reduce
the power at the detector to ~ 0.2 pW (a 100 GHz band with 30% bandwidth
has been assumed for the calculation). We are still considering which solution
is more suitable, but the absorptive filter solution seems more likely due to the
suppression of reflections without having to complicate the geometry by tilting

one or more of the optical elements.

5.2.2 Magnetic field requirements

A second important item for the definition of the testbed design is the magnetic
field due to the SMB of the HWP rotational mechanism (see Figure 5.10). We
derived a < 0.2 G requirement for the magnetic field at the level of the focal
plane. External magnetic fields cause the transition temperature of the TES to
change [115]. This change increases the phonon noise of the bolometer [71, .

The noise equivalent power due to thermal fluctuation in the weak link between

Shttps://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_
stycast_2850ft.html
Shttp://www.eccosorb.com/products—eccosorb-cr.htm


https://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_stycast_2850ft.html
https://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_stycast_2850ft.html
http://www.eccosorb.com/products-eccosorb-cr.htm
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Figure 5.9: Normalized NEF; vs. T.. The nominal value is found for T, = 0.171K. An
increase of ~ 7 mK degrades the noise by ~ 10%.

temperatures T, = 0.1 K (LiteBIRD focal plane temperature) and T, can be found

by rewriting Equation 4.11 as:

A B+11—(Tp/T,)20+3
NEP: = |4k =k T5+?
’ J PT84 3 1 (/T

: (5.8)

where A and [ are the cross-section and length of the TES legs and § = 3 for
phonons. We compute N FE Pg and normalize it to the value at T, = 0.171 (design
value for LiteBIRD) to find the relation NEPg — T, (see Figure 5.9).

The requirement is found by imposing a ~ 10% limit on the degradation of the
phonon noise, and assuming the TES transition temperature sensitivity to an
external magnetic field of ~ 4 mK/G. We find that for LiteBIRD detectors, operating
at a bath temperature 7, ~100 mK with a nominal transition temperature 7, ~171
mK, the maximum variation of T, that we can tolerate is ~ 7 mK, which corresponds
to an external magnetic field of ~ 2 G. However, since the HWP magnetic bearings
are not the only magnetic field source, we assign 10% of the total budget (~ 2

G) to the magnetic bearings: ~ 0.2 G.
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Figure 5.10: Left: A cut view of the HWP rotational mechanism, showing the
superconductive YBCO bulk and the permanent magnet. Right: Calculation of the
magnetic field at the focal plane level ~ 160 mm away from the permanent magnet. The
calculation shows a magnetic field of ~ 11.8 G.

The permanent magnet of the SMB is a ring with outer and inner radii of 68.5
mm and 58.5 mm (respectively), 12 mm thickness, and presents a remanence
magnetization B, = 1.1 x 10* G. We can compute the magnetic field strength

at a distance z from the ring magnet from:

B(z) = B;T

D+ z z D+ =z z
= - + . (5.9)
VRZ+ (D422 (JR2+22 \JRZ+(D+2)2 R+ 22

This geometry results in a magnetic field at the center of the focal plane of ~ 11.8
G (see Figure 5.10), which gives a required shielding factor > 59 for the Cryoperm
box surrounding the focal plane. From investigation with commercial partners, this
shielding level is easily attainable with existing material and technologies, but we
still plan to verify the requirement of the detector magnetic field tolerance, and
a proper electromagnetic simulation to study the magnetic field across the focal

plane and the best geometry for the magnetic shield.

5.2.3 Optics

Ideally, a scaled version of LiteBIRD LFT telescope would allow us to recreate the
same conditions we will have during observation. Unfortunately, a cross-dragone
mirror configuration with a rotating HWP will require a very complex supporting

structure which is difficult to accommodate due to the limited volume of the existing
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cryostat; therefore, we intend to simplify the optics using a biconvex UHMWPE
(Ultra-high-molecular-weight polyethylene) lens with f — number = 37 to match
the LFT design and the f — number of the beam-formers (hemispherical silicon
lenslets). We will place the lens after the HWP, and use a parabolic mirror as the
first optical element, to collimate the beam through the HWP in order to be able
to study its optical properties under simulated working conditions (Figure 5.8).
Using a lens requires an anti-reflection coating [39, 92] which we will develop by

mechanical machining sub-wavelength structures on the UHMWPE lens surfaces.

5.3 Customized loaded epoxy for EM-absorbers

Epoxy and epoxy-composites can be used both as anti-reflection layers or as
blackening layers to reduce stray-light or as calibration targets. In the following
we describe a technique we used to determine the electromagnetic properties of
an epoxy-magnetite composite that can be used as a castable EM-absorber and
could be useful in the test-bed construction.

Castable electromagnetic wave absorbers are usually composite materials made
with a polymer encapsulant matrix and a dielectric or magnetic filler. There are
examples of this type of material commercially available. The vendors provide
electromagnetic properties (dielectric permittivity, magnetic permeability or loss
tangents) up to ~ 18 — 20 GHz ¥, although, for many applications, values at higher
frequencies may be required [146-150].

We have explored the possibility of fabricating a castable absorber using cheap
commercially available materials: Stycast 2850 FTY as the dielectric encapsulant,

and magnetite powder'® (chemical composition Fe;Oy) as the magnetic filler. After

"Focal ratio or f — number = f/D where f is the focal length and D is the lens diameter.

8https://www.laird.com/rfmicrowave-absorbers-dielectrics/
molded-machined-casted-coatings/eccosorb-cr/eccosorb-cr

%https://www.henkel-adhesives.com/us/en\/product/potting-compounds/loctite_
stycast_2850ft.html

Onttps://www.inoxia.co.uk\/products/chemicals/inorganic-compounds/
magnetite-powder


https://www.laird.com/rfmicrowave-absorbers-dielectrics/molded-machined-casted-coatings/eccosorb-cr/eccosorb-cr
https://www.laird.com/rfmicrowave-absorbers-dielectrics/molded-machined-casted-coatings/eccosorb-cr/eccosorb-cr
https://www.henkel-adhesives.com/us/en\/product/potting-compounds/loctite_stycast_2850ft.html
https://www.henkel-adhesives.com/us/en\/product/potting-compounds/loctite_stycast_2850ft.html
https://www.inoxia.co.uk\/products/chemicals/inorganic-compounds/magnetite-powder
https://www.inoxia.co.uk\/products/chemicals/inorganic-compounds/magnetite-powder
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Sample Mass-ratio Ax €de
Mag27 27% 2.38 mm 7.57
Mag60 60% 2.31 mm 17.79

Table 5.3: Summary of the samples analysed in this study. Powder-to-epoxy mass-ratio,
thickness and permittivity measured with the capacitor are shown for each sample.

fabricating a few samples we measured the properties up to 170 GHz with a
vector network analyser (VNA).

We made two samples with different encapsulant-filler mass-ratio, in order to show
that it is possible to tune the electromagetic properties to meet the needs of a
specific application. The maximum magnetite particle size, as provided by the
vendor, is 45 pum and the typical size is 200 nm. Therefore, we do not expect
the particle size to have a significant impact, as they are small compared to the
wavelengths considered. In fact, we measured transmission and reflection from the
samples below 170 GHz, corresponding to wavelengths 2 1.7 mm. Transmittance
and reflectance were measured on a thin (~ 2 mm) slab of material. An empirical
model is employed to extract information about the electromagnetic properties
of our samples from transmission data [151-153]. The measurement set-up and
one of the measured samples can be seen in Figure 5.11. As a validation of
our results, we use the extracted parameters to simulate reflection data and we

compare them with measurements.

5.3.1 Characterizing the Absorber

Commonly we assume the complex relative dielectric permittivity and magnetic
permeability to be constant, especially if we limit our analysis to a narrow frequency
band. But this approximation is not always valid when we extend the analysis
to a broader frequency range. If we take into account a direct dependence from

the frequency, we can write:
e(v) = &) +ia(v), (5.10)

w(v) = pu(v) + ipi(v). (5.11)
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Figure 5.11: a) Measurement set-up. Two horns antenna are facing each other with the
thin flat sample on the aperture of one of the antennas. Transmission and reflection data
are measured using a VNA. b) One of the measured samples with a 1 euro coin for size
reference.

5.3.1.1 Parameter Extraction

Using Equation 5.10 and 5.11, we can write the complex frequency-dependent

refractive index as:
i(v) = \/e(v)u(v) = n(v) + ik(v). (5.12)

From Equation 5.12 we define the key parameters to compute reflection and
transmission from a layer of thickness Ax [154, 155], the reflection parameter

(Equation 5.13) and § which combine the phase shift and damping factor (Equation

5.14).
~|a(r) -1 2
R= |51 (5.13)
J X exp (M) (5.14)

Using a Debye relaxation model [156] for the relative permittivity of the medium

€(V) = €x + fde 7 Coo (5.15)

v )
1 1
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(a) Transmission data and fit for Mag27. (b) Transmission data and fit for Mag60.

Figure 5.12: Data and results of the analysis for each sample are split in 3 sub-plots for
clarity. Top row: X, Ku, K, Ka and Q bands. Central row: V and W bands. Bottom row:

D band.
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and a Lorenzian resonant model for the relative permeability

Hde — 1
2
(152
i

we describe the transmission and reflection from a slab of material of fixed thickness

uv) =1+ (5.16)

Ax with five free parameters: €., (relative permittivity at high frequency), €4 (static
relative permittivity), v, (relaxation frequency), uq. (static relative permeability)

and v, (resonant frequency).

5.3.1.2 Sample Fabrication

We fabricated thin (Ax ~ 2 mm) square samples (200 x 200 mm) using a mould
consisting of a flat 10-mm aluminium base plate covered with a 1-mm PTFE sheet
to facilitate the release of the finished sample. The PTFE sheet is held in place by
a second 10-mm aluminum plate with a square aperture (200 x 200 mm) which can
be screwed to the base plate to form the moulding structure. In order to obtain
the required thickness we used a PTFE lid that can be inserted into the mould
aperture. This lid has been fabricated of proper dimensions to obtain a ~ 2 mm
thick sample. Once the epoxy-powder mixture is poured into the mould, the lid
is inserted into the mould aperture and the excess material can flow out through
four holes at the corners of the lid. A release agent was routinely applied inside
the mould to prevent the sample from sticking to the aluminum walls.

We show the results of two samples made using Stycast 2850FT (ideal for cryogenic
applications), catalyst 24 LV (7% mass ratio) and Fe3Og-powder. All samples
were prepared by mixing the components (epoxy, catalyst and magnetite powder),
outgassing the mixture to remove the air trapped into the epoxy and ensure
uniformity, and curing the sample in a oven at 65°C.

The two samples differ in the mass-ratio of magnetic powder and epoxy encapsulant:
27% and 60%. From now on we will refer to the first material as Mag27 and
the second as Mag60.
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Figure 5.13: Data and results of the analysis for each sample are split in 3 sub-plots for
clarity. Top row: X, Ku, K, Ka and Q bands. Central row: V and W bands. Bottom row:

D band.
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5.3.1.3 Measurement Set-Up

As explained in Sec. 5.3.1.1, our parametric model has five free parameters. To
reduce the number of parameters to be determined through the fitting routine
of the transmission data, we measure the static permittivity (dc) of the samples

independently, using a capacitor made with two planar copper plates of area A:

C= eoedcﬁx, (5.17)
where C is the capactitance, ¢j is the absolute vacuum permittivity and Ax is
the distance between the plates, corresponding to the thickness of the sample. By
measuring the capactitance it is possible to compute the static relative permittivity
of the sample. Thanks to this step we can reduce the unknown parameters from
to four. In Table 5.3, a summary of the results for the static relative permittivity
and thickness of the two samples is reported.

Transmission and reflection measurement are carried out using six different pairs
of standard rectangular horn antennas, between 7 and 75 GHz, and two pairs
of circular corrugated horn antennas, from 75 up to 170 GHz. In total we use
eight pairs of antennas to cover the whole frequency range with a vector network
analyzer''. We place the sample under test on the aperture of the transmitting
antenna to record both transmission (Sg;) and reflection (S;;) measurements at the
same time. To calibrate the data we measure Sg; without the sample (free-space),
and Sy for a perfectly reflective surface (mirror) and for a perfectly absorptive

surface (pyramidal foam with S;; < —50 dB). The calibrated are computed as:

S sample
S21,ca1 - ;17 l 5 (518)
21,free
S sample S oam
Sll,cal _ 11, pl 11,f (519)

Sll,mirror - Sll,foam

We perform a fit of Sy o) data using the parametric function described in Sec.

5.3.1.1 (least-square method) in two steps:

H Agilent PNA-X N5245A with N5261A mm-wave test set and related OML extensions: https:
//www.keysight.com/en/pdx-x201768-pn-N52454/.


https://www.keysight.com/en/pdx-x201768-pn-N5245A/
https://www.keysight.com/en/pdx-x201768-pn-N5245A/
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Figure 5.14: Dielectric permittivity and magnetic permeability for Mag27, the real parts
(Real € and Real ;1) are plotted in red, while the imaginary part Imag € and Imag u) are
plotted in blue. The solid line represents the best fit, while the shadowed area between
the dashed lines shows the 1 — ¢ uncertainty after the fitting routine.

o First, we exclude data below 50 GHz. The value of €4, is fixed by the one
obtained with the capacitor measurement described previously (see Table
5.3), and p is fixed to be constant and equal to unity. This approximation is

justified by Equation 5.16 approaching 1 for v — oo. We retrieve €., and v..

o We re-fit Sy; ca1 data. This time we fix the three parameters already extracted
in the previous steps, and we include the whole frequency range from 7 to

170 GHz. We retrieve the final two parameters of our model: 19 and v,.

Results for the fitting routine are shown in Figure 5.12a for Mag27 and in Figure
5.12b for Mag60. The results have been split in three panels for clarity. The
upper panel shows data measured in X, Ku, K, Ka and Q bands, the central panel
contains data of the measurements performed in V and W bands, and finally the

lower panel shows the data of D band.

5.3.1.4 Parameters Validation

After extracting all the parameters of our model using transmission data, we simulate
reflection from a slab of material with the same thickness of our sample, and we
compare the computed response to Si; ca data to validate our results. Results can
be seen in Figure 5.13a for Mag27 and in Figure 5.13b for Mag60. We can see how

the data in the range 18-26 GHz do not agree well with the computed one. This
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Figure 5.15: Dielectric permittivity and magnetic permeability for Mag60, the real parts
(Real € and Real 1) are plotted in red, while the imaginary part Imag € and Imag u) are
plotted in blue. The solid line represents the best fit, while the shadowed area between
the dashed lines shows the 1 — ¢ uncertainty after the fitting routine.

is likely due to an imperfect calibration in this band, however this mismatch in
reflection data does not have an impact on the result of the fit because we do not
use reflection data to constrain the parameters of the model.

With the parameters obtained, we can compute the complex dielectric permittivity
and magnetic permeability of the two materials (from Equation 5.15 and Equation
5.16). Results are shown in Figure 5.14 for Mag27 and in Figure 5.15 for Mag60.
It can be noted that both values of the real and the imaginary part of both
permittivity and permeability increase with the relative amount of magnetite
powder in the composite material.

The loss tangent is dominated by magnetic losses at low frequency, while at
higher frequency the magnetic loss tangent becomes negligible and the material is

dominated by dielectric losses. Loss tangent plots are shown in Figure 5.16.

While Stycast 2850FT has already been employed extensively in similar applications,
most applications rely on CIP (carbonyl iron powder) as the filler [157]. Some
empirical formulas have been proposed and tested to show the predictability of
the behaviour of CIP composites knowing the permittivity and permeability of
the filler and the dielectric matrix and their volume ratio [158]. We expect similar

formulas to be applicable to magnetite composites, however with only two samples
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Figure 5.16: Dielectric (blue) and magnetic (red) loss tangent for Mag27 and Mag60.
The solid line represents the best fit, while the shadowed area between the dashed lines
shows the 1 — o uncertainty after the fitting routine.

with two different ratios, we can not validate at this stage a reliable method to
predict the behaviour of Stycast-magnetite composites.

Magnetite has been used in combination with other encapsulants (but not Stycast)
[159] and measurements of electromagnetic properties of these composite materials
can be found in the literature [160-162]; however most measurements have been
performed below ~ 20 GHz.

This work shows that the material can be customized for a specific application
and achieve the required permittivity and permeability values by tuning the Fe3Oy4-
Stycast 2850F T mass-ratio. However, as can be seen in Figure 5.14, 5.15 and 5.16,
the ability to change absorption by increasing the relative fraction of magnetite
particles is limited to low frequency (< 20 — 30 GHz), while at higher frequencies
increasing the relative ratio of magnetite does not increase neither magnetic nor
dielectric losses significantly. We can notice from Figure 5.16 that the dielectric loss
tangent is similar between the two samples despite a different mass-ratio. Magnetite
is a ferrimagnetic material, and as such it is characterized by low conductivity,
implying that the imaginary part of the permittivity is negligible compared to its
real part. This is the reason why the dielectric loss tangent remains stable when
we increase the amount of magnetite powder in the material.

The observed greater change in the imaginary part of the permeability compared to

its real part can be explained because of the resonant behaviour of magnetite particles
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dispersed in a dielectric medium. We expect large variations of dc permeability by
changing the volume ratio. However, with increasing frequency the real part of the
permeability is expected to drop, while around the resonance frequency we expect
mainly variation of the imaginary part of the permeability. A limiting factor of this
analysis method is the extrapolation of the dc permeability from data at higher
frequencies (v > 7 GHz). For future work we can imagine a set-up to measure
this parameter independently similarly to what we have done with the capacitance
measurements, to obtain a better constraint of this parameter and reduce even
further the number of free parameters to be fitted.

In conclusion, this work shows the possibility of using Stycast 2850FT in combination
with magnetite powder to fabricate an RF-absorbing material, and it describes a
method to measure complex permittivity and permeability on a broad frequency
range with transmission and reflection measurements.

The possibility to tune the loss tangent at low frequency makes this composite
material attractive for the LFT as a blackening material to reduce stray light. We
could also imagine to use it to fabricate a black-body target for lab measurements.
This study can be reapplied to other composite materials to find a combination

that can be used at higher frequencies.
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Conclusion and Future Work

In this thesis we presented the current status and most recent results of CMB
cosmology, with a focus on what this field still has to offer in the near future
(specifically in the prospect of B-mode measurements ), and what are the advantages
and disadvantages between ground-based and space-based instruments. Most
researchers in the field will agree that despite environmental limitations, a strong
synergy between experiments is desirable and necessary in order to maximize
scientific production and to achieve a better understanding of the instrument
and to minimize systematics.

In Chapter 2 we focused on describing some of the most-significant recent
technological developments that most next-generation experiments are going to
implement. We focused specifically on those relevant for the LiteBIRD experiment
and in particular on those relevant for the Low Frequency Telescope (LFT). We
also described the LiteBIRD mission and strategy.

In Chapter 3 we introduced the data model, in order to define some of the
most common systematic effects experienced by CMB experiments. We focused
in particular on band-pass related effects to define the band-pass calibration
requirements for LiteBIRD, and address the issue of CO line contamination. From

the latter analysis we found that notch filters to "mask" the CO signal are not
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necessary for LiteBIRD and possibly harmful. We also presented a mathematical
formalism to extend the calibration analysis to include the effect of a non-ideal HWP.
In Chapter 4 we described the detector and read-out system and defined the noise
properties of TES bolometers. We showed our analysis of detector non-linearity
effects due to various environmental factors and we concluded by estimating the
level of non-linearity induced by extra loading due to the Galaxy emission at
high frequency.

Finally, in Chapter 5 we presented results from tests on single TES bolometers that
were performed at Kavli IPMU using a commercial de-SQUID readout. Although
the bolometers tested for this thesis are not LiteBIRD-specific, we showed our
ability to test these devices which will be useful once our colleagues will begin
production of LiteBIRD detector prototypes. We also showed a preliminary design
of a more complex cryogenic test-bed that we plan to implement to perform tests of
the detector-readout assembly along with other sub-systems (specifically the LE'T
PMU) to do a check for possible unwanted behaviours ahead of the integration of
the full system. In Chapter 5 we also presented a procedure to fabricate and test
epoxy-composites that may be used in the test-bed (or even in the final instrument)
as a blackening material or in the fabrication of anti-reflection layers.

In the coming years we will push forward the fabrication of the proposed test-bed, as
well as continue to test new prototype detectors. One of the major issues encountered
by the Planck satellite, that was not discussed in details in this thesis, is cosmic
rays. Therefore, one of the major area of research and development for LiteBIRD,
as well as other bolometer-based space missions, consists in developing detectors
immune to cosmic rays or develop techniques to mitigate their effect. We are already
working on a framework that combines the simulation tool presented in Chapter 4
with COMSOL-based' simulations that account for the effect of cosmic ray hits on
the focal plane. At the same time we are planning detector irradiation tests using a

radioactive source (Americium) to directly probe the detector response to « particles.

https://wuw.comsol.eu/


https://www.comsol.eu/
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A combination of measurement and simulation/modelling is a powerful tool to fully
understand the impact of cosmic rays and propose new mitigation techniques.
The systematics analysis presented in Chapter 3 and 4 will be the starting point
of more complex modelling that will be cross-checked with data from the test-bed.
A natural progress of the work presented here will be to compare the detector
non-linearity model presented in Chapter 4 with tests. Testing the non-linearity due
to temperature and current fluctuation can be done with the present system with
minimal modifications, while non-linearity tests due to excess optical loading require
the test-bed to be built and will take more time. However, due to POLARBEAR
and EBEX experience, determining possible non-linearity due to variable loading
produced by the rotating HWP is a necessary analysis for the LiteBIRD mission.
At present, one of the strategies for beam-calibration consists in making use of
planets. However, it is necessary to define a clear strategy and its feasibility. Planets
are point-like sources much brighter than the CMB. It is necessary to define whether
the current detector dynamic range is sufficient to allow for the observation of
planets without driving the response non-linear or even saturate.

Another possible source of uncertainty is the HWP frequency-dependent phase
presented in Section 3.4, which may induce a frequency-dependent and component-
dependent polarization angle rotation. New HWP design recipes are being studied
to try to minimize in-band phase-differences, and we are developing an extension of
the study presented in Section 3.2 to address the effect on the data.

Hopefully, new ground-based experiments coming live soon that are employing
rotating HWPs in combination with TES focal planes (POLARBEAR2 and SO)
will also offer data to better define our models. A hope for the future is the
selection of a balloon experiment? employing similar technology to have it tested
in a space-like environment before LiteBIRD is launched. On top of the benefit in
terms of technology readiness, new data will certainly deliver a better picture of the
foreground components nature that will be not only extremely valuable to improve

the results on cosmology, but also increase the scientific output of CMB experiments.

2https://techport.nasa.gov/view/90920


https://techport.nasa.gov/view/90920
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Units Conversion

The black-body spectrum in SI units ([W m™2 Hz™! sr™']) is commonly defined

through its spectral radiance function:

2h13 1
2 ehv/kpT _ 17

B(w,T) = (A.1)

where i (~ 6.62607015x 1073 Js) is the Planck constant, ¢ (~ 299792458 m/s) is the
speed of light in vacuum and kg (~ 1.380649 x 10723 J/K) is the Boltzmann constant.

Jansky units: For historical reason the Jansky units (Jy) are commonly used

in radio astronomy:
1Jy=10"% Wm™2Hz ', (A.2)

therefore B(v,T) is usually expressed in Jy/sr.

CMB units: Most CMB experiments are interested in the anisotropy spectrum:

OB(v,T)

Bam’sotropy(y7 T + AT) = aT

AT, (A.3)

Tc'mb
therefore CMB temperature units are often used. A generic signal with spectrum

I,(v) (in units of spectral radiance) is converted to CMB units by exploiting
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the factor:

0B(v,T) 2h%u1 ehv/ksT
O e = (A4)

Temp Temb
Following Equations A.3 and A.4 the generic signal x can be expressed in CMB
temperature units (Kgn;) as:
L.(v)
v(v)

In CMB temperature units the CMB spectrum is therefore flat.

Ta:,cmb = (A5)

Rayleigh-Jeans units: In radio astronomy Rayleigh-Jeans units (Kg;) are
defined through the Rayleigh-Jeans approximation of the black-body spectrum
(hV < k’BT)Z

2]{33V2
c2

Bri(v,T) = Try. (A.6)

A generic signal with spectrum I,(v) (in units of spectral radiance) is defined
in Rayleigh-Jeans units as:
2

L. (A.7)

Tx,RJ = m T

Bandpass integration: We can define the signal hitting a detector from a source

with spectrum I, (v) (in spectral radiance units — [W m—2 Hz~! sr7!]) as:
mV =g / Ty AGW) / Q) B(v, Q)L (), (A.8)
0 4m

where G is the detector specific gain, G(v) is the bandpass function, A, is the
effective collecting area of the antenna and B(v, () is the beam function. Under
the assumption of single-mode antenna the effective area is A, = A\?/€2,. Therefore,
for a beam-filling source we can simplify the €, terms, and a factor ~ \? = ¢?/v? is
left behind. In the following we amalgamate every frequency-independent factor

into the gain factor for compactness.

'For a beam filling source the solid angle integral can be simplified as €, = [ 1 A2 B(1,Q).
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Let’s assume that we can observe the CMB only, then we can rewrite in CMB units:
[e.9] 02
Aircmb = gcmb/ dv 72G(V)b/(V)ATcmb. (AQ)
0 v
Where G,y is a conversion factor from Jy/sr to CMB units. We can simplify
and define it as:

1

Gomb = 154, 2GW ()

(A.10)

We can use this factor to convert any other signal with a generic spectrum 7%/ (v)
to CMB units as (the factor 10726 comes from the conversion from ST units to Jy/sr):

cmb fOOO dv V72G(V)]%]y/ST(V)
Me = o gy =2 G () 107250 (1)

(A.11)

In the same way we can define the conversion factor from spectral radiance units

to Rayleigh-Jeans units as:

1

Gry = . A12
RJ (sody %G(y)%f;’z ( )

And bandpass-integrate and convert to Rayleigh-Jeans units as:
mRJ _ f(;)o dl/ VﬁQG(V)I:;?]y/ST(V) (A13)

T v Gv)10-% 2

Note: a top-hat bandpass G(v) in Equation A.11 has an effective response that

2

follows a v~° scaling.
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Sensitivity Calculation

To compute the total power loading a detector due both to the sky signal and the
optical elements in the telescope we use the formula:

dv, (B.1)

1=0

vy Nelem
Pon= | 3 BT Tiv)

where the sum runs over all N, elements in the optical chain and the first
element (i = 0) is the CMB black-body with temperature T; = Tg,,. T; is the
physical temperature of element 7 and 7). ; is the temperature reflected by the
element. Here we are approximating the frequency band of central frequency v.
with a top-hat with edges v; and vy.

The contribution from the single element ¢ can be calculated for a diffraction-

limited aperture as:

P(T;,T.;,v) = E;(v)S(T;,v) + Ri(v)S(T},,v), (B.2)
where:
S(T,v) = eh/,f;?_l (B.3)
Eiv) - NHmnm i(v), (B.4)
Ri(v) = Nmn() n(v) (B.5)
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S(T,v) is the black-body emitted power seen from a diffraction limited aperture.
The quantities E;(v) and R;(v) are the effective emissivity and reflectivity of element
1 seen by the detector through the optical elements j between element ¢ and the
detector. In this framework ¢;(v), n;(v) and r;(v) are respectively the emissivity,
optical efficiency and reflectivity of element i.

Once the expected optical power for a detector in a given band is computed, the
photon NEP can be computed from Equation 4.9, while the thermal carrier NEP
can be computed from 4.10 and 4.11.

The NEP due to multiple sources i is found by taking the quadrature sum of

NEP,y = |S NEP2 (B.6)

The readout and external (vibrations, magnetic fields, EMI, cosmic rays, etc.)

the single values:

noises are taken into account by assuming that they increase the total NEP by
10% and 15% respectively.

The single detector NEP can be converted to noise equivalent temperature (NET):

NEP
\/§ dP/chmb’

where the factor v/2 comes from the conversion from 1 /VHz to /sec, and dP/dT

NET e = (B.7)

is the conversion factor defined for a frequency band with edges v; and vy, as:

2
dP h2 vy Netem v X
= ; - v/kBTemp
dTemy kT2, v {[ g} 772(1/)] (ehz//kBTcmb — 1) e }di/. (B.8)

The cumulative NET for the whole array of N; detectors in a frequency band

can be computed as:

NET
‘/Nf X yd7

where yq4 is the detector yield. We assumed for now y; ~ 0.8 (conservative value).

NET oy = (B.9)

By inverting Equation 2.1:

2
t= 2( NET””") AS’“y, (B.10)

U]

Op
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we can isolate the sensitivity o,. We can substitute NET,,, with the full detector
array NETg,,q, to forecast the sensitivity to polarization for a given percentage
of sky observed fy, (LiteBIRD is a full sky survey therefore we assume fg, ~ 1)
and observation time t,,s (3 years for LiteBIRD):

J A7 fory NETZ .. (10800
Op = 4|2

; ) [K - arcmin], (B.11)
Mobs ™

where we have expressed Ag, is in angular units (arcmin?). The whole sky is

equivalent to 4m(10800/7)% arcmin® ~ 1.5 x 10® arcmin?.
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Bandpass Design

On-chip bandpass filters are microwave filters placed on the detector chip between the
antenna and the TES detector to define the frequency band processed by the detector.
Although I did not take part in the design of the bandpass filters for LiteBIRD
detectors (or prototypes), I developed the filter prototypes for SKA (Square
Kilometre Array) bands 5A (4.6-8.5 GHz) and 5B (8.3-15.3 GHz). The design
procedure is similar to the one used for LiteBIRD (or other similar experiments)
detectors. We report here the design principles and results of our design.

The design procedure of a microwave filter begins with considering the desired

insertion loss (IL) in and out of band:

where Ppr = P,/ P,y is the power loss ratio and measures how much of the power
available at the input of a circuit is lost before reaching the output. Chebyshev
polynomials are often used to optimize the filter design and obtain steep roll-off
between in-band and off-band. For a Chebyshev polynomial T;, of order n the

power loss ratio is written as:
Pop =1+ kT2 (;") (C.2)
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Figure C.1: SKA 5A (left) and 5B (right) band-pass filters.

where w, is the cut-off frequency of the filter. The in-band region will not be
perfectly flat, but ripples of amplitude 1 + k2 are expected. Chebyshev polynomials

of any order can be generated using the following formulas:

To(x) = 1, (C.3)
Ti(x) = =, (C4)
Toi1(x) = 22T,(x) — T-1(x). (C.5)

A common way of designing filters is to represent them through lumped elements,
where the filter is modelled as a combination of ideal resistors, inductors and
capacitors connected by perfect conductors. However, for practical reasons, at
microwave frequencies the lumped model is then transformed in a combination of
distributed elements (transmission line). A practical example of a lumped element
filter is the classical LC resonant circuit. For a series LC circuit, the current
flowing through the circuit peaks at the resonant frequency w, = 1/v/LC (minimum
impedance), while for a parallel LC circuit the current reaches a minimum at the
same resonant frequency (maximum impedance). The lumped element design can
be transformed in the equivalent distributed element design through Richard’s
transformations and Kuroda identities [163].

In the case of SKA filters we used microstrips to implement the filter design (same
as LiteBIRD with different materials). A microstrip is transmission line where the

signals travels on a conductor (copper in the case of SKA, niobium in the case
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Figure C.2: Top-left: Lumped elements model of a low-pass filter. Top-right: Distributed
element microstrip implementation: stepped-impedance filter. A high frequency signal
sees an inductor as a high impedance element, while a capacitor is seen as a low impedance
element (short in the limit of infinite frequency). Bottom-left: Lumped elements model
of a band-pass filter. Bottom-right: Distributed element microstrip implementation:
closed-stub implementation.

of LiteBIRD) of fixed thickness and width w supported by a dielectric substrate
(RO4350 in the case of SKA, crystalline silicon in the case of LiteBIRD) of thickness
d and dielectric constant ¢,. The impedance of a section of microstrip can be
controlled by adjusting its width w.

In the work presented here I designed the two filters as a combination of a low-

pass filter implemented following the so-called stepped-impedance design (visible

—S11
—821

-20

-30

Loss (dB)

-40

-50

-60
4.6 6.55 8.5

freq (GHz)

Figure C.3: SKA 5A band-pass filter insertion loss and return loss measured with a
VNA.
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in both images of Figure C.1 in the first section of the filter), and a band-pass
filter implemented following the so-called closed-stub design (visible in both images
of Figure C.1 in the second section of the filter). The low-pass filter had to be
included to suppress the higher-frequency resonances that appear in distributed
stub filters. The stubs are closed by halving their length and adding a via to
the ground plane at the end of each stub'.

Both band-pass filters (Figure C.1) have been developed with standard text book
procedures [163] from 17.5 gum-thick copper micro-strips (same thickness of the
copper ground plane) on a 0.254 mm-thick substrate of Rogers RO4350 material
(6, = 3.66)?. The designs have been optimized using the HFSS Designer software
package ® to produce models of the filters and simulate the response. After validation
of the designs the physical filters have been manufactured in the photo-fabrication
unit of the Oxford Physics department. The filters shown in Figure C.1 have
been assembled inside aluminium boxes (8 x 8 cm) using commercial female SMA

connectors to easily connect them to coaxial cables for testing.

-60

|
-70 !
8.3 11.95 15.6

freq (GHz)

Figure C.4: SKA 5B band-pass filter insertion loss and return loss measured with a
VNA.

'Notch filters are design as a single open resonant stub of A/4 length along the microstrip.

2https://rogerscorp.com/advanced-connectivity-solutions/
ro4000-series-laminates/ro4350b-laminates

3https://www.ansys.com/products/electronics/ansys-hfss
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Measurements of the Sy; (inverse of the insertion loss for matched input-output)

and S7; parameters of the two filters are shown in Figures C.3 and C.4.
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Telescope Pointing

We can generate the scanning strategy information (pointing, hit maps, detector
cross-linking) by simply tracking the motion of the telescope bore-sight axis of
Figure D.1 and the orientation of a vector perpendicular to the bore-sight axis that
represents the orientation of a polarization sensitive detector with respect to the
great circle passing through the ecliptic north pole and the point on the sky-sphere
defined by the intersection of the bore-sight axis and the sphere'.

The simplest and most effective way is to make use of quaternions, which are a
4D-extension of the classical representation of complex numbers in a 2D plane.

A quaternion can be written as:
qg=w+xi+yj+ zk, (D.1)

where w, z, y, z are real numbers, and i, j, k can be interpreted as unit vectors
each pointing along one of the 3D axes.

A generic 3D vector v can be written as a quaternion p with w = 0 and z, y, 2
equal to the vector components. While a rotation by an angle 6 around a unitary

3D vector u = [ug,uy, u,] is defined by the quaternion r:

r = cos(0/2) + u, sin(0/2)i + u, sin(0/2)j + u, sin(6/2)k. (D.2)

1See the International Astronomical Union (IAU) polarization convention at https://lambda.
gsfc.nasa.gov/product/about/pol_convention.cfm.
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North pole
2z Telescope
AL/ Boresight
: Y Satellite
: Spin axis
."" . o
Sun .-------------Ouu G ST, .
)
Earth

Satellite

Figure D.1: Scanning strategy sketch. The satellite at L2 revolves around the Sun with
the same rotation frequency vy, of the Earth, completing one revolution every year. The
satellite rotates around a spin axis 45°-tilted (o) with respect to the anti-sun direction
(aligned with the x-axis in the sketch) at frequency vgpin. The 3 telescopes are oriented
along the bore-sight axis tilted 50° () with respect to the spin axis. The spin axis rotates
around the anti-sun direction with precession frequency v ec.

The new vector orientation after rotation can be found by applying the double
product:
p=rpr, (D.3)

1 1

where r~" is the conjugate of r, defined as: v = r,, —r,i —r,j — r.k.

We can combine the 3 rotations described in Figure D.1 to obtain the scanning
pattern of the telescope from the bore-sight perspective and project it on to the
sky. To track the polarization sensitive detector orientation with respect to the sky,

we can define another vector perpendicular to the bore-sight axis.

< Jrli [ [k |
11 i j k
ii| -1 k | —j
jlli|l-k|-11i
k|k| j|—-i]|-1

Table D.1: Multiplication rules for quaternions.
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1 day sin20 - nside=64

- nside=64

1 day cos26 - nside=64

-0.9 0.9

1 1006

Figure D.2: Hit map (left) and spin-2 cross-linking (center and right) after one day
of observation in elliptic coordinates (no HWP). The hit map color bar shows the total
number of scans on the pixel, while the cross-linking color bars represent the scan-averaged
value of cos 26 (center) and sin 26 (right).

30 day hit map - nside=64 30 day cos26 - nside=64

30 day sin26 - nside=64

)
1 10638

Figure D.3: Hit map (left) and spin-2 cross-linking (center and right) after 30 days
of observation in elliptic coordinates (no HWP). The hit map color bar shows the total
number of scans on the pixel, while the cross-linking color bars represent the scan-averaged
value of cos 26 (center) and sin 260 (right).

30 day hit map - nside=64 30 day cos26 - nside=64

30 day sine - nside=64

[ ——— e ———
1 10638 -0.01 0.01

Figure D.4: Hit map (left) and spin-2 cross-linking (center and right) after 30 days of
observation in elliptic coordinates. The hit map color bar shows the total number of scans
on the pixel, while the cross-linking color bars represent the scan-averaged value of cos 26
(center) and sin 26 (right). We have included the effect of the rotating HWP.
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Multiplication between two quaternions can be easily performed by remembering
the relations in Table D.1. We initialize it perpendicular to the y — azis, and
we track its orientation by defining the angle # with respect to the reference
circle coplanar to the yz-plane.

In Figures D.2 and D.3 we show an example of the evolution of the scanning
strategy after 1 day from the beginning of the observations, and after 30 days. After
365 days the pattern repeats identically. We also report the spin-2 cross-linking
components for both cases. In Figure D.4 we report the case for a spinning HWP
to highlight the better cross-linking.

Finally, in Figure D.5 we report the same maps after 3 years of observation, both
in the case of no HWP and with a 46 rpm spinning HWP.

For all the maps shown in this section we fixed the precession period around the

anti-Sun direction to 3.2058 hours, the spin rate to 0.05 rpm, and the sampling

1095 day hit map - nside=64

1095 day cos20 - nside=64 1095 day sin20 - nside=64

L ——
27694 118964

1095 day hit map - nside=64

e — r——— r—————
27694 118964 -0.001 0.001 -0.001 0.001

Figure D.5: Hit map (left) and spin-2 cross-linking (center and right) after 3 years of
observation in elliptic coordinates. The hit map color bar shows the total number of scans
on the pixel, while the cross-linking color bars represent the scan-averaged value of cos 26
(center) and sin 260 (right). Top row: no HWP included. Bottom row: with rotating HWP
included.
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rate to 19 Hz. The code used to generate all the maps shown in this appendix

is available in the following:

import numpy as np

import healpy as hp

import matplotlib.pyplot as plt
import os

import time

from numba import jit

# Normalize Vector or Quaternion
Q@jit
def normalize (v):
size = v.size
if size = 3:
lenght = np.sqrt (v[0]*v[0]4+v[1]*v[1]+v[2]*Vv[2])

if size == 4:
lenght = np.sqrt (v[0]*v[0]4+v[1]*v[1]4+v[2]*Vv[2]+Vv[3]*xVv[3])

return v/lenght

# Quaternion Product

@jit

def q_mult(ql, q2):
w = ql[0] % q2[0] — ql[1] = q2[1] — ql[2] = q2[2] — ql1[3] = q2[3]
x = ql[0] = q2[1] + q1[1] % q2[0] + q1[2] % q2[3] — ql[3] * q2[2]
y = ql[0] = q2[2] + ql[2] % q2[0] + q1[3] * q2[1] — ql[1] * q2[3]
z = ql[0] * q2[3] + ql[3] * q2[0] + ql[1] = q2[2] — ql[2] x q2[1]
return np. array([w, X, v, z])

28|# Quaternion Conjugate: q—1

Qjit
def q_conjugate(q):
return np.array ([q[0], —q[1], —q[2], —q[3]])

# Rotate a Vector Using a Quaternion: qvq—1
@jit
def rotate_vector(ql, vl):
q2 = np.concatenate ((np.array ([0.]) ,v1l))
return g _mult(q_mult(ql, gq2), gq_conjugate(ql))[1:]

# Create a Quaternion that defines a rotation by an angle theta (deg)
around a vector [x,y,z]

@jit
def rotaxis_to_q(v, theta):
v = normalize (v)

theta = np.deg2rad(theta)
w = np.cos(theta/2.)

x = v[0]*np.sin (theta/2.)
y = v[1l]*np.sin(theta /2.)
7z = v[2]*np.sin(theta/2 )
return np.array ([w ,

z])
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# Define rotation around the Sun: 1 deg per day around vector [0,0,1]
(z axis)
Qjit
def rot_around_sun(v, t):
nu_around_sun = 1./365./24./60./60.
z = np.array ([0.,0.,1.])

q = rotaxis_to_q(z, 360.xnu_around_ sunxt)
r = rotate_vector(q, v)
return r

# Define satellite precession around anti—sun direction:

# initialized with anti—sun direction aligned with x axis [1,0,0]

# precession defined by the period in hour

Q@jit

def rot_around_antisun_dir(v, precession_hr, t):
nu_around_antisun_ dir = 1./precession_hr /60./60.

x = np.array ([1.,0.,0.])

q = rotaxis_to_q(x, 360.xnu_around_ antisun_dirxt)
r = rotate_vector(q, v)

return r

# Define spin around spin—axis tilted by 45 deg with respect to anti—
sun direction:

# initialized with spin—axis oriented at 45 deg from x axis in

# the xz plane [1./np.sqrt(2),0.,1./np.sqrt(2)] spin defined by the
frequency in rpm

@jit
def rot_around_ spin_ax(v, spin_rpm, t):
nu_around_spin_ax = spin_rpm/60.

xz45 = np.array ([1./np.sqrt(2) ,0.,1./np.sqrt(2)])
q = rotaxis_to_q(xz45, 360.xnu_around_spin_axxt)
r = rotate_vector(q, v)

return r

# Define HWP rotation around boresight direction:
# boresight direction defined by the axis variable
# rotation defined by the HWP frequency in rpm
Q@jit
def rot_ HWP(v, hwp_rpm, t, axis):
nu_around__boresight = hwp_rpm/60.
q = rotaxis_to_q(axis, 360.x4.xnu_around_boresightxt)
r = rotate_vector(q, v)
return r

Generate scan:

nside = nside of output maps

alpha = spin axis precession angle
precession__hr = precession period in hours

FFHF I Ik

beta = boresight angle from spin axis

# spin_rpm = spin rate in rpm

# det_gamma = detector orientation in deg

# days = number of days to simulate

# days_out = output map interval in days

# sampling hz = sampling rate in Hz

# hwp_rpm = HWP rotation rate in rpm (if 0 the HWP is off)
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02| def generate_scan (nside, alpha, precession_hr, beta, spin_rpm,
det_gamma, days, days_out, sampling hz, hwp_ rpm):

104 7z = np.array ([0.,0.,1.])
beta = np.deg2rad(beta)
106] alpha = np.deg2rad (alpha)
sec_in_day = 60.%x60.%x24.

1108 steps = int (sec_in_day*sampling_hz)
1110]  cos4d = np.zeros (hp.nside2npix (nside))
sind = np.zeros (hp.nside2npix(nside))
12|  cos2 = np.zeros (hp.nside2npix (nside))
sin2 = np.zeros (hp.nside2npix (nside))
14|  nhit = np.zeros (hp.nside2npix (nside))

1116  # Initialization of the boresight axis in the xz plane at alpha+beta
deg from the x axis

boresight = np.array ([np.sin(np.pi/2.—alpha—beta), 0., np.cos(np.pi
/2.—alpha—beta)])

1118

# Quaternion rotation around boresight by angle det_gamma (
orientation of the detector in

1120/  # the plane perpendicular to the boresight)

q det_gamma = rotaxis_to_q(boresight , det_ gamma)

# Zeroth orientation of the polarization sensitive detector co—
planar to the xz plane
1124  detector_orientation 0 = np.array([—boresight[2], 0., boresight [0]])

1126| # Rotate the detector to det _gamma angle
detector orientation = rotateivector(qﬁdetigamma,
detector_orientation_0)

1128
for i in range(int(days+1.)):
1130
# Save hit map and cross—linking maps
1132 if i =1 or i%days_out = 0. or i = 365 or i = 365%2 or i =—
365%3 or i int (days):
hp.write_map ( 'nhit_day_%d. fits '%i, nhit)
1134 hp.write_map ( 'cos2_day_%d. fits '%i, cos2)
hp . write_map ( 'sin2_day_%d. fits '%i, sin2)
1136 hp.write_map( 'cosd day %d. fits %i, cos4)
hp.write_map( 'sind_day_ %d. fits '%i, sin4)
1138
# Initial time
1140 t0 = i * sec_in_day
1142 for j in range(int(steps)):

1144 # Increment time

t = t0+(j+1.)/sampling hz
1146
# Rotate boresight

1148 v_tmp = rot_around_spin_ax(boresight , spin_rpm, t)
v_tmp = rot_around_antisun_ dir(v_tmp, precession_hr, t)
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v_new = rot_around_sun(v_tmp, t)

# Rotate detector vector

det_tmp = rot_ HWP(detector__orientation , hwp_rpm, t, boresight)
det_tmp = rot_around_spin_ax(det_tmp, spin_rpm, t)

det_tmp = rot_around_antisun_ dir(det_tmp, precession_hr, t)
det_new = rot_around_sun(det_tmp, t)

# Great circle plane
plane_axis = np.cross(v_new, z)

# Pixel index
ipix = hp.vec2pix(nside, v_new|[0], v_new[l], v_new[2])

# Detector angle on the sky with respect to the great circle

angle = np.arcsin (np.dot(det_new, plane_ axis)/np.linalg .norm/(
det_new) /np.linalg .norm(plane_axis))

angle = np.pi/2. — angle

# Update maps

cos4[ipix]| = cos4[ipix] + np.cos(4.xangle)
sind [ipix| = sind [ipix] 4 np.sin (4.xangle)
cos2[ipix| = cos2[ipix] 4+ np.cos(2.xangle)
sin2 [ipix] = sin2[ipix] 4 np.sin(2.xangle)
nhit [ipix] = nhit[ipix] + 1.

nside = 64

alpha = 45.

prec_hr = 3.2058

beta = 50.

spin_rpm = 0.05

det__angle = 0.

days = 365. x 3.

days_out = 15.

sampling_hz 19.
hwp_rpm = 46. # = 0. for no HWP

generate_scan(nside, alpha, prec_hr, beta, spin_rpm, det_angle, days,
days_out, sampling hz, hwp_rpm)

Listing D.1: A sample of the code used to generate the hit map and cross-linking maps.
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Multi-Layer HWP Optimization

We report here the code that implements the algorithm described in Chapter 2

to optimize the AHWP configuration.

import numpy as np

import scipy

import matplotlib.pylab as plt
import scipy.constants as cost

#Rotation Matrix from Equation \ref{muller_hwp_ rot}

def rotation(x):
return np.array ([[1., 0., 0., 0.], [0., np.cos(2.xx), —l.*np.sin(2.%
x), 0.], [0., np.sin(2.xx), np.cos(2.xx), 0.], [0., 0., 0., 1.]])

#Birifrangent Matrix from Equation \ref{muller hwp_ rot}

def birefringent (d):
return np.array ([[1., 0., 0., 0.], [0., 1., 0., O0.], [0., 0., np.cos
(d), —1l.xnp.sin(d)], [0., 0., np.sin(d), np.cos(d)]])

#Retardance from Equation \ref{eq:retardance}

def delta(nu, no, mne, t):
return 2.%np.pixnukxabs(no—ne)x*t/cost.c
df = 0.1 # Frequency step in GHz
fO = 34. # LFT nu 0 in GHz
f1 = 161. # LFT nu f in GHz
steps = int ((f1—-f0)/df+1) # Steps
f = np.linspace (f0, fl, steps)x1.e9 # Frequency range in Hz
fc = f[0]+(f[-1]—f[0]) /2 # Central frequency
no = 3.047 # Refractive index ordinary axis
ne = 3.361 # Refractive index extra—ordinary axis
t0 = cost.c/abs(no—me)/fc /2. # thickness at central frequency for
retardance = np.pi
EFF = 0.98 # Target efficiency
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# Define LFT bands lower and upper bounds
i40_i = np.where(f==34.€9)[0][0]

]
i40_f = np.where(f==46.€9) [0][0]
i50_1i = np.where(f==42.5¢9)[0][0]
i50_f = np.where(f==57.5¢9)[0][0]
i60_i = np.where(f==53.€9)[0][0]
i60_f = np.where(f==67.¢9) [0][0]
i68_1i = np.where(f==60.€9) [0][0]
i68_f = np.where(f==76.€9)[0][0]
i78_i = np.where(f==69.€9)[0][0]
i78 f = np.where(f==87.¢9)[0][0]
i89 i = np.where(£==79.¢9)[0][0]
i89_f = np.where(f==99.€9)[0][0]
i100_i = np.where(f==88.5¢9) [0][0]
i100_f = np.where(f==101.5€9) [0][0]
i119_i = np.where(f==101.€¢9) [0][0]
i119_f = np.where(f==137.¢9) [0][0]
i140_i = np.where(f==119.€9) [0][0]
i140_f = np.where(f==161.€9) [0][0]
eff = np.zeros(steps) # initialize efficiency vector
phi = np.zeros(steps) # initialize phase vector

avg_eff = np.zeros(9) # initialize band—averaged efficiency vector

# Keep looping till band—averaged efficiency vector satisfies
requirement (> 0.98)
while avg[0] <= EFF or avg|[l] <= EFF or avg[2] <= EFF or avg[3] <= EFF
or avg[4] <= EFF or avg[5] <= EFF or avg[6] <= EFF or avg[7] <=
EFF or avg[8] <= EFF:
# Random pair of angles 0 < a < 180
a = np.random.randint (0, 1800, 2) / 10. / 180. % np.pi
al = a[l] # First plate angle
a2 = a[0] # Second plate angle
a3 = np.deg2rad (0.) # Central plate (third) fixed
a4 = a[l] # Fourth plate angle
ab = a[0] # Fifth plate angle

# Loop over all frequency steps

for i in range(steps):
delta_0 = delta(f[i], mno, mne, t0) # Single pplate retardance
biref 0 = birefringent (delta_0) # Single plate birefringent matrix

# Single plate HWP matrix for different orientation
gamma_5=np.matmul(rotation(—1.xa5), np.matmul(biref 0, rotation
(1.xa5)))

gamma_4=np.matmul(rotation(—1.xa4), np.matmul(biref_0, rotation
(1.xad)))

gamma_3=np.matmul(rotation (—1.xa3), np.matmul(biref 0, rotation

(1.xa3)))

gamma_2=np.matmul(rotation(—1.xa2), np.matmul(biref_0, rotation

(1.%2a2)))

gamma_ I=np.matmul(rotation (—1.xal), np.matmul(biref 0, rotation

(1.xal)))
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# Combining plates:
gamma_ tot = np.matmul (gamma_ 5, gamma_ 4)
gamma_ tot = np.matmul (gamma_ tot, gamma_3)
gamma_tot = np.matmul (gamma_ tot, gamma_2)
gamma_ tot = np.matmul (gamma_tot, gamma 1)

# AHWP modulation efficiency
eff_num = np.sqrt ((gamma_tot[1, 1] — gamma_tot[2, 2])*%2. 4+ (
gamma_tot[1l, 2] + gamma tot[2, 1])*x2.) / 4.

eff _den = gamma_tot[0, 0]/2. + (gamma_tot[l, 1] + gamma_tot[2,

/ 4.
eff[i] = eff num / eff den

# AHWP phase
phi[i] = np.arctan ((gamma tot[1l, 2] + gamma tot[2, 1]) / (
gamma_tot[1, 1] — gamma_tot[2, 2])) / 4.

# LFT band—averaged modulation efficiency

avg[0]=sum(eff [i40_i:i40_f+1])/(i40_f+1-i40_1)
avg[l]=sum(eff [i50_i:i50_f+1])/(i50__f+1-i50_1)
avg[2]=sum(eff [i60_i:i60_f+1])/(i60__f+1-i60_1)
avg[3]=sum(eff [i68_i:i68_ f+1])/(i68_ f+1-i68__ 1)
avg[4]=sum(eff [i78 i:i78_ f+1])/(i78 f+1-i78 1)
avg[b]=su m( eff [i89 i:i89 f+1])/(i89 f+1-i89 i)
avg[6]=sum(eff[i100_ 1:i100_ f+41])/(i100_f4+1-i100_1i)
avg[7]=sum (eff [i119_i:i119 f+1])/(il19_f+1—i119 i)
avg [8]=sum(eff [i140 i:i140_ f+1])/(i140_f+1-i140_ i)
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2])

Listing E.1: A sample of the code used to optimize the HWP configuration.
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Runge-Kutta 4th order method

The Runge-Kutta 4th order method (RK4 from now on) is the most well known
method of the Runge-Kutta methods family developed by Carl Runge and Wilhelm
Kutta, to solve ordinary differential equations.

For an initial value problem specified as:

Yo = y(o), (F.2)

and step size h, RK4 finds a numerical approximation of the function y(z) at

position x,4+; as:

1
Uns1 = Yn+ hg(kl + 2ky + 2ks + ky) + O(RP) (F.3)

Tpr1 = Tp+h, (F.4)

where at each step n the coefficient k; (i = 1,2,3,4) are:

ki = f(@n, yn) (F.5)
ky = f(xn+g,yn+h]2) (F.6)
ks = f(xn+}2l,yn+h];2) (F.7)
ki = f(xn+ h,y, + hks). (F.8)
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At each step x,1 the procedure estimates the value of the function y(z) by dividing
the interval h in half and estimating the slope of the function as a weighted mean
of the estimation at the beginning of the interval x, (ki), in the middle of the
interval @, + 2 (ks and k3) and at the end of the interval z,.1 =z, + h (ks). As
it is clear from Equation F.3 the weighted mean gives more importance to the
value estimated in the middle of the interval.

As written in Equation F.3 the local error is expected to be of the order of O(h?),
therefore a smaller step size leads to smaller error.

RK4 can be generalized to higher orders by subdividing the interval A in sub-

intervals smaller than h/2.
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