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Abstract

Two techniques demonstrated to produce slow antihydrogen bring us closer to the
spectroscopic comparison of antihydrogen and hydrogen — a comparison that will
require atoms both cold enough to be trapped as well as in their ground-state. Re-
fined accumulation, efficient reutilization, and improved counting techniques allow for
the use of larger number of positrons and antiprotons than employed in our previous
experiments as well as an accurate determination of the size of the confined plas-
mas. Two different methods make the positrons and antiprotons interact and form
antihydrogen. In the first method radio-frequency drives applied to the antiprotons
coax collisions between them and the positrons. Field ionization probes the internal
atomic state revealing the first atoms are identified which are too tightly bound to
be guiding center atoms. An extension of this method allows us to measure the first
slow antihydrogen velocity distribution revealing a higher velocity than expected from
a thermal distribution. The second H production method utilizes a two step laser-
controlled charge exchange to produce antihydrogen with a predetermined internal
state distribution and likely with a low temperature. Confinement of the produced H
atoms will require an Ioffe-Pritchard quadrupole magnetic field trap superimposed on
the existing axial trapping field which removes the cylindrical symmetry responsible
for charged particle confinement in a Penning trap. Preliminary experiments show
that charged particles survive more than long enough for the production and trapping

of H.
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Chapter 1

Introduction

Antihydrogen (H), the simplest neutral antimatter atom, is composed of a bound
state of a positron (et) and an antiproton (p). An antimatter atom inspires many
questions. Can antihydrogen atoms be produced? Do they have the same spectrum
and energy levels as a hydrogen atom as CPT invariance requires? Do they have
the same gravitational and inertial masses and thus experience the same gravita-
tional acceleration as hydrogen atoms as required by the weak equivalence principle?
The question of existence was answered by the production of 9 antihydrogen atoms
traveling at almost the speed of light at CERN in 1996 [1].

Probing the structure and behavior of these atoms however requires much slower
antihydrogen that can be trapped and observed for a long period of time. The nested
Penning trap [2] was invented to simultaneously confine antiprotons and positrons
at cryogenic temperatures and thus to likely produce H atoms slow enough for a
spectroscopic comparison with hydrogen. After the interaction of oppositely charged

particles was initially demonstrated with protons and electrons in a nested trap [3]
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and then with positrons and antiprotons [4], ATRAP demonstrated positron cooling
of antiprotons [5]. Not long after, we [6, 7| and another group [8] proved that an-
tihydrogen was being produced through this technique. The central challenges now

facing the further study of antihydrogen atoms are thus two-fold:

1. Ground-state H atoms must be produced

2. H atoms must be produced with a speed low enough to be caught in a neutral

atom trap

This work reports on the progress that the ATRAP collaboration has made in the de-
velopment of two robust techniques for producing cold antihydrogen and our progress
towards meeting the two major challenges.

The first H production technique utilizes recombination in a nested Penning trap
which simultaneously confines both antiprotons and positrons. After an introduction
to our apparatus and particle accumulation methods in Chapters 2 — 4, this work
describes in Chapter 5 the further understanding of this production method that we
have gained since then. In particular, we have demonstrated a method to measure
the speed of slow H atoms. Unfortunately, so far we have measured the mean axial
energy to be approximately 200 meV, corresponding to a temperature almost 2 orders
of magnitude higher than the hoped for 4.2 K distribution [9]. In addition, we have
proved the existence of atoms whose internal radius is less than 0.1 pm, which corre-
sponds to an internal orbit that is no longer described by the simple guiding center
atom model used so far for theoretical studies of H formation.

Our ATRAP collaboration recently developed and demonstrated a second method

for producing slow antihydrogen atoms [10]. A two-step charge exchange transfers the
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binding energy of an excited Rydberg cesium atom (Cs*) to a Rydberg positronium
atom (Ps*) and finally to a Rydberg antihydrogen atom (H*) [11]. This work reports
on the development of the methods necessary to implement this idea in Chapter 6.
First came the demonstration of high rate production of positronium through a single
charge exchange [12], followed by the detection of H* atoms produced through laser-
controlled charge exchange [10].

Both of these techniques require large numbers of stable positrons and antipro-
tons confined within a cryogenic apparatus. Chapter 2 discusses the Penning trap
we use to confine charged particles. Chapter 3 then describes the methods used to
accumulate particles into the Penning traps, as well as the techniques used to manip-
ulate antiprotons and positrons into interacting. Chapter 4 reports the methods we
use to characterize up to 5 million positrons and 750,000 antiprotons accumulated in
the Penning trap as well as the shape of the trapped plasma clouds created by the
trapped particles.

Finally, Chapter 7 describes preliminary investigations into the stability of charged
particles when placed in the magnetic field of a combined Penning and loffe neutral
atom trap. This configuration is one possibility for trapping antihydrogen atoms but
unfortunately it lacks the cylindrical symmetry of a simple Penning trap. Angular
momentum is no longer conserved which removes the core reason for long confinement
times of charged antiprotons and positrons within a Penning trap. As the depth of
the neutral atom trap is increased the stability of trapped positrons and antiprotons

decreases.

The work presented here is the combined effort of many people within the ATRAP
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collaboration. As the graduate student primarily responsible for the day to day
operation of the Penning trap and associated devices for the last two years, I was
heavily involved in the design, implementation, and data taking of almost all of the
experiments conducted by ATRAP during this time. This thesis concentrates on
those parts in which I was actively involved.

The remainder of this chapter will first describe more fully the motivation for these
experiments. This will be followed by a brief review of the antihydrogen recombination
processes most likely to be occurring in our experiments.

All the formulas in this thesis will employ SI units unless otherwise specified.

1.1 CPT Theorem

Testing the fundamental C'PT' theorem is a major point of our antihydrogen stud-
ies. If this theorem, which is required by any quantum field theory that obeys both
Lorentz invariance and locality, is true then the properties of both antihydrogen and
hydrogen should be the same. In particular, determining the frequency of the for-
bidden 1S — 2§ transition in H and H to within its 1.3 Hz natural linewidth allows
at least in principle for a determination of the frequency of this transition to 5 parts
in 10" and then a comparison of the frequencies for both H and H at this level of
precision as well.

The C'PT theorem states that all physical processes are invariant under a com-
bined charge conjugation, parity inversion, and time reversal. Understanding sym-
metries similar to C'PT in physical laws is a fruitful method to predict which sort of

processes are possible, make model independent predictions of reaction dependencies,
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Quantity C P T | CPT
Position (R) R |-R| R | -R

el
|
el
|
oL
oL

Linear Momentum (P)

Angular Momentum (J) | J | J | =J | =J
Charge (Q) Q| Q| Q| —Q
Electric Field (E) —E|-E| E E
Magnetic Field (B) -B| B |-B| B

Table 1.1: The effect of C', P, T, and C'PT transformations on various
physical quantities.

and to put constraints on the forms of possible theories of interactions. Mathemati-

cally a symmetry requires that © HO~! = H or equivalently
[H,0] =0 (1.1)

where H is the Hamiltonian of the system and © is the symmetry operator. From this
definition it follows that the expectation value of the operator of a valid symmetry
does not change in time.

While © can be either a continuous or a discrete operator, we will only consider the
three primary discrete symmetry operators — charge conjugation, parity inversion,
and time reversal [13]. Charge conjugation (C') is defined to replace a particle by
its antiparticle (reversing the sign of the particle’s charge in the process). Parity
inversion (P) inverts spatial coordinates by taking ¥ — —Z as in a three dimensional
mirror. This changes the coordinate system between a left-handed one and a right-
handed one. The final symmetry operator is time reversal (7') which changes t — —t.

A more precise definition of these two operators considers their effect on operators
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and other physical quantities as shown in Table 1.1.

Until the 1950’s it was widely believed that all physical systems were indepen-
dently invariant under each of these discrete symmetries. However in 1956, Lee and
Wang noticed that this assumption of invariance under P had not been tested ex-
perimentally for weak interactions [14]. Shortly thereafter, Wu et al. showed that
during the 3 decay of polarized %°Co, the electrons were emitted preferentially in the
direction opposite to the nuclear spin [15]. Since under P the momentum of the emit-
ted electrons is reversed but the nuclear spin is the same, parity conservation would
require that there be no asymmetry in the direction of the emitted electrons. P is
thus not conserved by the weak interaction. Note that this result does not violate T'
or C'P as under T the nuclear spin flips as does the electron’s momentum and for C'P
violation to be observed would require a similar experiment with the antimatter %°Co
in which the result is that the positron is not emitted preferentially with the nuclear
spin.

History then repeated itself and most physicists assumed the combined operation,
CP, was a good symmetry. However, Christenson et al. found in 1964 that the K
kaon which has a C'P eigenvalue of -1, decayed into 2 7% pions with C'P eigenvalue of
+1. If C'P were a valid symmetry this would not be allowed by Eq. 1.1 and thus C'P
is not conserved in this process.

We now believe that C'PT is a valid symmetry for all physical laws. This belief has
a more valid basis in that any quantum field theory obeying Lorentz symmetry and
locality must be invariant under C'PT [16]. However as proved repeatedly, the degree

of our belief in a certain symmetry should be determined entirely by the precision of
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Figure 1.1: Fractional precision of current C'PT tests [17]. The estimated

value for a future H-H test is based on the best current 1.5 — 2S5 spectroscopy

[18].
the experiments supporting that symmetry. We thus must consider what properties
should be invariant under the combined C'PT operation alone and continue searching
for violations of these invariants to either deepen our belief in C'PT conservation or
reject C'PT invariance as a general principle.

CPT invariance requires that all physically valid processes be invariant under

the CPT operator. For example for a proton the magnetic moment coupling to the

magnetic field, 1,5 - B, becomes s (—5) - B under the CPT operator as the spin
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direction is the only available vector to associate with the magnetic moment. In or-
der for the physical interaction to be invariant we must then have that p, = —pusp.
CPT invariance requires in a similar manner that the masses, lifetimes, charges, and
magnetic moments of all particle-antiparticle pairs must be equal in magnitude (with
the last two opposite in sign). Each of these predictions can be experimentally tested
in many different systems. The most precise current C'PT invariance measurement
compares the difference in mass between the K° and K° relative to their mass though
this precision is model dependent. Meson systems are comprised of a bound-state of
an antiquark and a quark as opposed to the bound state of three quarks (antiquarks)
for baryons (anti-baryons) or the point particle of a lepton and hence are qualita-
tively different than baryon and lepton systems. It is thus important to increase the
precision of the C'PT tests for baryons and leptons.

The comparison of hydrogen and antihydrogen will provide an ideal system for
improving the precision of the C'PT test for baryon and lepton systems. Hydrogen’s
forbidden 1S — 2§ transition has been measured to 2 parts in 10 [18] and a similar
precision measurement in antihydrogen should be feasible at least in principle al-
though it will require quite different techniques. The comparison of these two results
is equivalent to a comparison of the Rydberg constants for each atom, assuming that

the form of the Coulomb interaction remains the same, and would be given by

BrHEEE e

If CPT is conserved, then Ry /Ry = 1. A more detailed consideration of the manner

in which the standard model could be extended to include C'PT violation also suggests

that experiments with H could further constrain the possibilities by which CPT is
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violated [19].

1.2 Cold Antihydrogen Production Methods

Prior to being able to trap and then spectroscopically study antihydrogen, large
number of atoms must be produced. To do so requires several steps. First, the
constituent particles, an p and a e, must be confined simultaneously in the same
region of space. Second, through some collision process energy must be removed from
the pair to form an atom in a bound state. It can be shown that to conserve energy
and momentum in this process requires a third body to participate in the collision.
Finally, through a combination of radiative decay and more collisions, the atom must

be de-excited to the ground state.

1.2.1 Three-Body Recombination

The highest rate reaction at cryogenic temperatures appears to be the simple three

body collisional process [2]
Ptet +et — H +et (1.3)

where the spare et carries away the excess energy and momentum. The H* atoms thus
formed have an average radius estimated by the classical distance of closest approach,
pwa = €2/(4meokyT), between the positron and the antiproton. For 4.2 K, pypq = 4 pm,
equivalent to an electric field binding the positron and antiproton of only 1V /cm
which is much less than the typical fields in charged particle traps or even those due

to the charged particles in the positron plasma. For atoms to survive, the atoms must
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decay to a lower radius before experiencing any large electric fields. In particular,
atoms whose binding energy exceeds 10k,T" (implying that p < 0.4pm) are rarely
re-ionized. This decay is enhanced in a positron plasma through the combination
of short-range replacement collisions where the bound positron is replaced by a new
positron at a shorter radius [20, 21| along with longer range diffusion collisions that
gently drive the bound positron to a lower radius [22, 23].

The rate for three-body recombination has been calculated for astrophysical sys-
tems in many ways and has been found to scale as T—%/2 [24, 25] resulting in a
massive rate at 4.2 K if this scaling holds to low temperatures and large magnetic
fields [2]. When the effect of a strong magnetic field is included (B — oo) the stable
H* production rate per antiproton including only replacement collisions is given by

[20]

2
nZy

Ftbd =4 x 10_1OT9/2

=60s" (1.4)

for a typical positron density, ne+ = 107/ cm?®, and T = 4.2 K. This rate is a factor of
10 less than that predicted for no magnetic field. A later simulation suggests that for
B =5.3T, as in our experiments, this rate may increase by another 60 % compared
to that when B — oo [26]. This enormous rate means that for 200,000 p, a H atom
should be formed every 100 ns under our conditions.

There are however several caveats to this result. First there have been no ex-
perimental confirmations that the 7-%2 scaling continues to 4.2K and furthermore
that the calculated magnetic field dependencies are correct. Second, the analytical
calculations assumed an infinitely long positron plasma allowing long times for the

atoms to reach a binding energy of 10k,T. Practical positron plasmas in our traps
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have lengths of order 1 mm and thus the recombination process is arrested resulting
in a likely slower rate and atoms with smaller binding energies [27]. In addition,
combining the two clouds of positrons and antiprotons within a nested Penning trap
requires the addition of energy to one species. This will likely raise the temperature

of the produced H atoms and make it more difficult to trap and study them.

1.2.2 Resonant Charge Exchange

While the production rate for three body recombination is very attractive, the
lack of control over the internal state distribution of the H* means de-excitation to

the 1.5 ground state will likely be very difficult. A charge exchange process |28, 29|
Ps+p —H+e" (1.5)

whereby the positronium atom, Ps, resonantly transfers its binding energy to the
H atom allows this control through varying the initial state of the Ps atom. This

reaction rate is very small for ground state Ps but scales as [11]
o5 = b8magnp, (1.6)

where npg is the positronium principal quantum number and ay = 0.5A is the Bohr
radius. A calculation including a magnetic field suggests that this rate may be a
factor of two too high [30]. While the efficiency of this process is smaller than that of
three-body recombination due to the solid angle constraints that occur because the
positron and antiproton clouds are spatially separated, the combination of a smaller

range of states produced as well as a likely slower velocity distribution due to no need
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for additional energy to be added to either the positrons or antiprotons may allow

this process to produce more H atoms that can be trapped and studied.

1.2.3 Comparison of Antihydrogen Recombination Processes

There are many other reactions that have been proposed as a feasible technique
to compel an antiproton and a positron to recombine and produce cold antihydrogen.
These include using an external electric field to induce recombination [31] which has
been attempted by ATRAP but which we were for unknown reasons unable to get to
work and the use of a CO, laser to stimulate the formation of n ~ 10 H states [2, 32].
However, three-body recombination and resonant charge exchange are the most likely
reactions to have produced the cold antihydrogen observed so far.

Each H formation reaction has its own advantages and disadvantages though.
Three-body recombination is a high rate process that will produce large numbers of
antihydrogen atoms. However, in a Penning trap three-body recombination requires
addition of axial energy to one species to produce spatial overlap thus likely producing
higher velocity H atoms. In addition, there is no process that restricts the range of
H states produced rendering it more difficult to de-excite the resultant atoms. In
comparison, resonant charge exchange will likely produce fewer atoms but they are
in a much tighter state distribution and probably have a thermal energy distribution
set by the 4.2 K trap environment. Regardless, both three-body recombination and
resonant charge exchange have the potential to produce H atoms that are useable for

spectroscopy,
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Apparatus

In order to produce antihydrogen it is first necessary to confine its constituent
charged particles, positrons and antiprotons. The Penning trap, a combination of a
static axial magnetic field and electrostatic quadrupole potential, provides the means
to do so in a cryogenic environment. This chapter describes our Penning traps and

the considerations involved in their design.

2.1 Theory

To confine charged particles, we employ a Penning trap which is composed of

an axial magnetic bias field, B = Byz, and a quadrupole electric field, ¢(p,z) =

%2‘2/0 <22 — ”2—2> where C5 and d are geometrical constants. For a charged particle, the

equation of motion in these fields is [33, 34]:

mr = q (—quﬁ + By x 2) (2.1)

13
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Figure 2.1: Single particles in an ideal Penning trap exhibit three distinct
motions.

thus
—qCsV
mzZ = qd; 02 (2.2a)
. 9G W
mi =" 5T quy By (2.2b)
. qCl
myj = QQ;Q %y + qui By (2.2¢)

The axial motion is just a simple harmonic motion with frequency:

%:\ﬂﬁf (2.3)

Substituting ©« = x + 7y and the cyclotron frequency, w, = %, into the radial

equations we find:

1
u+mw-§@u:o (2.4)
This is solved by u = e~“*! when:
1
we =3 (wc + w? — QwE) (2.5)

In order for this to result in confined periodic motion in the radial plane, wy must be
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et D
Magnetic Field 5.3T
Trapping Voltage (Vp) | -15V 15V
Electrode Length (d) 5.11 mm
Magnetron Frequency | 4.5kHz | 4.5kHz
Axial Frequency 37MHz | 860 kHz
Cyclotron Frequency | 145GHz | 80 MHz

Table 2.1: Typical parameters for particles in our 5.3 T Penning traps.
real giving the trapping requirement:
we > V2w, (2.6)

In general the radial motion is composed of a superposition of motion at the two
frequencies, w. .
The trapping fields result in the three harmonic motions shown in Fig. 2.1. They

. . . 2 .
are the axial motion, a large magnetron motion at a frequency w,, = w_ = ==, which

20
can be considered as an E x B drift, and a cyclotron motion at the modified cyclotron
frequency, w. = wy = w. — wy,. In a standard trap, w. > w, > w,, which allows

each of these motions to be considered as independent. Table 2.1 shows the typical

frequencies in one of our Penning traps.

2.2 Cylindrical Electrodes in a Penning Trap

A Penning trap can be constructed from electrodes that follow equipotential sur-
faces of a quadrupole potential. Unfortunately, these surfaces are hyperboloids, as

shown in Fig.2.2a, which creates electrodes that are both difficult to machine to ex-
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V=0 V=0 V=0 V=0

Figure 2.2: (a) Hyperbolic, (b) 3 electrode, (c) 5 electrode, and (d) 5 single

length electrode Penning trap geometries and electrode potentials used for

calculating the complete symmetric potential within a trap.
acting tolerances and also prevent easy access for injecting particles into the trap. To
rectify these problems our Penning traps are constructed out of a stack of cylindri-
cal electrodes [35] resulting in a trap that is open at both ends to allow for particle
loading.

To discuss the implications of a cylindrical geometry, we first note that the po-
tential at the center of an axisymmetric Penning trap can be expanded in terms of
even Legendre polynomials, P; (cos[f]), assuming axial reflection symmetry about the

z = 0 plane:

o(0.2) = 2305 (5) B eoste) (2.7

where d? = % (zg + %,0(2)), Vj is the applied trapping potential, 72 = 22 + p?, and z

and py are defined as in Fig.2.2. For an ideal quadrupole field Cj~o = 0, while for

cylindrical electrodes the constants C), are in general not equal to 0.

For an arbitrary cylindrical geometry, it is more convenient to first calculate the
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potential using an expansion in terms of modified Bessel functions, Iy(2):

$(p.2) = > Sulo (knp) cos (kn2) (2.8)
n=0
where
(n43)m
Fen T (2.9)
2) L
Sy = W/o V (po, z) cos (knz) dz, (2.10)

2L is the length of the electrode stack, and V' (py, z) is the potential on the electrodes
as a function of axial position. Note that this sum is an approximation for the correct
open-endcap electrode expansion due to the closed potential surfaces at the end of
the stack. However, a realistic electrode stack can not be infinite and thus must have
a defined length, L. For the geometry in Fig. 2.2b, we thus have that:

_ 2Vysin (knzo)
" ]{JnL ]0 (knpO)

(2.11)

This formalism can then be expanded to the geometry in Fig.2.2¢c by defining the
total potential as the superposition of the potentials from the individual electrodes,
o(p,z) = ¢o(p; 2) + d1(p, z) where:

_ 2Vgsin (knzo)
knL 1o (knpo)

Go(p:2) = > Solo (knp) c0s (knz) ; S0 =

(2.12)

_ 2Vi sin [k (21 + 20)] — sin [kn2o]
knL IO (knp(J)

61(p,2) = Shlo (knp) cos (knz);  SEY =

n=0

(2.13)
For application to the detection and damping of particles discussed later, the

solution to an antisymmetric potential applied to the nearest electrode pair to the
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Figure 2.3: (a) 3 electrode, (b) 5 electrode, and (c) 5

V=0 V=0

single length electrode

Penning trap geometries and electrode potentials used for calculating the
complete antisymmetric potential within a trap.

center of the trap is useful.

terms of odd j:

o5 (p, 2)

=0

5,2 =7i D, (L)' cosll

dd

The Bessel expansion also slightly changes:

o1 (p,2) =

where

oo

Z AW (anp) sin (a,2)

n=1

2V cos [a, (21 + 20)] — cos [a,20)

anL IO (anPO)
nm

ap, = —

L

In this case, the Legendre polynomial expansion is in

(2.14)

(2.15)

(2.16)

(2.17)

(2.18)
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Hyperbolic Trap 3 electrode trap 5 electrode trap | 7 electrode trap
Po 6.00 mm
20 5.12mm 5.12mm | 3.00 mm 5.86 mm 10.56 mm
21 e e e 0.97 mm 4.23mm
29 4.89 mm
d 4.702 mm 4.702mm | 3.674 mm 5.116 mm 8.047 mm
" e e e 0.8811 -0.3856
% 0.4830
Cy 1.0000 0.5734 0.5092 0.5449 1.2706
Cy 0.0000 0.0135 -0.1080 0 0
Cs 0.0000 -0.0486 0.0036 0 0
Cs 0.0000 0.0039 0.0061 -0.0366 -0.451
D, e 0.3738 0.3803 0.8996 1.0171

Table 2.2: Expansion coefficients values for several electrode geometries with
given potential ratios.

The Bessel function expansion for the symmetric case can be related back to the
Legendre expansion in Eq.2.7 by expanding cos (k,z) in powers of z¥ and equating

these terms with the terms in Eq.2.7 along the axis (p = 0):

C; = 2(_3,1!)2 > (kndy’ SVZ (2.19)

n=0
for even j. As an ideal trap has Cj>2 = 0 and in many cases only small radiuses,
p < po, need be considered, this is a good expansion to consider as only the lower
order terms are non-negligible and the simple goal for the optimum configuration is
to minimize all the coefficients Cj-,. Table 2.2 lists the values of the lower order
coefficients for typical trap geometries used in our experiments. The excellent perfor-

mance of the 5 electrode trap is due to the choice of a specific geometry and potential

applied to the compensation electrodes [35].
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Figure 2.4: Comparison of an ideal quadrupole potential (gray contours) and
the actual potential within an electrode (black contours) for two different
electrode geometries.
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Unfortunately as the number of particles increases, the above formalism becomes
less applicable. The effects of space charge within the cloud of particles as well as a
cloud radius approaching that of the electrode result in a potential that is no longer
described by only the low order terms in the Legendre polynomial expansion (Eq. 2.7).
The root difficulty is that while with an infinite number of electrodes one could ex-
actly match the quadratic boundary conditions necessary for a quadrupole potential,
practical considerations reduce the fidelity of the actual potentials by limiting the
number of electrodes. In addition, while carefully adjusting each electrode length
may improve the fidelity of one specific potential configuration, choosing a fixed sin-
gle electrode geometry for all electrodes results in a much more flexible trap for larger
particle numbers.

To avoid the convergence issues at larger radii inherent in the above analytical
formalism, all the remaining potential calculations in this thesis have been performed
using numerical relaxation on a fixed grid. In this method, Laplace’s equation, V?u =

0, is rewritten as a diffusion equation [36, 37|:

% =V (2.20)
Ast — o0, Ou/0t — 0 which implies that u(t = c0) is a solution of Laplace’s equation.
This equation can be solved by an iterative method where ;1 = u; + (V2u) At. To
calculate V2u we utilize the fact that on an axisymmetric grid with grid points defined

by w;; where i (j) is the axial (radial) coordinate and h, and h, are the axial and

radial grid spacings, Laplace’s operator can be discretized as

Uisrj + Uigrj + 25 Ui+ Ui + 205 w0 — w4
+ —

Viu;; =
i B2 h2 b 2h,

(2.21)
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As this equation contains a singularity at » = 0, we replace it by recognizing that

0? 0? 0?
= =2 == (2.22)
ox p=0 oy p=0 ap p=0
so that
0%u 0%u 0%u
Viu(z,p=0)= —| + —| + = (2.23)
Ox? =0 0y? =0 022 =0
02 o?
—2 | 4+ (2.24)
dp =0 0z =0
and discretized over the grid of points
Ui—1,0 + Uigr1,0 + 2Uip 2ui 1 + 2u4
Viu(z,p=0) = h*; +2 s (2.25)

which is no longer infinite at p = 0.

The final solution is calculated by choosing an initial solution, w; ;(0), defined by
the boundary conditions given by the electrode voltages and then using these results
to iteratively converge to the true solution, u; ;. Through superposition this solution,
¢;, need only be calculated once per electrode with the boundary conditions of 1V
on the particular electrode and 0V on all other. The potential in the trap is then

given by:
all
electrodes

dp.2)= Y Vidilp2) (2.26)

%

where V; is the voltage of electrode ¢, and ¢;(p, z) is the solution calculated above for
electrode i. For more details on the actual software code used for these calculations
see Appendix A.

Using this code we can consider the two competing considerations that suggest an

optimal choice of electrode geometry to be py &~ z; (i.e. the length of the electrode is
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Figure 2.5: The potential at the axial center of an electrode as a function of
electrode length and radius off of the axis in terms of the electrode radius py.

the same as its radius). First, as the length of the electrode is reduced the fraction
of the potential applied to the electrode surface reaching the center of the electrode
becomes smaller (Fig.2.5). Note that an electrode length of one radius is approx-
imately at the knee of the curves. Second, the fidelity of the quadrupole potential
reproduction is reduced as the number of electrodes is reduced. Figure 2.6 shows the
fractional deviation of the actual potential relative to an ideal quadrupole potential
as the individual electrode length is varied. The standard deviation is calculated
over the inner 1cm of a 5cm long electrode stack. Here electrode lengths smaller
than pg show little advantage. For future traps, a slightly smaller electrode length,
2 = 0.704py, will have an advantage in terms of the ability to minimize low order C}
coefficients [38| as shown in Table 2.2. A harmonic trap is necessary for robust RF
counting of the number of particles (Chapter 4) in clouds containing over 1 million e*.
From experiments in HBAR2 comparing the particle number counted in a 5 electrode
trap with Cy/Cy = 0 to that of a 3 electrode trap with Cy/Cy = —0.21, we found the

counts in the 3 electrode trap varied by a factor of 2 depending on how perturbed
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potential as a function of electrode length. The curves are just to guide the
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the particle cloud had been previously.

2.3 Actual Penning Traps

Within the course of this research we used three different Penning trap assemblies.
As a detailed description of these traps has been discussed previously [39, 40|, T will
only provide a cursory description of the essential features.

All the trap assemblies are composed of a series of cylindrical open-ended elec-
trodes enclosed within a sealed vacuum enclosure with 10 pm Ti windows on each
end for positron and antiproton loading. The whole assembly is cooled to 4.2 K via
thermal contact with a liquid helium dewar. Cryo-pumping within the vacuum en-
closure results in a vacuum of better than 5 x 10717 Torr [41] which is equivalent to
an antiproton lifetime in the trap of better than 1 month. Above the sealed vacuum

enclosure is the liquid helium dewar and a thermal isolation stage consisting of fiber-
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glass G-10 rods used to reduce thermal conduction from room temperature to the
4.2 K dewar. Finally, at the top of the assembly, is a series of electrical feedthroughs
which allow connections to the various circuits within the trap. This complete system
is lowered into a superconducting magnet which is normally configured to provide an
axial bias field of 5.3 T. Above this system resides a lead shielding system to protect
the radioactive source used for positron loading when it is not in use. Below the trap
assembly (for those traps used at CERN) is the equipment necessary to reliably inject
antiprotons into the Penning trap. Figure 2.7 shows the entire apparatus that is used
for our experiments at CERN.

The simplest trap we employed was the Cs-Ps trap that was used only at Harvard
University (as distinguished from the HBAR1 and HBAR2 traps to be discussed later).
This trap was only capable of loading electrons and positrons and was utilized to test
positronium production as discussed in Chapter 6. Figure 2.8 shows the essential
features of this trap. It is composed of 14 electrodes and contains a unique electrode
(CS) for producing the cesium beam necessary for positronium production.

We used two more complex traps (nicknamed HBAR1 and HBAR2) at CERN to
produce antihydrogen. These traps are capable of loading positrons, electrons, and
antiprotons and both contain on the order of 35 electrodes. Both traps also contain
a rotating ball valve [40] to protect the tungsten transmission moderator used for
loading positrons from exposure to high energy antiprotons. As discussed later the
ball valve contains a secondary reflection moderator and a field emission point for
loading electrodes.

While in general the two traps are similar there are several differences between
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them. First, HBAR1 (Fig.2.9) contains a copper ball valve with an aperture whose
radius is only 2.5 mm as opposed to the electrode radius of 6 mm. The aperture results
in reduced transmission of particles through this region of the trap as particles who
have a larger radius than the aperture are clipped off in transit. HBAR2, in contrast,
has a ball valve with an opening the same 6 mm radius as the electrodes. This ball
valve is constructed out of BeCu for structural stability. Second, the HBAR2 lower
trap region has a series of shorter electrodes to allow for more control of the potentials,
particularly for experiments utilizing charge exchanges to produce antihydrogen (as
discussed in Chapter 6). These electrodes have a length the same as the radius of the
trap (6.0 mm) instead of the standard electrode length of 10.1 mm. Finally, HBAR2
has an electrode (CS) which is equipped to produce a cesium beam directed through
the center of the electrode.

In order to contain and manipulate particles, all the electrode potentials can be
adjusted independently through bias circuits. These circuits are heavily filtered to
prevent electrical noise from disturbing the trapped particles. In addition, most
electrodes have the circuitry necessary to apply either fast voltage pulses or radio-
frequency drives to them in order to further manipulate the particle geometry as
discussed later in this chapter. The complete wiring diagram for HBAR2 is shown
in Fig. 2.11; the wiring for the Cesium-Positronium and HBARJ1 traps are essentially

similar.
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Chapter 3

Antiproton and Positron

Accumulation in a Penning Trap

The previous chapter showed how to accumulate the constituents of antihydrogen.
To produce antihydrogen atoms, the accumulated positrons and antiprotons must be
coaxed into interacting. This chapter discusses the techniques we use to acquire and

manipulate charged particles.

3.1 Particle Accumulation

In order to load particles into a well within our Penning traps, some mechanism
must be employed to lower the energy of the incoming particles enough to confine them
inside the axial potential well. The several different techniques used to accumulate

electrons, positrons, and antiprotons are discussed in the next few sections.

32
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3.1.1 Electrons

Electrons are quite easy to accumulate in large numbers and are our standard
diagnostic tool for testing trap functionality. They are also used to collisionally cool

antiprotons as discussed later.

Field-Emission Point Loading

The simplest method to load electrons is through the use of a field emission point
(FEP) which is in essence a sharp metallic point (in our case it is formed from tungsten
wire chemically etched to a fine point). In this technique, a single well for electrons is
created (Fig. 3.1a). The field emission point located on the ball valve is then biased to
around 700 V. At this potential, an approximately 10 nA beam of electrons is emitted
due to the high electric field surrounding the FEP tip. This beam has too high an
energy to be directly trapped but it can ionize gas atoms cryo-pumped onto trap
surfaces. These ionized electrons are then captured in a potential well located in the
center of the electrode stack through collisions with residual gas atoms or already
trapped electrons which result in energy loss.

FEP e~ loading has the unfortunate characteristic of being quite variable in both
the number of particles loaded as well as in the particle cloud shape. To create a
more regulated technique, the potential depth of the well into which the electrons
is loaded is lowered after firing the FEP (Fig.3.1b). Electrons whose energies are
greater than the lowered well depth can then escape the well leaving only a more
controlled number of electrons behind. Figure 3.2 shows the linear dependency of the

number of electrons loaded on the well depth.
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Radioactive Source Loading

While FEP electron loading is robust and simple, if any other particles such as
positrons or antiprotons are simultaneously confined in the lower stack when the
FEP is fired they are perturbed and have high probability to be ejected from the
trap. To allow for loading electrons while particles are located in the lower trap,
we use secondary electrons emitted from collisions of high energy positrons with the
degrader. Empirically these high energy positrons do not cause the heating effects
observed with electrons from the FEP which is likely due to their much higher energies
and thus much smaller interaction time with trapped particles.

In this technique, positrons from the ?2Na source, discussed later in this section,
are allowed to impinge upon the degrader. As ??Na emits positrons with energy up to
approximately 500 keV, these positrons have the energy necessary to both ionize cryo-
pumped gas as occurs in FEP electron loading as well as to emit secondary electrons
from the Be degrader. These secondary electrons are then captured in wells adjoining

the existing positron well (Fig.3.3). This technique also works when there are no
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e’ trapped in the lower stack [42]. In this case, background gas collisional cooling
results in initial confinement for the e™. The collisional cooling from the trapped
positrons results in an order of magnitude more efficient trapping rate as compared

to situations where there are initially no other particles in the lower trap

Antiproton Secondary Electron Loading

One final technique has been used to load electrons. In this case secondary elec-
trons resulting from antiproton collisions with the Be degrader foil, located at the
bottom of the electrode stack, are captured. These secondary electrons are emitted
with energies comparable to the work-function of Be (4.98 V) and are produced in a
pulse given by the length of the 200 ns incoming antiproton shot from the AD facility.

The pulsed nature of the emitted secondary electrons makes it possible to capture
them in flight. To do this the trap is configured as shown in Fig.3.4. On the right,

the degrader is biased to +3V to reduce the speed at which the emitted electrons are
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Figure 3.5: The effect of the width of the voltage pulse and the delay relative
to CERN’s P ejection warning signals on the number of electrons loaded.

traveling. On the left, an extended well is created between HV and T7 to capture
the electrons. Just before the antiproton pulse arrives, a fast voltage pulse is applied
to T7. This changes the potential to the dashed line and allows secondary electrons
to enter the well. After the electrons enter the well, the fast voltage pulse is removed
closing the door of the well which traps the electrons within the well structure. The
electrons eventually end up within 7/ after enough time has past for radiative syn-
chrotron cooling to reduce their energy. Figure 3.4 shows the effects on the number
of electrons loaded of tuning either the high voltage pulse delay relative to the an-
tiproton ejection timing signal delivered from CERN or the width of the high voltage

pulse.

Future Electron Loading Techniques

While the above techniques sufficed to provide the electrons necessary for this
research, they share several drawbacks. First, in order to load the typical 5 million

electrons required for stacking antiprotons takes approximately 10 minutes which
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when compared to the average hour long experiment is a limitation. Second, all
the techniques became less reliable as the number of electrons is increased above 10
million. While it may be possible to reliably extend the number of electrons loaded
for future requirements, a new technique will quite likely be necessary.

One promising technique utilizes photoemission from a metallic surface to generate
a pulse of electrons that can be trapped using the same technique as that used for
antiproton secondary electron loading. In this implementation, 248 nm pulsed light
from a KrF excimer laser impinging on a gold surface would emit the electrons [43].
The advantage of this technique is that both the number of electrons and length of
the electron pulse can be controlled by varying respectively the intensity and length
of the excimer laser pulse. With an estimated quantum efficiency of 10~ electrons
per photon, a single 18 mJ, 10ns laser pulse would result in 10'? electrons available
which is an improvement of over 15 orders of magnitude in the loading time required

per electron.

3.1.2 Antiprotons

To form cold antihydrogen, we need large numbers of cold antiprotons. In this
case, cold means at the same temperature as that of the trap environment (4.2K or
0.345meV). However, the coldest available source of antiprotons produces antiprotons
at an energy of 5.3 MeV. To slow antiprotons the remaining 10 orders of magnitude,
we utilize techniques refined over many years by the TRAP collaboration, the prede-
cessor to ATRAP. These techniques include the slowing of antiprotons in matter [44],

trapping them while in flight [45], and finally cooling them to 4.2 K through collisions
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with electrons [46]. While the basic techniques remain the same, this section will
discuss several refinements that allow for the stable capture of more antiprotons [47]

by repeated stacking of antiproton shots on top of each other.

Antiproton Production

The coldest source of available antiprotons is currently at CERN near Geneva,
Switzerland through the Antiproton Decelerator (AD) facility (Fig.3.6) [48]. The
AD receives bunches of approximately 10' protons accelerated to 25 GeV by CERN’s
primary accelerator, the proton synchrotron (PS). The protons then collide with an
iridium wire target. From this collision, approximately 3 x 107 antiprotons at 2.75 GeV
are produced and directed into the AD ring. In a series of steps taking approximately
90 seconds, the 2.75 GeV antiprotons are slowed to 5.3 MeV while applying both sto-
chastic and collisional electron cooling to maintain a small momentum spread. The
antiprotons are then diverted from the AD ring towards our experimental zones in
a 200ns bunch of 2.5 x 107 antiprotons before finally being turned upwards into our

experiment through two 45° bending magnets (Fig. 2.7).

Antiproton Steering and Slowing

In order to center the incoming antiproton beam onto our trap electrodes, we use
a parallel plate avalanche counter (PPAC) which monitors the position and intensity
of the incoming beam [39, 49]. This detector consists of two sets of anode-cathode
pairs each consisting of 5 thin 2mm wide parallel conducting strips separated by a
0.5mm gap. These sets are oriented in the z-y plane perpendicular to the beam with

one set of electrodes aligned along the z-axis and one set aligned along the y-axis. A
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200V potential difference is maintained between each anode-cathode pair and argon
gas is continuously flowed inside the space between the pairs of electrodes.

Incoming antiprotons ionize argon atoms inside the PPAC plates releasing elec-
trons which are accelerated by the potential difference and then ionize further atoms
creating an avalanche process. The released electrons are constrained by the magnetic
bias field to travel only axially along field lines, so by monitoring the current collected
on each parallel conducting strip, the beam profile can be inferred and then corrected
by adjusting the currents within the beam-line steering magnets.

The 5.3 MeV incoming antiproton energy is much too high to trap via an electro-
static field created by an electrode within our Penning trap. To reduce the energy the
three orders of magnitude necessary for trapping, we utilize several stages of thin foils
as well as a gas tuning cell which incrementally lower the antiproton energy. These
stages have been discussed previously [44] so I will concentrate on the two primary
stages.

In the first stage, antiprotons pass through a 13mm thick gas cell located just
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above the PPAC assembly. This gas cell is composed of a 1 atm mixture of He and
SF in which the amount of energy loss can be changed by varying the percentage of
each gas. The tuning of this percentage is done empirically to maximize the number
of antiprotons loaded (Fig.3.7). The second stage is a 125 um Beryllium foil( DEG)
located at the end of the Penning trap in which most of the energy loss (approximately

3.5 MeV) occurs.
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Antiproton Trapping

Figure 3.8 shows the basic technique for trapping the resulting keV antiprotons
in the trap. First, electrons are loaded into a well on 76 and HV is biased to
—3000V creating one end of the well for the antiprotons. Next, antiprotons enter the
electrode with DEG biased to 300 V to minimize the production of secondary electrons
(Fig.3.8a). After the pulse is entirely contained within the trap, the potential on
DEG is suddenly pulsed to -3000V using a high voltage switch (Behlke HTS-301)
(Fig.3.8b). This closes the potential well and confines the antiprotons. For the next
70 seconds, antiprotons are allowed to collide with the previously trapped electrons
thus cooling them into the small electron well in 76 and eventually to the 4.2K
temperature of the trap environment. Almost 25,000 p have been cooled from the
most intense AD pulses of high energy p but between 10,000 to 15,000 P is more typical
[47]. After this cooling time, elapses the trap is reset for the next incoming bunch of
antiprotons. We repeat this cycle as many times as necessary to load the total number
of required antiprotons with a linear dependence of antiprotons loaded versus the
number of shots (Fig.3.9). The last few steps involve ejecting the cooling electrons by
removing the electron and antiproton potential well for a duration of 100 ns (Fig. 3.8¢).
During this time period, the electrons can escape but the antiprotons are too slow
due to their large comparative mass and thus unable to leave the well.

The time delay of the high voltage pulse relative to a signal generated by the
AD when antiprotons are ejected is the one parameter that can be easily adjusted
to optimize the loading process (Fig.3.10). If the timing is too short relative to the

warning signal, no antiprotons will have entered the trap before the high voltage pulse
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is triggered and thus no antiprotons will be trapped as they will have too much energy
to be reflected and trapped by the potential on HV. If the timing is too late, high
energy antiprotons will have bounced off of HV and exited through the other end of
the trap before the high voltage pulse is triggered thus lowering the loading efficiency.

A second more subtle effect is also related to the timing of the high voltage pulse
where if very specific conditions are met secondary electrons will also be trapped
and cooled resulting in a steadily increasing number of electrons in the well on T6.
When the number of electrons reaches a certain level, the trapped antiprotons become
unstable and are almost entirely lost radially through annihilations at the electrode
surfaces. In one particular experiment, an initial cloud of 1.8 million electrons grew
to over 5.5 million e~ after 5 p shots. The 4.403 s points in Fig. 3.9 show the limit on

the number of antiprotons loaded due to this effect. By increasing the high voltage
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delay by 200 ns, additional electrons were no longer loaded and in one run over 900,000
antiprotons were stacked. In fact additional electrons were trapped only when the
pulse delay was near the sudden increase in antiprotons loaded at 4.4 ps; varying the
potentials on DEG or HV had no effect. This suggests that the additional electrons
were loaded because of slightly overlapping the antiproton beam with the high voltage
trapping pulse. Some secondary electrons will then be emitted when the potential
on DEG is slightly less than -3000 V during the rising edge of the pulse. The energy
of these electrons is not enough to escape the final potential well. In contrast, if
electrons were emitted when DEG is at -3000V, the small additional energy gained
from the work-function of Be (5.0eV) allows the emitted electrons to be recaptured
by DEG after one round trip of the trap.

The magnetic bias field plays a key role in the capture of antiprotons by ensuring
the high energy antiprotons are still bound to field lines and thus unable to escape
radially annihilating on electrodes. In the future, however, it will be necessary to use
lower bias fields in order to trap neutral antihydrogen atoms. To investigate this effect,

the magnetic field was varied while monitoring the number of high energy antiprotons



Chapter 3: Antiproton and Positron Accumulation in a Penning Trap 46

loading efficiency

magnetic field (T)
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captured (Fig.3.11). The number of antiprotons captured is still increasing even at
our typical 5.37T bias field. A simple model may account for the magnetic field
dependencies. Here we assume that low energy antiprotons are emitted from the
Be foil (DEG) in all directions with varying energies due to the collisional processes
inherent in the energy loss occurring within the foil. However, any radial energy is
immediately converted to energy in the particle’s cyclotron motion due to the strong

magnetic field. Since the cyclotron radius is:

V2E.m

T (3.1)

T'e =

where F. is the cyclotron energy, as the energy increases the cyclotron radius also
increases eventually resulting in antiprotons annihilating on the trap walls before
cooling. The solid curves in Fig. 3.11 show a simulation of the number of antiprotons
stacked with a given radial energy and a 2 keV axial energy suggesting that on average
the antiprotons that are trapped have an initial radial energy of 20 keV. The incoming
5.3 MeV antiprotons are assumed to be contained in an initial 2 mm spot as measured

from the PPAC. The 20keV radial energy is quite different than the approximately
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1 keV average axial energy of the p (Fig. 3.12).

3.1.3 Positrons

Positrons are the second critical component for the production of antihydrogen.
There is a long history of various techniques for loading positrons into a Penning
trap [50, 51, 52, 53, 54]. The technique used for this research is the most robust
available method for loading e directly into a cryogenic ultra-high vacuum. With
the current 40 mCi radioactive source, a loading rate of 0.5 million positrons in an
hour is achievable.

A 40 mCi ?2Na radioactive source contained in a 3 mm capsule provides the positrons
for our experiments. At this strength, the source represents a major health hazard,
so a robust technique for remote handling was developed [42]. While the source is not
in use it resides in a vacuum system surrounded by lead (Fig.2.7). In order to protect
the antiproton annihilation detectors from the gamma radiation produced by ??Na,

the vacuum system is designed with a 45° bend relative to the trap axis to prevent a
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Figure 3.13: Potentials used for loading e™.

direct line of sight between the source and the detectors. When needed the source is
then lowered through a tube in the center of the experiment assembly until it rests
just above the electrode stack. Positrons can then enter the trap through a 10 pm Ti
window.

Once the source is lowered, the positrons are directed onto a 2 pm single crystal
W(100) transmission moderator (MT). The transmission moderator emits approxi-
mately 4 slow positrons per 10? incoming high energy positrons [55]. An even smaller
fraction acquires an electron when it is emitted and forms weakly bound magnetized
Rydberg positronium atoms [51]. These atoms then proceed into the trap before
being field ionized by a small electric field within the trap (approximately 17V /cm).
As the ionization occurs within a potential well, the positrons are trapped within

the electrode stack. To improve the loading efficiency a second moderator (RMOD)
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(b) removing ions from the et well.
is placed on the ball valve at the lower end of the upper stack which remoderates
and reflects those positrons that did not initially form positronium back towards the
TMOD resulting in a second chance to form positronium. The net effect of RMOD
is a gain of a factor of 3 in e™ loading efficiency.

The duration of stacking of antiprotons for a typical experiment is on the order of
one hour. The 500,000 e* that can be loaded in that amount of time is not enough for
many experiments requiring us to reuse leftover positrons from one experiment to the
next. The first attempt to do so was done in HBAR1 where the restricted aperture
of the ball valve precluded moving the e’ to the upper electrodes while stacking
antiprotons. To avoid this problem, the positrons were instead kept in the lower
trap while antiprotons were loaded (Fig.3.14a). While stacking, the incoming high
energy antiprotons ionize residual cryo-pumped atoms resulting in positive ion cores
accumulating in the e™ well. The ions would cause difficulties in actual experiments

so they are removed by using 95ns wide voltage pulses to transfer the positrons to
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TS while the ions remain in B1. This pulsing technique is discussed further later in
this chapter. The remaining ions are then ejected from the trap. The unfortunate
side effect of keeping positrons in the path of incoming antiprotons while loading is
a loss of 35% of the initial positrons after each antiproton load (Fig.3.15). This is
likely due to a combination of collisions with incoming antiprotons and heating of the
positrons from the trapped ions.

To avoid this loss, HBAR2 was designed with a ball valve with an aperture the
same size as that of the trap electrodes. This design should allow transfer of e™ with
no loss through the ball valve as opposed to the maximum transfer of 800,000 et in
HBARI1 [39] thus one would protect the et from antiproton shots by moving them
to the upper stack during p stacking. However comparable losses of positrons after
each experimental cycle to those in the HBAR1 technique were observed. Both using
fast voltage pulses and adiabatic transfer as described in the next section to move the

et through the ball valve had similar particle loss results. In this case, the culprit is
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probably the BeCu construction of the ball valve in HBAR2. The resistivity of BeCu
at 4.2 K is over 2000 times higher than that of copper which leads to higher particle
energy damping compared to that of a standard electrode and likely the increased

particle losses.

3.2 Particle Manipulation

3.2.1 Particle Cooling

A critical component of producing cold antihydrogen is maintaining the con-
stituent particles at a temperature as close as possible to the 4.2 K trap environment.
Both passive and active techniques are used to initially cool particles and to ensure

they remain at 4.2 K.

Radiative Damping

Since particle motion in a Penning trap involves continuous acceleration, energy
damping through radiation is constantly occurring [33]. The power radiated is given
by the familiar Larmor formula [56]:

P_

= 3.2
6meyc? P (3:2)

We first consider the radiative damping of the cyclotron motion for which this syn-

chrotron radiation is the predominant damping mechanism. Using the fact that

ﬁ:wc X ﬁand E. = %me:

dF
— =—-P=—F .
dt " (3.3)
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v et P

Magnetron | 1.0 x 10*s | 1.8 x 10'7s
Axial 3.0 x 10°s | 1.0 x 10"
Cyclotron 0.1s 5.9 x 10%s

Table 3.1: Typical radiative damping times for particles in our Penning trap.

where

2,2
e‘w?

Vo = ——— (3.4)

3regme?

As the magnetron motion is formally equivalent to the cyclotron motion

2,2
e“ws,
=__"m 3.5
m 3megme? (3:5)
For the axial motion, using E, = mw?2? and ? = —w?z:
2 2
e‘ws?
= —= 3.6
gk 6megmed (3.6)

Only the e~ and e* cyclotron motion will decay appreciably without extra coupling
(Table 3.1). However, in clouds with many particles, collisions will couple the axial
motion to the cyclotron motion increasing the damping rate to a reasonable value
for cooling. The axial damping rate can be further improved by coupling the axial

motion to an external resistor as described in Chapter 4.

Axial Sideband Cooling

As discussed above the magnetron motion has effectively no radiation damping.
In addition, the motion is unstable and requires energy to reduce the radius of the

motion. An active technique is instead required to reduce a particle’s radius and
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Figure 3.16: Magnetron and axial energy levels.

“cool” it to the center of the trap. Furthermore, the low frequency of the motion
means that the interaction strength for an external drive is quite low. To overcome
this limitation we use a technique called RF sideband cooling [33| that is equivalent
to laser cooling of neutral atoms.

The core idea of this technique is to drive the axial and magnetron motions simul-
taneously by applying a drive at v, + v,,. For the necessary symmetry this drive is
applied to one half of an electrode split along an axial plane. In a quantum mechanical
picture, a charged particle absorbing a v, + v, photon corresponds to an excitation

of one energy level in both the axial and magnetron energy levels (Fig.3.16). The
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Figure 3.17: A comb of sidebands from magnetron cooling.

particle then spontaneously emits a photon at the axial frequency returning it to the
same axial energy level but with one quanta more of magnetron energy (which implies
a slightly smaller radius). For a single particle the choice of drive frequency is well de-
fined but for a particle cloud this choice is less clear. The most effective techniques in
the case of large numbers involve driving fairly far off resonance (greater than 500 kHz
compared to the mean axial frequency) and with a high amplitude (approximately
-5dBm). In this case it is also possible to drive a transition that excites one quanta
of axial energy but more than one quanta of magnetron energy due to the large line
width induced by space charge and collisional effects within the plasma cloud. Fig-
ure 3.17 shows the comb of sidebands produced from the spontaneous emission of an

axial photon after excitation.
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Figure 3.18: Inchworm technique for adiabatic particle transfer.

3.2.2 Particle Transfer

With careful control of electrode potentials, it is possible to move particles about
the electrode stack with the intent of bringing them together and forcing them to
interact. For most particle movements we use a slow adiabatic transfer technique. In
this technique, particles are moved one electrode at a time around the trap through
an “inchworm” technique on a time scale of several seconds. To do this, the well on
the next electrode is first made deeper (in general to 16 V) than the 12V well on the
original electrode (Fig. 3.18). This causes the particles to move to a position centered
on the new electrode. The initial electrode’s potential can then be brought to zero
and the potential on the new electrode brought back to 12V allowing the process
to be repeated as many times as necessary. In order to prevent the particles from
becoming heated during this process, the time scale of changes of the axial frequency

must be slow compared to the period of an axial oscillation (approximately 100 ns)

[57].
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Figure 3.19: Average antiproton loss rates during adiabatic transfers as a
function of the electrode the p are currently being transferred onto.

Excluding the ball valve, there is no particle loss in most electrodes during adia-
batic transfers (Fig.3.19). This is due to the carefully chosen potentials which avoid
long flat potential wells which would result in increased magnetron heating and radial
particle loss presumably due to small imperfections in the electrode geometries that
predominate when the applied potential is flat.

For most particle transfer requirements, adiabatic transfer works exceedingly well.
There are two cases where it is not capable of meeting our requirements. First,
particles cannot be adiabatically transfered over the top of an existing particle well
to, for example, reverse the spatial orientation of a pair of e and P wells. Second,
it is unable to separate particles of different masses contained within the same well.
This is needed to remove e~ from p wells as well as to remove contaminant ions from
et wells.

A non-adiabatic pulse transfer method is used to perform these types of particle
transfers. The basic idea is to remove the potential well surrounding the particles in a

faster time than a single axial oscillation (Fig. 3.20a). The particles then leave the elec-
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Figure 3.20: Potentials for pulsing e~ from 73 to T6.

trode with a controllable energy and travel towards the catch electrode (Fig.3.20b).
Once the particles are slowed down but before being reflected at the potential bar-
rier at the other end of the transfer, the potential well is closed by a second pulse
(Fig. 3.20c).

To not perturb the particle cloud, the pulse that opens and closes the potential
well must be much faster than the sub 100ns axial oscillation time for electrons
and positrons. This means that signals with bandwidths greater than 1 GHz must
be transmitted to the electrodes requiring carefully terminated transmission lines.
Figure 3.21 shows the circuitry necessary to apply these pulses. A saturated switch
(Avtech Electrosystems AV-144B1) is triggered and generates a +20V pulse. This

pulse can be attenuated by a variable amount (typically -3dB) before being sent
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Figure 3.21: Electronics used to apply fast voltage pulses to electrodes.

through a matching circuit located at the top of the experiment and into a 502
stainless steel micro-coax line (Microstock UT-20-SS) that terminates at an electrical
feedthrough into the trap vacuum enclosure. At the electrode, a maximum +13V
pulse can be generated but the pulse is typically attenuated to +6 V.

The delay between the launch and capture pulses must also be tuned for maximum
efficiency (Fig.3.22). In practice this delay is tuned empirically but an initial guess
can be calculated by integrating the axial equation of motion for a single particle.
This calculated value is usually within 10 ns of the correct value but is not exact due
to both small electrostatic patches that perturb the potentials within the trap as well

as space charge effects within a particle cloud.
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Chapter 4

Plasmas in a Penning Trap

The previous chapter discussed the single particle dynamics in a Penning trap.
This is adequate for most experiments that are done in these types of traps but the
production of large numbers of antihydrogen atoms necessitates working with clouds
containing as many particles as possible. These clouds are non-neutral plasmas in
the sense that all of the spatial dimensions are large compared to the typical Debye
length, \; = \/W , of 30 nm where 7' is the temperature of the plasma, and n is
the number density. A consequence of this requirement is that the effect of the space
charge of the plasma on the trapping potential is non-negligible and the formalism
developed in the previous chapter is no longer a complete description. This chapter
will discuss the basic dynamics of these clouds as well as experimental techniques

used to characterize them.

60
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4.1 Basic Non-neutral Plasmas

We first consider the confinement of a cloud of particles in a Penning trap. From
the axial cylindrical symmetry of the trap, the canonical angular momentum, Fj, is

conserved [57]:

N
Py = vagjpj + gBopjz» (4.1)

j=1

where the sum is over all particles in the trap. The first term is the mechanical
angular momentum of the particles and the second term is the angular momentum of
the magnetic field. The second term dominates for a sufficiently large magnetic field

SO

N
const = Py Z P (4.2)

j=1
which implies that the mean square radius of the cloud is constrained [58]. For

example for a spheroidal plasma containing 2.25 million e~ with an axial length
of 5bmm and a radius of 3.6 mm, the mechanical angular momentum is only 1.5 x
107? kg - m? /s while the field angular momentum is 5.0 x 107 ¥kg - m?/s. As all
practical traps do not have perfect axial symmetry, this theorem is not absolute, but
still results in confinement times on the scale of days in our traps. These times are
more than long enough for the plasma to reach thermal equilibrium through internal
collisions.

If the density of our plasmas is low enough that correlations between particles
can be ignored, thermal equilibrium states can be described with a single particle
distribution function. In particular, the correlation parameter, I' = e?/(4mweqakT),
must be less than one for a plasma to be uncorrelated, where the distance between

particles, a, is defined implicitly by 47nga®/3 = 1 and ng is the density [59]. For the
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plasma described above, with ng = 1.5 x 107/ cm?, I' = 0.16, and in general I' < 1
for our plasma clouds. Furthermore, since the logarithm of the distribution function
must be expressible in terms of additive constants of motion from Liouville’s theorem

[60], the most general single particle distribution function is given by

log f(7,q) =+ B[E(p,q) +7 -7+ & (7% P)] (4.3)

where «, 3, 7, and & are constant Lagrange multipliers. Because only energy and
angular momentum about the z-axis are conserved in this system, the thermal distri-

bution function is as follows [59, 61, 62]

N exp [—% (h+ wrpg)}

f(0) = s
[ dB3Fd3Texp [— 2 (h+ w,pp)]

(4.4)

where h and py are the single particle Hamiltonian and canonical angular momentum

about the z-axis respectively:

mu? Bp?
h=T+q¢(p,z); pezmvep+q 2p

(4.5)

and w, will be shown to be the rotation frequency of the plasma. This function can

be further simplified to

N2
mo\3/2 1 (?7+wr/)9)

e/ 4.

> R U (46)

where the plasma density is given by

(4.7)

ng(ﬁv Z) + %mwr (wc - W?“) P2
kT

n(p, z) = ngexp [—

This is a Maxwell-Boltzman distribution superimposed on a rigid-body rotation with

vy = —wrpé which is shear-free rotation at a frequency of w,. The density function
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Figure 4.1: The plasma density or plasma frequency as a function of the
plasma rotation frequency.

(Eq.4.7) must also satisfy Poisson’s equation requiring a self-consistent solution to

o(p, 2):

1 _ 2
v2¢(p, Z) = M — ino exp _Q¢(pa Z) + 2mwr (wc wr) p
€0 € kT

(4.8)

In the low temperature limit where T — 0, the requirement of a finite plasma

density in Eq.4.7 necessitates

a9 (p, 2) + %mwr (we —wy) p® =0 (4.9)

Thus the plasma must have a constant density, ng. Also, ¢ must be independent of
z inside the plasma, which is equivalent to the requirement that there be no force on
particles along a magnetic field line. Finally, since Poisson’s equation (Eq.4.8) must

hold inside the plasma, this constraint implies

2eomw, (we — wy)
e

(4.10)

Ng =
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The plasma frequency, w,, is then given by

2
2 q N

w, =
€Egm

, = 2w, (We — wy,) (4.11)

Hence modifying the rotation frequency allows control over the central density of the
plasma cloud (Fig.4.1).

Since the above discussion has been independent of the exact form of the trapping
potential, the results of a constant density inside the plasma and a rigid rotation of
the cloud apply in general to low temperature plasmas. In addition, these equations
imply that only two parameters along with the applied external trapping potential are
needed to describe a general plasma cloud at a specified temperature. Thus one only
needs to specify the central density and the rotation frequency, the total number and
the plasma radius, or many other combinations to completely determine the plasma’s
shape.

We now assume a Penning trap’s quadrupole external potential, ¢;, resulting in a

total electrostatic potential, ¢, given by

=+ dp (4.12)

Solving for the plasma potential, ¢,, using Eq. 4.9 we find

—m w? mw?z?
bp = 2 wr (We — wy) — 9 :02 - 2q (4.13)
2
mw
= _6_p (ar® + b2%) (4.14)
q

This is just the well-known quadratic potential inside a spheroid charge distribution
[63] implying that the equilibrium of a plasma trapped within a quadrupole potential

is a spheroid (Fig. 4.2).
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Figure 4.2: Plasma clouds in (a) an ideal Penning trap with quadrupole
electric field and (b) an actual cylindrical electrode.

The aspect ratio of the spheroidal plasma cloud, o = z,/p,, can then be related

to the plasma frequency and the axial frequency by [64]

T2 \vVeT/ 4.1
w? a?—1 (4.15)
where QY is the Legendre function of the second kind defined as
Q=)= 2w (1F2) 2o (4.16)
z)=—=1In — .
' 27 \z -1

A final familiar equation for spheroids provides the final formula necessary to link «,
Pps Zp, No, and N together

4
N = gﬂap?,no (4.17)

In an actual trap, the effect of image charges produced through the interaction
of the plasma cloud and the trap electrodes, as well as the deviation of the potential
from a pure quadrupole, results in a plasma cloud that is no longer spheroidal. In
addition, a finite temperature results in a thin plasma boundary layer proportional to
the Debye length, \; = \/W . The Debye length also plays the important role

of determining the screening length within the plasma. This is the length at which
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Figure 4.3: Space charge effects of a plasma cloud containing 4.5 million e~ on
the potentials within a cylindrical trap. The black contours are the combined
potential of the trapping and plasma potentials and the gray contours are
the trapping potential alone.

the Coulomb interaction between particles is removed due to the movement of other
charges within the plasma to cancel out the field. Figure 4.3 shows the perturbation
a plasma cloud induces on the total trap potential as well as the plasma’s deviation
from an ideal spheroidal shape.

To calculate plasma cloud shapes including these effects we use a computer code,
equilsor2 written initially by Spencer et al. [65] and discussed further in Appendix A.
This code solves Eqgs. 4.7 and 4.8 self-consistently through a combination of the
relaxation method discussed in Section 2.2 to solve for the potential and Newton’s
method to handle the nonlinearity in the function for the plasma density. In practice,

Eq. 4.7 describing the plasma density is rewritten as:

Flp.2) = =" exp [~ 75 (900, 2) = 6(0,0)) = i’ (4.18)

where ¢(0,0) is the potential at the center of the plasma cloud and the constant  is
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adjusted after every iteration to maintain the same plasma radius, p,, by the formula

q
K= —m (¢ (pp,0) — ¢ (0,0)) (4.19)

This iteration technique maintains both a constant central density and plasma radius.
However, in our particle clouds the total number is known but not the central density
requiring a second adjustment after every 100 or so iterations to adjust the central

density to converge on the desired particle number.

4.1.1 Dynamics

Within a plasma small deviations from equilibrium can excite collective oscillations
whose frequencies depend on the plasma’s shape. These modes are classified according
to two integers (I, m) with [ > 0 and |m| < [. When m = 0 the mode is azimuthally
symmetric while m # 0 modes break this rotational symmetry. The (1,0) mode is
the axial center of mass mode whose frequency is the familiar oscillation frequency
for a single particle axial oscillation in the trap, w; = w,. The (2,0) mode is the
quadrupole mode where the plasma remains a spheroid but with an aspect ratio that
oscillates in time. Several higher order modes are demonstrated pictorially in Fig. 4.4.

In the low temperature limit, Dubin 67| has analytically calculated the frequencies

of these modes. For an arbitrary (/,0) mode the frequency, wy, is given by

LY _ Fa Bk @ (ko) (4.20)

wi kP (k)Qbks)

where

k= ————— ko

_, — (4.21)
@2_1+ D (6% —1
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Figure 4.4: The frequency of the low order axisymmetric (m = 0) plasma
modes as a function of the aspect ratio [66]. Note all frequencies have been
scaled to the center of mass (I = 0) mode frequency. The axial fluid oscilla-
tions inside the plasma are also shown for each mode.

P, and ), are Legendre functions of the first and second kind respectively, and P/ =
dP/(z)/dz and Q) = dQ,(z)/dz are their derivatives. By combining Eqs. 4.15 and
4.20, the knowledge of wy, wo, and N allows the computation of the aspect ratio of
the cloud and thus a complete description of the plasma cloud shape.

As the above result was derived for 7' — 0, when T is finite the observed quadru-
pole mode frequency shifts from the cold fluid result, w3, to [64, 66]:

a? («UIQ, 0? A3 kT

2 0) 2 .
(w2)” = (w5)” +53 2 o) 9 | ma (4.22)
where
2Q1 (ko)
As = R (4.23)

This shift has been used to determine the temperature of positron plasmas in other

experiments [66].
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Figure 4.5: Calculated shift in the quadrupole mode as a function of temper-
ature. The plasma cloud is assumed to have 4.4 million e~ with a length of
3.0mm and aspect ratio of 0.93.

4.2 Particle Detection

The most important parameter of a plasma contained in our traps is the number
of particles in the plasma. In order to accurately determine this number we have

developed several different techniques which are independent cross-checks.

4.2.1 Nondestructive Resonant RF Detection of Center-of-Mass

Motion

Particles can be counted nondestructively by observing the oscillating image charge
induced on nearby trap electrodes. For small numbers of particles this is an excel-
lent technique but, as the particle count increases, axial damping and the increasing
anharmonicity of the external potential at large radii creates substantial problems
within this technique.

Currents to ground are induced in external circuits connected to a system of

conductors, labeled 1...n, by a moving point charge with the current on conductor
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i given by [68] :

I; = —qVe; (F)- 7 (4.24)

Here ¥ is the velocity of the moving point charge and ¢; (') is the potential induced
at the position of the charged particle when conductor 7 is at a potential of 1V and
all other conductors are at 0 V. For our typical configuration where the amplifier
is connected to a nearest neighbor electrode to the central electrode containing the

charged particle, the appropriate potential near the center of the trap is (Fig. 4.6):

61 (7) = 565 + 50 (4.25)
1 & 7\ 1 & r\’
_ 5;0} (3) P; (cos[f]) +§;D; <Z—O> P; (cos[d]) (4.26)
even odd

Hence to first order:

1D,
Vo, = —=—2 4.27
1 2 % z ( )
SO
q Dy
L =—"u, 4.28
1 9 ZOU ( )

For a positron in a 5 electrode trap with 4.2 K average thermal energy, this corresponds
to a current given by I; = 0.1fA cos (w,t), oscillating at frequency w, /27 ~ 40 MHz.

The induced current on the electrodes results in an additional potential, V', applied
to the compensation electrode. This potential creates an extra force on the trapped

charge particle adding damping to the axial equation of motion [69, 70:

qD\V

2mzy

F=—wiy —yz— (4.29)
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Figure 4.6: Electrode potentials used to calculated the induced image current
from a charged particle oscillating in the center of the trap.

where 7 is the axial damping rate and w, is the characteristic frequency of the har-
monic restoring force on the particle. Using Eqs. 4.28 and 4.29, this equation can be

rewritten as

dl 1
V=10,—+— | Idt I 4.30
U + C1p/ + r1p ( )
where
220\ 2 1 220 \ 2
[ — = = = - 4.31
Ip=m (qD1) ) Cip lpwg’ T = ym (qD1> ( )

This result can be easily be generalized to N particles by noting that Iy = N1, so

l
l, = —b ¢, = Ny, rp = % (4.32)

Eq. (4.30) thus implies that the center of mass oscillation for a trapped cloud of

particles is equivalent to an 7,l,c, circuit with a resonant frequency w.. Coupling
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Figure 4.7: (a) The schematic of amplifier circuit used to detect particle. (b)
Equivalent circuit.

these particles to an external LC' “tank” circuit results in the equivalent circuit given
by Fig.4.7. In this figure the parasitic series resistance, r.,;, of the inductor has
been replaced by the equivalent R..; = Q*r where @ is the quality factor of the tank
circuit (see below). Note this conversion is valid only for a narrow bandwidth around
wrc within which we work.

First, we consider the case where there are no particles in the trap. The circuit
is driven by the Johnson thermal noise produced by the resistors R.,; and r,, but r,
is much smaller and can be neglected. The current noise power spectral density for
Reoit is then given by (iz)? = 4k,T/R [71] which for our typical inductors at 4.2 K is

1000 pA? / Hz. The average preamplifier input voltage power spectral density is then
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Parameter Value Parameter Value

%, 39.164 MHz Cirap 25.6 pF
Q 597 Cip 4.771 x 1079 pF
Lol 491 nH lip 3.461kH
Teoil 210 m$) V. /21 3.204 Hz

Table 4.1: Typical amplifier parameters

given by (T;)? = |Z(w)|” (ig)? where Z(w) is the impedance of the equivalent circuit:

1

1 1
Reoil 1wl

Z(w) =

(4.33)

+ Z.WCtrap
For w ~ wpe this power spectrum, P(w), reduces to a Lorentzian where wpe =
1/\/ Lcoilctrap and I' = 1/CtrapRcoil = 7acoil/Lcoil:

1
(5)" + (w — wie)?

P(w) (4.34)

When particles are trapped with axial frequency w, ~ wr¢, the particle l,¢, circuit
shorts out frequencies near the center frequency wy ¢ resulting in a frequency spectrum
composed of a dip surrounded by two peaks separated by a width proportional to v/N.
Analytically, the impedance changes to

1
Z(w) = T : —e? (4.35)
rap

1 . 1 ;
E-‘rlep-‘rm Rcoil lWLcoil

We will first assume that there is very little axial damping resulting in r, ~ 0.

Then the observed power spectrum reduces to [72]

W%c (Wg - W2)
(W2 —w?) (Wi, —w?) — wQFnyZ]Q + w?I? [(w?2 —w?) + FN'yZ]2

P(w) o (4.36)

2
where v, = (%‘)’) %. Assuming N+, > I', two peaks are formed when the reactive

impedance, 7 ~ 2% (w — w,), of the particles cancels the imaginary impedance of the
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Figure 4.8: Sample amplifier power spectrums for (a) 3.5 million e™, (b) 1.0
million e™, (c¢) 0.29 million e*, and (d) LC resonance (0 e™).

“tank” circuit, Z ~ (2C4qp (W —wre)) ™. The number of particles, N is then given

by Aw, = ( (C’tmpllp)> = \/m where Aw, = 2 (w, — w). Figure 4.8 shows
observed power spectrums versus the number of particles.

In a real particle cloud, axial damping external to the circuit shown in Fig. 4.7b can
not be ignored |73]. This damping can be due to coupling with other modes (primarily
the cyclotron motion or a plasma mode) as well as the anharmonicity caused by the
cylindrical electrode stack. We first consider a simplified model where the particle
cloud’s resistance, as parameterized by 7, is independent of the number of particles.
As shown in Fig. 4.9 the effect of the damping is too slow down the growth of the dip
width with increasing particle number and to eventually reverse it. The comparison

of particle number obtained by dumping the charged particles to a current detector
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Figure 4.9: The effects of finite particle damping on (a) width of amplifier
resonance dip and (b) the number of particles measured assuming zero parti-
cle resistance versus the actual number. The experimental data points show
the measured number of particles from the width of the particle dip compared
to the number measured via a current amplifier as discussed in Section 4.2.3.

(discussed in the next section) with that counted by the RF amplifier assuming r,, = 0
shows that r,, &~ 2.75k() in HBAR1. This is much lower than the effective resistance
of the tank circuit coil on resonance, which is approximately 75k(). External axial
damping thus has a negligible effect on axial cooling of the trapped particles.

It is remarkable that this simple model of a constant axial damping independent
of the number of particles fits well with experiment. From Eqs. 4.31 and 4.32,
rn & v/N where v depends on N in a complicated manner. For example, a primary
axial damping mechanism is cyclotron damping where Coulomb collisions between the
constituent charged particles of the plasma cloud transfer energy from the center of
mass motion to cyclotron motion which then decays immediately due to synchrotron
radiation (Section 3.2.1). The equipartition rate at which this energy transfer occurs
is proportional to the density of the plasma cloud [74]. As the density is approximately

linearly dependent on particle number (Fig. 4.23), r,, should be independent of particle
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Figure 4.10: HEMT RF amplifier schematic

number to first order.

Cryogenic Amplifiers

To both transform the high impedance of the equivalent circuit (approximately
70kQ2) to a lower one that can be coupled to a 50€2 transmission line as well as
to amplify the 511A?/ Hz signal (u2,), we utilize a cryogenic FET preamplifier circuit
physically located just above the electrode stack (Fig.4.10). At the heart of the circuit
is a Fujitsu FHX13LG HEMT transistor which when operated with a drain-source
current of 100 pA has a transconductance, g;, and output resistance, Ry, given by [75]

I
Mis 10 ms Ry = s

= =2k 4.
dVys dlys (437)

gt =

The m-net section then serves to transfer the 2k(2 output impedance of the HEMT

to the 502 transmission line. The output signal is thus given by

ut,, = giuz, R = 400u3, (4.38)
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Figure 4.11: Amplifier Q as a function of resistors in the gate biasing circuit
(Rec = Rgr = R). The coil’s series resistance is assumed to be 0.3Q
resulting in the limiting Q value of 630.

The first attempts at using this amplifier circuit with the large radioactive source
employed at CERN resulted in failure. Within a few minutes of the transistor be-
ing exposed to the source, the gate insulator was destroyed resulting in the classic
symptom of a blown FET whereby the gate can no longer control the current flowing
through the FET. In these circuits, several of the resistors in the gate bias circuit
had different values than shown in Fig.4.10. In particular Rgr = 1 M(2 and the two
resistors labeled Rgg were removed. As HEMT transistors are known to be quite
resilient to radiation damage |76], the likely culprit was charging of the gate due to
the high impedance to ground of the gate bias network resulting in an arc that dam-
aged the gate insulating layer. To prevent this, the two resistors labeled Rgg were
added. These have the side-effect of reducing the tank circuit @ (Fig.4.11) so they
were initially chosen to be 1 M(2 as well. This resulted in a large improvement but
after approximately one day of exposure to the radioactive source the FET gate was
destroyed. The final configuration was then implemented with Rog = Rgr = 100 k€2

which has lasted for over 6 months of use with no signs of degradation.



Chapter 4: Plasmas in a Penning Trap 78

4.2.2 Amplitude RF Detection

The limitations of our currently utilized techniques makes it necessary to develop
a new technique for non-destructively counting large number of charged particles if
we are to utilize more than 5 million particles in a useful manner. Given the 12 hours
needed to load 5 million e™, it is especially imperative to develop an alternative to the
destructive counting technique currently necessary for large numbers of positrons.

One alternative technique is the closely related method to our resonant RF detec-
tion that is used by ATHENA. Here the plasma is externally driven at the center of
mass resonance and the power transmitted through the plasma cloud to another elec-
trode is then measured [77]. In this method the plasma is again replaced by the same
equivalent circuit model but the shape and amplitude of the particle’s RLC resonance
is measured as opposed to its coupling to an external LC' circuit. This measurement
is then combined with a separate measurement of the quadrupole plasma mode fre-
quency (discussed in Section 4.3.2) to provide a complete description of the plasma
cloud. This method does however require a difficult calibration due to the need to
know the frequency dependent gain of the external circuit and is likely to change
every time the experiment is thermally cycled. Finally it, in a similar manner to the
coupled circuit detection technique, under counts large numbers of charged particles

although this occurs above 10® particles as compared to 5 x 10® for our method.

4.2.3 Destructive Charge Counting

While resonant RF detection has the major advantage of being non-destructive

to the trapped particles, it does have several disadvantages. First, as the particle
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Figure 4.12: Schematics of (a) current and (b) charge detector systems. (c)
shows the full charge detector schematic that is shown as an overview in (b).

number grows the reported counts become less accurate and eventually multi-valued
as discussed above. Second, calibration of 7, requires a knowledge of the inductance
of the tank coil which is located at 4.2K and depends on temperature making it hard
to obtain an accurate value once the trap is cold. To avoid the necessity of obtaining
a calibration requiring knowledge of component values at 4.2 K, we used techniques
based on counting the charge or current resulting from dumping particles onto a

Faraday cup electrode (Fig.4.12).
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The first method utilizes a current amplifier (FEMTO DLPCA-200) that has a
gain of 10°V/ A with a 3dB bandwidth of 1.2kHz. This amplifier is, in essence, a
carefully constructed operational amplifier with a feedback resistor of 1 G€). Particles
are then slowly ramped towards the Faraday cup electrode (DEG) by applying a linear
voltage ramp to the electrode where the particles are initially located (Fig.4.13). The
observed current (Fig.4.14) can then be integrated to obtain the total number of
charge particles detected. Note that the presence of the ramp prevents secondary
electrons emitted from DFEG from escaping and reducing the counted number of e~
(since Be has a yield of over 1 secondary electron per incoming electron [78]). The
primary disadvantage to this technique is the wide bandwidth required to ensure an
accurate count (which is approximately from 50 Hz to 10kHz). This area is where 1/ f
noise predominates and it results in a signal to noise ratio that precludes counting
clouds composed of much less than 1 million particles. In addition the small amplifier

bandwidth prevents ramping particle clouds faster to avoid this noise.
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Figure 4.14: Faraday cup current amplifier signal from 12.7 million e~ ramped
onto the DEG Faraday cup.

To avoid these noise problems, we developed a charge sensitive preamplifier (Fig. 4.12c)
which is composed of an operational amplifier with a capacitor, Cy = 1pF, in the
feedback loop instead of a resistor. From the requirement that the two inputs be
at equal voltage, this forces the output to be given by V,,; = Q/C; where @ is the
input charge. The additional 300 M2 resistor in parallel with C'y causes the charge
to be drained away with a characteristic time constant of 300 ps thus resetting the
preamplifier for a new charge pulse.

To count particles with this preamplifier, the pulsing techniques described in Sec-
tion 3.2.2 are employed to transfer an approximately 10 ns long charge pulse contain-
ing all the particles in the cloud onto the Faraday cup. The observed signal is then an
exponential decay (Fig.4.15) with the peak of the signal proportional to the number

of particles, N = C¢Vyear/q.
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Figure 4.15: Charge sensitive amplifier signal from 2.7 million e~ pulsed onto
the DEG Faraday cup.

4.2.4 Annihilation Detection

One of the advantages of working with antimatter is that it is easy to detect
and count annihilations with matter. Antiproton annihilation with protons proceeds
with many possible decay channels [79]. However on average the annihilation can be
written approximately as

p+P — 3.00% +2.07° (4.39)

It is instructive to trace the path of a charged pion produced during an antiproton’s
annihilation on a trap electrode through the two stages of the annihilation detector
(Fig.4.16). The charged pion first reaches the three scintillating fiber layers composed
of 1.9 mm diameter optical fibers with the fibers in the inner two layers arranged in a
helix oriented at a 30° angle from vertical. Inside these fibers, molecules excited by the
passage of a high energy pion emit photons that are then detected in photomultiplier
tubes located below the experiment. The small distance from the electrode stack to

the fiber detectors results in a high solid angle and a unit efficiency for detection of
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Figure 4.16: The antiproton annihilation detector consists of inner scintillat-
ing fibers and outer scintillating paddles.

Antiproton | Background

Channel Definition annihilations | count rate
per count per second
Singles | Count in both scintillating
21+£0.1 60
paddle layers
Fibers Count in 2 out of 3
1.04+0.1 10
scintillating fiber layers
Triggers | Coincidence of a fiber
26+0.2 1

and a single count

Table 4.2: Calibration parameters for the antiproton annihilation detector
channels.
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antiproton annihilations as at least one of the on average 3 charged pions will pass
through the fiber layers. To be recorded as an annihilation event at least one fiber
in two out of the three layers must fire. Background counts from cosmic particles
and electronic noise result in a background fiber count rate of approximately 10 per
second.

The second stage of the detector is composed of two layers of plastic scintillating
paddles located just outside of the superconducting magnet’s helium dewar. Again
at least two paddles in line with each other and the trap center must fire for an event
to be recorded in order to reduce the background count rate. The smaller solid angle
due to the larger radius results in a detection efficiency of only 50 % and the greater
area of the detector presents an increased cross section for cosmic events leading to a
background rate of 60 counts per second.

Further noise reduction at the expense of signal amplitude can be achieved by
requiring a temporal coincidence of a count from the fiber detector and outer paddle
detector. This results in an efficiency of 38 % with a background rate of 1 count per
second.

To increase the signal to noise ratio even more, we apply a short duration linear
voltage ramp to the electrode where the particles are initially located which reduces
the well depth to 0V. The trap potential is ramped beforehand so as to then direct
the antiprotons towards the ends of the trap where they annihilate (Fig.4.17). A
typical ramp time is 10 ms resulting in only a 1 % chance of one or more noise counts
in a typical ramp. By correlating counts with the well depth at the same time, the

energy spectrum of antiprotons within the well can also be inferred (Fig.4.18).
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4.2.5 Counting Techniques Comparison

Typically we measure e™ and e~ numbers using RF center-of-mass detection as
this technique is non-destructive. However, after the plasma cloud grows beyond ap-
proximately 5 million particles, axial damping precludes accurate counts (Fig. 4.9). In
addition accurate calibration of this counting technique is difficult due to the necessity
to know component values at 4.2 K. The current, charge, and annihilation detection
techniques avoid these problems but come with the major drawback of being de-
structive to the trapped particles. While the annihilation detection technique has an
excellent signal to noise ratio when utilized with careful timing which allows for the
detection of a single trapped antiproton, the current and charge detection techniques
have a much lower signal to noise ratio. This limits the number of charged parti-
cles detected to approximately 1 million for the current amplifier and approximately

50,000 for the charge sensitive amplifier.

4.3 Plasma Parameters

A second parameter besides the total particle number, N, is needed to fully char-
acterize the shape of the plasma cloud. This parameter can be the axial or radial
extent, the rotation frequency, or the central density. Once this parameter has been
given all other quantities can be calculated using the formulas described previously.

To determine this constant we have developed two independent techniques.
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Figure 4.19: Typical response from pulsing e~ at the Faraday cup apertures
in HBAR2.

4.3.1 Aperture Detection

The first technique [80] utilizes the fact that the transmission efficiency, P,, of par-

ticles through a constricted aperture will uniquely determine the radius of a spheroidal

P=1— [1 - (%)2] " (4.40)

This equation is then combined with three results from Section 4.1 to calculate the

cloud

remaining plasma cloud parameters:

4
N = gﬁapf;no (4.41a)
2 | <¢ogﬁ>
— = 5 (4.41b)
W, ot —1
2
2 _ 4Ny
= 4.41
“p com ( c)

P, can be determined in several ways. The first method employed was to place

a constricted aperture (the ball valve in HBAR1) with a diameter of 2apy = 5 mm
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between two trap electrodes with RF counting amplifiers connected to them [80].
Particles could then be counted initially, pulsed through the aperture, caught, and
finally counted on the other side which gives F,,, = Ny/N;. This technique requires
careful calibration of both amplifiers to ensure accurate particle counts as well as
repeated timing optimizations for all cloud sizes. In addition, the presence of the
aperture in the middle of the trap limits the flexibility to move and store particles
within the trap reducing the ability to maintain large numbers of positrons.

To avoid these restrictions, the upper part of HBAR2 includes a series of electrodes
with increasing aperture diameters, MT, PO, and P1, connected to charge sensitive
preamplifiers (Fig.4.19). By pulsing particles onto these electrodes and recording the
amount of charge collected on each electrode both the total number of particles in

the cloud as well as the radius can be calculated simultaneously:

Niotat = Nyt + Npo + Npy (4.42a)

p, = Nur (4.42b)

apmT
Ntotal

To remove the assumption of a spheroidal equilibrium, the equilsor2 code de-
scribed earlier was modified to solve for a plasma cloud defined by the number of
particles, N9 and the transmission through an aperture, P\%*”. In this case,
the code modified the midplane plasma radius, 7, and central density, ng every 100

iterations as follows:

P(ggoal) 0.4

—Pa(calc) (4.43a)

0.4

2
N(goal) P(Calc)
n__ .n—1 a
o = Mo (N(calc)) ( plooad (4.43D)




Chapter 4: Plasmas in a Penning Trap 89

1.0 0.4

|_
- = a) | B b) o
©g 09; " e} 03 °
5 5 ‘ 55 °
o R -c
gg 0.8 + § 8 ....“.
S / £ o .
“d © 0.7 r 9 ©
= =P °
2] (%)
© Q@ o 2
835 o6l $c 01 A
E = ) E = .. ®

© ®©

o o

05 1 1 1 1 00 1 1 1
05 06 07 08 0.9 1.0 0.0 0.1 0.2 0.3 0.4
calculated fraction of calculated fraction of
particles dumped onto MT particles dumped onto PO
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compared to the calculated value from the thermal equilibrium code. The
grey dashed line shows a one to one correspondence. The perfect one to one
correlation of the MT particle fraction demonstrates the thermal equilibrium
code’s iteration technique converges to the measured fraction.

where raising the adjustment factors to the 0.4 power prevents oscillatory behavior in
the convergence of the solution. Comparing the measured electron fraction dumped
onto the three Faraday cups versus the values calculated using the thermal equilibrium
code above based only on the measured electron fraction dumped onto MT shows
that this code does an excellent job of matching the measured fraction on M7T to a
thermal equilibrium state (Fig.4.20a). However, the measured value for the fraction
dumped onto P0 is 14 % lower than the calculated value (Fig.4.20b). This suggests
that the thermal equilibrium calculation is missing some important component. The
discrepancy could be from small patches of charge on the electrode or thermoelectric
effects on the electrode biasing networks both of which alter the trapping potential
or it could be from some entirely different cause.

Figures 4.21 and 4.23 compare the measured plasma parameters when assuming

a spheroid plasma shape to those calculated utilizing the full equilsor equilibrium
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Figure 4.22: Typical e~ clouds (a) in a 5V well with variable particle numbers
and (b) with 2.2 million e~ at various well depths.

calculation. Note that the two methods agree well for the smaller 2 million e~ cloud
but diverge for the 6 million e~ cloud. In this case the larger cloud samples a more an-
harmonic external trapping potential and elongates in the axial direction (Fig.4.22).

Several other features of the plasma cloud shape’s dependency on the well depth
are worth discussing. First, there is very little change of the radius with increasing
well depth. This is expected as the angular momentum of the cloud should remain
approximately constant due to the primary contribution being the field momentum
which depends only on the magnetic field and mean radius. Instead as the well
depth increases, the plasma is compressed axially increasing the central density. In
addition, increasing the particle number primarily results in an axially elongated
cloud suggesting that the FEP loading technique used to produce these clouds can
only load particles up to a maximum radius of approximately 4 mm. To increase the

number of particles in the cloud, the plasma instead elongates axially and the density



Chapter 4: Plasmas in a Penning Trap 92

= 43 . o ’g
[} H 23 £
E 41} 1 Q 3 =
® o S
2 39| 5
o a 13 &
E{ I : :
= ®
o] 8
3.5 ® Spheroid assumption 03 &
©  Full equilibrium calculation o e
2.75e+7 &
o 065 o i ° 3
2 : ¢ 2
3] 1225et7 2
Q 045+ Q g
@ o i
o * 11.75e47  E
025+ e 1 g

1.5 25 3.5 4.5 1.5 2.5 3.5 4.5

number of electrons(millions)

Figure 4.23: Plasma shapes measured by the Faraday cup apertures for e~
clouds in a 9V well.

increases.
The independence of the angular momentum on the well depth suggests that it is
the ideal parameter to characterize these clouds with (Fig.4.24). Thus for electrons

loaded from the FEP and positrons loaded from magnetized positronium atoms:

P =271 x 107 N,- (4.44a)

Py = 3.75 x 107 N,s +3.38 x 107 SN2 (4.44b)

where N,- and Ng+ are in millions of particles. We can understand the implication
of this difference in the angular momentum as a function of particle number between
electrons and positrons by noting that the angular momentum of a spheroid is given
by

_ 4By

Pg(spheroid) TNpIQ) (445)

Since for electrons, P is linear in N we must have an approximately constant plasma

radius regardless of the number of particles. However, for positrons, P is quadratic in
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Figure 4.24: Angular momentum of plasma clouds as a function of the e~ or

e™ number [80].
N which implies that the plasma radius is proportional to v/ N. This simple estimate
will break down once the plasma radius approaches the radius of the electrodes as

the plasma cloud will no longer be a simple spheroid.

4.3.2 Plasma Mode Frequency Detection

An alternative method for determining the plasma cloud shape is measuring the
frequencies of the quadrupole and axial center of mass plasma modes and then using

the following formulas to derive the desired cloud parameters:

4

N = §ap2n0 (4.46a)
w? Q1 (ﬁ)
Ye_ el (4.46b)
Wy a’—1
W_ﬁ —1_ @P2<k1)Q/2(k2) (4.46C)
w3 k1 Py(kr)Qbks)

2
W2 =1 (4.46d)

€Egm
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where we have assumed 7' — 0. This method has the advantage of being non-
destructive to the particles in principle but requires the assumption of a spheroidal
cloud. In addition, the frequency of the quadrupole mode shifts as the cloud tem-
perature changes introducing an additional systematic source of error as discussed in
Section 4.1. This effect also provides the opportunity to measure temperature changes
within the plasma cloud in the future assuming it is possible to hold the remaining
parameters constant (i.e. the particle number, the aspect ratio, etc.).

To measure the frequency of the required plasma modes, the equipment shown
in Fig.4.25 is used. A network analyzer (Hewlett-Packard 8753D) drives the two

neighboring electrodes to the particle cloud with a swept frequency in an attempt
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to excite a mode. The drives can be either in phase with each other (for modes
with £ even) or 180° out of phase (for odd ¢ modes). If a particular mode is excited
the oscillating image current (Section 4.2.1) induced on the detection electrode is
converted to a voltage signal by a 4.2K 50() resistor located just above the trap
vacuum enclosure, amplified by +40dB at room temperature, and then detected in
quadrature by the network analyzer. Thus when the frequency of the network analyzer
is near a plasma mode the transmission through the system increases (Fig.4.26) and
the frequency of the mode can be determined by finding the peak of the signal. The
trap itself has a frequency dependent response (Fig. 4.26¢) which must be subtracted
out from the quadrature signal before converting the signal to an absolute magnitude
and looking for a peak. In practice, to reduce the amount of power applied to the
particle cloud and thus minimize particle heating only the quadrupole mode frequency
is measured as the center of mass mode frequency can be accurately calculated using
Eq. 2.3.

At certain well depths and particle numbers, the network analyzer appears to
drive particles out of the trap with almost 50 % efficiency (Fig.4.27). This is likely
due to resonances as it is repeatable over multiple scans and dependent on the cloud
parameters. Reducing the drive power does not remove the problem until the power

is low enough that the plasma modes are no longer detected.

4.3.3 Comparison of Techniques

Figure 4.29 shows a comparison of the various cloud parameters measured using

both the plasma modes method and the Faraday cup aperture method. For all the
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Figure 4.28: Histograms of the ratio of plasma parameters as determined
from plasma mode frequencies and the aperture method.

data points, the quadrupole mode frequency was first found and then the particles
were pulsed onto the Faraday cup apertures. With the exception of a few outlier points
there is a fairly clear correlation between the parameters as measured by the two
methods. For example, the aspect ratio determined by the aperture method is 71 %
of that measured by plasma modes. Temperature effects alone can not account for the
difference as increasing the temperature would increase the aspect ratio inferred from
the mode frequencies (Fig.4.5). In addition, the discrepancy between the calculated
and measured e~ fraction dumped onto P0 implies that the radius of the cloud is likely
larger than calculated which brings the two sets of data further out of agreement.
The causes for this discrepancy are likely related to the assumption of a spheroidal

plasma cloud used in interpreting the plasma mode frequencies; it is plausible that
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the anharmonic effects in a cylindrical trap will cause the plasma mode frequency
discrepancies described above. Regardless, more investigations will be needed in
order to reduce these systematic effects and increase the accuracy with which we can

measure these parameters.



Chapter 5

Antihydrogen Production in a Nested

Well

Long ago, it was recognized that the high rate process of antihydrogen formation
at 4.2K was likely three-body recombination (as discussed in Chapter 1) [2|. For
this process to occur, spatial overlap between the antiproton and positron clouds is
required. As an individual Penning trap well can only confine a single sign of charge,
bringing antiproton and positron clouds into contact in order to produce antihydrogen
is not as simple as just placing them in the same well. Recombination instead requires
a nested well to confine p and e™ nearby and then some method to coax the particles
into interacting and producing antihydrogen. The nested Penning trap [2| that we
and others use to do so is discussed later in this chapter.

After the interaction of oppositely charged particles was initially demonstrated
with protons and electrons by the TRAP collaboration [3| and then our demonstra-

tion with positrons and antiprotons [4], ATRAP demonstrated positron cooling of

100
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Figure 5.1: Atomic orbits in the guiding center regime of a strong magnetic

field and large atomic radius are analogous to the orbits of a charged particle

in a Penning trap.
antiprotons [5]. Not long after, we [6, 7] and another group [8] demonstrated that an-
tihydrogen was being produced through this technique. These very satisfying demon-
strations of antihydrogen production also raised another level of questions. Were any
deeply bound states being produced? What speed were the H atoms traveling at?
The experiments we conducted in the last two years have provided initial answers to
both of these questions.

Our field ionization technique and an oscillatory variation makes it possible to de-
termine both the sizes of the antihydrogen atoms produced and to learn about their
speeds. With this formation method, H atoms are likely to recombine into atoms
with a large radius. These atoms have been given the name guiding center atoms as
the motion is classical and can be considered using the guiding center approximation

where the fast cyclotron motion is averaged out [20]. The large radius of a guid-
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ing center atom results in a weakly bound positron that is extremely susceptible to
perturbation. For example, in three-body recombination the initial atom is formed
with a radius comparable to that of the mean classical distance of closest approach,
p = e*/4dmeokpT = 4 pm at 4 K. At this distance the electric field between the positron
and the antiproton is only 1V /cm so the fields within the Penning trap will be of
the same order. Further collisions within the plasma will reduce the radius to the
observed sizes of less than 1pm enabling the atoms to survive within our Penning
trap environment but the atoms can still be easily perturbed with laboratory sized
fields.

In fact, by applying a large enough electric field the positron and antiproton can
be split apart. The ionized antiproton can then be trapped and the number of an-
tiprotons confined at the end of experiment counted by the standard charged particle
detection techniques described in Chapter 4. The number of detected antihydrogen
atoms is then given by the number of antiprotons counted. While this field ionization
method is described more fully in Section 5.6, a simple result gives the axial field, F,

necessary for ionization in terms of the radius of the atom, p, by:

F > 3.60V/cm <%)2 (5.1)

By varying this analyzing electric field in time, we can learn about the speed of the

H atoms that we detect.
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in the inner well. To bring the two species into interaction requires adding
energy to the p either through a RF drive (a) or injecting them with enough
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5.1 Nested Penning Traps

A nested Penning trap (Fig.5.2) is used to confine the opposite signed charged
particles spatially nearby to each other [2|. In this technique, one sign of charge
(typically e™) is confined in the center well. The other sign of charge (in our case p’s)
are confined in the two small outer wells. The p can then be given enough energy to
allow them to oscillate in the large outer well, passing over the top of the e* well as
they do so.

During each pass over the top of the e™ well, the antiprotons interact with the
trapped positrons and possibly form antihydrogen. In addition, simple two-body
collisions with the 4.2 K e* cloud reduce the energy of the p’s to that of the positron

cloud on a time scale of seconds [5, 42]. This cooling increases the interaction time
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of the p’s with the e’ cloud as when the energy of the antiprotons is close to the
potential within the e™ cloud the velocity of the p’s tends to zero.

However, positron cooling does present several challenges in terms of antihydrogen
production. First, due to the geometry of the nested trap antiprotons can cool below
the level of the e' cloud through recycled evaporative cooling preventing any further
interactions. In this case, collisions between antiprotons decrease the energy of one
P while bringing the other p back into contact with the positrons for further cooling.
Second, the energy added to the positrons must be radiated back to the 4.2 K envi-
ronment primarily through synchrotron radiation. However, the rapid cooling of high
energy antiprotons initially heats the positron cloud at a rate much faster than the
synchrotron cooling rate. During this process, the positrons can reach temperatures
on the order of 200K which is not consistent with the goal of H* production at the

lowest possible temperature [42].

5.2 Driving in a Nested Well

The first method we employed to provide the energy necessary for antiprotons
initially cooled deeply into a side well to interact with the trapped positrons in the
center well was applying radio-frequency drives to the electrodes creating the side
antiproton wells. By choosing the frequency of the drive to correspond to the axial
oscillation frequency of the antiprotons, the antiprotons can be resonantly driven over
the top of the positron well. As shown in Fig. 5.3, the 825 kHz drive frequency for our
typical 9V positron well was chosen to excite only those antiprotons located below

the top of the positron well. Once the antiprotons have enough energy to oscillate
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in the large well the resonant frequency drops precipitously and the drive no longer
effectively heats them.

Several different driving methods have been tried. The simplest is a single fre-
quency drive placed a little below the resonant frequency of antiprotons at the top
of the side well. A slightly more complicated scheme is to chirp the frequency of the
drive from the frequency at the bottom of the side well to the frequency at the top
of the side well.

Since the drive is only applied to one side well at a time, an optimum scheme to
maximize H production would excite all the antiprotons into the large outer well and
then as they cool they would end up into the non-driven side well since otherwise
the drive would re-excite them out of the driven side well. Figure 5.4 shows the
fraction of the initial antiprotons that are transferred to the other side well during a
10 second drive. In these experiments approximately 250,000 positrons were located

in the center well. The experiments discussed in the following sections all used a 9V
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Figure 5.4: Fraction of antiprotons driven over the top of the positron inner
well during a single 10 second RF drive application. The curves are just to
guide the eye.

et well with an 825 kHz drive but it should be more efficient to use a chirped drive.

In a typical experiment, the two side wells are driven in an alternating fashion
with a 10 second drive applied to one side well electrode, a dead time of 5 seconds to
allow the antiprotons to cool, a 10 second drive applied to the other electrode, and
finally another 5 second dead time. This cycle is then repeated 15 to 25 times. As
shown in Fig. 5.5, the number of antiproton annihilations during the driving period

decays with a time constant of approximately 1.4 cycles.

5.2.1 Antihydrogen Production

To detect any produced Rydberg antihydrogen atoms, we then used a field ion-
ization analysis technique. In this scheme two very deep potential wells are placed on
either side of the nested well (Fig.5.6). Any neutral H atoms formed are no longer
trapped by the electrostatic potentials of the nested well and escape in all directions.

H* atoms that enter the two detection wells with a large enough radius ionize due to
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Figure 5.7: H produced from 2.5x10° p and detected in the (a) normalization
and (b) detection wells. To be ionized in the detection well, the incoming H*
atom must have survived a 360 V/cm field.

the strong electric fields (Eq. 5.30). Since the freed P encounters a confining potential
upon ionization of the H* atom and is thus trapped in the detection well, the number
of H* atoms observed is given by the number of trapped P in the detection well at
the end of the experiment. To prevent any p from being trapped in the detection
well that have not been released from an ionized H*, the potential is designed such
that antiprotons from the nested well must climb a substantial potential gradient
as well as somehow lose energy while within the detection well. The likelihood of
the combination of these requirements being met is negligible resulting in an almost
background-free detection method.

Figure 5.7 shows the number of antihydrogen atoms detected to be a linear func-
tion of the number of positrons in the center of the nested trap. On average, 2.5 x 10°

antiprotons were used in the following experiments. The root cause of the linear de-
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pendency is still unknown as the recombination rate is likely to involve a non-linear
function of the positron cloud’s density, length, and radius.

The number of H* atoms produced is also linear in the number of P remaining
in the nested trap (Fig.5.8). The fact that the intercept is not at zero is presum-
ably related to the fact that some p are never able to produce antihydrogen due to
their location at a large radius where there is no overlap with the et cloud. As the
drive amplitude is halved, the number of H* produced is doubled although the rate
of production is slower initially. This reduction is consistent with the observation
discussed earlier of increased transfer to the other non-driven side well as the drive
is reduced up to a certain point. Likely as the drive is reduced, fewer antiprotons
are driven outwards radially whereupon they eventually annihilate without producing

antihydrogen.
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By applying a strong ionization field prior to the entrance to the detection well,
it is possible to turn off detection of antihydrogen atoms at a controllable time as H
atoms are ionized before entering the detection well and thus no p are trapped. By
applying this pre-ionization field either during the period when the RF drive is on or
during the cooling period after the drive is turned off, we observe that 75% of the

antihydrogen is produced during the drive period (Fig.5.9).

5.2.2 Produced State Distribution

To probe the internal structure of the antihydrogen atoms, we utilize a similar
pre-ionization field idea. By changing the magnitude of the field the atoms encounter
before entering the detection well we can determine the fraction of atoms that have
an internal radius such that they ionize between the pre-ionization field and the
maximum field in the detection well. The potential structure used was designed such

that the detection well was not affected by the large changes in the pre-ionization field
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Figure 5.10: The estimated fraction of antihydrogen atoms reaching the de-
tection well for a given field at which the produced H atom will ionize at.
The calculation assumed isotropically distributed, ballistic trajectories from
the center of the nested Penning trap.

thus allowing a simple interpretation of the detected number of H* atoms (Fig.5.6).
Figure 5.10 shows the estimated fraction of antihydrogen atoms that will be detected if
the atoms have an isotropic distribution. Note that the 360 V /cm pre-ionization field
only removes those atoms who ionize at a lower field but does not affect the fraction
detected above that field as compared to those detected with a lower pre-ionization
field.

The H* ionization spectrum shown in Fig.5.11 reveals that the number of atoms
that ionize at a given field, F, or greater is approximately proportional to F'~2 and

thus has a distribution function
dN/dF o« F~3. (5.2)

This spectrum was constructed by measuring the linear dependencies of H atoms

produced versus e” number (Fig.5.7) for a number of pre-ionization fields. From the
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Figure 5.11: The number of antihydrogen atoms, for 250,000 p and 5 million
e, that survive an ionization field F' decreases as a power law.

results in Section 5.6, the atoms that ionize above 190 V/cm are too tightly bound
to obey the guiding center Hamiltonian (Eq.5.24). A simple model may explain this
F~3 or equivalently p® dependence. The rate for the initial Thompson capture of a
positron should go as p* as this process requires two e to be involved in the collision
and the rate for de-excitation collisions will scale as p? as these collisions only require

one et to participate. Combining these two processes results in a rate that scales as

o

5.3 Pulsing into a Nested Well

An alternative method of giving the antiprotons the energy necessary for them to
interact with the trapped e* is to inject the P into the outer well with high energy.
This technique was actually used first in the demonstrations of slow H production [6,

8]. Positron cooling will then bring the antiprotons into contact with the positrons. In
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Figure 5.13: The number of H* produced by pulsing into a nested well is a
factor of 5 less than the number of H* produced by driving within the nested
well. These curves were taken with the detection well and pre-ionization field
shown in Fig.5.12 but with no oscillating field applied.

order to inject the antiprotons we utilize a structure where the antiprotons are initially
trapped in a well on one side of the nested trap (Fig.5.12a). A fast voltage pulse then
removes the barriers between the p and the nested well allowing the antiprotons to
enter the nested well at a high energy relative to the top of the positron well.

The first attempt produced an order of magnitude less antihydrogen than the
driving technique [6] and the number of H produced became constant once the number
of positrons was above 500,000. To improve the production rate we increased the e
well depth such that the injected antiprotons were initially trapped in a side well.
We then lowered the positron well depth slowly allowing the antiprotons to interact
with the positrons, cool from collisions, and then collide with the positrons again
once the well depth was lowered a small amount (Fig. 5.12b). This restored the linear
dependency for large positron numbers and produced a factor of 2 more antihydrogen

per positron (Fig.5.13).
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5.4 Velocity Distribution

Since the solid angle of the combined detection and normalization wells is less than
47 /130, if the H velocity distribution were isotropic we would expect over 1 million
H to be produced based on the 7600 detected H in one trial with 4.5 million e®. As
the initial number of antiprotons was only 290,000, the assumption of an isotropic
distribution is obviously not valid.

A measurement of the H axial velocity distribution is quite simple in principle.
First, with a static pre-ionization field applied the ratio of antihydrogen observed in
the detection well to that in the normalization well is measured. This ratio serves
to normalize the ratio observed when an oscillating pre-ionization field is generated
through an additional AC potential applied to an electrode (Fig.5.14). This exper-
iment is then repeated for many frequencies (Fig.5.15). The fraction of H detected
decreases as the oscillation frequency, w, increases since only H atoms that travel
quickly through the oscillating field relative to the period of the oscillation avoid
ionization.

To quantitatively interpret the observed curve, we consider the distribution func-
tion of N(F, p,v,t)dFdpdvdt H atoms produced in the center of the et cloud(z = 0),
at a time between ¢ and ¢t + dt, a center of mass radius in the trap between p and
p+ dp, a center of mass velocity between v and v + dv, and which are in a state that
will be ionized between F' and F' + dF'. As a simplifying assumption, we will assume
that the trajectory is axially directed and thus p is constant.

When no oscillating field is applied, the atoms only experience a static field,

Fpe(p, z) (Fig.5.14b). The number of atoms detected is determined by the fraction
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that survive the maximum field between z = 0 and zgetection = 8.5 cm wWhere Zgetection
is the beginning of the detection well. The maximum field in the detection well,
however, still must ionize the H atom. The number of detected H atoms, N,_o, is

then given by

PO oo Fmax(p) _
No—o = tmax/ dp/ dU/ N(Fa Ps U)dF (53)
0 0 Fi(p)

where F} = 34V /cm (45V/cm) and Fax = 63V /cm (85V /cm) on axis (3 mm off-
axis), po = 0.6cm is the electrode radius, and t,,,, ~ 750s is the duration of the
experiment. We have also replaced the instantaneous production rate, N, with the
average production rate over time, N.

When the oscillating field is applied the pre-ionization field which determines Fj

becomes,

F(ﬂv Z) = FDC(/)7 Z) + FAC(ﬂa Z) COS(u)t)
(5.4)

= Fpc(p, z) + Fac(p, z) cos <w§ + d))

where we must now average over the phase, ¢ as well. The number of detected H is

0 S 2 do Frax(p)
N, :tmax/ dp/ dv/ — N(F, p,v)dF (5.5)
0 0 0o 2 (

T F1 p7w/v7¢)
Fi(p,w/v, ) is the maximum pre-ionization field the given atom experiences and can

be calculated from

Fi(p,w/v, ) = max HFDC(p, 2) + Fac(p, z) cos (w% + ¢) H .2 € (0, Zdetection) (D.6)

Choosing the simplest assumption about the form of N(F, p,v) — that the atoms

are produced with the state distribution observed previously (Eq. 5.2), the atoms have
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a single velocity, vy, and the production occurs in a disc of radius pp.x — We can

write

- 2
N(F, p,v) oc —L-5 (v — vg) F~ (5.7)

max

and thus the two production formulas become

Pmax 2 Fmax(p)
No—o o / P _dp / F3dF (5.82)
0 ﬂ—pi’lax Fi(p)
Pmax 2 2 d Fmax(p)
N, x / P ap / dé F3dF (5.8b)
0 T Prmax 0 27 Fi(p,w/vo,9)

The solid curves in Fig.5.15 show the expected number of detected H (Eq.5.8)
normalized to N,,—o for several values of the center of mass energy (Ecy = (M/2)vd).
On average 4 x 10° positrons and 2 x 10° antiprotons were used. Comparing this
to the measured results reveals an axial energy of approximately 200 meV (2400 K)
which is much higher than the 4.2 K trap environment that sets a lower limit on the
expected velocity distribution. From the comparison of absolute numbers of detected
antihydrogen atoms to the initial number of P using the estimated solid angle of
the detection well discussed above, we do expect that the radial velocity should be
smaller. Note also that this velocity distribution is only measured for atoms who
ionize at fields lower than 65V /cm (i.e. atoms with a radius of less than 0.24 um).
The more tightly bound states may still have a lower velocity.

The force on the atom due to electric field gradients could distort these measure-
ments by either slowing down the atoms or speeding them up. However using a simple
estimate of the fractional effect on the velocity of the atoms (Eq. 5.38) for the worst
case scenario of atoms that just ionize in the detection well (p = 0.3 um), this effect

produces only a 1% total change in the velocity and can be ignored. However if the
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Figure 5.15: The fractional number of H atoms detected decreases as the
frequency, w/2m, of the oscillating field increases (solid points). The solid
curves show the calculated fraction for a given axial energy. When the oscil-
lating field is not applied the number of H atoms detected increases (dashed
line and open point).
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atoms had a 4.2 K distribution, up to an order of magnitude change in the velocity
is possible. Furthermore, radial fields may direct slow H* atoms to annihilate on
the electrode surfaces prior to entering the detection well [81]. As such one must be
careful of polarization effects in future experiments on slower atoms.

Several models may account for the unexpectedly high velocity distribution. First,
if the recombination rate is peaked when the relative axial velocity of the p and e are
approximately equal, the mean H velocity will be comparable to that of the 4.2 K et
distribution which would result in approximately 210 meV H atoms. This agreement
is most likely a coincidence given the approximations involved in the estimate.

A second model is based on the idea that the recombination rate is so rapid that
any p will recombine into H during a single pass through the positron cloud. In order
for the H to survive the fields of the nested Penning trap at least one de-excitation
collision must occur before the H atom leaves the positron cloud. The maximum p

speed for this to happen is given by
vy = 2Nt (T0? Vet 2ot (5.9)

where nq+ = 1.6 x 107/ cm? is the density of the e cloud, b = €2 /(4mwegk,T) = 4 pm is
the classical distance of closest approach between a e™ and a p, and 2z,+ = 1 mm is
the length of the positron cloud. The H velocity would then correspond to 500 meV.
This model has the interesting implication that the speed of the final H atom is

proportional to

v O Ne+ L) T3/ (5.10)

Thus a shorter, lower density, and hotter e cloud should produce slower antihydro-

gen atoms. These are the exact opposite of the conditions needed to produce the
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Figure 5.16: Repeating the velocity experiments in HBAR2 for both the
driving and pulse launching methods shows an increased velocity. The solid
points show the experimentally detected fraction and the dashed curve shows
the calculated fraction for a 200 meV axial energy.

maximum total number of H atoms. A simulation of recombination has also shown a
similar scaling in the velocity of the resultant H atoms [27].

To compare the effect of pulse launching p into the nested well, these experiments
were repeated in HBAR2 for both pulse launching p as well as the standard driving
experiments (Fig.5.16). The resulting velocities are clearly higher even for a similar
driving experiment. This may have been due to using on average 1.2 x 10° (7 x
10°) positrons for the pulse launched (driven) experiments which would result in an
increase e™ cloud length and density.

Finally as discussed earlier, we expect the radial velocity to much slower than
the axial velocity since if it were equal to the axial velocity the resulting isotropic

distribution would imply a factor of 5 more antihydrogen being produced compared
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to the number of initial antiprotons. ATHENA has also observed an anisotropic
distribution of H atomic velocities [82]. Their measurement of the axial distribution of
H annihilation vertices reveals an enhanced number at large axial distances relative to
an isotropic distribution. In a model independent manner, this implies that the axial
temperature must be at least a factor of 2.3+0.6 greater than the radial temperature

however it is not possible to infer an absolute temperature from this data.

5.5 Photoionization

While field ionization is an ideal detection method for weakly bound H states,
ionizing low-lying H states requires fields on the order 5 x 10'° V /cm which are ex-
perimentally impossible to create in a Penning trap. The other technique used to
detect H atoms relies on detecting temporal and spatial coincidence in annihilations
from a e™ and a p and provides no insight into the internal structure of the atom but
can detect all atoms regardless of their internal state [8].

An alternative method that can both detect low-lying atoms as well as probe
their internal state is through the use of photo-ionization. Here rather than using
an external electric field to remove the axial atomic binding, an incoming photon
excites the bound positron to the continuum. The cross-section for this process for
a hydrogenic atom with principal quantum number, n, is given by Kramer’s formula
[83]

(5.11)

On

64 <wp>3 a%
= — _— e

3WV3 \w/ nd
where wp = —13.6eV /A, ay = 0.5A is the Bohr radius, and o = 1/137 is the fine

structure constant. This can be related to the probability of photo-ionization, P,
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Figure 5.17: Potentials and electric fields used to produce H and then detect
the p from photo-ionized atoms. The 821.25 nm Ti:Saph laser enters through
an optical fiber glued to the side of T'7.

through
dP

dt

1
(1—P)o,—~

-2 (5.12)

where [ is the intensity of the applied laser radiation. Thus for a given detection

well of length, Az, and velocity of the incoming H atoms, v,

(5.13)

To implement photoionization as a method for detecting low-lying H states, we
placed two small detection wells to the side of a standard nested well (Fig.5.17). As
the electric field within the detection wells is smaller than that of the exit to the
nested well, the only antihydrogen atoms that can ionize and deposit a P in the well

are those that photo-ionize. In particular, any atoms that would have field ionized by
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Figure 5.18: (a) Heating of the electrode stack and trap vacuum enclosure
due to the application of a 500 mW, 511 nm copper vapor laser to the Cs
electrode (Chapter 6) and a 500 mW, 821.25 nm Ti:Saph laser to 77 for over
an hour. (b) Heating of the electrode stack due to the 300 mW, 821.25 nm
Ti:Saph laser during a typical photoionization experiment.

the 5.5V /cm maximum field in the detection well would have already been ionized by
the 40V /cm field leaving the nested well. Antihydrogen atoms are produced through
driving P over the top of the et well as described before.

Laser light at 821.25nm is injected into the electrode stack through a 550 pm
multi-mode optical fiber glued into the side of 77. As the electrode surfaces are
plated with a thin gold layer which is reflective at this wavelength, the light bounces
down the electrode stack and approximately 10 % of the incoming light is observed
at the bottom of the stack. As there are on average 8 bounces, this corresponds to a
reflectivity of less than 75%. The 821.25 nm light is produced from a Ti:Saph laser
with a pulse length of 20 ns and a repetition rate of 10kHz [84]. The output power is
adjustable but for these experiments a 300 mW average power was used corresponding
to an instantaneous intensity at the first detection well of 6 x 10* W/cm? which is

reduced to 700 W/cm? at the second detection well due to the increased distance and
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Ti:Saph power | p loss per second

315 mW 40 £ 6

810 mW 200 =40

Table 5.1: P loss rates from the application of the 821.25 nm Ti:Saph laser
to T'7 with the antiprotons located on that electrode as well.

one reflection.

The large amount of power dissipated in the electrode stack by the 821.25 nm light
results in a temperature increase of over 5K of the electrode stack (Fig.5.18). This
large amount of heat will release atoms initially cryo-pumped to the electrode surfaces
which can collide with trapped P resulting in unwanted annihilations (Table 5.1).
These losses are minimized by reducing the laser power as much as possible as well
as by repeatedly applying the laser in an effort to clean off the surfaces that are most
affected.

For our detection well length of 1.6 cm, Eqs. 5.13 and 5.11 predict a probability of
ionization for n = 3 of 80 %. However the laser has a duty cycle of 0.02 %, resulting
in an averaged probability of only 1 in 6000 atoms in n = 3 expected to be ionized
in the first well and 1 in 30,000 atoms in the second well. Our observation of no
atoms in the detection well during two attempts thus suggests that less than 9000
n = 3 atoms were produced. The null result is not unexpected as in total we would
expect around 2000 highly excited atoms to have been produced and due to the short
distance between the nested well and the detection very few of these atoms would
have radiatively decayed to n = 3. Furthermore the probability of detecting higher n

5

states scales as n™> so we would expect a factor of 4 less sensitivity to n = 4 states



Chapter 5: Antihydrogen Production in a Nested Well 127

for example. The best method to raise the detection probability would be to increase
the duty cycle of the laser. Simply adding more instantaneous laser power will not
help however as we already ionize approximately 80 % of any n = 3 atoms that are

exposed to an 821 nm photon.

5.6 Antihydrogen Motion in a Strong Magnetic Field

As we have shown, antihydrogen atoms produced through collisions between positrons
and antiprotons are typically created with a large radius. The positron is thus weakly
bound to the antiproton and is extremely susceptible to perturbations. In order to
understand more fully the observed behavior of these atoms, we will first develop a
framework to discuss these atoms in greater detail.

Since the radius is so large compared to the ground state, it is appropriate to

consider H* as a classical system with Hamiltonian given by

2 2
pi+pi+ (pyE + €B$5> p:, +pi .+ (pr+ - eBa:e+)
= +

Hﬁ*

2m§ 2me+ (514)
o2
- +ep (Ter) — e (7
47eg ‘Fe+ — Fﬁ‘ ¢ ( e+) ¢ ( e+)
where the external electric field is given by E = —ﬁgb and the magnetic vector

potential has been chosen as A= Bxy to give a uniform axial magnetic field, B = Bz.
We have also neglected the spin of the particles as the spin-field interaction energy is
constant due to the uniform magnetic field and thus has no effect on the motion of an
atom. In addition the spin-orbit coupling is very small because of the large assumed
radius.

The magnetic field makes it impossible to completely separate the internal motion
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and the center of mass motion. However, by defining the pseudomomentum [85, 86,
81, 87|

K=MR+qBx7 (5.15)

where M = mg + me+, 1 = meme+/ (Mg + Mmet ), R = (msTs + Me+Ter ) /M, and
7" = Te+ — T, a partial separation can be done at the expense of introducing a pseudo-
potential which depends on the motion of the center of mass of the atom. With these

definitions the Hamiltonian (Eq.5.14) becomes

| ~|2 Mwly (o 2 i
H = — Kyx — K B ==
Wi wen (Ky xy) + 5 (2 +y)+2u
2 (5.16)
ap
(py —4/1— MeBx) 2 2
+ —1—&— ¢ +€¢(7::3+) —ep (Fe+)

2u 2 Aweg |7
where w.yy = eB/M, p= m%’— eB(ﬁ -X)y, and z, y, and z denote relative positions.
In order for X, Y, and Z to be canonically conjugate to Kx, Ky, and Kz, we must

slightly redefine them as compared to the center of mass coordinates. In particular:

_ Ky Ky
—(x-Xy 2 g 1
R (x- gy -i57) (5.17)

For the case of a uniform electric field, H is independent of X, Y, and Z and thus
K is a constant of the motion. We will restrict our attention to the case where E is
constant over the size of the atom enabling us to rewrite e¢ (Fe+) —ep (Fe+) ~ —ekE 7.
This enters in same way as K x B /M so we can further simplify the Hamiltonian by
defining

- - KxB
£=E
T

(5.18)

so the Hamiltonian is then given by

2
dp
2 Dy — — +teBx 2 2 2
D (y \ M ) D e MwZy , 5 9 >
H=>= == — : —e& -7 (5.19
2u+ 2 +2u 4W60m+ 5 (* +y*) —e& -7 (5.19)
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where we have dropped the constant term K?2/2M as it has no effect on the motion
of the atom.

The equations of motion for the relative coordinate, 7, with E =0 are equivalent
to those of a charged particle in a Penning trap so we expect the same three motions
of a rapid cyclotron motion at w,, ~ eB/u, the axial motion at w, ~ \/m ,
and a slow E x B magnetron drift at w,, = e/(47e,Bp?). To ensure these motions

are separable we must have a well defined frequency ordering

Wep > Wy > Wiy, (5.20)
which is satisfied when
I 1/3
P> Pep = (W) = 0.07 um (5.21)

for our 5.3 T field. Note that this is a weak limit and a better requirement, as we will
show later, is that w., > 3w, > 3w, which implies that p > 0.14 pm is required for
regular guiding center motion.

The cyclotron motion is independent of the slower motions within this assump-
tion and, in a uniform magnetic field, is constant so we can replace the cyclotron

Hamiltonian,

(5.22)

with its action form,

H.=lw, = Wen'y - Ja{px (He,z)dx (5.23)
T
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Figure 5.19: The two types of bound orbits for a guiding center atom — (a)
a typical guiding center atom and (b) a giant dipole moment atom.

with this replacement, the particle’s x position is now given by the guiding center
position x, = (p,/eB)(1 — 4j/M)"/? ~ p,/eB and the guiding center Hamiltonian is
[33]

2 2 M2 .
Py ¢ S A e S LA | L (5.24)

H,=1Ilw, +—=—
! "2 dmeg /|0 + 22 2

where p' = (cp,/eB,y). This Hamiltonian for the internal motion is integrable due

to the three adiabatic invariants associated with the cyclotron, axial, and magnetron

motions.

Two qualitatively different types of orbits are contained in the guiding center
Hamiltonian when no external electric field is applied (Fig.5.19). Here the z motion is
always constrained for finite energy and hence the axial motion exhibits no interesting

behavior. We will thus consider only the case where there is no axial oscillation energy.

The Hamiltonian then reduces to (again neglecting constant terms and assuming
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Figure 5.20: Phase trajectories of a guiding center atom and cross sections
of H along g =0.In (a) K =0, (b) K =1.0, and (¢) K =2.0 > K..

K, = K,%)

e? Muw?
Ll - Ky (5.25)

H, — — +
Aregr/ | p)? 2

It is possible to remove the explicit dependence on the magnetic field by scaling

all the variables using 7.y, = [M/(4meoB?)]Y/?, w7}, and M as the units of length,
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time, and mass respectively. Then we have the following relations

f[zﬁz%(ﬁL—ﬁyyﬂL%ﬂ?—ﬁ (5.26a)

j=— (5.26b)
TeM

B, = m (5.26¢)

K, = %A;M (5.26d)

Figure 5.20 shows phase trajectories in the § — p, plane (which are equivalent to
trajectories in § — Z plane due to the guiding center approximation) and plots of H
along § = 0 for different values of K. Above K, = 3/41/3 ~ 1.89, a second outer well
appears. Trajectories contained in this well are giant dipole orbits (Fig. 5.19b) where
the atom exhibits a permanent electric dipole moment while trajectories surrounding
the Coulomb potential at § = p, = 0 are standard guiding center orbits (Fig. 5.19a).
In our 5.3 T field, K. corresponds to a H transverse velocity of 800 m/s.

As discussed previously, the guiding center Hamiltonian (Eq.5.24) is only valid
when we, > w, > w,,. Figure 5.21 shows a comparison of orbits calculated from the
guiding center Hamiltonian (Eq.5.24) versus those calculated from the full Hamil-
tonian (Eq.5.14) as a function of average radius, p. The dashed lines correspond to
the criterions that either w., = w, or w., = 3w.. The tighter constraint, w., = 3w,
reflects the beginning of the deviation of the orbit from a simple guiding center or-
bit much more closely. At this point, energy is beginning to be traded between the

motions due to close collisions and the individual motions are no longer separable.
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Figure 5.21: The guiding center approximation breaks down when p < p3 as
illustrated by a comparison of the standard deviations of orbits calculated
from the guiding center Hamiltonian and the full Hamiltonian. In these
simulations K = 0.

5.6.1 Field Ionization

Figure 5.22 shows the effect of the electric field on the axial potential. For an
atom near the ground state a saddle point forms and at a certain value of the electric

field the positron is no longer bound axially. Classically this value is given by [89]:

3.21 x 103V /cm
>

nt

2
E. — 0.803V/cm (%) (5.27)

where n is the principal quantum number of the atom. Note that this equation
does not account for the Stark shift in the energy levels due to the electric field
or quantum mechanical effects. In practice, Eq.5.27 is only accurate to a factor
of 3 due to these limitations. For p # 0, the axial well actually disappears when

E. > (5.54V /cm)(pm/p)?.
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We now wish to consider the effect on an atom as the axial electric field is slowly
turned on which mimics the situation in our experiments closely. Inside the e* plasma,
the external electric field is quite small on average, however, as the neutral atom
escapes it can encounter much stronger fields. As long as the time scale of the change
in the electric field is slow compared to the axial frequency, the axial action, I, is

conserved even though the axial energy is not. I, is given by

1
I, = — .d
2 j{p :

. 2 1/2 (5.28)
:%j{dz\/ﬂ Hz—i—quegzz
and
L= ﬁ — ¢ e€.z (5.29)

20 dmegn/p? + 22 -

Henceforth we will restrict ourselves to only the cases where I, = 0 (i.e. where the
atom has no axial energy). Initially, the primary effect of the electric field is to pull
the positron and antiproton apart resulting in an electric dipole moment of the atom
given by d. = a€, where, for I, = 0, a ~ 4megp® [90]. Eventually it is impossible to
maintain a constant I, as one of the axial turning points disappear. At this point the
e’ is no longer bound and the atom ionizes. For I, = 0 and K| = 0, this occurs when
E. > 554V /em(pm/p)?. Numerical calculations for the mean K value expected
for recombination at 4.2 K (K, = 1.0 x 107** kg - m/s) show that the field ionization

occurs at a smaller field [90]
pm')®
£, > 3.60V/cm (—) (5.30)
p

The effect of a radial electric field on an atom is quite different from an axial

electric field due to the axial magnetic field. In this situation the positron can never
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Figure 5.23: The electric field at which ionization occurs for I, = 0. The two
curves for axial ionization corresponds to when either K| = 0 or K is given
by the mean 4.2 K thermal value. The curves for radial ionization correspond
to a full numerical calculation (for K} = 0 or K ) and the value calculated
from the tight binding assumption.

escape to infinity, so field ionization is not possible in the radial direction. However
a radial electric field is equivalent to an increased perpendicular center of mass mo-
tion (Eq.5.18). Hence as the radial electric field (or equivalently K ) increases, the
separatrix in Fig. 5.20 moves closer to the orbit. Eventually the orbit passes over the
separatrix resulting in a giant dipole moment atom which is then immediately ionized
by any remnant axial electric field within the trap. In the same manner as the axial
field case, the radial energy is not conserved during this process but the transverse

action,
1
I = 5 § wly H. L Ky (531)

is nearly constant until the separatrix crossing. Figure 5.23 shows the numerical ap-
plication of these ideas. Note that the horizontal segment in the radial field ionization
curve reflects the fact that the large outer well does not exist until a critical pseudo-

momentum is reached corresponding to F; = 41.2V /cm. For tightly bound atoms,
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where (p/r.ar)® < 1, an analytical expression can be found [87]

2
KB
£ >49V/em (%) - (5.32)

For the expected thermal K| value at 4.2 K of 1.0 x 107** kg - m/s [90], this becomes

2
£ >4.9V/cm <%> —31.6V/cm (5.33)

5.6.2 Coupling between Center-of-Mass Motion and an Elec-

tric Field

Prior to ionizing, the atom becomes polarized in a similar manner to that described
for the axial field case. For a radial electric field, the linear polarizability for small £

and I, = 0 is given by [91]

5 1+ 2p%r¢
o) = 5(47T€0p3)5—301\4 (534)
(1+#0)
CcM

Due to the induced electric dipole moment, d = OéE, an electric field applies a

force on the center of mass of the atom given by

d< K >

= Val|E[? .
= = Val £ (5.35)

To gain insight into this force we consider a simple estimate of the change in axial
velocity of a H* atom. The force can be expanded about the electrode where the

electric field used for field ionization is generated giving

OE?(0, 2)
0z

F=~a,

(5.36)
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The axial length of a high electric field generated by one electrode is comparable to

the radius of the electrode, pg, so the change in velocity is approximately

F E%; po
Av, = —At ~ 1 5.37
T MY MMy 0, (5:37)
As a = dmegp® and Err ~ e/(4megp?),
Av, _e*/(4meop) (5.38)

v, Mu?
Thus large fractional changes in velocity only occur when the binding energy of the

atom is comparable to the energy of the center of mass motion.

5.7 Summary of Current Status

Over 7500 H* atoms have thus been produced in a one hour experiment by driving
antiprotons within a nested Penning trap. Our field ionization analysis then indicates
that the H state distribution extends to atomic states with radius less than 0.1 m.
Atoms with this small of a radius can no longer be described by the simple guiding
center atom model. Instead the motions of the atom are no longer separable and
likely exhibit chaotic behavior [92, 93].

The axial velocity of the produced H atoms was also measured for the first time.
While the currently measured velocity of over 6000m/s is much too high for the
atoms to be successfully trapped and utilized for spectroscopy, the development of this
technique for measuring axial velocity will allow for future optimization and hopefully
a much reduced axial velocity. Furthermore, since we only measured the velocity of

the weakest bound states, the deeper bound states may have slower velocities which
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is consistent with the antihydrogen atom further de-exciting to lower states the more
time it spends in the positron cloud.

While great progress has thus been made in the understanding of this production
mechanism, to produce atoms that are usable for spectroscopic comparisons will re-
quire a technique to de-excite these atoms. Once atoms are de-excited, field ionizing
them requires field magnitudes that are impossible to apply in our Penning trap.
As such, a new detection method will be required. A promising candidate is photo-
ionization as it is both state-selective and can ionize atoms in low-lying states. A first
trial detected no atoms in the n = 3 or n = 4 states but with an active method to

de-excite H atoms this will likely change.
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Laser-Controlled Production of

Antihydrogen

An alternative method to produce antihydrogen in a controlled state distribu-
tion was also investigated during this work. Here a charge exchange reaction that
intrinsically conserves binding energy results in a process whereby the H final state

distribution is determined by the initial state distribution of the positronium atoms:
Ps+p— H+e" (6.1)

This reaction was first proposed utilizing ground state positronium in 1987 [28] and
was soon demonstrated using protons instead of p [94]. Unfortunately the cross
section for the reaction in ground state atoms is very small so it is has not been
tried for p. Utilizing excited positronium atoms, Ps*, increases the cross section as
the cross section for charge exchange scales as the atomic radius squared, i.e. as np,

where nps is the positronium principal quantum number [29].

To be efficient this reaction requires large numbers of Ps* atoms. Hence it was

140
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Figure 6.1: Schematic of the dual charge exchange process used for laser-
controlled H production.

suggested to produced Ps* by an additional charge exchange reaction utilizing an

alkali atom (in particular we use Cs) [11]:

Cs+ hv — Cs” (6.2a)
Cs* +e" — Ps*+ Cs* (6.2b)
Ps*+p — H +e” (6.2¢)

As shown in Fig. 6.1, a cesium beam must thus be produced in the 4.2 K trap, excited
to a Rydberg state, and directed onto a trapped e cloud. The trapped e can
then capture the valence electron of the Cs* forming Ps*. Some of the Ps* travel
perpendicular to the axis of the trap and encounter a trapped p cloud producing H*.

This technique is likely to produce H* at the temperature of the trapped p which is
set by the initial collisions with 4.2 K electrons during stacking. Subsequent collisions
with the much lighter Ps* atoms during the charge exchange process should not

substantially change the energy of the resultant H* atoms from that of the trapped
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Figure 6.2: Tradeoffs involved in the choice of the principal quantum number
for Cs atoms in the dual charge-exchange process. op« and opg+ are the cross-
sections for the two charge-exchange reactions, 7,.,4 is the radiative lifetime
of the excited state, and Eg; is the field at which the given state ionizes.

antiprotons. This is quite different than the techniques described previously in which
additional energy had to be given to the antiprotons in order to produce antihydrogen
atoms so this technique will likely produce much colder H* atoms.

This charge exchange process also allows control over the final state distribution
of H* by changing the initial Cs* state distribution. Several parameters are traded
off in the choice of the Cs principal quantum number, ngg (Fig. 6.2). First the cross
sections for the two charge exchange processes both scale as n¢,. In particular from

classical trajectory Monte Carlo calculations (CTMC) made with zero magnetic field,

ops = 9.Tn¢, mad (6.3)

o = 14.5n¢,7a] (6.4)

where aq = 0.529 A is the Bohr radius [11] and the binding energy of the atom is

assumed to be conserved throughout these reactions requiring that np, = ncs/ V2.



Chapter 6: Laser-Controlled Production of Antihydrogen 143

In these CTMC calculations, the trajectories of the incoming charged particle, the
core of the Rydberg atom, and the Rydberg electron are obtained by integrating
the Newtonian equations of motion. Previous predictions for other Rydberg systems
agree quite well with experiments [95]. Second, excited states have a finite lifetime
which for completely /-mixed states, as expected in a strong magnetic field, is given

by [96]:

n5

In(2n — 1) — 0.36

Trad = 46.8 ps (6.5)

Note that this equation omits the n-mixing which occurs as well for highly excited
states and thus is only a rough estimate. For both of these reasons a higher principal
quantum number is better. However, as ncg increases, the required field to ionize the
Cs* atom decreases thus if ncg is too high atoms will not survive the intrinsic electric
field of the Penning trap. The choice of ngs = 37 was chosen both as a reasonable
tradeoff of the parameters as well as for the availability of an inexpensive laser system
to excite the atoms. This choice results in a enormous cross section — the size of a
disc of diameter 30 pm.

The calculations of these cross-sections has been performed only for zero magnetic
field. The addition of a strong magnetic field complicates the motion of the Rydberg
atoms involved in these charge exchange processes and could have a large effect on
the cross-sections. In particular, the center of mass motion of positronium in a strong
magnetic field is unstable on a much larger scale than the primarily regular motion of
a typical Rydberg atom with an "infinitely heavy" proton nucleus [97]. A calculation
of proton impact onto a Rydberg atom revealed up to a factor of two decrease in the

cross-section for charge exchange [98]. A further calculation considered the impact of
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Figure 6.3: The cesium beam electrode showing its important elements.

giant dipole Ps* atoms onto antiprotons and found another factor of two reduction in
the cross-section [30]. However neither of these studies exactly match the conditions
in our two stage charge exchange process and, in fact, giant dipole Ps* atoms will not
survive the electric fields within the Penning trap and thus cannot be responsible for
the observed charge exchanges. It is thus important for a calculation following the

entire process to be performed.

6.1 Production of Rydberg Cesium

The production of a Rydberg cesium beam inside a 4.2 K vacuum enclosure is a
large technical challenge. Figure 6.3 shows the apparatus designed to overcome these
difficulties. The various pieces will be discussed next.

Cesium does not produce an appreciable vapor pressure until it melts at 302 K. As
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Cs reservoir

Figure 6.4: The cesium oven used in our 4.2 K Penning trap.

such the oven must be designed to warm a macroscopic quantity of cesium to higher
than its melting point without raising the temperature of the electrode stack as this
would heat particles trapped within and eventually cause particle losses. The final
oven design contains approximately 5mm? of Cs and is mounted on a series of glass
tubes to thermally isolate the oven from the electrode (Fig.6.4). Gold plating around
the 3.8 mm Evenohm heater wire used on the oven reduces the thermal radiation load
on the 4.2K environment. During a typical experiment, the temperature of the Cs
electrode only reaches 8 K while the oven reaches over 350 K (Fig. 6.5).

Cesium’s high reactivity with the oxygen and water in air requires careful handling.
The oven’s nozzle is broken open only after the trap vacuum enclosure is completely
ready to be evacuated and the entire trap has been surrounded by N, gas contained

in a plastic bag. The vacuum enclosure is then immediately evacuated. This method
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Figure 6.5: Typical temperatures during an H* production experiment. The
inset shows the small decrease in temperature observed when the cesium in
the reservoir melts.

has been a robust technique and resulted in a useable oven on every attempt so far
provided that there was no vacuum leak. However when the trap warms up above
77K, the previously cryopumped gas is no longer stuck to the walls and reacts with
the cesium forming a crust on the oven that prevents proper operation. In general
only approximately 1 in 2 ovens are useable after a thermal cycle even with a 10 hour

heating time to slowly break through the crust.

6.1.1 Laser Excitation

To excite the cesium atoms to ncs = 37, we utilize a two step laser excitation
scheme (Fig.6.6). First, an 852nm, 20 mW infrared diode laser transfers atoms from
the ground state, 65}z, to the excited state, 6P3/. Atoms in 6P/, are then excited
by a pulsed 511 nm copper vapor laser (Spektronika CU-BR5) to ngs &~ 37. The basic
layout of the optical system at CERN and at Harvard is shown in Fig.6.7.

A magnetic field perturbs the atomic Hamiltonian to

HB :AHpsfj—|— gJMBj'§+gIMBf'§ (66)
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6S,J =1/2,m; =1/2,1 =7/2) — |6P, J = 3/2,m; = 3/2, ] = 7/2) manifold.
where J and I are the electron’s angular momentum, J=L+S5 , and nucleus’s
angular momentum respectively, g; and ¢g; are the corresponding “g” factors that
convert between angular momentum and the particular magnetic dipole moment, pp
is the Bohr magneton, and Ay pg is the coupling parameter describing the hyperfine
structure. In a magnetic field where gJ,qu- B> appsl - J_; J is quantized along B

and Eq.6.6 can be rewritten as

Hp = Agrsmimg + gsupm;Bo + grpipmi By (6.7)

Since an electric dipole transition cannot change the nucleus’s angular momentum
(for cesium, I = 7/2), at 4.8 T we expect 16 possible closed cycling transitions from
651 /2 to 6.3/ separated into two manifolds of 8 transitions each. These two manifolds
consist either of the transitions [65,J = 1/2,m; = 12) — |6P,J =3/2,m; =3/2) or

65, J = 3/2,m; = —1/2) — |6P, J =3/2,m; = —3/2) (Fig.6.8).
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(65 2.0025
Fine structure g-factor 9i ( 1/2)
Nuclear g-factor gr -0.0003989

A h-2.298 GHz
Hyperfine constant 5512

Aspy ), h - 50.275 MHz
Saturation intensity Lot 2.706 mW /cm?
Bohr magneton “B h-13.996 GHz/ T

Table 6.1: Parameters for the Dy 651/, — 6P/, transition in Cesium.

For reasonable excitation rates, the infrared diode laser must be locked to the
correct wavelength which is shifted from the zero field value as determined by Eq. 6.7.
At Harvard, a second cesium beam was placed in an additional superconducting
magnet whose field was adjusted to offset the observed manifold by one transition
(Fig.6.8). When modulating the diode laser’s wavelength at 300 Hz, the first har-
monic signal from the reference beam’s fluorescence is zero when the mean wave-
length is centered on a transition. This signal can thus be used as an error sig-
nal to lock the diode laser to the transition. At CERN, a second superconducting
magnet was not available so the diode laser was either locked by hand to the ap-
propriate transition or for later experiments by using a wavelength meter (HighFi-
nesse WS/7) to constantly measure the diode laser’s frequency and adjust it to the
previously measured value of the chosen transition [84]. This could be done to an
accuracy of better than 100 MHz and the continuous locking to a Cs transition was
confirmed through the measured fluorescence. In both cases the chosen transition
was |65, J = 1/2,m; = 1/2,m; = =5/2) — |6P, J = 3/2,m; = 3/2,m; = —5/2).

Approximately 10mW of the infrared 852nm light is transmitted through an
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Figure 6.9: Temperature increases caused by applying the copper vapor and
diode lasers to the Penning trap.

optical fiber to the Cs electrode within the Penning trap. Due to the double pass
geometry, this corresponds to an intensity of 37.8 mW /cm? which, as it is much larger
than the saturation intensity, would correspond to the maximum 50 % /16 excitation
to 63/, where the factor of 16 is due to the fact that only one ground state of Cs
is excited. However the locking scheme at Harvard has a duty cycle of only 20 %
on resonance reducing the average intensity to 6.4 mW /cm? which corresponds to a
43 %/16 excitation. This reduction does not occur in the CERN locking scheme.
Copper vapor laser pulses at 511 nm, 20 ns pulses with a repetition rate of 20 kHz
then excite the 6P/, atoms to a state containing some 37d character. In a strong
magnetic field, many n, ¢ states up to and including continuum states are mixed
together rendering a simple description of the final state impossible. As the copper
vapor laser has a fixed wavelength, an applied electric field is used to empirically tune
the Cs atoms into resonance (Fig. 6.10). This electric field can be created either using
the horizontal plates shown in 6.3 or through additional plates aligned parallel to

the magnetic field. From comparisons of Cs fluorescence and Cs* ionization current
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Figure 6.11: Current from Cs* atoms that field ionize after passing through
the electrode stack.

as discussed below, approximately 1 in 2500 Cs atoms are excited to n &~ 37. The
copper vapor laser pulses have an average power of 300 mW at Harvard and 500 mW
at CERN. This presents a large heat load on the trap resulting in an approximately
4K increase of the temperature of the Cs electrode (Fig.6.9).

The Cs* atoms then enter the electrode stack through a 0.3 mm diameter hole in
the side of the Cs electrode. Approximately 95 % will then leave through a 1 mm hole

on the opposing side. The flux of Cs* leaving the electrode can be measured by field
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ionizing these atoms with the electric field created by applying a potential difference
to the field ionization plates (Fig.6.11). The antisymmetric curve measured as a
function of electric field is consistent with the current turning on as the electric field
becomes strong enough to ionize Cs* atoms and saturating at fields strong enough to
ionize all of the Cs*. The antisymmetry occurs due to the collection of either negative
e~ or the positive ion cores depending on the direction of the applied electric field.

Hence reversing the electric field flips the sign of the observed current.

6.2 Production of Rydberg Positronium

A positron cloud containing 200,000 particles was next placed in the center of the
Cs™ beam within the Cesium-Positronium trap at Harvard (Fig. 2.8). Using Eq. 4.28,
we estimate the average cloud to have a 6.4 mm diameter, 0.8 mm axial extent, and
central density of 1.4 x 10”7e™/cm3. The Cs* intensity in these experiments as com-
pared to the Cs* flux measured in Fig. 6.11 was reduced by a factor of 50 to minimize
Cs collection on electrode surfaces. The average flux was thus 6500 £ 1300 Cs*/s. As
trapped positrons capture e~ from Cs* atoms, neutral Ps* atoms are formed which
are no longer trapped by the electrostatic well and escape isotropically. Ps* can then
enter the detection wells on either side of the central e™ well which have a combined
solid angle of 47/32. Those atoms that enter the detection well are field ionized due
to the strong entry electric field and the e™ from the Ps* atom is captured if it encoun-
ters a confining electric potential at the ionization point. The number of ionized Ps*
are finally determined by counting the trapped e using the RF detection technique

described in Section 4.2.1.
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6.2.1 Excited State Distribution

The electric field range in which Ps* are detected can be varied as shown in
Fig.6.12. Only those atoms who ionize in the potential range between the lower
horizontal dashed lines have positrons which encounter a confining potential and are
trapped. This corresponds to an electric field range given by the upper horizontal
dashed lines. The maximum electric field is set by the potential depth of the detection
well. However, the minimum electric field can be varied by changing only the poten-
tials at the ends of the trap. This technique has the advantage of not perturbing the
potentials at the center of the trap and thus maintains the same initial positron cloud
shape. In all cases the potential at the ends of the trap is lower than the minimum
positron potential in the central well. This ensures that any positrons that escape the
central trap by means other than within a neutral Ps* atom will have enough energy
to escape the trap entirely and annihilate without being mistakenly counted as an
ionized Ps* atom.

Figure 6.13 shows the results of mapping the number of ionized Ps* as a function
of minimum axial field. The grey points are taken with exactly the same experimental
parameters except that the infrared diode laser is detuned just off of the 651/, — 635
resonance. Cs* is no longer excited and as expected no Ps* is produced. The dashed
lines show the number of Ps* atoms expected to be detected for atoms that ionize at a
given electric field magnitude. This is calculated by assuming ballistic Ps* trajectories
leaving the central e™ well toward the detection well and then scaling the fraction
of trajectories whose Ps* atom ionize before hitting the electrode surfaces to the

maximum number experimentally detected.
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The shape of the spectrum indicates that the Ps® ionize primarily in two seg-
ments. One is between 100 V/cm and 200 V/cm and the other is between 300 V/cm
and 400 V/cm. From the conservation of binding energy within the charge exchange
reaction, we expect the spectrum to match that of the Cs* shown in Fig.6.11 and
thus the atoms that ionize between 100 V/cm and 200 V/cm are expected. However
the more tightly bound atoms which ionize between 300 V/cm and 400V /cm are not
expected and we do not have an explanation yet for this phenomenon. As discussed
previously, different quantum states with the same principal quantum number ion-
ize at fields within a factor of 2 so this feature could be from two different angular
momentum states being produced. An alternative explanation is that the Ps* travels
much faster than Cs* due to its lighter weight. Thus the rate of change of the electric
field experienced by the positronium atoms is much higher and the probability of a
diabatic passage through an avoided crossing of two Stark levels is larger. Atoms that
ionize through diabatic passage to the ionize state typically ionized at a factor of 2
higher field than those that ionize due to adiabatic passage [89].

From the calculation of ballistic Ps* trajectories, if all the initial e™ formed Ps* we
would expect a maximum of 3.12% to be detected in the wells. Instead only 0.8 % of
the initial positrons are detected as Ps* implying that 75 % of the beginning e™ do not
form excited positronium atoms. Likely this effect is due to a second channel whereby
positrons can be lost from the central well without forming Rydberg positronium.
This channel is not from the formation of ground state Ps through collisions with the
background ground state Cs atoms in the beam as the cross section is approximately

5x 107 cm? [99]. This small cross-section, even with the factor of 2500 more ground
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ballistic trajectories to the detection trap for Ps* atoms that ionize at the
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state Cs atoms than excited Cs*, results in a 3 orders of magnitude smaller rate of
ground state Ps formation than for excited Ps*. The total cross-section for ground
state Cs-e™ scattering which could also account for this loss through heating of the
trapped et is an order of magnitude larger but again this does not result in a rate
comparable to the production of Ps*. The most plausible explanation is that multiple

collisions with the trapped 300 K Cs™ ion cores remaining in the central e™ well after

the formation of Ps* eject positrons from the well.

6.2.2 Production Cross-Section

By changing the length of time that the Cs beam is exposed to the copper vapor
laser, we can determine the amount of time Cs* interacts with the trapped positrons.

From Fig. 6.14, the fractional detection rate of Ps* for a flux of 6500 Cs*/s is given
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for =8.66 x 1077 [1 — exp (%)} (6.8)

which when corrected for the small solid angle of the detection wells, Q = 47 /32,

corresponds to an initial total fractional Ps* production rate of

B 4 dfe+

Tpe = —
P O dt

=6(2) x 107%/s (6.9)

t=0

The fractional production rate is related to the cross-section by the standard

formula
N, Cs* / S
ACS*

I‘Ps* = Ops*PCs*VUCs* = OPs* (610>

where pcg+ is the density, vegs & 240m/s is the velocity, and Acg &~ 70nm? is the

cross-sectional area of the 320 K Cs* beam. The measured cross section is thus
opsr = 7(3) x 107" cm? (6.11)

Note that this cross section only gives a lower limit to the true cross section. For a

typical initial cloud of 200,000 e, the measured rate corresponds to 1200 Ps* being
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Figure 6.15: Symmetric potential structure used to confine p near the e
cloud as well as to ionize and detect ionized H*.

formed in 1 second in which time 6500 Cs* pass through the cloud. The similar
numbers imply that the reaction rate could be limited by the total number of Cs”
available for charge exchange. Even with this caveat the measured cross section is

within an order of the magnitude of the predicted 1.5x 107 cm? cross section (Eq. 6.3).

6.3 Production of Cold Antihydrogen

To extend this technique to produce antihydrogen through a second charge ex-

change requires trapping antiprotons as near as possible to the positron cloud in order
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to maximize the number of Ps* that interact with the trapped p. The extension of
the existing potential structure to accomplish this is nontrivial due to the compressed

spacing and requires several different effects to be considered.

1. The field that the Cs* encounters when entering the electrode stack must be
smaller than 100 V /cm to prevent the atoms from field ionizing before they can
interact with the trapped e™. This requires that the potential difference between
the Cs electrode and its nearest neighbors be as small as possible in order to

reduce the radial electric field at the edge of the electrodes.

2. The depth of the et and p potential wells must be great enough to hold large
particle clouds. A 4 million et cloud has a space charge of approximately 1V
so the well depth must be greater than this. Note this competes with the radial

field requirement mentioned previously.

3. The maximum electric field on axis in the detection well must be large enough
to completely ionize all incoming H* atoms (this is at approximately 400V /cm

from Fig.6.13).

4. Any antiprotons that escape the initial p well without forming H* must not
be trapped in a detection well. The potential barrier on the far side of the
detection well must thus be lower than the barrier separating the detection well
and the initial p well. Since this condition has to hold at all radii, symmetry
is used to ensure this by reflecting the relative electrode potential differences

across the center of the detection well (as shown in Fig.6.15 and Fig. 6.16).
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to ionize and detect ionized H*.

The first structure used encompasses a two sided symmetric structure which has

detection wells on both sides of the Cs* beam (Fig. 6.15). While this design maximizes

the solid angle of the detection well through having two wells, the large outer well

for positively charged particles formed by the detection wells can trap energetic Cs™

ions produced during the first charge exchange step. These are then able to collide

multiple times with the trapped p transferring enough energy to the antiprotons to

eject them from the trap. In fact during our attempts with this configuration all of

the p were lost and no H* was detected.
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Figure 6.17: Electrode temperatures during a typical experiment producing
laser-controlled H*.

To prevent confined Cs™ ions from heating trapped P, a second potential structure
was employed (Fig.6.16). While this structure does reduce the total solid angle of
the detection well compared to the symmetric design, by placing all the p in only
one well next to the detection well this effect is minimized as the second detection
well would be much farther from the trapped p (and Q o 1/7?). To further reduce
P losses during an experiment, the green 511 nm copper vapor laser is applied in ten
10 second pulses separated by cooling periods of 20 second each. Figure 6.17 shows
the typical temperature profile for an experiment. These measures have reduced p
losses compared to the first attempts but there is still an observable increase in p
annihilations when Ps* is created (Fig.6.2). While it would be tempting to attribute
this to H* production, this is not consistent with the small number of H* detected as
discussed next.

Figure 6.18a shows the fiber counts resulting from ionized antihydrogen atoms
from 6 trials summed together. On average 1.4 million positrons and 240,000 an-
tiprotons were used in these experiments. The 94 % efficiency of this channel implies

that the 13 P annihilation counts resulted from 14 4+ 4 H* ionized in the detection
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Initial p lost
Full experiment 87% +6
No Ps* produced

58 % + 6
(no et trapped)
No Cs* produced
43 % + 22
(diode laser off resonance)
Copper vapor laser only 24% + 8

Table 6.2: Antiproton losses during charge exchange experiments.

well and the error bar is from the assumption of a Poissonian statistical distribution
where the standard deviation is given by /n. During the 40 ms ramp time, we expect
2.2 background fiber counts when summed over the 6 experiments which is consis-
tent with the 3 counts not located in the peak. As any Ps* which does not charge
exchange and form H* will ionize in the detection well and leave a trapped e~ in the
detection well, we expect the trapped P ionized from H* to cool from collisions with
these electrons and be located only at the bottom of the detection well.

To determine the bottom of the detection well, a cold p cloud was placed in an
identical well and then ramped in the same manner as for detected H* (Fig.6.18b).
The detection window can then be defined to be only the lowest energy channels
detected in the calibration ramp which as expected coincides with the detected H*
peak. Within this constrained window, there is only a 3% chance of at least one
background count.

It is difficult to determine the actual solid angle of the detection well due to the
large fields induced by the squashed nature of the potentials. Off-axis many H* may

ionize before entering deep enough into the wall to encounter a confining potential
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Figure 6.18: (a) Antihydrogen detected (peak) as the detection well depth
is linearly decreased through 0V. (b) Signal from P trapped in an identical
well to the detection well as the well depth is decreased.

after ionization. As radial fields ionize atoms differently than axial fields, it is difficult
to account correctly for the combined effects of the large radial and axial fields off-
axis. With the assumption that only the axial field can ionize H* atoms, then the
solid angle is 47/6 while if the field magnitude ionizes atoms then the solid angle is
4r/19. Using the average of these two values we find that approximately 100 H* atoms
were created. This corresponds to a calculated 60 H* atoms expected from Eq. 6.2c
assuming 25 % of the initial positrons formed Ps*.

The most convincing evidence that these counts correspond to p ionized from H*
atoms as opposed to p trapped via some other mechanism is that the detection well
is arranged so that only P ionized from H* inside the confining detection well are
trapped. Any D that escapes from the initial well without forming antihydrogen must
have at least 2eV more energy than that which would be confined by the barrier on

the far side of the detection well. It is extremely unlikely during the single transit
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Figure 6.19: Timing of H* annihilation counts relative to a copper vapor laser
pulse.

through the detection well for collisions to occur that would reduce the energy of
the antiproton enough to confine it within the well. Additionally, no counts were
present during the two trials made when the infrared diode laser was detuned from
the 651/, — 6P/, transition (4.e. when no Cs™ or Ps* was produced) or during the two
trials conducted with no trapped positrons (i.e. when Cs* but no Ps* was produced).

While the total number of antihydrogen atoms produced is too small to use the
velocity measurement techniques discussed in Chapter 5, by correlating H annihila-
tions with the time relative to the previous copper vapor laser pulse it is possible
to estimate the H* temperature distribution. Figure 6.19 shows the expected tim-
ing distribution for antihydrogen atoms produced at 4.2 K, 300 K, and 6000 K. These
are calculated assuming a cesium atom is excited somewhere in the 6 mm diameter
cone created by the diverging laser light emitted from the incoming optical fiber (the
numerical aperture of the fiber is 0.22). The Cs* atom then proceeds to the center

of the electrical stack where it charge exchanges forming Ps* which travels axially to
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the center of the p cloud at which point the second charge exchange reaction occurs.
The H* atoms formed are then given a specific temperature and allowed to travel
isotropically until they encounter an electrode wall and annihilate.

Several effects make the analysis of this distribution difficult. First, the finite dis-
tance over which Cs can be excited is convolved with the H* temperature distribution
and is obvious in the flat top of the 6000 K distribution. Second, in a more realistic
model the location at which both charge exchange reactions occur would vary. While
the Ps* is traveling fast enough, vps &~ 10*m/s, that this effect is negligible, the Cs*
is traveling at only 250 m/s which results in a further spreading of the distribution.

A first attempt at measuring the velocity distribution was attempted in the 2004
run. In order to prevent annihilations from adjacent 20 kHz copper vapor laser pulses
from stacking on top of each other, 23 out of 24 laser pulses were removed by a
synchronous chopping wheel (NewFocus 3501). Trigger annihilation counts were then
correlated with laser pulses utilizing a multichannel scaler (Stanford Research Systems
SR430). Unfortunately the background annihilations from p loss precluded seeing any
signal from H* atoms. In addition the SR430 requires a minimum 400 ps dead time
between the end of the acquisition of annihilations from a specific laser pulse and
the beginning of the acquisition for the next pulse which limits the amount of data
that can be taken. For future experiments, a better acquisition system should be

developed to maximize the signal to noise ratio.
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6.4 Conclusion

We have thus demonstrated in a proof-of-principle experiment the production of
antihydrogen atoms whose internal states are entirely controlled by tuning a single
laser. While only a few atoms have been detected, many more are likely to have
been produced assuming an isotropic detection. The larger total number of atoms
produced is the correct figure of merit by which to compare production techniques
since, with a neutral atom trap, all atoms can be trapped instead of only those
directed axially toward a detection well. As such more than enough atoms are likely
being produced for use in spectroscopic comparisons. In addition, through the use
of more initial positrons and antiprotons, an increased number of H atoms should be
made in a single experiment. Furthermore, the use of additional diode lasers tuned
to other transitions in the 65 — 6P manifold will increase the fraction of excited Cs*
atoms compared to ground state cesium atoms. This will hopefully reduce the number
of positrons lost to other processes before forming positronium hence increasing the
number of Ps* atoms and producing more H* atoms.

Antihydrogen atoms produced using resonant charge exchange are also expected
to have a velocity distribution given entirely by that of the p from which they form
which is currently 4.2 K and could be lowered much farther in principle. If future
experiments demonstrate a slow 4.2 K H velocity, this technique could likely become

the method of choice for the production of atoms useful for spectroscopy.



Chapter 7

Stability of charged particles in a

combined Penning-loffe Trap

Even at 4.2 K, H* atoms that are not confined will annihilate on electrode surfaces
within approximately 50ps. This is several order of magnitude shorter than the
interaction time needed for precise laser spectroscopy or even the time needed for
highly excited atoms to decay to the ground state. It has thus been proposed to first
trap and store H atoms before attempting an accurate comparison with H [100].

Unfortunately, the simplest magnetic neutral atom traps compatible with the axial
magnetic bias field necessary for charged particle trapping destroy the cylindrical
symmetry of a Penning trap. Angular momentum is no longer conserved and the
confinement theorem discussed in Chapter 4 does not apply to particles trapped in
this superposition of magnetic fields. An initial study [101] registered this concern
and noted that despite this lack of symmetry, the three adiabatic invariants of motion

in a Penning trap — the cyclotron magnetic moment, the axial harmonic motion

167
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adiabatic invariant, and the flux enclosed by the magnetron motion — do still exist.
As long as these invariants are not broken through collisions or resonances, stable
particle motions exist. Plasmas, however, are ideal places for these invariants to
be broken. Hence a breakdown of the single particle picture was expected as the
density of charged particles was increased. A second study examined more closely the
effect of collisions within the plasma and space-charge effects resulting in a flat axial
potential well whereupon there would be no well-defined oscillation frequencies [102].
Experiments at very low axial magnetic field and high temperatures demonstrated
that these problems result in a finite particle confinement lifetime at a high enough
density.

There is thus a natural tradeoff between the ability to trap neutral atoms versus
confining large numbers of charged particles. This chapter will first discuss the re-
quirements necessary for neutral atoms to be stably trapped. We will then consider
the implications a neutral atom trap has on the stability of the charged particles nec-
essary for the production of H and preliminary experimental measurements on this

effect.

7.1 Neutral atom traps

A neutral particle with magnetic dipole moment, p, has potential energy inside
a magnetic field given by V = —i - B. If the precession frequency about the local
magnetic field, wy, is large compared to the frequency at which the magnetic field
direction changes, w;, the relative angle between the local field direction and the

magnetic dipole moment is conserved. Assuming the magnetic dipole moment is
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initially aligned either parallel or antiparallel with the local field lines and remains
in the same alignment due to the above adiabatic condition being met, the potential

energy can be rewritten as

Vers ~ Fu|B| (7.1)

where 1 is the magnitude of the magnetic dipole moment. Low (high) field seek-
ing atoms will thus be trapped in a magnetic field configuration containing a local
minimum (maximum) in the magnetic field magnitude.

Maxwell’s equations, however, prevent a configuration of static fields containing
a local maximum in the field magnitude [103|. The only atomic states that can be
trapped in an allowed magnetic trap configuration are thus those whose magnetic
dipole moment is anti-aligned with the local magnetic field direction. The resulting
potential is given by:

Vi=n|B| (7.2)

The major contribution to the magnetic moment is from the electron’s spin, since the
nuclear magnetic moment is much smaller for an antihydrogen atom. Hence y = up
where pp is the Bohr magneton. The potential depth of the trap (in K) is then given

by

AT = HBAB (ﬂ> AB (7.3)
ks T

where AB = Bya — By is the difference in magnitude field magnitude between the
edge of the trap and the center.

While the atoms move throughout the trap, the magnetic dipole moment must
remain anti-aligned with the local magnetic field line to avoid loss from the trap. If

adiabatic motion breaks down due to the atoms encountering too low of a magnetic
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a) b)
Bo

Figure 7.1: Two neutral atom loffe-Pritchard quadrupole trap designs — (a)
a current carrying loffe-bar based trap (the arrows show the direction of cur-
rent) and (b) a permanent magnet trap (the arrows show the magnetization
axis for each permanent magnet piece). An axial pinch field must also be
superimposed to confine particles axially.

field strength, a Majorana (spin-flip) transition can occur resulting in the magnetic

moment becoming aligned with the field. To maintain adiabatic motion we must have

for a given circular orbit of radius p [104]

dB
1B |%| |

Up
el 4
n” B |dp (74)

B

where v, is the thermal velocity of an atom in the radial direction. This condition
can not be satisfied when B — 0 necessitating a trap that contains no zero field
locations. The simplest design that includes no zeroes and is compatible with the axial
bias field necessary for containing charged particles is the loffe-Pritchard quadrupole

trap [105, 106] superimposed upon an axial bias field. Neglecting the axial gradient
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necessary for axial confinement, the magnetic field of this trap is given by:
LS -

= By [ <cos[26’],6 — sin[?&]é) + i] (7.5Db)

r
R
where By describes the overall strength of the field and R is the radial length scale
over which the superimposed quadrupole field becomes significant. It is obvious that
this magnetic field does not have cylindrical symmetry but instead has a four-fold
symmetry under rotations about the z-axis.

The field configuration in Eq. 7.5 can be generated either by 4 current carrying bars

(Fig. 7.1a) or by a specific permanent magnet geometry (Fig. 7.1b). The adiabaticity

condition (Eq.7.4) requires that

hw, 1 2x10719T . m

By > = =
’ \/g,UBR R

(7.6)

which is easily satisfied. For example, in the permanent magnet trap to be discussed
later a quadrupole gradient resulting in R = 7 cm requires only that By > 3x 107° T.

The bias field also reduces the radial trap depth relative to a simple quadrupole
field. The difference in magnetic field modulus between the center of the trap and

that at radius p is given to lowest order in p by

AB = %BO (%)2 (7.7)

However if there were no axial bias field (but the radial gradient is the same), the

trap depth would instead be given by

AB = B, (%) (7.8)
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Figure 7.2: Comparison of particle motions in a Penning trap with (a) only
an axial bias field and (b) a quadrupole magnetic field superimposed on axial
bias field. Note the axial motion is not drawn to scale.

7.2 Stability of charged particles

As mentioned previously the combined Penning-loffe geometry is no longer cylin-
drically symmetric. To quantify the effect of this perturbation on the charged particles
motion we first review the single particle limit [101]. The force on an electron in the

combined Joffe-Penning trap becomes
F=qixB—-VW (7.9)

for B given by Eq.7.5a and the electrostatic potential energy:

W = (7.10)

mwg 9 z% + y2
2

2 2
The presence of the quadrupole magnetic field introduces non-linear terms to the

equations of motion for a charged particle in a simple Penning trap (Eq.2.2):

We

= —wiz + i (yz + z7) (7.11a)
1 c

= 562(4)31‘ — Wy — %yz (7.11b)
1 e .

=~y + wei — Cuz (7.11c)

2 c R
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Figure 7.3: Magnetron orbits in a combined Ioffe-Penning trap projected
onto the x — y plane.

where w. = |e|By/m, and € = w,/w.. Figure 7.2 shows the effect of these non-linear
terms on an orbit of radius %R. Here the axial oscillations are no longer in the z
direction and the orbit is no longer circular.

To gain further physical insight into the particle’s motion, we note that the mag-
netron motion must occur on a surface that is perpendicular to the local magnetic
field and where there is no electrostatic force along the local field line. This condition
can be expressed as

0=VIV-B (7.12)

_ me’w? (22 — y* — 2Rz) (713)

VRZ + 2% + 2
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so the surface is defined by

22 —

2R

z= (7.14)

Magnetron orbits then occur on the intersection of this surface and a specified equipo-
tential surface of Eq.7.10. Figure 7.3 shows projections of the orbits as the radius of
the magnetron motion increases.

The maximum stable orbit size occurs when z,—¢g = y,—o = R. Using a Taylor
series expansion for small axial oscillations of the potential along a field line we see

that
1 . [L’2 - y2

I 1
14 22 + 92 (7.15)

W, =w,
The axial well depth thus becomes negligibly small as the radius of the orbit increases

eventually resulting in unconfined axial motion at zy—¢ = yy=0 = R.

Three adiabatic invariants associated with the different motions can be identified

),

the axial harmonic oscillator invariant, J ~ FE,/w!, and the magnetic flux enclosed

[101]. These are the magnetic moment of the cyclotron motion, M ~ mov? /(2 ‘E

by the magnetron orbit, ®. Particles orbits are thus stable for exponentially long
times inside the projected diamond shown in Fig.7.3 as long as no resonances are
encountered that break the adiabatic invariants. The primary resonance that must
be avoided is w, = 2w!,. Due to the two-fold symmetry of the quadrupole trap, when
this resonance condition occurs the magnetron motion effectively drives the axial
motion by taking the axial motion through two cycles in the time of one magnetron
orbit. Figure 7.4 shows how a particle that begins at a 45° angle below the x-axis at
z = 0 and rotates about the trap axis by 90° during the time it takes to reach the

end of the plasma and return to z = 0 has a radius that will grow indefinitely. If the
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Figure 7.4: Particles follow the magnetic field lines of a combined Ioffe-
Penning trap. Here the two contour plots show the magnetic field lines in
the x — z and y — z planes. A flux tube (or plasma) that is circular at z =0
becomes elliptical at the ends due to the quadrupole field.
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particle instead started at 45° above the x-axis the same argument shows that it will
move inward indefinitely. For our typical field strengths (¢ ~ 10™1), resonances occur
only at z,—o ~ R and thus are likely not to be a large effect for single particles.

In a plasma, several effects make these resonances into a larger problem. First,
the flat potential along the axial direction (see Eq.4.9) results in the axial frequency
no longer being well defined but instead described by a thermal distribution. This
allows more particles to be near the resonance at w. = 2w, where w| is the rigid
rotation frequency. Second, collisions knock particles from one radial trajectory to
a nearby one. These effects can be characterized through a random walk diffusion
process which we will now discuss.

The diffusion coefficient, D, is related to the particle density function n(7,t)
through Fick’s law:

['=—-DVn (7.16)

where I' is the particle flux and n is the density. This is the simplest assumption
possible concerning the relation of diffusion to particle flux across a surface. We can

then use the continuity equation,

— =-V-T 7.17
with Fick’s law to obtain

on

— = DV?n. 1

5 Ven (7.18)

With the assumption that the plasma can be represented as an cylinder of uniform

density with radius p,, only radial diffusion occurs. Eq. (7.18) then reduces to

on Dlﬁ on(p,t)
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For an initial cylindrical density profile given by n(p,t = 0) = ng[1 — H (r — p,)]
where H is the Heaviside step function and assuming particles are lost when they
encounter the electrode walls at p = py/, this equation can be integrated to find the

particle fraction remaining as a function of time [107]

t Jl Oéo n Qo.n ?
-D|—— |t 7.20
O k‘z&onjla0n p[ <pW ( )
where k = p,/pw and oy, is the nth zero of the Bessel function .J;. Considering the

dependence of Eq. 7.20 on p, we note that to lowest order

N©) T 8oy

N oy i (7.21)

Thus the assumption of a cylindrical plasma as compared to a more accurate spheroid
has only a small effect since the dependence on the radius enters as a small correc-
tion. As ap,, increases rapidly with n, the first term in the series makes the largest

contribution, giving a total particle lifetime:
2
Pw
~ 02— 7.22
! D (7.22)

Gilson et al. [108, 109] proposed a model that suggests the diffusion coefficient

resulting from the effect of the quadrupole field scales as

22 22 2
D < EQZT ) exp {Qw%} (7.23)

where p, and z, are the plasma dimensions, w, is the plasma rotation frequency (the

analogue to w/ in the single particle case), and

kT
- 7.24
YT 2zp m (7.24)



Chapter 7: Stability of charged particles in a combined Penning-Ioffe Trap 178

is the mean thermal axial bounce frequency for charged particles within the plasma
cloud. Experiments conducted by other groups show the diffusion coefficient follows
these scalings closely [102], at least for plasma axial extents and temperatures much
higher than ours.

To derive this model we first note that the diffusion coefficient is given by D =
ANvf where )\ is the radial step size caused by a collision, v is the frequency of
collisions, and f is the fraction of particles that participate in these collisions. If the

1 is less than the characteristic time scale of the

time between collisions, 7, = v~
quadrupole perturbation, 7, = v/(27R), where v = \/m is the average thermal
velocity, then frequent collisions interrupt the particle orbits each moving the particle
onto a new trajectory but the individual deviations from unperturbed orbits are small
and it is possible to use a perturbation approach. In this regime, the radial step size
is A~ v (dp/dt).

The fraction of particles participating in the resonance is given by the integral of

the thermal distribution function,

flv:) = \/%exp [—T;;;] : (7.25)

over the width of the resonance in velocity space which is centered at v, = 4w, z, /7.

The width of the resonance is proportional to the frequency of collisions as can be
seen by observing that a lower collision frequency allows more time for the particles to
move on and off of resonance thus averaging their radial extent to near zero over the
time between collisions. Hence only particles whose orbit frequencies are very near
the resonance exhibit linearly growing radial extents and participate in the diffusion.

Putting these results together we see that D is independent of the collision fre-
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quency which is the definition of plasma transport in the plateau regime [110]. In the
alternative regime where 7. > 7,, charged particles can complete many orbits near
resonance before a collision knocks it out of resonance. In this limit, the characteristic
radial step size is the radial extent of an orbit which is independent of v and thus D is
both dependent on the collision frequency and cannot be calculated using the above
perturbative approach. This limit contains both the regime where the single particle
picture of conserved adiabatic invariants is valid resulting in exponentially long stable
orbits as well as the regime of a very strong quadrupole perturbation which results
in near-instantaneous particle loss.

We will show later that the appropriate collision frequency in our experiments
is approximately 360 x 10%/s as compared to the maximum resonance frequency,

7.1 =25 x 103/s. These frequencies were calculated for 1 million e~ in a 30V well

with R = 7cm which corresponds to a plasma density of ng = 2 x 107/cm? and a
rotation frequency of w, /2w = 300 kHz. We are thus in the plateau collisional regime
described above and can calculate A\ in a perturbative manner. As the radial step
size is then given by A = p (v~!) — p(0) and the radial particle motion is confined to
a field line:

b _ B,

Uy
il UZE = 5P cos[20(t)] (7.26)

where v, is the axial velocity of the particle. This equation can be integrated and

then averaged over the rotational resonance frequency, w,.; = w,/2, resulting in

|v,| cos (200 + 2Awt) — cos (26))
P = Po €Xp
R Aw

(7.27)

where the electron’s azimuthal position is defined as 0(t) = 0y + wyest + Awt and its

initial radius is pg. Assuming 6y = — /4 as this results in the largest radial excursions
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(as shown in Fig. 7.4) and expanding the exponent and sine term over the small mean

time between collisions, t = v~ !, we find

- 2pov
1 z
— 7.28
P (V ) Po + Ry (7.28)
Then using v, = 4w, z,/m which is true on resonance,
8pow,z
A= L 7.29
T2 Ry ( )

We next need to determine the fraction of particles, f, participating in the reso-

nance. This can be approximated by

f =P (wz = 2wr) Aw (730)

T 1 —w?
_ = o 31
\/;wrzp eXP {2@%] (V) (7.31)

where we have defined the width of the resonance by choosing Aw such that p (t = v71)

corresponds to a maximum of Eq.7.27 which implies that Aw = 7v/4.

Putting these results together

16v/3 [ 22 p2w? 9
p_ 16v2 <pr “wr>exp[ ”’“] (7.32)

72\ R*wr 202,

Note that in this derivation we have neglected higher order resonances where w, =
2Nw, with N odd. For typical cloud parameters these resonances have negligible
effect due to a scaling of N=° in the diffusion coefficient for the Nth order resonance.

We are now in a position to consider more fully the requirement on the collision
frequency necessary for the above derivation to be applicable. In a magnetized plasma
where the cyclotron radius, r. = v/w. = 64nm for a 1T magnetic field at 4.2K is

much smaller than the classical distance of closest approach, b = e*/(4weghyT) =
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41m, collisions between electrons with a direction perpendicular to the magnetic
field are strongly suppressed [111]. While collisions parallel to the magnetic field
occur with the standard frequency, v = ngvb? In(Aq/b), the perpendicular collision
frequency is only

2
V1 = ngob? (%) — 9300/s (7.33)

for a 1T magnetic bias field, 4.2 K temperature, and ng = 2 x 108/ cm? in our Penning
trap. However this collision rate is for approximately 90° collisions created from the
sum of many smaller angle collisions. Diffusion occurs due to the individual smaller
collisions so the applicable collision rate is much higher. We can estimate the actual
rate by noting that while for 90° collisions, Av /vy, = 1, we have defined a collision
as Aw/w = Av/v = v /(4w). Assuming that these collisions are a random walk
process in velocity space, Av? o< ¢, and hence Av?/Av? = v, /v. The small collision

frequency is thus

16wy 1/3
V= ( = ) =367 x 10°/s (7.34)
To determine the time scale on which the perturbative calculation of \ is appro-

priate we consider Eq. 7.27 with 6y = —7/4 and Aw -t = 0:

Uy
P = poexp {%Qt} (7.35)

In order to need only expand the exponential to first order, we must have v >
20/(mR) = 100 x 103/s for our typical experiment with R = 7Tcm. As v is pro-
portional to the density of the plasma this requirement corresponds to a minimum
density for large scale diffusion of n > 6 x 10"/ ¢cm?® for R = 7cm and n > 4 x 108/ cm?

for R = 1cm as we hope to achieve in a next-generation loffe trap.
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In summary, particle loss due to the a quadrupole magnetic field perturbation can
be characterized by a diffusive random walk process. This diffusion process is related

to the particle lifetime through

P

~ 0.2
T D

(7.36)

The diffusion constant, D scales with the perturbation strength and plasma parame-

2 2 2 2
D x (prpwr> exp [ wr] (7.37)

2
R2wyp 2w,

ters as follows:

Due to the complicated interrelationships between z,, p,, and w, it is difficult to
predict the optimal plasma shape but it is clear that it is important to ensure that
w, < wr. However for our typical conditions of R = 7cm and ny = 2 x 107/ cm?,
we expect a lifetime on the order of 2 minutes which as we will discuss later is
approximately a factor of 50 too short. This suggests that the constant in Eq.7.32
is not well understood; a result which was also discovered in the experiments by the

Fajans group [109]

7.3 Electron stability in HBAR1

To experimentally investigate these effects our Jiilich collaborators developed two
permanent magnet trap configuration that fit inside the bore of the superconducting
solenoid used for the HBARI1 trap (Fig.7.5). Each magnet segment is composed
of Sm,Co,, which has a remnant magnetization of 1.07T when no external field is
applied. Due to the high fields on the order of 5T used to magnetize the pieces they

show only a 10% reduction in magnetization when placed in a 3T bias field. On



Chapter 7: Stability of charged particles in a combined Penning-Ioffe Trap 183

solenoid segments

quadrupole segments

Figure 7.5: The permanent magnet loffe trap surrounds the electrode stack.
The arrows superimposed on the permanent magnet show the axis of mag-
netization for each magnet.
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quadrupole segments

Figure 7.6: The first version design contained only permanent magnet
quadrupole which cannot trap neutral atoms. The arrows superimposed on
the permanent magnet show the axis of magnetization for each magnet.
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1T Bias Field 2T Bias Field 3T Bias Field

High Low High Low High Low
Gradient | Gradient | Gradient | Gradient | Gradient | Gradient
By 1.04T 0.90T 2.05T 19T 3.06 T 294T
R 7.2cm | 85.4cm 14.2cm | 174.6cm | 21.1cm | 256.3cm
By/R | 144T/m | 11T/m | 144T/m | 1.1T/m | 144T/m | 1.1T/m

Table 7.1: Field parameters for the permanent magnetic quadrupole.

both ends are magnet rings composed of 16 segments with the magnetization axis
perpendicular to the magnetic bias field and incrementing by 45° after each segment.
These produce the quadrupole field necessary for radial trapping [112]|. In the middle
is a solenoid section with magnetization axis parallel to the bias field which is designed
to reduce the axial field at the center of the trap in order to produce axial confinement.
A preliminary version was also developed that consists of three quadrupole segments
and thus has no axial trapping. Initial data taken with this configuration revealed
long particle lifetimes similar to those that will be discussed later for the final trap
design.

Due to the large radial variation in the axial field produced by the middle solenoid
section, there is in general no minimum of the magnetic field strength located on axis
(Fig. 7.7 and Fig.7.8). As such, this trap is not capable of trapping neutral atoms.
Instead it offers two convenient locations to perform experiments on the effects of
radial gradients on charged particles. Particles in the high radial gradient location
(T6) experience a radial gradient of 15mT/m while particles in the low gradient (ER)
location experience a gradient of only 1mT/m. By varying the magnetic bias field

between 1T and 3T, this corresponds to R in 76 between 7 cm and 21 cm (Table 7.1).
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Figure 7.7: The magnetic fields produced by the permanent magnet quadru-
pole with a bias field of 1T. (a) shows the field magnitude in gauss with
the relevant portion of the electrode stack and permanent magnet structure
superimposed (the arrows show the magnetization axis of the permanent

magnets). (b) and (¢) show the radial and axial field components respec-
tively.
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Figure 7.8: Magnetic field profile at the high and low gradient electrode

locations.
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An average of 1.6 million electrons (with actual numbers ranging between 650,000
and 3.2 million) were then placed in either the high and low gradient locations. Every
3 minutes, the electrons were moved to FR, sideband cooled and counted, and finally
moved back to their initial location. This procedure was repeated over approximately
one hour with an average time per point of 8 minutes. Figure 7.9 shows the results.
As can be seen in the plot of the ratio of the number remaining in the high gradient
location with the number in the low gradient location, the cloud is stable until the
bias field is at 1T which corresponds to R = 7cm. The lifetime of 90 minutes (when
adjusted for the 37.5% duty cycle) corresponds to a diffusion coefficient calculated
from the best fit to Eq.7.20 of D = 30(3) x 107%cm?/s. The fit to the data is not
great and is likely caused by the decrease of the diffusion coefficient as w, drops-off
over time due to the reduction in central density caused by diffusion (as shown in
Eq.4.10). For this reason the higher diffusion rate curve may likely be more correct
as it corresponds to the initial diffusion rate before the rotation frequency decreased.

The lifetime experiments were also repeated with the permanent magnet quadru-
pole removed and the bias field at 3T and 1T. At 3T no particle loss was observed
as expected. At 1T we were unable to load e™. Electrons were observed entering
the well through the formation of a dip on the amplifier spectrum while firing the
field-emission point but once the FEP was turned off the particles left the well im-
mediately (i.e. on a time scale of less than 1 second). We are unable to explain this
behavior by any plausible mechanism. The absence of the quadrupole perturbation
should result in more stable particles and should not prevent loading when compared

to the situation with the quadrupole trap in place. This behavior thus casts doubt
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Figure 7.9: Stability of charged particles in our permanent magnet quadru-
pole. (a) Fractional particle loss in different Bias fields and gradients
as a function of time. (b) Ratio of the particles remaining in the high
and low gradient wells as a function of time. The data points represent
the averaging of several different runs with both 1 and 3 million e~ ini-
tially. (c) The least-squares fit for the 1T high gradient data to Eq.7.20 is
D =30(3) x 107%cm?/s.
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on our results and needs to be understood before continuing with these experiments.

If we do believe the lifetime results in spite of this bizarre behavior, utilizing
Eq.7.23 and an estimated cloud shape based on Eq.4.44 where p, = 3.75mm, z, =
0.24mm, w, = 4 x 10°, and w, = 3.6 x 107, we find that the diffusion coefficient

averaged over the cloud radius can be given as

52022 9
D = 0.001 ( EPO ) exp { W;] (7.38)

This can be extrapolated to the values given in Fajans et al. [102] where w, = 2 x 106,
wr = 4.4 x 10° 2, = 15cm, p, = 1.3cm, and R = 5000 cm. The resulting calculated
diffusion is 0.1 cm?/s while the measured diffusion is 1cm?/s. This agreement within
an order of magnitude is striking due to the 5 orders of magnitude extrapolation
required to bridge the three orders of magnitude temperature difference and two
orders of magnitude difference in plasma axial extent between the two experiments
and is much closer than one would expect. The reduced diffusion comparatively in
HBARI may be due to the sideband cooling every 8 minutes which will likely drive

some particles inward counteracting the diffusion due to the quadrupole field.

7.4 Summary

These experiments while certainly not conclusive do suggest that the superposi-
tion of a Penning trap and an Ioffe quadrupole neutral atom trap may not create any
insurmountable challenges. The lack of cylindrical symmetry in this configuration
does however remove the core reason for long particle confinement times. In our pre-

liminary experiments with the strongest quadrupole perturbation we could produce,
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a lifetime of only 100 minutes was observed although the inability to load electrons
in the null experiment casts substantial doubts on the accuracy of these results.
Since our next generation experiment will likely use a Penning-loffe trap with
R =~ lcm in order to create a 1K deep trap for neutral atoms and the electrode
radius is increased by a factor of 3 as well, we can estimate the diffusion rate in
this coefficient (for an exactly similar plasma cloud) to be D = 0.002 cm?/s which
corresponds to a lifetime of less than 20 minutes if one believes the results obtained in
HBARI. This is long enough for producing H using either a nested well or resonant
charge exchange but will require a conscience effort to minimize the amount of time

the charged particles experience the quadrupole magnetic field perturbation.
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Conclusion

Just prior to this work, cold guiding center antihydrogen atoms had been made
and detected [6, 7, 8]. However many fundamental questions about these atoms still
remained open. What velocity were the H atoms produced with? Were any deeply
bound atomic states being produced? What would be required for the existing nested
well techniques to produce atoms useable for spectroscopy? Could another technique
produce atoms useful for spectroscopy more quickly?

ATRAP’s experiments at CERN have been extremely fruitful in answering these
questions during the last two years. Using the techniques developed by our collab-
oration and its predecessor for loading antiprotons and positrons, we can routinely
accumulate and utilize up to 750,000 antiprotons and 5 million positrons [113, 93].
Employing these large numbers of positrons and antiprotons, we then demonstrated
and studied two different methods of producing cold antihydrogen — a large step
towards the spectroscopic comparison of hydrogen and antihydrogen.

A first method to produce slow antihydrogen utilizes a nested Penning trap to

192
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contain antiprotons and positrons in adjacent potential wells [2]. Energy must then
be given to the antiprotons in order to force them to interact with the trapped positron
cloud either through the application of a RF drive or injecting them into the nested
well with high energy. Over 7500 atoms have been observed in a small detection solid
angle during an one hour experiment. Our field ionization analysis indicates that we
have measured a H state distribution that extends to atomic states less than 0.1 pm
in radius. These states can no longer be described through a simple separation of
motions [20] and instead will likely demonstrate chaotic behavior [92].

The axial velocity of the atoms within a nested Penning trap was also measured
for the first time. A slow axial velocity is crucial in order to increase the time available
for de-excitation as well as for success in trapping the resultant ground state atoms.
However, the axial speed measured so far is still much faster than that needed for
efficient capture into a 1K neutral atom trap [9]. This technique should, however,
allow us to minimize the velocity of the produced H atoms.

A second method for producing cold antihydrogen was also demonstrated that
likely is producing atoms near the ambient temperature. This technique utilizes a
two step resonant charge exchange reaction which results in a final state distribution
of H that can be controlled simply by tuning a laser [10]. During our proof-of-principle
demonstration, antihydrogen atoms were detected that are likely to be much colder
than those produced in a nested Penning trap as little additional energy is likely
transferred to the approximately 4.2 K antiprotons. This expectation has yet to be
demonstrated.

As we can now robustly produce antihydrogen, the next logical goals are the
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production of slow neutral ground state antihydrogen and then the trapping of these
atoms. These goals require both colder and smaller radius atoms than have been
detected so far. The refinements to the field ionization technique presented here
allows us to go beyond simple H counting and make progress toward meeting these
two crucial challenges.

The first crucial challenge requires the development of techniques to produce much
colder atoms than have been measured so far. While laser-controlled charge exchange
will likely produce slow enough atoms, future experiments are needed to confirm
this as well as to increase the number of H produced within a single trial. Through
careful optimization of the driving or injection process within the nested Penning trap
scheme, it may also be possible to produce much slower atoms using this technique
that will then also be useable for spectroscopy.

To meet the second crucial challenge, and produce lower lying states, will likely
require the addition of an active damping technique to our experimental repertoire.
Radiative decay, which is the easiest de-excitation method experimentally due to its
passive nature, requires the atoms to be in a much lower state before the decay to the
ground state occurs on a time scale short enough to prevent annihilation on electrode
surfaces. This could be done through resonant de-excitation using laser light to stim-
ulate downward transitions to a level below n = 10 which would then spontaneously
decay to the ground state on a time scale of a few nanoseconds. However the broad
state distribution created by the nested Penning trap method and even the smaller
state distribution produced through the charge exchange reaction will make it diffi-

cult to use laser techniques to de-excite all the atoms. The use of more positrons in
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the nested Penning trap may also help by allowing more time for replacement and
inward diffusion collisions to occur thus lowering the produced state distribution to a
range that will spontaneously decay in an acceptable length of time. Another active
technique may be to employ unipolar half-cycle pulses to kick the positron to a lower
energy level [114].

The final crucial challenge will necessitate the production of antihydrogen atoms
inside a superposition of the neutral atom trap on top of the existing Penning trap.
Our initial experiments suggest that the lack of cylindrical symmetry in this configu-
ration dramatically reduces the stability of charged particles trapped within. However
the estimated 20 minute lifetime based on these measurements in the next generation
experiment with a stronger neutral atom trap should be more than long enough to
produce H atoms before losing the constituent charged particles to annihilations on
the electrode surfaces due to the diffusion caused by the quadrupole magnetic field.

Despite these large challenges still to be overcome, the robust regular production
of slow antihydrogen atoms and development of techniques to measure their speed
and size are big steps forward. Even though none of these atoms yet meet the re-
quirements for a spectroscopic comparison, their production inspires hope for rapid

future progress towards trapped, ground-state atoms ready for spectroscopic tests.
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Software Code

Several different software code packages were used in the course of this work.
These included one that calculated potentials within the trap written by myself and
another that calculated plasma equilibriums written initially by Spencer et al. [65].

The following sections briefly discuss how to use these software packages.

A.1 Electrode Potentials

This code relies on the superposition of potentials calculated per electrode (with
1V on that particular electrode and 0V on all others) on a grid of points. The electric

field can then be calculated via numerical differentiation.

A.1.1 Grid Generation

The gengrid (ggrid.exe on Windows) program precalculates the grid files for ax-

isymmetric electrodes whose boundaries can be defined by a series of linear line seg-
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ments. Tables A.1 and A.2 show the two files that must be created to define the
series of electrodes within a trap. Gengrid then places binary files containing all of

the calculated potentials in the grid storage directory.

A.1.2 Potential Calculation

The wvoltscalc (ve.eze on Windows) program utilizes these precalculated potential
grid files to calculate potentials and electric fields within a given set of trapping po-
tentials. The spacing of the output point grid is adjustable. After entering the specific
trapping potentials and output grid information, the files described in Table A.3 are

placed in the output directory located under the directory containing wvoltscalc.

A.1.3 Trajectory Calculations

The final two programs in this suite (hbartraj and cspstrajcalc) calculate ballistic
trajectories for neutral H* or Cs* atoms with a given field at which they ionize. When
the atom reaches either an electric field magnitude or axial field strength higher than
the ionization field, the code checks where the p or e* is in a location with a confining
potential. Repeating this process for many trajectories calculates an estimated solid

angle for a specific detection well geometry.

A.2 Plasma Thermal Equilibrium Calculation

The equilsor2 Fortran-77 code calculates a plasma cloud’s thermal equilibrium

shape as discussed in Chapter 4. It was originally written by Spencer et al. [65] and
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./grids/cs/
cslines.seg
defaults.dat
1000,50
1e-9,25000
TMOD
UPHV

T1

ETEC
ETCE
ERING
EBCE
EBEC

CS

PTEC
PTCE
PRING
PBCE
PBEC
TUBE
RMOD

Path to grid storage directory

Electrode definition file name

Electrode potential defaults file name

Grid size (axial points, radial points)

Convergence parameters (epsilon, maximum number of iterations)

List of electrode names

Table A.1: Grid definition file for the potential calculation code.
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6.1,0,5.9947,0, TMOD
5.9947,0.2539,5.9947,0, TMOD
5.9947,0.2539,5.9947,0.5999, UPHV
5.9947,0.2539,5.6486,0.2539, UPHV
5.6486,0.2539,5.6486,0.5999, UPHV
5.9947,0.5999,4.7596,0.5999, UPHV
4.7596,0.5999,3.7347,0.5999,T1
3.7347,0.5999,2.7098,0.5999, ETEC
2.7098,0.5999,2.2204,0.5999, ETCE
2.2204,0.5999,2.0268,0.5999, ERING
2.0268,0.5999,1.5374,0.5999, EBCE
1.5374,0.5999,0.5125,0.5999, EBEC
0.5125,0.5999,-0.5124,0.5999,CS
-0.5124,0.5999,-1.5373,0.5999, PTEC
~1.5373,0.5999,-2.0268,0.5999,PTCE
-2.0268,0.5999,-2.2203,0.5999, PRING
-2.2203,0.5999,-2.7098,0.5999, PBCE
-2.7098,0.5999,-3.7347,0.5999, PBEC
-3.7347,0.5999,-4.1246,0.3174, TUBE
-4.1246,0.3174,-5.6486,0.3174, TUBE
-5.6486,0.3174,-6.2836,0.4965, TUBE
-6.2836,0.4965,-6.2836,0.5999, TUBE
-6.2836,0.4965,-6.2836,0, RMOD
-6.2836,0,-6.3,0,RMOD

electrode  definition  segment

(Zstarta Pstarty Zend, Pend, electrode

name)

Table A.2: Electrode definition file for the potential calculation code.
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Filename Description

axial.txt Potentials and electric field magnitudes on axis

and 3 mm off-axis

field.txt Electric field components at all points specified in

z,1, ., E,, E,q, format

simpleaxialfields.txt | Potentials and electric field axial component (E,)

inz, V(p1), E.(p1), V(p2), E.(p2), ...format

simplefields.txt Potentials and electric field magnitude (E,,,,) in
Z, V(pl)7 Emag(pl)u V(pQ)a Emag(p2)7 ... format

volts.txt Potential at all points specified in z, r, and V for-
mat

Table A.3: Voltscalc output files.

modified by Parrott [115] and myself.

Table A.4 shows the input file format used for processing with descriptions of the
parameters on the right hand side. The most important parameter is the equilibrium
type which can be one of the items described in Table A.5. Several parameters can
be adjusted to ensure convergence of the final solution. The simplest one to adjust is
« which controls how fast the relaxation occurs. A calculated optimal value is placed
in the run.log file when the code is run which is used when « is set to 0. However
by entering a reduced value for «, the relaxation is slowed down and may allow a
convergent solution. Further improvements can be made by utilizing the ability to
begin the calculation at a higher temperature where convergence is easier to obtain
and then to slowly reduce the temperature to the desired value.

The code is capable of calculating an equilibrium containing two different particle

species. If you wish to calculate an equilibrium for only one species, set the density to
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demobV

-1.602177e-19 9.10939e-31
1.602177e-19 1.67262e-27
5.3

plmeta

thermalN

peri

120 1200
0.0 6.0e-3 -3.0e-2 3.52¢-2

600000 5e-2 1.4 0.9

1

2.4465E+013  3.45e+0 3.45e-4

10000

1.0e00 3.45e+0 3.45e-4 10000

5010.6

4.4781E-003 3.8972E-003 0.0e-2

1.0e-4 3.0e-4 3.0e-2

run ID

Species 1 charge (C) and mass (kg)
Species 2 charge (C) and mass (kg)
magnetic field (T)

ignored

equilibrium type

boundary conditions (normally peri for pe-
riodic conditions)

grid size — radial points and axial points
Prin(M); Pmax(M), Zmin(Mm), and Zpax(m)
of computation region

maximum iterations, € test for conver-
gence, « (successive over-relaxation para-
meter; zero lets the code choose), and
under-relaxation parameter

always 1

species 1 central density (N,/m?), initial
temperature (€eV), final temperature (eV),
and number of iterations to reach final
temperature

species 2 central density (N,/m?), initial
temperature (eV), final temperature (€eV),
and number of iterations to reach final
temperature

ignored

species 1 z,(m), rp(m), and Zeenter(m)

species 2 z,(m), r,(m), and Zeenter (M)

Table A.4: Run definition file for the equilsor?2 plasma equilibrium calculation

code.
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2.54e-3 5.447925E-1 1.0 5.0e-4

0.0 0.0 0.0

-0.75¢e-2 0.75e-2 4.5e-3

3.2e-2 2.8e-2 6.0e-3

6

-2.52e-2 -1.512e-2 0.0
-1.512e-2 -0.504e-2 0
-0.504e-2 0.504e-2 5
0.504e-2 1.512e-2 0
1.512e-2 2.52¢-2 0.0
2.52e-2 3.52e-2 -1.0

0

stop

aperture radius (m), transmitted fraction
(species 1), transmitted fraction (species
2), maximum fraction deviation from goal
boundary potentials — V(upper end),
V (lower end), and V (wall)

maximum plasma size (species 1) —
Zstart (), Zend (M), and Prax(m)
maximum plasma size (species 2) —
Zstart (M), Zena (M), and Prax(m)

number of confining rings

electrode definitions — Zggare (M), Zena( M),

and electrode potential (V)

number of internal conductors

stop processing command

Table A.4: Continued.



Appendix A: Software Code

203

Equilibrium type

Description

thermal

Plasma radius and central density are conserved

as given by input file.

thermallN

Plasma radius and particle number, N, are con-
served. The conserved particle number is calcu-
lated from N = (¥/3)mngp}z, where ng, p,, and z,

are given by the input parameters.

thrmensv

Angular momentum moment of inertia and par-
ticle number are conserved. N is calculated as
in thermalN and the angular momentum is calcu-

lated from Py = (2/5)Np}.

thrmaper

Particle number and the fraction of particles
within the given aperture radius are conserved.

N is calculated as in thermallN.

vacuuin

Solves for potential and electric fields in the ab-

sence of any particles.

Table A.5: Equilibrium types used in the equilsor?2 code.
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1.0 N,/m?* and place the cloud in an out of the way location. In addition by setting
the maximum plasma size for the second species to a small box will ensure that
convergence issues with the nuisance second species will not disrupt the convergence
of the first species.

The results from the calculation will be output in a series of data files describing
the density and potentials of the equilibrium plasma cloud. A R [116] script, equilsor2-
plot. R, automatically produces a series of plots showing the particle equilibrium in

detail.
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