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Abstract

Experimental high energy physics constitutes the experimental investiga-
tion of the fundamental building blocks of matter and radiation and their
interactions. These fundamental building blocks are classified as bosons
and fermions. Neutrinos are fermions that come under the lepton category.
According to the Standard Model of particle physics, they are massless,
neutral particles that interacts with matter only through weak force and
comes in three different flavors. Neutrinos exhibit a characteristic prop-
erty, known as the neutrino oscillation. Neutrino oscillation is the the
change of neutrino from one flavor to another flavor as they propagates in
space. This phenomenon is only possible if the neutrinos are massive.

The reported anomalous result from LSND and MiniBooNE experi-
ments demanded the existence of a fourth kind of neutrino, at the same
time, LEP experimental result confirms that only three active neutrino
can exist. So if they exists, this fourth kind of neutrino can’t interact
through weak force or they can be called as sterile neutrino. Some of the
experiments favored the existence of sterile neutrinos, at the same time,
there are some other experiments that disfavors their existence. So the
search for the sterile neutrinos is very active in the field of experimental
neutrino physics.

NOvA is a long-baseline experiment with two functionally identical
detectors, a Near Detector (ND) at Fermilab and a Far Detector at Ash
River, Minnesota which is 810 km far away from the ND. They are off-
axis detectors that lie 14.6 mrad off from the beam axis. This enables
the detector to receive a neutrino beam with energy peak at 2 GeV. The
NOvA experiment is designed to run with both the neutrino beam and
antineutrino beam and NOvA has the potential to search for the existence
of sterile neutrinos. This thesis is based on the sterile neutrino search by
looking at the depletion of the neutral-current (NC) energy spectrum of
neutrinos at the FD. Since NC events are not sensitive to three flavor
oscillation, any depletion of NC events at the FD indicates the existence
of sterile neutrinos.
Chapter–1

This chapter consists of a brief summary of neutrino physics. This
includes the stories of the discovery of neutrinos, it’s flavors and the idea
of neutrino mass. Neutrino oscillation and a theoretical formulation of

v



vi Abstract

the neutrino oscillation probability is also included. A section that talks
about the current landscape of neutrino oscillation is also supplemented.
Last section talks about anomalous experimental results that demands the
existence of neutrinos beyond the standard model prediction and the for-
mulation of the neutrino oscillation probability with four-flavor hypoth-
esis. This chapter ends with a brief introduction of the neutral-current
(NC) disappearance analysis in NOvA.
Chapter–2

This is a small chapter that introduces NOvA detector. It has a dedi-
cated section for NuMI beam and explains how the neutrino and antineu-
trino beams are produced. It also explains the significance of the off-axis
position of NOvA detectors.
Chapter–3

Calibration of the detectors and the event reconstruction are explained
in this chapter. It starts with a section that explains the need for cali-
brating NOvA detectors. The absolute calibration, relative calibration
and timing calibration are explained in this chapter. Attenuation cor-
rection and threshold corrections are also detailed as a sub-section of the
attenuation calibration. The NOvA event reconstruction is explained step-
by-step in this chapter, that includes the density based clustering, hough
transform, vertex finding algorithm using elastic arms and Fuzzy-k prong
reconstruction.

A brief note on the NOvA simulation is added as the second part of this
chapter. These simulation includes flux simulation, interaction simulation
and detector simulation.
Chapter–4

This chapter is dedicated to the particle identification (PID) used in
the NOvA NC disappearance analysis. The primary event selector in
the NOvA ND is the computer vision based particle identifier termed as
CVN, which primarily separates the neutral current (NC) events from the
charged current (CC) events. Since our FD is at the ground surface, it is
subjected to a huge cosmic background. TMVA based Cosmic rejection
BDT is used as a PID in the NOvA FD, along with the CVN. Training,
testing and implementation of cosmic rejection BDT is explained here.

The invariant mass of π0 can be used as a standard candle for the
calibration of NOvA detectors. In the FD, we used π0’s with cosmic origin
to find its invariant mass. A separate section is dedicated to elaborate this



vii

analysis which is carried out by the author.
Chapter–5

This chapter explains the event selection procedure used in both neu-
trino and antineutrino analysis. It explains different layers of selection cut
applied to reduce the background events to get the pure NC sample for
the analysis. The efficiency and purity of the selection is plotted.
Chapter–6

The systematic uncertainties in both neutrino and antineutrino analy-
ses are explained in this chapter. Details are given for how each systematic
uncertainty is quantified. The major and minor systematic uncertainties
in both analyses are listed.
Chapter–7

The neutrino and antineutrino long-baseline NC disappearance anal-
yses are explained in detail. The extrapolation technique used for both
analyses are explained in detail. The data/MC ratio of the ND is used
to correct the FD prediction. This helped us to reduce the systematic
uncertainty that effect both detectors similarly. Next section is talking
about the cross-checks like the side-band studies that are used to deter-
mine the robustness of the predicted spectra. In this study, events outside
our analysis region is compared with the data and MC distributions to see
how well we modeled our prediction.
Chapter–8

This thesis is based on the NC disappearance sterile neutrino search at
the FD with 8.85×1020 POT (Protons-On-Target) equivalent of neutrino
data and 12.5×1020 POT equivalent of antineutrino data. This chapter
explains the last stage of the analysis; looking at the data spectrum to see
how well it matches with the simulated spectrum. The fitting procedure
implemented to draw the contour in θ24 and θ34 plane is explained here.
A brief note on the Feldman-Cousins contour correction technique is in-
cluded.
Chapter–9

Conclusions and a note on future plans for the long-baseline sterile
neutrino searches in NOvA are put here, with a mention of the ND-FD
joint fit analysis.
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1
Neutrinos - Introduction

Neutrinos are one of the profuse particles in the universe. They are also
mysterious, as they interact feebly with the matter, it is extremely difficult
to detect them. Moreover, they travel nearly with the velocity of light and
billions of neutrinos are passing through our body in every second. The
neutrinos can have solar, astrophysical, cosmic, or reactor origin. This
“ghost” particle first came into light when Wolfgang Pauli proposed it in
1930 as a solution to the β–decay puzzle [1].

The β–decay puzzle was one of the major scientific challenges in the
early 20th century. The observed continuous energy spectrum of β–decay
(electrons emitted from an atomic nucleus) did not agree with the general
energy-momentum conservation principle. If β–decay was just a process
in which an atomic nucleus with mass A and atomic number Z transforms
into a new nucleus with atomic number Z + 1 and mass number A by the
emission of an electron, then the emitted electron should have definite en-
ergy. But the observed β–decay spectra is continuous [2] with a maximum
value equal to

Q = [(MA,Z −MA,Z+1)−me] c2. (1.1)

Where MA,Z is the mass of the initial nucleus, MA,Z+1 mass of the final
nucleus, me is the mass of the emitted electron and Q is the total energy
released in this process.

W. Pauli put forward a solution for the β–decay puzzle by proposing a
hypothetical neutral particle that participates in the β–decay by sharing
some of the energy from the emitted electron. Italian physicist Enrico
Fermi also formulated a theory to explain β–decay [3, 4]. His formulation
was inspired by W. Pauli’s idea. He considered the nucleus a bound state
of protons and neutrons. The introduction of neutrons explained the ob-

1
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served nuclear spin. The theory proposed that the β–decay happens when
a neutron (n) inside a nucleus decays into a proton (p), an electron (e−)
and a particle that is analogous to the particle proposed by earlier by W.
Pauli.

n→ p+ e− + ν. (1.2)

The hypothetical particle was assumed to be tiny, neutral and having a
spin 1/2. He named the particle as “neutrino” (in Italian, the word “neu-
trino” stands for “little neutral one”) and was represented by the Greek
letter “ν” (where ν is its antiparticle). With the help of this formulation,
he could explain the continuous β-decay spectra and thus the energy con-
servation law was rescued. The undetectable neutrino shares the energy of
the emitted electron this leads to the observed continuous electron energy
spectrum.

1.1 Neutrinos and their Flavors
In a Nobel prize-winning discovery by Reines and Cowan in 1956 [5],
the neutrino produced in a nuclear reactor was first detected through an
inverse β-decay process. Since the neutrino was produced along with an
electron, it was termed as an electron neutrino.

After 6 years, a group of scientists in Brookhaven National Laboratory
discovered a different kind of neutrino [6]. That neutrino was distinct on
having different flavor from the neutrino discovered by Reines and Cowan
[7]. This neutrino was produced along with the muon, not with the elec-
tron. So that kind of neutrino was named as muon neutrino. The 1998
Nobel Prize was awarded to Leon Lederman, Schwartz and Steinberger for
confirming the existence of muon neutrino. Now there are three known
charged lepton generations: the electron, muon and tau leptons. Anal-
ogous to the three generations of charged leptons, the existence of three
generations of neutrinos was assumed for the sake of symmetry. The Fer-
milab experiment DONUT (Direct Observation of NU Tau) discovered
the tau neutrino in 2000 [8]. By fitting the predicted number of active
neutrinos to the CERN Large Electron-Positron collider experiment data,
the existence of only three neutrino flavor was confirmed [9].
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1.2 Neutrino Oscillation - The Identity Ex-
change

Neutrinos exist in three distinct flavors: electron (νe), muon (νµ) and tau
(ντ ). The standard model of particle physics treats neutrinos as massless
particles. In the 1950s, Burno Pontecorvo proposed the idea that neutrinos
could have mass [10, 11]. With a basic quantum mechanical treatment, he
explained how a neutrino that travels a distance can be transformed into
a new species. The existence of neutrino mass is essential to formulate the
neutrino oscillation [12]. Extending the Pontecorvo’s formulation, Maki,
Nakagawa, and Sakata put forward a formulation for the neutrino oscil-
lation. They treated neutrino oscillation as a pure quantum mechanical
process and expressed the neutrino flavor eigenfunctions as a superposi-
tion of neutrino mass eigenfunctions [13]. When a neutrino interacts with
a particle, it would be in its flavor eigenstate. But when it propagates
from one point to another point in space, the neutrino would be in its
mass eigenstate. We will discuss neutrino oscillation in detail in Sec. 1.4.
Two big ongoing puzzles in particle physics were explained with the help
of the neutrino oscillation phenomena.

1.2.1 Solar Neutrino Puzzle
The Homestake experiment gave the first experimental evidence for the
neutrino oscillation. The detector principle was based on the electron
neutrino capture by chlorine [14].

νe + 37Cl→ 37Ar + e−. (1.3)

The argon produced as a result of this interaction was used as a probe
for finding the number of electron neutrino interactions that occurred. A
huge tank, having an approximate volume of 400 m3, filled with C2Cl4
was placed around 1.5 km below the ground in Homestake gold mine.
Ray Davis and John Bahcall measured the rate of solar electron neutri-
nos. The experiment was sensitive to the νe’s from the solar 8B decay
[15]. They observed a deficit of neutrino interactions in the detector
while comparing with the predicted event rate [16]. This deficit in ex-
perimentally observed event rate was termed as “solar neutrino problem”
or “solar neutrino puzzle” [17], Many other experiments that were using
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other detector techniques also reported this deficit. The Japanese neu-
trino experiment, Kamiokande used the water Cherenkov detector and
the Photomultiplier Tubes (PMTs) is one example. Soviet-American Gal-
lium Experiment (SAGE) [18] and the Gallium Experiment (GALLEX)
[19] are some other examples.

1.2.2 The Atmospheric Neutrino Puzzle
High energy cosmic ray particles collide with atmospheric gases to form
hadronic shower. These showers are mostly pions with a small kaon com-
ponent. Since they are unstable particles, they decay to form secondary
particles. Pions decay into muons and muon neutrinos. These muons
eventually decays to electrons and electron neutrinos. Kaons can also
decay into neutrinos. The predominant pion decay is illustrated below:

π− → µ− + νµ, (1.4)

µ− → νµ + ν e + e−. (1.5)

The atmospheric neutrino experiments measured a ratio of the total
number of muon neutrinos to the total number of electron neutrinos [20],
which was calculated to be 2. The atmospheric neutrino experiments like
the Irvine-Michigan-Brookhaven (IMB) [21] detector, Kamiokande-II [22]
and Soudan-2 [23] showed a deficit in experimental value while comparing
with the prediction. This is known as the atmospheric neutrino puzzle.

1.2.3 Solving the Puzzles
The theoretical formulation of neutrino oscillation was published by that
time [10] and that was the key idea used to solve the solar and atmospheric
neutrino puzzles. The observed data deficit was explained as, some of the
neutrinos change their flavor while traveling to the detector. Neutrinos
will be in the flavor eigenstate as they are produced and then they prop-
agate as mass eigenstates. The flavor eigenstates are responsible for their
interaction with other particles.
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1.3 Neutrino Mass as a Key to Beyond Stan-
dard Model

The immediate consequence of the neutrino oscillation is the assumption
that neutrinos possess mass. Neutrino mass is the key idea that leads us
to a regime beyond the standard model predictions.

1.3.1 Standard Model of Particle Physics

Figure 1.1: A representation of the standard model of particle physics. All
particles and force carriers are categorized as quarks, leptons and gauge
bosons respectively. This figure is adapted from Ref. [24].

The standard model reveals the fundamental building blocks of the
universe as shown in Fig. 2.1. It is a very successful theory in the sense
that it is capable of providing an explanation to almost all of the high
energy physics phenomena that have been observed in the laboratory. It
was successful in predicting many particles that were observed later in var-
ious experiments. But it has some limitations too, such as its inability to
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explain neutrino oscillations which makes us think beyond the standard
model [25]. The standard model divides all the matter and interaction
forces between them into two categories – fermions and bosons. All con-
stituent particles of matter belong to a category called fermions. These
fermions interact with each other by the exchange of force carriers namely
bosons. These fermions include particles called quarks and leptons. A
total of 6 quarks and 6 leptons are included in this collection. Higg’s
bosons are responsible for providing mass to other particles. The elec-
trons, muons and tau particles along with their corresponding neutrinos
form the leptons. Four fundamental force carriers are also included. Pho-
tons are responsible for the electromagnetic force, gluons for the strong
force and the W± and Z0 bosons for the weak force.

Among these, the three neutrinos namely electron neutrino (νe), muon
neutrino (νµ) and tau neutrino (ντ ) interact only by the weak interaction.

1.3.2 A Brief History of the Weak Interaction
The story of the theory of weak interaction starts from Fermi’s formulation
of β-decay. He postulated that the weak interaction take part in the
β-decay as contact interactions of fermions such as an electron, proton,
neutron, and neutrino. The matrix element for the β-decay can be written
as,

M = G
(
ψ̄nγ

µψp
) (
ψ̄νγµψe

)
. (1.6)

Where G is coupling constant and ψi is Dirac spinor with i=n, p, ν, and
e are particle taking part in the interaction. This formulation needed
a modification when parity was found to be not conserved in the weak
interaction. This was first reported by Chein Shiung Wu and collaborators
while studying the decay of Cobalt-60 [26].

This demands some modifications to the Fermi’s theory. The modifi-
cation is done by introducing a V–A type potential into the Lagrangian
of the weak interaction, where V denotes vector current and A stands for
the axial vector current [27, 28]. Later Sheldon Glashow, Abdus Salam,
and Steven Weinberg modified the theory in order to address the non-
renormalizable behavior in the relativistic quantum field theory regime
[29]. The new renormalizable V–A theory introduced heavy bosons such
as W±, Z0 as the carriers of weak interaction between particles. The
masses of the exchange bosons W± and Z0 were first measured at the
UA1 [30] and UA2 [31] experiments at the pp̄ collider at CERN.
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1.3.3 Going Beyond the Standard Model - Neutrino
Mass

In the standard model, quarks and charged leptons are treated as massive
Dirac particles where as neutrinos are treated as massless Dirac particle.
The Lagrangian for a Dirac field can be written as,

L = ψ̄ (iγµ∂µ −m)ψ. (1.7)

Here ψ is the Dirac spinor field and ψ̄ is its adjoint. When the neutrino
mass is zero, the Lagrangian can be written as,

L = ψ̄ (iγµ∂µ)ψ. (1.8)

From this, the Weyl equation of motion can be obtained as,

iγµ∂µψ = 0. (1.9)

A general fermion field can be represented ψ = ψL + ψR, where ψL is the
left chiral field and ψR is the right chiral1 field. For particles with non-zero
mass, the mass term in the Dirac Lagrangian (the last term in the Eqn.
1.7) can be written in terms of ψL and ψR as,

mψ̄ψ = m
(
ψ̄LψR + ψ̄RψL

)
. (1.10)

Which gives us the flexibility that if the mass of the particle is zero, then
it is not necessary for the ψR and ψL to exist simultaneously.

This makes room for us to accommodate the experimental result of not
observing any right-handed neutrino. If such a right-handed neutrino is
present, it should not be capable of interacting with other particles through
weak, strong or electromagnetic interaction– termed as the sterile neutrino
[32]. The “minimally extended standard model” rewrite the right-handed
neutrino into the formalism. From Eqn. 1.10, it is clear that the existence
of right-handed neutrinos is necessary to have the Dirac mass for the
neutrinos. Mass in the standard model is generated by interaction with
the Higg’s field.

There is a possibility that neutrinos can be its own antiparticles. The
theoretical explanation comes along with the introduction of neutrino as a

1A chirality matrix is defined as γ5 = iγ0γ1γ2γ3, where γs are the Dirac γ matrices.
It has properties: γ5ψR = ψR and γ5ψL = −ψL
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Majorana particle. The Majorana particle on charge conjugation opera-
tion becomes the same particle. This implies that the Majorana particles
are their own antiparticles. The see-saw mechanism gives a reasonable
explanation for the observed smallness of neutrino mass. If the left-handed
neutrino is light, then the right-handed neutrino will be massive. Since
the right-handed neutrino does not interact with matter, it can be mas-
sive leaving the light interactive left-handed neutrinos. This subsection is
adapted from the Ref.[25].

1.4 Neutrino Oscillation Formalism
According to the Maki-Nakagawa-Sakata neutrino oscillation formulation
[13], neutrinos interact with matter in its flavor eigenstate. Each of these
flavor eigenstate can be written as a linear combination of the mass eigen-
states. We represent a neutrino flavor eigenstate as | νa〉. Each neutrino
emerges out from a charged current interaction (mediated by W± boson)
with a lepton counterpart accompanying it. In order to conserve the lepton
quantum number, electrons are produced with electron neutrino, muons
with muon neutrino and tau neutrino with tau particle. If we take | νl〉
as the mass eigenstate of the free Hamiltonian each flavor eigenstate, |νa〉
can be written as,

|νa〉 =
∑
l

U∗al |νl〉. (1.11)

Here Ual is the elements of an unitary matrix, using which we can imple-
ment the change of basis, ie. we can represent a flavor eigenstate as a
linear combination of mass eigenstates and also a mass eigenstate as a lin-
ear combination of flavor eigenstates. This matrix is known as the PMNS
matrix, named after Pontecorvo, Maki, Nakagawa, and Sakata. We now
consider the simplest case of neutrino oscillation that happens in the vac-
uum. Here neutrinos are treated as plane waves. Suppose at a time t=0,
a neutrino is created at a particular point x = 0, in the flavor eigenstate,
| νa〉. Since this is a superposition of mass eigenstates, this state evolves
with time in vacuum in terms of mass eigenstates, |νl〉 as follows:

|νa(t)〉 =
∑
l

U∗ale
−i(Elt−pl.x) |νl〉. (1.12)

The plane wave travels with a velocity very close to the light velocity.
Following the natural units in the formalism (~ = c = 1), after plane wave
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travels a distance x = L in a time t, we can replace t with L and the
pl.x in the exponent the of Eqn. 1.12 can be replaced with plL. With
the assumption that all neutrino mass eigenstate possess same energy
(E = El), pl can be simplified as, pl =

√
E2 −m2

l ≈ E −m2
l /(2E). With

this the Eqn. 1.12 can be written as,

|νa(L)〉 =
∑
l

U∗ale
−im2

l L/(2E) |νl〉. (1.13)

Since the PMNS matrix is unitary, | νl〉 can be written in terms of flavor
eigenstates, |νb〉 by inverting Eqn. 1.11 and we obtain

|νl〉 =
∑
b

Ubl |νb〉 (1.14)

where b = e, µ, τ . Substituting Eqn. 1.14 in Eqn. 1.13 we can get

|νa(L)〉 =
∑

b=e,µ,τ

(∑
l

U∗ale
−im2

l L/(2E)Ubl

)
|νb〉. (1.15)

In order to find the probability of a neutrino flavor a to transform into
another flavor b after traveling a distance L, we can take inner product of
|νb〉 and |νa(L)〉, and we obtain

〈νb |νa(L)〉 =
∑
b

∑
l

U∗alUble
−im2

l L/(2E)〈νa |νb〉. (1.16)

With the help of orthogonality relation for flavor eigen states, the flavor
transition amplitude is obtained as,

〈νb |νa(L)〉 =
∑
l

U∗alUble
−im2

l L/(2E). (1.17)

The modulus square of the flavor transition amplitude, 〈νb | νa(L)〉 gives
us the transition probability:

P (νa → νb) = |〈νb |νa (L)〉|2 =
∑
l,j

U∗alUblUajU
∗
bje
−i(m2

l−m
2
j )L/(2E). (1.18)

This can be rearranged as,

P (νa → νb) =
∑
l,j

U∗alUblUajU
∗
bj +

∑
l,j

U∗alUblUajU
∗
bj(e−i(m

2
l−m

2
j )L/(2E) − 1).

(1.19)
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Using the properties of unitary matrices, ∑j UajU
∗
bj = δab and the relation

∆2
lj = m2

l −m2
j , Eqn.(1.19) can be written as,

P (νa → νb) = δab +
n∑

l=1,j=1
U∗alUblUajU

∗
bj(e−i∆m

2
ljL/(2E) − 1). (1.20)

We now have to make use of some identity to further simplify Eqn. 1.20.
At first, l = j makes the second term on the right hand side of Eqn. 1.20
equals to zero and l < j will be the complex conjugate of i > j. Using <(z)
to denote the real part of a complex number, z the Eqn. 1.20 becomes

P (νa → νb) = δab + 2
∑
i>j

<
(
U∗alUblUajU

∗
bj(e−i∆m

2
ljL/(2E) − 1)

)
. (1.21)

We can further simplify the Eqn. 1.21 with the definition,

ζ = U∗alUblUajU
∗
bj(e−i∆m

2
ljL/2E − 1)

and ψ = ∆m2
ljL/2E. For this consider the following:

<(ζ) = <(U∗alUblUajU∗bj(e−iψ − 1)). (1.22)

With the help of the identity e−iψ = cosψ − i sinψ and cosψ – 1= –
2sin2 ψ/2, the Eqn. 1.22 can be written as,

<(ζ) = <
(
U∗alUblUajU

∗
bj(−2 sin2 ψ/2− i sinψ)

)
. (1.23)

Now separating the real and imaginary parts of the Eqn. 1.23 we can get

<(ζ) = −2<
(
U∗alUblUajU

∗
bj

)
sin2 ψ/2 + Im

(
U∗alUblUajU

∗
bj

)
sinψ (1.24)

where Im(z) denotes the imaginary part of a complex number, z. Now
substituting Eqn. 1.24 to Eqn. 1.21, we finally get

P (νa → νb) = δab − 4
∑
l>j

<(U∗alUblUajU∗bj) sin2 ∆lj

+ 2
∑
l>j

Im(U∗alUblUajU∗bj) sin 2∆lj. (1.25)

with ∆lj = ∆m2
ljL/ (4E).
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From Eqn. 1.25, we can see that neutrino oscillation probabilities de-
pend on the energy of neutrinos and the distance L from the neutrino
production point. The equation 1.25 is a general transition probabil-
ity equation from which we can try to understand different oscillation
scenario. In addition to the matrix parameters Ual, neutrino oscillation
probability depends on ∆m2

lj, L and E, where E is neutrino energy and L
is the baseline. Baseline is the distance between the neutrino production
point and the detection point in the Far Detector. In an oscillation exper-
iment, the baseline is fixed in such a way that the detector sees maximum
possible oscillation for the peak neutrino energy. In the case of NOvA ex-
periment neutrino energy peaks at 2 GeV. So, in constructing a neutrino
oscillation experiment, the value of L/E plays an important role.

Two Flavor Approximation
We can try to understand the neutrino oscillation phenomenon with the
help of a two-flavor approximation. Here we consider only two neutrino
flavors: electron (νe) and muon (νµ), along with the corresponding two
mass eigenstates ν1 and ν2 [33]. Their relation can be written as,(

νe
νµ

)
= U

(
ν1
ν2

)
. (1.26)

Where U is the 2×2 unitary matrix, using which we can describe the
neutrino flavor basis in terms of the neutrino mass basis and vice-versa.
Now the 2×2 unitary real matrix would take the form

U =
(

cos θ − sin θ
sin θ cos θ

)
. (1.27)

Here neutrino mixing angle θ is the only free parameter in the unitary
matrix. With this, we can try to understand two-flavor oscillation scenario
with νµ as the initial neutrino flavor:

1. The νµ survival probability, P(νµ → νµ):
This can be seen as the a = b = µ in the Eqn. 1.25. Since there are
only two mass eigenstates and ∆12 = ∆m2

12L/4E. We can substitute
Eqn. 1.26 to 1.25. Since the unitary matrix in this case is real and
using ∆m2

12 = ∆m2, we have

P (νµ → νµ) = 1− sin22θ sin
(

∆m2L

4E

)
. (1.28)
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2. The νe appearance probability, P(νµ → νe):
Under the two-flavor hypothesis, this can be written as,
1-P (νµ → νµ)

P (νµ → νe) = sin22θ sin
(

∆m2L

4E

)
(1.29)

From Eqns. 1.28 and 1.29, we can see that the oscillation probabil-
ity amplitude is determined by angle θ, which is the only neutrino
mixing matrix parameter present in this case.

Three-flavor Oscillation
The three-flavor neutrino oscillation formalism takes into account of three
neutrino flavors predicted by the standard model. These include electron
neutrino (νe), muon neutrino (νµ) and tau neutrino (ντ ). Each of these
flavor states can be expressed as a linear combination of three mass eigen-
states (ν1, ν2 and ν3). The PNMS matrix [34] is of dimension 3×3 and
as a result, there will be four independent parameters that determine the
neutrino oscillation. We can express it as,νeνµ

ντ

 =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3


ν1
ν2
ν3

 . (1.30)

The four independent parameters in this equation are neutrino mixing
angles, θ12, θ13 and θ23 and a complex phase term δ known as CP violating
phase [35]. Following the PDG notation [36], the matrix can be written
as,

U =

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13
s12s23 − c12c23s13e

iδ −c12s23 − s12c23s13e
iδ c23c13

 . (1.31)

Here sij = sinθij and cij = cosθij. The matrix in Eqn. 1.31 can be
conveniently written as the product of three different matrices as given
below:

U =

1 0 0
0 c23 s23
0 −s23 c23


 c13 0 s13e

−iδ

0 1 0
−s13e

iδ 0 c13


 c12 s12 0
−s12 c12 0

0 0 1

 . (1.32)
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Here the mixing matrix is broken in terms of three rotation matrices Rij,
along the Euler axes:

U = R23(θ23)R13(θ13, δ)R12(θ12), (1.33)

where ij refers to the plane in which the rotation takes place. Due to his-
torical reasons θ12 is known as solar mixing angle, θ13 is known as reactor
mixing angle since θ13 is first measured by reactor experiments. And θ23
sector is first measured by atmospheric neutrino oscillation experiments.

What if neutrino passes through matter - MSW effect
In deriving Eqn. 1.25, we assumed a free particle Hamiltonian for the
neutrino mass eigen states. In other words, we considered the oscillation
of neutrino while it propagates through the vacuum. But in experiments
like NOvA the neutrinos travel through the “rock”. This causes the neu-
trinos to interact with matter and alter its oscillation probability [37].
This is known as the MSW effect (Mikheyev-Smirnov-Wolfenstein effect).
The matter consists of particles such as neutrons, protons, and electrons.
The νe can interact with electron in the matter through exchange of W±

(charged-current interaction) while νµ and ντ cannot. But in the neutral-
current interaction which is mediated by the Z0 boson, a neutrino, irre-
spective of its flavor can interact with neutron, proton or electron. But
the effect of the interaction on electrons and protons exactly cancels and
the remaining contribution is only by neutrons. So the ultimate effect is
a modification [38] of the Hamiltonian with factors:

VNC = −GFNn/
√

2, (1.34)

VCC = GFNe

√
2. (1.35)

Here Nn and Ne are densities of neutrons and electrons respectively and
GF is the Fermi constant.

The effect of the addition of these potentials can be seen as a correc-
tion to the neutrino mass. The effect of VCC is changing effective mass of
νe only while keeping that of νµ unaltered. When neutrinos pass through
sufficiently high electron densities, this effect of VCC causes an amplifica-
tion of neutrino oscillation. At the same time VNC modifies the effective
mass of all of the neutrino flavors. Thus the effect is not a considerable
factor in the case of neutral-current interactions. Since this thesis is based
on the neutral-current analysis, we do not expect this to be a large effect.
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1.4.1 Current Landscape of Neutrino Oscillation Mea-
surements

Neutrino experiments are generally designed to study different oscillation
parameters and PNMS matrix elements. With reference to the sources of
neutrino, neutrino oscillation experiments can be broadly classified as:

Figure 1.2: Different neutrino sources and the energy scale of neutrinos
from each source. Adapted from Ref.[39].

1. Solar neutrino experiments – Here neutrinos of solar origin is used
with an L/E ≈ 1500 km/GeV, and the energy falls in the MeV range.
They are most sensitive to θ12 and ∆m2

12. Due to the high density
at the sun’s core, the MSW effect is predominant. Examples are
GALLEX [40], SAGE [41], Super-K [42], and SNO [43].

2. Reactor neutrino experiments – Electron antineutrino (ν̄e) produced
in the neutrino reactor is used to study neutrino oscillation in the
experiments such as Chooz [44], Double Chooz [45], RENO [46], and
Daya Bay [47]. It is the reactor experiments first measured θ13.

3. Atmospheric neutrino experiments – Neutrinos produced in the at-
mosphere as a result of cosmic ray interaction with atmospheric par-
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ticles are used in these experiments. Examples are Super-K [48, 49]
and IceCube [50]. These experiments are highly sensitive to θ23 due
to its characteristic L/E which falls in 500 km/GeV range.

4. Accelerator based neutrino experiments – These experiments study
neutrinos produced by the particle accelerator generally with an en-
ergy of order GeV. Some experiments have a baseline in the range
of a couple of kilometers such as Minerva [51], LSND [52], Micro-
BooNE [53] and are known as short-baseline experiments. The two
detector experiments such as MINOS [54] and NOvA [55] have a
short-baseline near detector and a long-baseline far detector. These
have a baseline which falls in a range of hundreds of kilometers.
These experiments are sensitive to the neutrino mixing parameters
such as θ13, θ23, ∆m2

32 and δ.

Current known values of the neutrino mixing matrix elements and the
three-flavor oscillation parameters are shown in Figs. 1.3 and 1.4.

NuFIT 4.1 (2019)

|U |w/o SK-atm
3σ =

0.797 → 0.842 0.518 → 0.585 0.143 → 0.156

0.244 → 0.496 0.467 → 0.678 0.646 → 0.772

0.287 → 0.525 0.488 → 0.693 0.618 → 0.749



|U |with SK-atm
3σ =

0.797 → 0.842 0.518 → 0.585 0.143 → 0.156

0.243 → 0.490 0.473 → 0.674 0.651 → 0.772

0.295 → 0.525 0.493 → 0.688 0.618 → 0.744


Figure 1.3: Precision value of matrix elements using standard three-flavor neu-
trino oscillation measurements. The top matrix is without SuperK atmospheric
data in the global fit and the bottom is with SuperK atmospheric data. Table
adapted from Ref. [56].
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NuFIT 4.1 (2019)
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Normal Ordering (best fit) Inverted Ordering (∆χ2 = 6.2)

bfp ±1σ 3σ range bfp ±1σ 3σ range

sin2 θ12 0.310+0.013
−0.012 0.275→ 0.350 0.310+0.013

−0.012 0.275→ 0.350

θ12/
◦ 33.82+0.78
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Figure 1.4: Precision value of neutrino mixing angles and mass square split-
ting as of 2019 using updated global analysis of standard three-flavor neutrino
oscillation measurements. Table adapted from Ref. [56].

1.5 Sterile Neutrinos
The standard three-flavor oscillation is widely accepted among physicists.
The three-flavor mixing angles and the other parameters have been pre-
cisely measured. Also the CERN LEP (Large Electron-Positron) collider
experiment data [9] fit well with the prediction that there exist only three
active neutrino flavors as shown in Fig. 1.5. But some of the experi-
mental results point to the existence of additional neutrino states which
have masses at the eV2 scale. This indicates that if there are additional
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neutrinos, it could not have any coupling with the Z0 boson. Hence it
does not participate in any standard model interaction. These neutrinos
are called “sterile neutrinos”. A sterile neutrino is considered as a lepton
that is neutral in charge and does not participate in the ordinary weak
interaction. Many standard model extensions can accommodate sterile
neutrinos [57]. The theory of sterile neutrinos reveals that it can mix with
the active neutrinos. As a consequence, the oscillation experiments like
NOvA can be used to search for sterile neutrinos. The theory of the early
universe and leptogenesis can also accommodate sterile neutrinos.

The three-flavor oscillation formalism can be generalized to deal with
the additional sterile neutrino states. We have seen how the three-flavor
active neutrino mixing is formulated with the help of a 3 × 3 unitary
matrix parameterized by three neutrino mixing angles and one physical
phase. This can be generalized for N neutrino mass eigenstates and the
N -flavor neutrino mixing can be formulated with the help of a unitary
matrix having a dimension of N × N . It will have N(N − 1)/2 mixing
angles and (N−1)(N−2)/2 physical phases2 (see Ref. [58]). An estimate
of the flavor content in a particular mass eigenstate is given by the neutrino
mixing angles. The discussion in this thesis is limited to the 3+1 model of
neutrinos [59] with the assumption that there exist three active neutrinos
and one light sterile neutrino.

2Dirac CP-violating phases which may be observed in oscillations
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Figure 1.5: The LEP experimental data fitted with different neutrino
models. The three-flavor model fitted well with the data. Plot adapted
from Ref. [9].

1.6 Experimental Anomalies
Implementation of an additional neutrino state is sufficient to explain the
anomalies observed in the short-baseline neutrino oscillation experiments.
The neutrino oscillation experiments are termed as short-baseline exper-
iments, if their L/E ∼ 1 m/MeV, where L is the distance between the
neutrino production point and the neutrino interaction point, in meters
and E is the energy of the neutrino in MeV unit. This L/E gives them a
sensitivity to the oscillations characterized by a mass splitting of 1 eV. The
short-baseline experiment, LSND (Liquid Scintillator Neutrino Detector)
at Los Alamos Laboratory reported an anomaly in its experimental data
[60]. The Fermilab short-baseline neutrino experiment MiniBooNE (Mini
Booster Neutrino Experiment) studied the ν̄µ (νµ) oscillating to ν̄e (νe)
also observed an anomaly [53, 61]. Some other anomalies reported in
the neutrino experiments include the reactor experiment anomaly [62],
radioactive anomalies in GALLEX (Gallium Experiment) [63] and the ob-
served anomaly in the solar neutrino experiment SAGE (Soviet-American
Gallium Experiment) [64].
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1.6.1 The LSND Anomaly
The LSND experiment has used the neutrino beam produced from Los
Alamos Meson Physics Facility. This experiment was designed to study
the oscillation of muon antineutrinos into electron antineutrinos (ν̄µ →
ν̄e). This experiment reported an excess of antineutrino events above
the expected background events at 3.8σ significance. There were 87.9
± 22.4± 6.0 ν̄e events above an expected background of 30.0±6.0 events
[60]. This corresponds to an oscillation probability of 0.264±0.067(stat.)±
0.045(syst.)%. Fig. 1.6 shows the LSND excess.

Figure 1.6: The LSND excess in the νe events. The observed LSND data
excess is plotted as a function of energy (left) and as a function of the
ratio, L/E (right). Plot is taken from Ref. [60].

The LSND excess may be interpreted as a two flavor neutrino oscilla-
tion with a ∆m2 ∼ 1 eV2 and sin2 2θµe ∼ 0.003 (see Fig.1.7). The ∆m2

reported by the LSND is ∼ 105 order of magnitude larger than that of
the ∆m2

21 value and ∼ 103 order of magnitude larger than the ∆m2
32. The

existence of three mass-square splittings can only be explained with the
help of at least four neutrino mass eigenstates. This experimental result
supports the existence of more than three neutrinos.
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Figure 1.7: The fitting is done in ∆m2 vs sin2 2θ parameter space. Results
from the reactor Bugey experiment (green) and KARMEN2 (brown) are
shown with 90% confidence limit (90%C.L.). The allowed region is given
by the KARMEN and LSND combined analysis (right). Fig. is adapted
from Ref. [65].

1.6.2 The MiniBooNE Experiment
The Fermilab experiment MiniBooNE was designed to investigate on the
LSND anomaly [53]. This experiment was designed with an L/E (ratio of
the average distance traveled by the neutrino to the average neutrino en-
ergy) of same in magnitude as that of the LSND experiment. The Fermilab
Booster Neutrino Facility (FBNF) supplied neutrinos to the MiniBooNE
detector, which was a spherical tank of diameter ∼ 12.2 m filled with eight
hundred tons of mineral oil. This experiment investigated both ν̄µ → ν̄e
oscillations and νµ → νe oscillations. Selecting the charged current quasi-
elastic (CCQE) event (νe + C→ e−+ X) was the primary objective of the
event selection. The predicted neutrino flux at the MiniBooNE detector
is shown in Fig. 1.8.
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Figure 1.8: The distribution of the predicted neutrino flux in the Mini-
BooNE experiment. The component-wise neutrino flux distribution both
for neutrinos (right) and antineutrinos (left). Fig. is adapted from Ref.
[65].

Fig. 1.9 shows the reconstructed neutrino energy spectra that split
into different components. In this figure, we can see that the data and
Monte Carlo simulation (MC) are in good agreement in the region EQE >
475 MeV along the X-axis. At the same time, there is an excess in the
data events in the region below 475 MeV.

The MiniBooNE experiment studied both neutrino (νµ → νe) and
antineutrino (ν̄µ → ν̄e) oscillation data and reported a combined result.
This experiment studied 6.46×1020 protons on target (POT) νµ data and
11.27×1020 protons on target (POT) ν̄µ data with the same oscillation
model to combine these results. Both the neutrino and antineutrino mode
of run reported an excess in the data events. A 3.8σ event excess was
observed in the combined neutrino and antineutrino data in the neu-
trino oscillation energy range from 200 MeV to 1250 MeV. The combined
neutrino-antineutrino analysis results are summarized in Table 1.1. The
MiniBooNE result agrees with the LSND anomalous result. The LSND-
MiniBooNE joint-fit result is shown in Fig. 1.10.
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Figure 1.9: The stacked plot with reconstructed neutrino energy spectra
(a) and antineutrino spectra (b) in the MiniBooNE detector. Fig. is
adapted from Ref. [66].

Mode of run Data Background Excess
Neutrino 952 790.0 28.1 38.7 162.0 47.8
Antineutrino 478 399.6 20.0 20.3 78.4 28.5
Combined 1430 1189.7 34.5 52.6 240.3 62.9

Table 1.1: MiniBooNE data excess reported in the neutrino and antineu-
trino mode of run within the neutrino oscillation energy range from 200
MeV to 1250 MeV. The uncertainties included are both statistical and
systematic. Table is from Ref. [66].
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Figure 1.10: The allowed region of parameter space obtained from the
MiniBooNE antineutrino fit result, this result is consistent with the
anomalous result reported by the LSND. Fig. is adapted from Ref. [66].

1.6.3 The Reactor Anomalies
The antineutrinos are produced in the decay chains of 235U,238U,239Pu,
and 242Pu in the nuclear reactor. The β-decay of nuclear fission product
yields an electron accompanied by an antineutrino [67]. The reanalysis of
the old neutrino data from the reactor experiments unboxed the reactor
anomaly. This reanalysis is done with the newly evaluated ν̄e flux with
improved modeling of electron to ν̄e data conversion. This updated eval-
uation estimated a ν̄e flux ≈3.5% larger than that previously used. For
neutrinos that travel 10-100 m from the core of the nuclear reactor to the
neutrino detector, this leads to a change in the ratio of observed to ex-
pected events from 0.976 ± 0.024 to 0.943 ± 0.023 which was calculated
as a deviation from unity at 98.6% confidence limit (C.L) [68]. This deficit
can be seen as an energy dependent suppression of ν̄e flux at >15 m.
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This can be explained as an oscillation with a ∆m2 ∼ 1 eV2. The right
plot in Fig.1.11 shows the ratio of observed to the expected number of
events in various experiments, with varying ∆m2 and sin2 2θ14.

Figure 1.11: The allowed regions of oscillation parameters from the short-
baseline data with 3+1 model (left). Ratio of measured to expected number of
events, together with prediction for different ∆m2 and sin2 2θ14 values (right).
Fig. is taken from [69].

1.6.4 The Gallium Anomaly
The Gallium anomaly is the deficit of the observed νe events in GALLEX
and SAGE (Soviet-American Gallium Experiment) solar neutrino detec-
tors. The data events observed to be less than the predicted number, as
shown in Fig. 1.12. The νe events are produced by the radioactive source
of Cr and Ar that was placed in the middle of the cylindrical detector
through the interaction

e− + 37Ar→ 37Cl + νe (1.36)

e− + 51Cr→ 51V + νe (1.37)

The neutrino was detected in the detector through the interaction

νe + 71Ga→ 71Cu + e− (1.38)

This interaction was also used to detect the solar neutrinos. The aver-
age distance traveled by the neutrinos before they interact is 1.6 m for
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GALLEX and 0.6 for SAGE, with an average neutrino energy of ∼ 0.8
MeV. The Gallium anomaly can be explained as a short-baseline neutrino
oscillation with a ∆m2 ∼ 1 eV2.

Figure 1.12: Results of GALLEX and SAGE experiments. R in the figure is
calculated by taking the ratio of the measured data to the calculated number.
The total systematic uncertainty is shown as green band. Fig. is adapted from
Ref. [70].

1.6.5 Adding a 4th Neutrino Flavor into the Recipe
The evidence from some experiments (as discussed in Sec. 1.6) demands
the existence of more than three neutrinos. If there exist such neutrinos,
they may be light sterile. This thesis is based on the searches for a light
sterile neutrino at the NOvA Far Detector through the neutral-current
disappearance.

Putting a sterile neutrino into the standard three-flavor would add a
column and row to the standard PMNS matrix. The new matrix has a
dimension of 4×4. As a consequence of this, there will be a total of six
mixing angles and three physical phases. Analogous to a standard three-
flavor PNMS matrix shown in Eqn. 1.33, we can look in to the four-flavor
PMNS matrix as a product rotation matrices with respect to Euler’s axes:

U = R34(θ34)R24(θ24, δ2)R14(θ14)R23(θ23)R13(θ13, δ1)R12(θ12, δ3). (1.39)
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The mixing matrix can be written as,

U =


Ue1 Ue2 c14s13e

−iδ1 s14
Uµ1 Uµ2 −s14s13e

−iδ1s24e
−iδ2 + c13s23c24 c14s24e

−iδ2

Uτ1 Uτ2 −s14c24s34s13e
−iδ1 − c13s23s34s24e

iδ2 + c13c23c34 c14c24s34
Us1 Us2 −s14c24c34s13e

−iδ1 − c13s23c34s24e
iδ2 − c13c23s34 c14c24c34

 .
(1.40)

The probability of a neutrino flavor oscillating to another is given by Eqn.
1.25,

P (νa → νb) = δab−4
∑
l>j

<
(
U∗alUblUajU

∗
bj

)
sin2 ∆lj+2

∑
l>j

Im
(
U∗alUblUajU

∗
bj

)
sin 2∆lj,

(1.41)
where ∆lj = ∆m2

ljL/4E. In the case of sterile oscillation analysis with
a νµ beam, we can formulate a sterile neutrino appearance channel. We
are going to look into the νµ → νµ and νµ → νa oscillation probabilities,
where a can be e, τ or sterile (s). Because of the fact that ∆21 <<
∆31 and so first and second mass states are treated as degenerate. As a
result sin ∆21 can be set to zero that implies ∆42 = ∆41 and ∆32 = ∆31.
The oscillation probability equation 1.41, after applying the orthogonality
relation ∑i UaiU

∗
bi can be divided as:

P (νµ → νµ) = 1− 4
[
|Uµ3|2

(
1− |Uµ3|2 − |Uµ4|2

)
sin2 ∆31

+ |Uµ4|2|Uµ3|2 sin2 ∆43

+ |Uµ4|2
(
1− |Uµ3|2 − |Uµ4|2

)
sin2 ∆41

]
,

(1.42)

P (νµ → νa) = 4<
[
|Uµ3|2|Ua3|2 sin2 ∆31

+ |Uµ4|2|Ua4|2 sin2 ∆41

+ U∗µ4Ua4Uµ3U
∗
a3

(
sin2 ∆31 − sin2 ∆43 + sin2 ∆41

)]
+ 2 Im

[
U∗µ4Ua4Uµ3U

∗
a3 (sin 2∆31 − sin 2∆41 + sin 2∆43)

]
.

(1.43)

Eqn. 1.42 gives the νµ charged-current disappearance probability, and
Eqn. 1.43 is the probability of muon neutrino oscillating to any of the
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other three neutrino flavors. Eqn. 1.43 has a general form of the four-flavor
appearance probability. Sterile appearance probability can be obtained
by substituting a = s in 1.43. Substituting the matrix elements from
Eqn. 1.40 and with approximations and added constraints from other
experiments, these probabilities can be simplified further. Substituting
the matrix elements from Eqn. 1.40 into Eqn. 1.43 and following the
approximations as mentioned in Refs. [71] and [72], one can reach to the
sterile appearance probability for a long-baseline experiment like NOvA,

P (νµ → νs) ≈ cos4 θ14 cos2 θ34 sin2 2θ24 sin2 ∆41

+ A sin2 ∆31 −B sin 2∆31,
(1.44)

where A = sin2 θ34 sin2 2θ23 and B = 1
2 sin δ24 sin θ24 sin 2θ34 sin 2θ23. The

probability of NC disappearance can be represented as [73],

1− P (νµ → νs) ≈ 1− cos4 θ14 cos2 θ34 sin2 2θ24 sin2 ∆41

+ A sin2 ∆31 −B sin 2∆31.
(1.45)

From Eqn. 1.45, it is clear that the NC disappearance probability is
sensitive to the sterile mixing angles θ34 and θ24, and the phase δ24.

1.6.6 Long-baseline Sterile Neutrino Searches in NOvA
This thesis summarizes the searches for the sterile neutrino at the NOvA
far detector. The sterile neutrino search is conducted by looking at the
neutral-current event depletion at the far detector. This thesis describes
two different neutral-current disappearance analyses: one with 8.85×1020

POT of neutrino data and the other with 12.5×1020 POT of antineutrino
data. We will discuss more of these in the following chapters.





2
NOvA Experimental Design

The NuMI Off-axis νe Appearance (NOvA) is a long-baseline neutrino
oscillation experiment with functionally identical, segmented, tracking
calorimeter near and far detectors. The detectors lie 14.6 mrad off-axis
from the Fermilab NuMI (Neutrinos at the Main Injector) beam with a
well defined peak in neutrino energy at 2 GeV. The Near Detector (ND)
is at 1 km away from the target and is 100 m below from the ground level.
At the same time, the Far Detector (FD) is at Ash River, MN which is 810
km away from the target. The FD is situated at the ground surface. The
main physics goal of the NOvA experiment is to study νe (ν̄e) appearance
and νµ (ν̄µ) disappearance in a νµ (ν̄µ) in the NuMI beam [55].

A NOvA detector is composed of alternating vertical and horizontal
planes of extruded Polyvinyl Chloride (PVC) cells [74] filled with min-
eral oil as a liquid scintillator. Each PVC cell contains a looped WLS
fiber (wavelength-shifting fiber) [75] coupled to one pixel of an avalanche
photodiode (APD). The output of the APD [76] is integrated, shaped,
digitalized, and recorded in synchronization with the NuMI spill time
window which is around 10 µs. The detector reads out all data in a 550
µs window around the spill time window. The data collected in the 550
µs time, in the vicinity of the spill time window is termed as cosmic data.
The energy deposited in the detector during this time is due to the cos-
mogenic particles. A beam spill can contain more than one fundamental
interactions. It is common to use the word event to refer to one of the
individual fundamental interactions. But, multiple neutrino interactions
may be seen in the NOvA ND within the unit of time that defines a single
event (“unit of information”). Alternating horizontal and vertical plane
structure of the detectors help to visualize the 3D image of an event. We
will go through further details of the experimental design in this chapter.

29
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The majority of the points discussed in this chapter is based on Ref. [77].

2.1 NuMI Beam
NOvA is an accelerator experiment and it does need a well maintained
supply of neutrinos from a particle accelerator. The schematic diagram of
the Fermilab accelerator complex is shown in Fig. 2.1. Negatively charged
hydrogen atoms produced from the Ion source is getting accelerated in
LINAC (Linear Accelerator) and then it enters the Booster Synchrotron.
These protons are fed to the Recycler Ring as 12 bunches of protons, each
with approximately 4.5×1020 protons. In a process called slip-stacking,
6 new higher intensity bunches are formed out of 12 bunches of protons.
These are the output to the Main Injector and accelerated to 120 GeV.
The 6 bunches of protons form a spill with a beamwidth of 10 µs. The time
interval between the two spills (cycle time) is 1.333 s [78]. This beam pulse
helps us to tag the detector response of beam neutrinos and differentiate
them from the cosmogenic particle activities.

The NuMI [79] provides a beam of excellent power of 700 kW to NOvA,
that makes NOvA the world’s most powerful accelerator based neutrino
experiment. The data collected in NOvA is expressed in terms of POT
(Protons on the Target). Fig. 2.8 shows the beam power as a function of
time. The process of neutrino production starts by accelerating 120 GeV
protons to a graphite target that is 12.2 m long and has a water cooling
system to prevent it from melting down due to the excess heat from the
collision. Complex hadron production occurs at the target due to the
high energy collision of protons; which produces mesons such as pions
and kaons. These pions and kaons are then passed through two parabolic
magnetic horns. The mesons passing through the magnetic horns will
experience a magnetic field similar to a toroid; which is proportional to
I/r, where I is the electric current through the magnetic horn and r is
the radius. In the analysis of our interest, I is fixed as 200 kA. The
function of this magnetic horn is to focus mesons which eventually decay
into neutrinos.
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Figure 2.1: An overview of the Fermilab accelerator complex. This dia-
gram is adapted from Ref. [80].

Figure 2.2: This diagram shows how neutrinos are produced with FHC
configuration, and is taken from Ref. [81].
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The direction of current through the magnetic horns is used to select
neutrinos or antineutrinos in the beam. The current configuration of the
horns to get a neutrino beam is termed as the Forward Horn Current
(FHC) and to get an antineutrino beam is termed as the Reverse Horn
Current (RHC). NOvA experiment uses a jargon “FHC analysis” to rep-
resent the neutrino beam analysis and “RHC analysis” to represent the
antineutrino beam analysis. The following part of this thesis uses these
jargons to differentiate between the neutrino analysis and the antineutrino
analysis.

This neutrino beam then travels through 675 m long decay pipe with
a radius of 1 m. Fig. 2.5 shows the arrangements to get the neutrino
beam. This is the place where hadrons decay into leptons and neutrinos.
In the FHC configuration, there will be a small number of negatively
charged high energy hadrons passing close to beam center. This leads to
the presence of few antineutrinos in the neutrino beam and is called wrong
sign contamination. Similarly, a fraction of neutrinos contributes to the
antineutrino beam.

Focusing	HornsTarget Decay	Pipe

π-

π+ νµ

νµ/νµ

p

π+

π-

Target Focusing	Horns Decay	Pipe

νµ

νµ/νµp

Figure 2.3: Top plot shows how the FHC (neutrino) beam is produced.
The bottom plot shows the process of RHC (antineutrino) beam produc-
tion. Wrong sign contamination happens due to the oppositely charged
meson passing close the beam center with high energy.

The dominant hadronic decay modes can be summarized as:

π± → µ± + νµ(ν̄µ), (2.1)
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π± → e± + νe(ν̄e), (2.2)

K± → µ± + νµ(ν̄µ), (2.3)

K± → e± + νe(ν̄e), (2.4)

K± → π0 + µ± + νµ(ν̄µ), (2.5)

K± → π0 + e± + νe(ν̄e), (2.6)

Muons decay to neutrino via,

µ± → e± + νe(ν̄e) + ν̄µ(νµ). (2.7)

Neutral kaon decay can also yield neutrinos. The parent contribution to
the neutrino (antineutrino) beam is shown in Fig. 2.4.
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Figure 2.4: Parent information of neutrinos, for FHC (left) and the RHC
beam(right).

The neutrinos (antineutrinos) produced in the decay pipe then pass
through a hadron monitor to monitor beam direction. Then it passes
through a hadron absorber. Next comes the muon monitor placed in
between blocks of rock. Eventually, a well focused neutrino (antineutrino)
beam directs towards the detectors. Fig. 2.5 represents production of a
neutrino beam (FHC configuration).
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2.1.1 Off-axis Detector
The NOvA detector is located at 14.6 mrad off from the beam axis. This
position of NOvA detector is set to get a well-defined neutrino energy beam
peaks at 2 GeV (see Fig. 2.6). The optimum neutrino energy needed to
get the first oscillation maximum at the NOvA FD (with a baseline of 810
km) is 2 GeV. The narrow energy band is important so that we get more
events where oscillations occur and fewer events where oscillations don’t
occur. The off-axis detector sees neutrinos with energies do not depend
heavily on the broad spectrum of parent pion energies (see Fig. 2.7).
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Figure 2.5: This plot shows the distribution of the charged-current events
at the NOvA FD with different off-axis angles.

Figure 2.6: This diagram shows the position of NOvA ND and FD.

The neutrino flux produced by the pion decay, as measured from a
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detector z distance away from the decay point is given as

Φ =
[

2γ
1 + γ2θ2

]2
A

4πz2 . (2.8)

Where A is the area of cross section, θ is the angular separation between
pion direction and neutrino direction, and γ = Eπ

mπ

Similarly, the neutrino
energy is found to be

Eν = 0.43Eπ
1 + γ2θ2 . (2.9)
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Figure 2.7: The left figure shows the variation of Eν with Eπ. The right
figure shows the variation of Eν for different neutrino types at NOvA FD.

From the left Fig. 2.7, we can see at θ = 14.6 mrad, for a wide range
of pion energies the neutrino energy does not change. Similarly from the
right plot, the νµ after oscillation and νe signal at NOvA FD is maximum
at Eν equal to 2 GeV. We can also see that neutral-current events for the
main oscillation studies is comparatively low in this region. Also, we can
eliminate the majority of the neutral-current events if the beam is narrowly
peaked at 2 GeV. This is attained mainly by eliminating the intrusion of
high energy neutral-current events which back-feed into the low energy
region, due to the energy carried away by the outgoing neutrino.
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Figure 2.8: Time series showing the daily neutrino beam (orange) or an-
tineutrino beam (blue) POT recorded by NOvA, from the start of commis-
sioning to 2019-02-26. Also plotted are lines for the cumulative neutrino
beam POT (dark orange), cumulative antineutrino beam POT (dark blue)
and total accumulated POT (gray).

2.2 NOvA Detectors
As we discussed in the introductory section of this chapter, NOvA is a two
detector experiment with two functionally identical detectors ND and FD.
Each detector is a 65% active calorimeter by volume. The NOvA detector
design is aimed to attain specific goals such as separating charged-current
(CC) events from neutral-current (NC) events. The electron showers and
muon track are the signature of CC events; which is the signal for two
main oscillation analyses of NOvA. The NC events deposit energy in the
detector volume as hadronic showers. In the following subsections, we will
discuss more the detector design and its major components.
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Figure 2.9: The figure shows two detectors and a baseline of 810 km
between the detectors.

2.2.1 Detector Structure
The basic building block of the NOvA detector is a PVC cell with a

looped WLS fiber in it and is filled with liquid scintillator [82]. The PVC
cell has a rectangular cross section with corners smoothed and having a
dimension 6×4 cm. One end of the PVC cell is sealed and the other end
is opened. The WLS fiber is looped and it lies along the length of the cell.
Two free ends of the WLS fiber is kept at the open end of the PVC cell.

The major components of the liquid scintillator are:

• Mineral oil that is used as a solvent and takes up the majority (95.5
%) of the total active detector volume.

• Pseudocumene (1,2,4-trimethylbenzene) is used as a scintillant and
contributes 4.1% of the volume.

• Two wave-shifters: PPO (2,5-diphenyloxazole) that contributes 0.091%
and bis-MSB [1,4-bis(2-methylstyryl)] with 0.0013% These wave-
shifters shift the peak of scintillation light emitted from 375 nm
to 425 nm (from UV region of the spectrum to violet-blue region of
visible light).
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• Anti-static agent (Stadis-425) contributes 0.0003%. It increases the
conductivity of the liquid scintillator.

• Anti-oxidants (Vitamin-E) contributes 0.0010%

Sixteen PVC cells are extruded together as a group as shown in Fig. 2.14.
Two extrusions of this kind glued together to form a module.

Figure 2.10: This diagram shows the extrusion of 16 PVC cells. Looped
WLS fiber runs perpendicular to the page along the length of each PVC
cell. Ref. [77].

The inner surface of the PVC cell has titanium dioxide (TiO2) to max-
imize the reflection of the scintillated light inside the cells and thus max-
imize the absorption of WLS fiber. The WLS fibers are designed to max-
imize the absorption of the emitted scintillation light and to carry this
signal to the electronics readout. The WLS fiber is of a diameter of less
than 0.7 mm. The core of it is made up of polystyrene with a fluorescent
dye (R27) to shift the light to the blue-green region ( 520 nm wave-length)
of the electromagnetic spectrum. The core is surrounded by two acrylic
layers designed to minimize the signal loss.

The modules of PVC cells as discussed above are glued side by side
to form a plane of the detector. A normal vector from the detector plane
aligns parallel to the beam direction. Two consecutive planes are arranged
in such a way that a vector drawn through the length of the cells in the
consecutive planes are perpendicular to each other and also perpendicular
to the beam direction (taken as Z-axis). Usually, the down-up direction
of the detector is taken as Y -axis and the perpendicular direction to Y -
axis and Z-axis is labeled as X-axis. These alternate plane configuration
in the NOvA detector helps to get a three-dimensional (3D) view of the
detector (refer Fig. 2.11). This three-dimensional view can be interpreted
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as a combined view from two 2D planes: one from the XZ plane and other
from the Y Z plane.

Figure 2.11: Event displays that went with NOvA’s announcement of first
3D tracks recorded in the detector. The event is a cosmic ray muon with
a large bremsstrahlung shower about 1/2 into its track.

2.2.2 Avalanche Photodiode
The avalanche photodiodes (APDs) are used as photon multipliers in the
NOvA detector instead of PMTs1. The selection of APD over PMT is
dependent on two factors: firstly, the high quantum efficiency of APD
(85%) and secondly the APD response is optimum for the wavelength
carried by the WLS fiber to electronics (520 nm-550 nm)

1The photon multiplier tubes, that commonly used in many other neutrino experi-
ments
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Figure 2.12: This plot shows the comparison of quantum efficiencies of
APD and PMT. Also the attenuation length of different colors in WLS
fiber as a function of wavelength. Light black line indicates the spectra
emitted by the liquid scintillation before wave-shifting applied. Taken
from Ref. [77].

NOvA uses the Hamamatsu APD. A reverse biased voltage is applied
across the APD to get the photons multiplied. An APD can collect data
from 32 cells. Data from each cell is fed to a specific pixel of the APD. The
two open ends of the WLS fiber are fed to the one of the 32 pixels of the
APD. So each cell corresponds to a particular pixel in the APD. There are
some potential sources of noise in APD, such as dark current. Thermal
excitation in the APD that creates electron-hole pairs is responsible for
the dark current noise. To get away from this, a thermoelectric cooler
(TEC) is implemented to keep the temperature of APD at -150C. A water
cooling system that constitutes circulating chilled water is used to take
away heat from the TEC. APD is coated with transparent plastic to keep
it clean. Also, circulating dry air keeps the moisture away.
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Figure 2.13: The left cartoon shows the two open ends of the WLS fiber
which carries the signal from the scintillator to a pixel in APD. The right
top plot shows 32 pixels of APD. The right bottom plot shows how the
signal from a particular cell as seen by the APD (Ref. [77]).

The output signal from the ADC is processed through the electronics in
the FEB (front end board). This processing include:

• Integrating and shaping the signals from each APD pixel – using
Application Specific Integrated Circuit (ASIC).

• Converting analog signals to digital signal – using Analog to Digital
converter (ADC).

• Determining whether the output of ADC is a signal or not, based on
pulse height – using the Field Programmable Gate Array (FPGA).

The output of ADC is fed to FPGA to determine if it is a signal or not. A
threshold for the pulse height is set to tag it as a signal. The setting of a
threshold is a delicate balance in the sense that it should be high enough
to capture the real physics and also should be reasonably low to harvest
the signal from the far end of the 15.5 m long cells. The threshold is set 4σ
at FD and 5σ at ND, above the root mean square of the noise spectrum.
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Figure 2.14: This diagram shows the APD and FEB.

The signals from 64 FEB’s are collected at Data Concentrator Module
(DCM). The data from DCM are stored in a 50 µs block and is called
microslices. Which is then transfered to temporary data storage places
called data buffer farms in blocks of 5 ms called millislices. The data in
time with the beam spill or passed the trigger definitions passed to the
permanent storage. In the storage area, data is well arranged into runs and
“subruns” to collect data obtained with a specific detector configuration
and condition for future analyses.

2.3 A Side by Side Comparison of ND and
FD

As we have seen already, the ND placed at 100 m below the ground and
is one km away from the target. As a result, it observes much less cosmic
activity than the FD. Since FD is at the ground level, it faces 150 kHz of
cosmic influx. But at the same time, the ND is close to the beam source
and it sees multiple beam events in a single beam spill, so it has a large
amount of data. For this reason, the ADC sampling time of ND is less
than that of FD. Also for ND, each run consists of 24 subruns while for
FD, it is 64 subruns per run 2. The differences between ND and FD are
summarized in Table 2.1 and shown diagrammatically in Fig. 2.15.

2NOvA groups events into a hierarchy called “run” that contains zero or more
subruns and a subrun contains zero or more events.
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Detector variable FD ND
Detector Weight 14 kt 0.3 kt
Number of Planes 896 214
Number of Cells 344064 20192
Detector Dimension 59.6×15.8×15.8 15.8×4.2×4.2
Cell Depth 5.6 m 5.6 m
Cell Width 3.6 m 3.6 m
Cell Length 15.2 m 3.8 m

Table 2.1: Comparison of the NOvA ND and FD.

Figure 2.15: This cartoon shows a comparison of size of ND and FD. A
human size is also shown for the purpose of understanding the scale.





3
Calibration and Reconstruction

The detector calibration and event reconstruction procedures translate
the energy deposited in the detector to a meaningful neutrino interaction
energy for doing the analysis. The response of the detector to the energy
deposition depends on many factors such as the type of particle and its
energy, the distance from the hits to the readout electronics, yield of the
liquid scintillator, quantum efficiency of the APDs and the amount of dead
materials through which the particle is traveling. We have to account for
the effect of these factors in our simulation.

3.1 Calibration of the Detector
The information we are getting out of the detector is a collection of hits
those are above a threshold value. The first task is to tag these “rawhits”
with a meaningful unit of deposited energy. We have to have a uniform
response across a single detector and also between the detectors. Signals
reaching at the external electronics from different part of the PVC cell
through WLS fiber cannot be treated in equal footing, as the photons
collected from the far end of the electronic readout is subjected to more
energy loss than that collected in the vicinity of the readout. As the NOvA
ND is way smaller than the FD, the ND PVC cells are much shorter. The
calibration process can be broadly classified into two parts. They are:

• Relative Calibration – This makes appropriate modification to the
energy of photons to attain uniformity in the detector response
throughout a detector.

• Absolute Calibration – This converts the relatively calibrated photon
energies into meaningful units of energy (GeV).

45
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3.1.1 Relative Calibration - A Closer Look
Relative calibration process accounts for the threshold effects, shielding
effects and attenuation in the WLS fibers, and this makes a uniform re-
sponse throughout a detector. It converts PE (photo-electrons) in ADC
signal to PECorr (photo-electrons corrected). If the relative calibration
comes across two equal signals collected from different regions a PVC cell,
it produces two equal PECorr signals irrespective of their spatial distri-
bution.

In the NOvA detector, cosmic muon is used as a calibration source.
These cosmic muons are reconstructed using the tracking algorithm and
they are selected using a series of quality cuts. Hits from cosmic muons
that enter and exit the detector are used for the relative calibration. The
muons are MIPs1 (Minimum Ionizing Particles) in the NOvA detector.
So they have a well characterized energy and have a well known dE/dx
(average energy lost per distance). The energy deposited in a hit belonging
to a reconstructed track is normalized by the path length in a cell. Since
the path length on a cell by cell basis can be difficult to estimate as
it depends on the angle with which the particle traversed. Most of the
calibration uses tricells, ie. the cellhits where both the adjacent cells in
the plane are also triggered by the same cosmic ray as shown in Fig. 3.1.
This selection ensures that the particle entered through the top wall and
exited through the bottom wall of that cell and it constrains the path
length to be the cell height, corrected by the direction cosine in that view.

1The muon energy deposition in NOvA is near the minimum of the Bethe-Bloch
curve and their dE/dx is well understood
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1

Figure 3.1: Figure shows a tricell(dark) and associated cells(light color)
triggered by a particular cosmic track. The path length is calculated as
Ly/cy.

W is used to denote the distance between the location of energy depo-
sition and the location of electronic readout in a cell. Now W is assigned
to be zero at the center of a cell. Thus the W can have positive as well
as negative values depending on whether the point is close to the readout
(positive) or far end of the readout (negative).

Threshold Correction
The threshold and shielding effects should have corrected under the rela-
tive calibration procedure. The threshold effect accounts for the inability
of a signal to register a hit in the electronic readout. At the same time,
shielding effect is the self-shielding of the detector by its own mass, which
can lead to a non-uniform muon energy deposition across the detector.

These effects alter the total true energy deposited in a cell. Hence we
want to correct these effects using the Monte Carlo (MC) simulation. A
correction factor T is defined as

(
PE
λ

) (
ETrue
EMIP

)
, is calculated for correcting

these effects. Here the ideal scenario is put in the denominator (a case
where there is no threshold and shielding effect) whereas the numerator is
the real life case (threshold and shielding effects are present). Here PE is
the number of photo-electrons observed while λ is the number of photo-
electrons without any loss. Similarly ETrue is the true energy deposited
which includes the shielding effect, and EMIP is the MIP energy without
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any loss.

Attenuation Correction
Attenuation of the signal occurs during its propagation through the WLS
fiber to the readout electronics. In this method, tricell hits for a particular
cell is fit with an exponential function which deals with the attenuation
of the signal that reaches both ends of the looped fiber.
The exponential is of the form,

y = A+B
(

exp
(
W

X

)
+ exp

(−L+W

X

))
. (3.1)

where L is the length of a cell. A, B and X are free parameters and
W = 0 is the point that makes a PVC cell into equal halves along its
length. The hits near and the farthest end of the readout are treated
differently. These end regions behave differently from the active region of
the cell. The motivation for doing this is, the ends of the cells are black
and some photons are getting absorbed by the walls in contrast to the
active region (where photons are reflected well from the PVC cell walls).
The fitting function used here is,

f(x) =

1− αR(W −WR)4, if W > WR

1− αL(W −WL)4, if W < −WL.
(3.2)

Here αR and αL are constants, and WR takes a positive value and WL

negative. The product of these two equations gives the full fit function. In
the case where considerable residuals are observed in the cell, the product
which we have mentioned would not fit well with the data. In this case, a
LOWSS (Locally Weighted Scatter plot Smoothing) [83] fit is done.
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Figure 3.2: The method of attenuation correction. Left: The data is fitted
with the simulated detector response per centimeter as a function of W in
a cell. The blue curve is with Locally Weighted Scatter plot Smoothing
(LOWSS) and red is without it. Right: The comparison of simulated
reco/true as a function of W with and without calibration.

3.1.2 Absolute Energy Scale Calibration
Absolute energy correction is the final process in the calibration chain.
It is done for both detectors. The goal of this correction is to convert
signals that already passed through the relative calibration steps, to the
meaningful units of energy. In short, the PECorr got after the relative
calibration is converted to GeV or MeV. Cosmic muons that stop inside
the detector are used as a calibration source for the absolute calibration.
The stopping muon distribution is shown in Fig. 3.3. The dE/dx at the
end of these muon tracks is used for the absolute energy calibration. The
100-200 cm region from the end of the track is used for the study as its
dE/dx is well characterized by the Bethe-Bloch curve (Ref. [84]). The
PEcorr is converted to the meaningful energy unit (GeV) by the help of an
energy correction factor. Fig. 3.4 shows the absolute energy calibration
process.

Absolute energy correction factor = PECorr/cm from data
(dE/dx) from the MC simulation

(3.3)



50 Calibration and Reconstruction

Figure 3.3: Each entry in the histogram is from a tricell hit on a stopping
muon track. The Y -axis shows the path normalized attenuation corrected
detector response. The X-axis shows the distance to the stopping point
of the muon track. The black fit curve shows the mean of a fit to the peak
of the attenuation corrected detector response at particular distance from
the track end.

Figure 3.4: Left: Uncalibrated PEcorr/cm distribution of tricell hits
within the track window. Right: Calibrated dE/dx in units of MeV/cm
after the correction factor is applied.

3.2 Neutrino Event Reconstruction
The event reconstruction in NOvA is a chain of processes in which the
calibrated “cellhit” level information is translated into a meaningful fun-
damental interaction. NOvA uses a jargon “cellhits” to represent recorded
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energy deposition in the detector in a 550 µs time window [85]. The
recorded energy deposition during this time window can be from a sig-
nal (meaningful fundamental interaction) or a noise. The reconstruction
should be able to distinguish between these two kinds of cellhits. Sometime
there may be multiple physics activity in a data event; multiple neutrino
interactions in the ND and cosmic activity in the FD are two examples.
The process of separating these interactions is named as “slicing” and each
physics interaction is called as a “slice” in NOvA. Even though the slicing
algorithm separates signal and background, multiple fundamental interac-
tions can have clusters of hits that are overlapped spatially or temporally,
and slicer has some limitations . The Slicer4D [86] algorithm is designed
to separate these complicated interactions.

In the NOvA detector, cellhits are recorded into two spatial coordi-
nates: XY and Y Z. The event reconstruction helps to attain a three-
dimensional manifestation of the fundamental interaction by combining
information from both of these coordinates. The major steps in the NOvA
event reconstruction are:

• Grouping cellhits based on the spatial and temporal information.

• Locating the event interaction vertex.

• Further grouping of cellhits to reconstruct the activity of the neu-
trino interaction products.

In the NC disappearance analysis, we make use of the strategy which is
developed to reconstruct events in both the νµ analysis and the νe analysis.
For the νµ analysis [87], the reconstruction strategy is muon-centric. As
the distinct signature of a νµ interaction is a long muon track, the main
focus of this reconstruction is on the track-like features. At the same time,
the νe analysis [88] event reconstruction is designed to well reconstruct
shower-like features. Fig. 3.5 shows how νµ, νe and ντ events look like in
the NOvA detector.
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Figure 3.5: Example event topologies of νµ (top), νe (middle) and NC
(bottom) events.

This section follows the process listed in Ref.[85].

3.2.1 Density Based Clustering
The calibrated cellhit is the only input to the event reconstruction algo-
rithm. Grouping of these cellhits according to their spatial and temporal
information is called clustering. The process of clustering starts with loop-
ing through each cellhit to find the so called core point. The core point is
the cellhit with which at least a minimum number of neighbor hits within
a threshold “distance” called critical distance. The distance function used
can be written as,

D =
(
|∆T | − |∆ #»r |/c

Tres

)2

+
(

∆Z
Dpen

)2

+
(

∆XY
Dpen

)2

(3.4)

and this function defines the neighborhood of two cellhits. Here Tres is
the timing resolution of hits summed in quadrature. The majority of
particles passing through our detector should be treated using relativity
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since their velocities are close to that of light. In the first term of Eqn. 3.4,
∆T is the difference in recorded time between two cellhits, ∆ #»r /c denotes
the relativistic term; where ∆ #»r represents the 2D separation between two
cellhits and c is the velocity of light. The distance penalty is represented as
Dpen and is a tunable free parameter. The ∆Z and ∆XY are separations
in each view. For hits in opposite view, ∆XY=0 and Dpen takes a smaller
value. The ultimate goal of the slicer algorithm is to isolate a neutrino
interaction completely into a cluster. The performance of the algorithm
is represented as completeness and purity of the clustering,

Completeness = Energy from interaction deposited in slice
Total energy from interaction deposited in detector

(3.5)
and

Purity = Energy from interaction deposited in slice
Total energy in slice . (3.6)

An example slice is shown in Fig. 3.6. The next step in the reconstruction
chain is to sort out the features in a particular slice and it is done using
Hough Transforms.
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Figure 3.6: A filtered slice in FD. Here the hits from other slices are
grayed.

3.2.2 Hough Transform in NOvA
Hough Transform is widely used in the image processing to find features
out of an image. We make use of the basic principles of Hough Transform
in NOvA reconstruction to find features out of clustered cellhits (Ref.
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[89]). This algorithm gives a set of lines whose direction and point of
intersection can be used to get a seed for the algorithm which finds the
interaction vertex. Each line segment created between two cell hits is
translated into polar coordinates in each detector view. The algorithm
works in each detector view separately, filling a 2D Hough space in the
coordinates ρ and θ with a Gaussian smeared vote for each hit pair. Peaks
in the Hough space map are identified as coordinates of a line. A threshold
for the peak identification is set for the noise separation.

3.2.3 Vertex Identification with Elastic Arms
The vertex identification is the process of reconstructing the interaction
point of a neutrino event. All the particles produced as a result of the neu-
trino interaction are supposed to be outgoing from this particular point.
This algorithm fit a set of lines through the cellhits in a slice to find a
common point of origin. An example is shown in Fig. 3.7.
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Figure 3.7: Example of filtered slice in the FD. The golden lines are the
reconstructed Hough lines. The red cross is the reconstructed elasticarms
vertex.

Ref. [90] explains more about the vertex identification with elastic arms
in NOvA.

3.2.4 Fuzzy-k Prong Reconstruction
The Fuzzy-k prong reconstruction algorithm is employed to subcluster the
cellhits in a cluster. Each subcluster is supposed to come from a particular
product from the neutrino interaction. The word Fuzzy-k points to the
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fact that the algorithm let multiple prongs to share a single cellhit and
as a result, the boundary between the prongs is fuzzy. An example of
Fuzzy-k prong is shown in Fig. 3.8.
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Figure 3.8: Example filtered slice in the FD. The blue, green and red
regions are the reconstructed Fuzzy-k prongs. The red cross is the recon-
structed elasticarms vertex.

3.3 NC Energy Estimation
The NOvA detectors are tracking calorimeters and are made up of PVC
cells filled with liquid scintillator. The event topology of the CC events
and the NC events are distinct in the sense that the NC events do not
have an energy deposition in the detector by the lepton component (for
NC events, the lepton component is the outgoing neutrino which carries
a fraction of event energy). In contrast to NC events, CC events have
leptons (muons, electrons or tau particles) which deposit energy in the
detector, or they are “visible” in the detector. The response of the detector
is also different for hadrons and leptons. In the 2017 FHC analysis, we
have corrected the slice calorimetric energy (the reconstructed energy, with
general calibration) against the “true visible energy”2. This does not take
into account the energy lost in the detector material.

In the 2019 RHC analysis, we corrected the slice calorimetric energy
against the true value of “energy deposited” in the detector that considers
the true energy lost in the detector too. The Bjorken-y gives the fractional

2The difference between the true energies of the incoming neutrino and outgoing
neutrino in a particular NC interaction.
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energy loss of the neutrino. Multiplying the true neutrino energy with
Bjorken-y gives the “true estimate” of energy deposited in the detector.
This true energy deposited is the parameter which is used for correcting
the slice calorimetric energy. We have used the jargon, “Energy Deposited
in the Scintillator” or “Energy Deposited” to represent the corrected slice
calorimetric energy.

Since the general strategy is the same for the neutrino and antineutrino
analyses, here we will discuss only the procedure followed in the 2019 RHC
analysis. The true energy, true visible energy, slice calorimetric energy and
true energy deposited in the detector for FD FHC, FD RHC, ND FHC
and ND RHC are shown in Fig.3.9.
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Figure 3.9: Comparison of different “energies”(with standard NC selection
excluding the energy cut), ND FHC (left) and ND RHC (right) in top row and
FD FHC (left) and FD RHC (right)in bottom row.
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3.3.1 The Methodology
The slice calorimetric energy is now compared with the true energy de-
posited in the detector for NC selected events.
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Figure 3.10: The slice calorimetric energy vs the true energy deposited in the
detector plot for ND FHC (ND RHC) sample is shown on top (bottom). The
profile along the Y -axis shown with red points. The color is shown on a log
scale. It is fit with a line.
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Figure 3.11: The slice calorimetric energy vs the true energy deposited
in the detector plot for FD FHC (FD RHC) sample is shown on top
(bottom). With standard FD NC selection, excluding the energy cut.
The profile along the Y -axis is represented with red points. The color is
shown on a log scale. It is fit with a line.

Figs. 3.10 and 3.11 are made with the slice calorimetric energy on the
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X-axis and the true energy deposited in the detector on the Y -axis. The
plot is profiled over the Y -axis and then the profile histogram is fit with
a line. Fig. 3.10 is for the ND and Fig. 3.11 is for the FD. The value
of the slope gives the constant correction factor to be applied to the slice
calorimetric energy.
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Figure 3.12: Comparison of different “energy resolution”, ND FHC (left)
and ND RHC (right) in the top row and FD FHC (left) and FD RHC
(right) in the bottom row. In the X-label of each plot, “Energy” means:
true energy for the blue line, true visible energy for the green line and
for red is the true energy deposited in the detector. As we do not try to
correct for the outgoing νµ, we expect the true Eν to be biased.

Slope of the line = True visible energy
Slice calorimetric energy (3.7)
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The correction factor calculated are shown below:

• The ND FHC NC selected events = 1.15.

• The ND RHC NC selected events = 1.11.

• The FD FHC NC selected events = 1.18.

• The FD RHC NC selected events = 1.20.

3.3.2 Applying the Correction
The fractional energy resolution is used to compare the resolution before
and after the energy correction, and the fractional energy resolution before
correction =

Slice calorimetric energy− True energy deposited in the detector
True energy deposited in the detector . (3.8)

When the uncorrected calorimetric energy is equal to the true energy de-
posited in the detector, we get an ideal case of zero fractional energy
resolution. But from Figs. 3.10 and 3.11, it is clear that we have underes-
timated the slice calorimetric energy. So we have to scale its value up. For
example, the slope is 1.11 for the ND RHC and so, the slice calorimetric
energy when multiply with 1.11 yields the true energy deposited in the
detector. The fractional energy resolution after correction can be seen as,

1.11× Slice calorimetric energy− True energy deposited in the detector
True energy deposited in the detector .

(3.9)

3.4 Monte Carlo Simulation in NOvA
Irrespective of whether it is a precision measurement experiment or a pa-
rameter estimation experiment, simulation of the experimental data plays
an important role. In the NOvA experiment, the simulation is a chain
of processes which constitute the simulation of the interaction of the pro-
tons with the graphite target (p-C interaction), the secondary and tertiary
interaction of the hadronic products, propagation of neutrinos produced
through the NuMI beamline, interaction at the detector, simulation of the
transport of photons through the WLS fiber and the simulation of the
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signal coming out of the electronics part of the detector. The simulation
of interaction in the detector is carried out with the use of GENIE (Gener-
ates Events for Neutrino Experiments) package and the Geant4 package is
used for simulating of the propagation of the interaction products through
the medium. This simulation package uses an extensive list of physics in-
teraction along with the environmental parameters like the cross section,
geometry, etc. The high statistics of simulated data reduce the statistical
uncertainty.

3.4.1 Flux Simulation
The simulation of NOvA flux starts from simulating the collision of high
energy protons at the graphite target. The next stage is the simulation
of the propagation of the mesons produced, through the NuMI beam-
line. The simulation package used for this purpose is known as G4NuMI,
which is an adaptation of Geant4. This makes use of physics models such
as FRITIOF Pre-compound model and Bertini Cascade model for the pri-
mary hadrons having energy below 20 GeV. In reality, the interaction of
protons on the target produces a shower of hadronic particles. A data-
driven technique based package called PPFX (Package to Predict Flux)
[91] was developed for the Fermilab cross section experiment MINERvA.
The hadronic data in p-C interaction was used in developing the PPFX
package [92]. As MINERvA uses the NuMI beamline, the PPFX package
can be used to constrain the systematic uncertainties in the beam simula-
tion in other experiments which makes use of the NuMI beam like NOvA.
The NOvA flux is shown in Fig. 3.13.
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Figure 3.13: Predicted ND MC composition based on PPFX, in the ND
(left) and in the FD(right).
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The next part of the flux simulation is the propagation of the particles
created. The Geant4 [93] is widely used in the HEP experiments to sim-
ulate the propagation of the particles through a given geometrical model.
The NOvA specific geometrical model consists of modeling of NuMI beam-
line with magnetic horns, decay pipe, hadron monitor, absorber and muon
monitor. By inputting the geometrical model information, we would get
G4NuMI flux files. Which is essentially a ROOT file with saved parent
and grandparent information of each neutrino event entry. Neutrino par-
ent distribution at the ND for neutrino beam (FHC) and antineutrino
beam (RHC) are shown in Fig. 3.14.
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Figure 3.14: Parent information stored for neutrinos in the flux files, for
FHC beam (left) and RHC beam (right).

3.4.2 Interaction Simulation
Neutrino interaction simulation is carried out by the GENIE [94, 95] sim-
ulation package. GENIE takes G4NuMI neutrino flux along with the
neutrino cross sections to deliver different types of neutrino interactions.
A specific kind of neutrino interaction is generated depending on the total
cross section of that interaction (see Fig. 3.15). The differential cross
section is used to determine the particle kinematics in an interaction. The
GENIE package takes an extensive list of phenomenological models of par-
ticle interaction and constraints from other particle physics experiments.
A neutrino interaction inside the detector can be viewed as an interaction
of a neutrino with a nucleus, and then the hadrons produced as a result
of this interaction further interacts with the nucleons within the nuclear
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environment. This is known as the final-state interaction (FSI) and Rel-
ativistic Fermi Gas Model is used in the GENIE as the phenomenological
model. The INTRANUKE package is used to simulate the FSI. The Cos-
mic RaY (CRY) package [96] is used for the simulation of cosmic ray
particle interaction. For simulating the propagation of neutrinos through
the detector, three major physics lists are used in the Geant4 package.
They are:

• QGSP (Quark-Gluon String Precompound) to model the de-excitation
of the nucleus.

• The Bertini cascade to model the propagation of the primary hadrons
below 10 GeV.

• The High Precision neutron package that deals with neutrons trav-
eling with energy below 20 MeV.

The neutrino physics interactions that modeled are categorized as
quasi-elastic scattering (QE), resonant baryon production (RES), deep
inelastic scattering (DIS), coherent nuclear scattering (COH), and meson
exchange current scattering (MEC) [97].

Figure 3.15: Interaction cross section for the neutrinos (left) and antineutrinos
(right), with varying energy. This Fig. is taken from Ref. [98].

3.4.3 Detector Simulation
This part of the simulation takes care of how the detector components re-
spond to the GENIE simulated neutrino interaction. The Geant4 package
is implemented to simulate the particle transport in the detector.





4
Particle Identifiers in the NC

disappearance Analysis

In any experiment, augmenting the selection efficiency and purity of the
selected sample is of great importance. In this chapter, we are going to
have a brief summary of the primary event selector in NOvA NC disap-
pearance analysis. As we have seen in the previous chapters, the ND is
at 100 m below the ground level. So the cosmic ray background is greatly
reduced at this detector. At the same time, ND is just 1 km away from the
beam source and it witness a huge amount of CC events. As the dominant
background to the NC events in the ND is CC events, the primary event
selector in the ND should be capable of well separating NC events from
CC. We are using a computer vision-based particle identifier (PID) for this
purpose and it is termed as the Convolutional Visual Network (CVN). We
will discuss more this in the next section.

The NOvA FD is at 810 km away from the beam source and is on the
ground level. So it witnesses a shower of particles with a cosmic origin
and which can mimic the NC event topology in the detector. At the same
time, the rate of CC events at the FD is order of magnitudes lower than
the cosmic events. The cosmic events constitute the dominant background
in the FD. We employed a Multivariate Analysis Technique [99] based on
the ROOT framework [100], ie. the Boosted Decision Tree (BDT), in
developing a particle identifier that well distinguishes cosmic events from
the beam NC events. A comparison of the breakdown of events between
the ND and FD is shown in Fig. 4.1. We will discuss more of the training
and implementation of this PID in section 4.2.

The section 4.3 of this chapter is dedicated to demonstrate a FD cali-
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bration cross-check using cosmic π0 as the standard candle. This analysis
is one of the example of the application of CVN to select a pure sample
of π0 from a large set of backgrounds.

Figure 4.1: Unselected event composition in the ND (left) and FD (right).

4.1 Convolutional Visual Network

4.1.1 An Overview of the Network Architecture
The machine learning algorithms such as k-Nearest Neighbors, Boosted
decision trees and Multilayer Perceptrons have been widely used in HEP
experiments for a long time. But these are subject to a couple of practi-
cal difficulties when applying to experiments like NOvA. Since they use
reconstructed events as input, any reconstruction failures lead to the prop-
agation of error through the training process which eventually results in
the misidentification of an event. Also, the reconstructed features that
used to train the algorithm constrain the ability of the network to sepa-
rate signals from the background. Because this trained network can only
identify an event with the help of the reconstructed features of the event
used in the training process.

The traditional neural networks like Multilayer Perceptrons (MLP)
generally employ multilayer architecture: an input layer, an output layer
and a number of hidden layers in between input and output layers. The
MLP approximates the linear transformation function f : Rn → Rm,
which is essentially a mapping from an input column matrix −→x with di-
mensionality n to an output −→f with dimensionality m. Each node output
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can be seen as the weighted sum of outputs from all nodes in the previous
layer with a nonlinear function as a bias term. The supervised learn-
ing method is used to determine the weights and bias term. The variable
“loss” is determined by finding the deviation of the output from the “true”
output. The back-propagation algorithm is used to find the loss as a func-
tion of bias and weight terms. We can tune the loss function with bias
and weight as knobs. Stochastic gradient descent method is used for such
a tunning.

Some of the practical issues of the traditional neural network can be
eliminated by introducing a Deep Learning (DL) architecture. This pos-
sesses many layers (multiple hidden layers are sandwiched between the
input and output layers) and has been successfully used in the image pro-
cessing technology. A CNN (Convolutional Neural Network) is capable of
extracting features from the low level variables such as clusters or groups
of cellhits with definite spatial and temporal correlation. The CNN uses
the extracted features to train the network rather than using the high-level
reconstructed variables as input. The deep learning architecture is making
use of non-saturating rectifying linear units (ReLU) functions (functions
that takes the form, f(x) = max(0, x)). This replaces the conventional
saturating nonlinear functions like sigmoid functions used in the tradi-
tional neural networks. In some cases, even if the network works well
with the training sample, it can show a different efficiency between the
data and MC . This is known as overtraining and when the number of
training variables increases, the probability of network to get overtrained
increases. The risk of overtraining a CNN is reduced with the help of a
process known as dropout, which uses a random subsample of the available
network connections in each training iterations.

The NOvA experiment employs a computer vision-based CNN archi-
tecture known as Convolutional Visual Network (CVN). Here the input
to the network is two 2D views (as shown in Fig. 4.2) of a particular
neutrino event. The convolution layer performs a discrete convolution to
extract features from an input image. A pooling layer is used to reduce
the dimensionality of the feature extracted. It makes use of an architec-
ture commonly known as network in network (NIN), in which the main
network contains repeated subnetworks commonly known as an inception
module. This NIN approach is adopted from the GoogLeNet [101] archi-
tecture, which possess high efficient learning capabilities and dimensional
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reduction. In NOvA, we use two parallel architecture one for event X-
view and other for the Y -view (see Fig. 4.2). In a later stage, features
from each of these parallel architectures add together to get features of
both views together.

Figure 4.2: The alternating planes of the NOvA detector are perpendicular
to each other. This helps to resolve the 3D image of an event into two
different views known as X-view and Y -view.

The sum of the classifier outputs is set to one, with the implementation
of a function known as softmax function. The details and description of
the technical terms used in this section can be found in Ref. [102].

4.1.2 Application of CVN into NOvA Analyses
The neutrino beam interaction in the detector can be broadly classified
as the CC (mediated by W± bosons) and NC (mediated by Z0 boson).
The CC interactions can be further classified as νµ CC and νe CC, based
on the flavor of the neutrino participating in the interaction. For the
NC disappearance analysis, our primary objective in the event selection
is to separate NC signal events from CC background events. In many
cases, we can distinguish between these interactions just by looking at
their topology. The νµ CC event is characterized by a long muon track
and hadronic shower, νe CC characterized by an out going electron and a
hadronic signature and NC events are characterized by a hadronic shower
with neither e nor µ as primary particle. Examples of these events are
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shown in Fig. 4.3. Based on the incoming neutrino energy, interaction
may be of the type QE, RES, DIS or MEC. This adds complication to our
method of just observing interaction topology and deciding the interaction
category.

Figure 4.3: Representation of νe CC, νµ CC and NC events as seen in the
NOvA detector.

For the 2017 FHC analysis, the CVN network was trained to distin-
guish between NC, νµ CC, νe CC, ντ CC and cosmic events. This analysis
used 14 simulation-based labels, viz. neutrino flavor type, interaction
type, a label for the cosmic event and NC event. {νµ CC, νe CC, ντ CC}×
{QE,RES,DIS,Other} + {NC,Cosmic} were the set of labels used in
this analysis. Here cosmic label was extracted from the simulated cosmic
events.

The CVN used in 2019 RHC analysis is a bit different from the previous
analyses. The main difference is in the architecture used and the final-state
labels used for the training. Since CVN classification is based on event
topology instead of the simulation based labels, it is possible to add cosmic
labels by training the network with cosmic events. In order to reduce the
dependency on GENIE interaction type labels, primary particles along
with the neutrino flavor are adopted as the labels for this analysis. These
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labels can be represented with a general form:
Neutrino flavour – Ne – Nν – Nπ0 – Nπ± – Nn – Np. This line can be
interpreted as: as a result of a particular neutrino flavor interaction, N
number of different particles are produced. Here N can take values 0, 1,
2, 3, etc. Some examples are:

1. nE – 1e – 0ν – 0π0 – 0π± – 0n – 1p (νe CC interaction that yields
one electron and one proton).

2. nM – 0e – 1ν – 0π0 – 0π± – 0n – 1p (νµ CC interaction that yields
one neutrino and one proton).

3. nU – 0e – 0ν – 0π0 – 1π± – 0n – 1p (NC interaction producing one
π± and one proton).

4. nT – 0e – 0ν – 0π0 – 0π± – 2n – 1p (ντ CC interaction that yields
two neutron and one proton).

There are 5 more additional labels which accounts for the events that do
not come under above list. The categories of neutrino flavors that does not
come under above mentioned labels nM Other, nE Other, nT Other. La-
bel kCosmic PT accounts the cosmic labels when network is trained with
the cosmic data. kOther PT account for NC events that whose primary
particles does not come under a specific NC category. A total number of
392 labels are used. Also for this analysis, the network is trained with
FHC and RHC data in contrast to the previous analyses which used only
FHC data for training the network. The CVN used for this analysis uses
improved architecture known as Short Simple, while previous analysis used
CVN classic architecture [103]. Performance of the 2019 CVN is shown in
Fig. 4.4.

For selecting events for training, preselection and containment selection
are used. Details of these selection can be found in Ch. 5, 10% of cosmic
data is used for the final training.
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Figure 4.4: The right (left) plot shows the classification matrix for
FHC(RHC) for the network trained with FHC(RHC).

We will discuss more about CVN NC classifier in Ch. 5.

4.2 Cosmic Rejection BDT for the NC Dis-
appearance Analysis

The majority of astrophysical particles that enter into the earth’s at-
mosphere are constituted by free protons, α -particle and heavy nuclei.
These particles interact with the atoms in the atmosphere and a bunch
of secondary particles are produced. They are mainly muons, electrons,
positrons, γ -rays, protons and neutrons and a small amount of pions.
Due to the huge size and the location of NOvA FD, it is subjected to a
massive influx of the cosmogenic particles (“cosmics”). The FD shielded
at the top with 6-feet concrete and four inches of Barite to reduce the
particles of cosmic origin that penetrate into it [104]. But a fraction of
cosmogenic particles, mainly the muons and the neutrons still enter the
FD. The FD witnesses an influx of 150 kHz of cosmics.

The event topology of NC is completely different from that of CC in
our detector. Since the outgoing neutrino is invisible, the NC event can
be identified as a hadronic shower. The major backgrounds in the selected
NC signal samples for the NC disappearance analysis is νµ CC events with
short muon track, νe CC events with high slice calorimetric energy, and
the energy deposited in the detector by cosmic muons and neutrons. The
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cosmogenic neutrons that show up in the detector are mainly produced at
the overburden1 of the detector.

Cosmic Rejection- As an analysis requirement
Comparing the number of NC events and cosmic events, approximately
one NC event for 50 million cosmic events is seen in the timing window
before applying any selection. Hence removing the events with a cosmic
origin is one of the primary objectives in the event selection process for
the NOvA NC disappearance analysis. For the first NC disappearance
analysis [105], the events in the top 5 m of the FD were removed to
avoid the cosmogenic neutron background. The Cosmic Rejection BDT
(or simply “BDT”) used was designed for the νµ analysis [106] and largely
aimed to remove the cosmogenic muon backgrounds, so that the input to
the BDT was the Kalman track2 based variables.

In the 2017 FHC analysis, the cosmogenic neutron backgrounds were
removed using an improved BDT, so that we could reduce the cut off
region at the top of the detector from 5 m to 100 cm. The 2017 FHC BDT
training was based on the properties of the cluster of hits reconstructed
as showers in an event slice. This helped us to increase the efficiency of
the NC selection. For the case of 2019 RHC analysis, the BDT has been
trained for each data taking period separately depending on the beam
and the detector running conditions. The data taking is divided into four
periods. Apart from this, the strategy for BDT training is the same for
the analyses that are being discussed in this thesis, i.e the BDT training
is based on the properties of event showers. BDT is trained for these four
samples separately for this analysis. Here we limit our discussion to the
training, testing and implementing BDT for the 2019 RHC analysis.

4.2.1 Cosmic Rejection Strategy
Apart from removing the obvious cosmic backgrounds using cosmic veto
in the early stage of the data production, the event selection implements
a two-layered strategy to remove dominant cosmic backgrounds.

1Concrete and barite on the top of the detector
2The muon track reconstruction algorithm used in NOvA.
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Removing the Cosmic Backgrounds in Early Selection Stage
The cosmogenic backgrounds are removed by using some specific selection
cuts. These include:

• A cut on the transverse momentum fraction. The transverse momen-
tum fraction distribution for the cosmogenic background and the NC
signal are different. This cut is correlated to the prong distance from
the top of the detector. Events with distances larger than 540 cm are
removed if they have a fractional transverse momentum greater than
0.4. This is motivated by the fact that cosmic backgrounds populate
at the high end of the traverse momentum fraction distribution in
contrast to NC signal events.

• Removing the events which fall in the close proximity of a cosmic
event in time or space. The definition of close proximity here is,
if they fall within -150 to 50 ns in time and within 500 cm of a
slice located less than 100 cm from the top of the detector. This
cut removes the neutron activity and the Bremsstrahlung shower
(simply “brem”) that can be located close to an event spatially and
temporally [107].

• Removing events coming through the back of the detector. This
removal is meant to separate the cosmic events from the signal events
at the back of the detector, where there is less shielding.

BDT for the NC disappearance analysis
The majority of the background cosmic events that pass through the selec-
tion process discussed above are removed using BDT. The TMVA network
is trained by inputting variables with distinct features for NC signal and
cosmogenic background. For both FHC and RHC analysis, the input vari-
ables to the TMVA network are mainly ShowerLID3 CAF variables (which
describe many distinct properties of a cluster of cellhits reconstructed as
a shower in a sliced event), slice variables and cosmic CVN4. The BDT is
separately trained for the four different samples of the dataset5, and the

3The event shower reconstruction algorithm used in NOvA
4Convolutional neural network-based probability score of an event to be a cosmic

event
5Based on different data taking conditions, data set is divided into 4 samples. Details

can be found in Ref. [108]
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weight files are saved so that it can be used on the fly in the analysis. Figs.
4.5– 4.9 show the distribution of the 13 discriminating variables (plus two
variables whose combinations is used as a discriminating variable) that
are used to train the BDT to separate NC signal events from cosmogenic
background events. In each row, of these area normalized plots, the left
plot is for FHC and the right plot is for RHC. The FD variable plots are
applied with complete NC selection cuts (see Ch. 5).
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Figure 4.5: BDT input variables. With RHC (right) and FHC (left).
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Figure 4.6: BDT input variables. With RHC (right) and FHC (left).
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Figure 4.7: BDT input variables. With RHC (right) and FHC (left).
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Figure 4.8: BDT input variables. With RHC (right) and FHC (left).
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Figure 4.9: BDT input variables. With RHC (right) and FHC (left)

Training and Producing the Weight Files
The TMVA is trained using a subset of the dataset of both MC files and
cosmic data files (using 1/3 of the total dataset). Using a CAFAna macro,
a ROOT tree is produced with leaves that correspond to the variables used
for the training. The tree should contain two branches, one corresponding
to the NC signal events which extracted from the MC dataset (used truth
condition to get the true NC events), the other branch is made from the
cosmic data file and corresponding to the cosmic events. For getting the
most NC like cosmic events that pass all NC selection criteria, the tree is
filled with events that pass through the following conditions:

• Cosmic veto to remove obvious cosmics.

• Event quality cut which removes fuzzy events and the issues due to
FEB flashes.

• Containment cut, which makes sure that the event is fully contained
in the detector.
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• Fiducial cut helps to select only well-reconstructed events.

• Selects events with a number of hits > 25 and classic CVN NC score
> 0.2.

• Cosmic rejection cuts are explained in Sec. 4.2.1.

Details of the NC selection procedure is summarized in Ch. 5. The train-
ing event energy is not restricted in any particular region of the spectrum.
As a second step, the TMVA network is trained using a training macro
with a ROOT tree which has separated NC and cosmic background events.
The output of this training is weight files. Different aspects of the training
and properties of the separating variables (covariance, overtraining check,
etc.) are done using a testing macro.

4.2.2 Evaluating the BDT Performance
The ND data/MC comparison for the trained BDT variables is the best
way to investigate for the mismodeling. The following two pages comprise
of the distribution of the BDT variables at the FD, with cosmic data and
MC (refer Figs. 4.10 and 4.11). The ND data/MC comparison for the
BDT variables are shown in Fig.4.13.
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Figure 4.10: The BDT input variable at the FD for the period-1 (left) and
period-2 (right). These plots are N-1 plots: applied all NC FD selection
cuts except cosmic rejection BDT.
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Figure 4.11: The BDT input variable at the FD for the period-3&5 (left)
and period 4&6 (right). These plots are N-1 plots: applied all NC FD
selection cuts except cosmic rejection BDT.
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Figure 4.12: Comparison of data/MC for the BDT input variable at the
ND for period-1 sample (left) and period-2 sample (right).
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Figure 4.13: ND data/MC comparison for the BDT input variables for
the period-3&5 (left) and period 4&6 (right). These events are passed
through all ND NC analysis selection cuts. The data/MC discrepancy in
the RHC BDT distribution (right plot) can be explained as poor modeling
of its training variables.

After this cross-check, four different sets of BDT weights each correspond
to one training dataset are saved. When a particular dataset is subject to
the analysis, the BDT corresponds to that dataset is called based on its
run number.
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4.3 Cosmic π0 Mass Reconstruction in the
NOvA Far Detector

4.3.1 Absolute Calibration
The absolute calibration is the final step of the calibration chain. Absolute
calibration provides a conversion factor between the detector response and
the true energy deposited in the scintillator. The aim of the absolute
calibration is to express energy deposits in physically meaningful units
(GeV). There exist a few standard candles which can be used as a tool
for absolute calibration. The primary tool used in NOvA detectors is the
stopping muons in both detectors (discussed in Sec. 3.1.2). Some other
standard candles include:

• Michel electron spectrum.

• π0 invariant mass.

Fig. 4.14 shows the reconstructed mass peak at the ND using the beam
π0.

4.3.2 Introducing the Cosmic π0 Mass Reconstruc-
tion in NOvA

A completely different methodology is adopted to reconstruct the π0 mass
in the FD. The main challenge is the scarcity of beam π0’s in the FD. So
we have to look for some other source. The feasible candidate is the π0

events from the cosmic rays. But as far as NOvA FD is concerned, we
have to tackle many problems to realize this. Some of them are:

• The π0 events in the NOvA FD are rare.

• Most of the cosmic π0 events in the detector are low energy events
with an average of 5-8 hits in each prong.

• Since the NOvA FD is situated at the ground surface, it is subject
to a huge influx of cosmic rays with a frequency of 150 kHz.

• Since the cosmic influx to the detector is more or less isotropic, the
events do not have any directional dependence.
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Figure 4.14: The π0 mass peak used to cross-check the absolute calibration
in the ND, using beam π0s.

• The selection is against a large set of backgrounds.

The predominant decay mode of the π0 is the two photon decay (branching
ratio 0.989). We are going to look for such an event. The theoretical value
of the invariant π0 mass is 134.98 MeV [36].

In the NOvA detector, the π0 events are identified with two-photon
shower like clusters (“Prongs” in the NOvA terminology) with a small gap
between the event vertex and the first hit of a prong. The reconstructed
π0 mass is calculated using the formula:

Mπ0 =
√
Eγ1Eγ2(1− cos 2θ). (4.1)

The Eγ1 is the reconstructed energy of the first prong (The most energetic
prong). Eγ2 is the reconstructed energy of the second prong and 2θ is the
opening angle between the two prongs. An example event is shown in Fig.
4.15
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4.3.3 Event Selection
The event selection process is a two-layer process. As a primary selection
strategy, a series of cuts are developed on the basic event variables such
as:

• The number of hits in each prong.

• The opening angle between the two prongs.

• The gap between the event vertex and the first hit of each prong.

The details of the cut are tabulated in Table. 4.1. On top of this, a differ-
ent variant of CVN is used to identify the extent of photon contribution
in each of the prong.

Figure 4.15: The left plot is a display of π0 event showing the opening
angle between two prongs(2θ). The right plot shows the gap between the
event vertex and the first hit of each prong. There are two gaps per event:
the gap between vertex and first hit of most energetic prong(known as
“Gap1”), and the gap between event vertex and second prong (“Gap2”).

The Event Selection Using Convolutional Visual Network
The CVN [102] takes the calibrated hits as input. Each event in the NOvA
detector can be interpreted as two 2D images, one in each view (X-view
and Y -view). A multi-layered representation of each image is constructed
using the features extracted from the image using a convolutional neural
network deep learning technique. Bypassing these features through a sin-
gle hidden layer traditional neural network to get likely flavor of neutrino
and the interaction type as output. This kind of CNN is known as event
CVN, which we have discussed earlier in Sec. 4.1.
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For this analysis, an adaptation of the CVN known as prong CVN is
implemented. The prong CVN is trained with the individual component of
an event. Generally speaking, the output of this adaptation of CVN would
be the likelihood score of different particles for a particular component of
an event, such as prong, shower, etc. This version of the prong CVN
makes use of the slice information along with the prong information. The
photon contribution (γ-CVN in Table. 4.1) in both of the prongs are used
along with the muon score (µ-CVN in Table. 4.1).

Cosmic π0 Signal
The π0 events that decay to two-photon shower is our signal in this anal-
ysis. A condition is implemented to confine the event vertex inside the
fiducial volume of the detector. Most of the events are coming from cosmic
neutrons and protons. Some rare cases of charge exchange interaction of
π− are also seen. The event display of a typical signal event is shown in
Fig. 4.16

Figure 4.16: An event display of the signal event.

Backgrounds
Due to the high influx of cosmic rays to the NOvA FD, there are a lot
of background events having topology identical to that of π0 signal. The
major part of the backgrounds are photons with parents other than π0.
They fall mostly into 2 categories:
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• Nuclear de-excitation caused by protons and neutrons of the cosmic
origin.

• Some cases of Bremsstrahlung shower are also identified.

Figure 4.17: An event display of the background event. The nuclear de-
excitation caused by the cosmic neutron is responsible for the event.

Signal - Background Distribution.
The selection cuts are tuned by hand using signal and background dis-
tributions. The variables are correlated very tightly, which makes the
separation of signal from background cumbersome. Figs. 4.18 and 4.19
are the signal and background distributions. The cuts developed by this
procedure are summarized in Table. 4.1. The BDT multivariate technique
was also implemented [99] in the sample to improve the selection of signals
from the background. But the MC statistics at the region of our interest
limits the power of the TMVA technique. Fig. 4.20 explains these points.
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Figure 4.18: The signal vs background plots for the different selection
variables used for this analysis.
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Figure 4.19: The signal vs background plots for the different selection
variables used for this analysis. The first prong means the most energetic
one among the two. These plots are area normalized.
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Prong variable Lower value Upper value
Opening angle 260 900

Prong1 hits 7 20
Prong2 hits 6 17
Prong1 hits − Prong2 hits 0 12
γ1-cvn 0.5 1
γ2-cvn 0.2 1
µ1-cvn 0 0.025
µ2-cvn 0 0.015
Gap1 5 cm -
Gap2 5 cm -
Number of missing planes > 0 -
Number of most contiguous > 0 -

Table 4.1: Summary of the selection cuts used for the π0 mass reconstruc-
tion analysis.

Figure 4.20: The left plot is the BDT distribution and the right plot is
the zoomed version of the left plot which shows the region where signal
dominates over background. Red line is the signal and blue line is the
background.

The Data/MC Comparison
The cosmic MC and data are compared after applying the selection cuts
developed. Fig. 4.21 shows the data/MC comparison of the basic variables
after applying the preselection cuts, ie. the primary level selection cuts
that does not include a CVN cut.
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Figure 4.21: The data vs MC plots for the different variables used for the
event selection. The plots are with applied preselection cuts
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4.3.4 Reconstructed Mass Peak
After applying all selection criteria that have been summarized in Table
4.1, the reconstructed π0 mass peak is plotted with data and MC. Total
2030 π0 candidates are selected in the data. The selection has an efficiency
of 15 % and a purity of 55%.

Figure 4.22: The reconstructed cosmic π0 mass peak.

In Fig. 4.22, the MC simulation is normalized to the detector lifetime of
data. The simulation sample is 1/12th the size of the data sample. The
uncertainty is dominated by simulation statistics. This is one of the rare
cases, in which the production of simulation statistics is too expensive to
match up with the measured data statistics. The variables of Gaussian fit
to the mass peak is tabulated in the table below.
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Sample Mean σ
MC 118.3 ± 17.1 53.3± 20.8
data 135.1 ± 2 45.6 ± 3.4

Table 4.2: The table shows the Gaussian fit values for the data and MC.
The data peak at 135 MeV. But due to low MC statistics, the statistical
uncertainty is very large.

The Gaussian fit to the mass peak gives the information that the data and
MC agree within 0.9σ.

4.3.5 Summary
A new method is introduced to identify cosmic π0 in the NOvA FD to
cross-check the absolute calibration. It complements an existing strategy
to identify π0 from the neutrino beam using more traditional methods in
the ND.



5
Event Selection for the NC

Disappearance Analysis

5.1 2017 FHC Analysis
5.1.1 Introduction
In this analysis, the observed FD spectrum of NC selected events are
compared with the FD predicted spectrum after extrapolation. Select-
ing a pure sample of NC signal events are essential for it. The νµ CC
interactions, νe CC interactions, and cosmic ray events that mimic NC
event topology are the major backgrounds for this analysis. There is a
negligible amount of ντ CC background. This chapter describes the step
by step process for selecting a pure sample of NC events and reducing
its backgrounds, discussing data quality selection, event quality selection,
fiducial cut, containment cut, and NC selection. The particle identifying
algorithms such as CVN and BDT (discussed in Secs. 4.1 and 4.2) are
implemented to select a desirably pure sample of signal NC events. The
MC beam spectra are scaled to 8.85×1020 POT and the cosmic data is
scaled to the equivalent lifetime of 440 s. Cuts were set assuming the
three-flavor oscillation parameters listed in Table 5.1.

93
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Oscillation Parameter Value
ρ 2.8 g/cm3

∆m2
21 7.53 ×10−5eV2

sin2 2θ12 0.846
∆m2

32 2.44 ×10−3eV2

θ23 π/4
sin2 2θ13 0.085
δCP 0

Table 5.1: The three-flavor oscillation parameters used for the NC selec-
tion in 2017 FHC analysis. Same as that used in Ref. [105].

The cuts discussed in this chapter were trained on cosmic data from the
cosmic trigger.

5.1.2 Data Quality
Data quality (DQ) cuts helps us to ensure proper data taking conditions.
This selection is treated as standard and all NOvA analyses use them.
These cuts are applied per spill, and spills that fail these cuts are not
included in POT accounting. The cuts can be categorized into three main
groups: beam quality, data quality, and timing. The beam quality cuts are
studied and set as described in Ref. [109]. A beam spill must pass the con-
dition listed in Table 5.2 to qualify for the analysis. Two data quality cuts
are applied to data and MC for each detector. These cuts are motivated
and set as described in Refs. [110–112], and are summarized in Table 5.3.
There is also a run filter applied to filter out runs identified as bad and
kept in a list (kRunsFilter) as well as a cut to remove any spills that do not
have any continuous segments larger than four diblocks (kRemoveSmall-
Masks). These cuts are all captured by kStandardSpillCuts. Finally, a
timing cut is applied to cosmic data, kInCosmicTimingWindow, to ensure
that the data is not too close to the edge of the data taking window. For
cosmic events within a given 500 µs trigger window, only events between
25 µs < t < 475 µs are kept. Table 5.16 shows the number of events that
pass these data quality cuts.
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Beam Quality Parameter Minimum Maximum
Spill POT 2.00 ×1012 -
Horn Current -202 kA -198 kA
Beam X and Y position on target 0.02 mm 2.00 mm
Beam X and Y width 0.57 mm 1.58 mm
Time to nearest beam spill 0.5 µs

Table 5.2: Beam quality cuts applied to each spill to ensure proper data
taking conditions.

Data Quality Parameter Detector Metric for Spill to Pass
Number of Missing DCMs ND =0
Hit Fraction ND ≤0.45
Missing DCMs from LiveGeometry FD =0
DCM Edge Match Fraction FD >0.2

Table 5.3: Data quality cuts applied to each spill to ensure proper data
taking conditions.

Cut Level NC νµ CC νe CC ντ CC cosmic
DQ at FD 405.74 824.486 103.731 8.33952 936.556
DQ at ND (X103) 6469 36843 596.1 0 0

Table 5.4: The number of events that pass the data quality cuts, at both
detectors.

5.1.3 Event Quality
Event quality (EQ) cuts are applied after reconstructing neutrino events.
They ensure that the events are well reconstructed without any probable
failure and they have enough information to be properly analyzed. As with
the data quality cuts above, these cuts evolved from the summer 2016 NC
disappearance analysis [105]. Two of the cuts within this suite require
the presence of at least a reconstructed vertex and a reconstructed prong
object in an event. These reconstructed objects are used more extensively
at later stages, so that the event quality cuts make sure that they are
available. Other quantities considered are the number of hits per plane
and the number of contiguous planes. Events with a high number of hits
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per plane are cut to remove so called “FEB Flashers”, ie. an electronics
failure most often triggered by high energy cosmic rays. Likewise, events
with a low number of contiguous planes are most often associated with
very vertical cosmic rays. These cuts are summarized, with the exact
cut values used, in Table 5.5. The number of events before and after the
kNus17EventQuality cuts are listed in Table 5.8 and Fig. 5.1 shows the
energy spectra of the events that pass these cuts.

Event Quality Parameter Condition an for event to pass
Number of reconstructed vertex objects >0
Number of reconstructed prong objects >0
Number of hits per plane <8
Number of contiguous planes >2
Number of hits (FD) > 20
Number of hits (FD) < 250
Number of hits (ND) > 10
Length of longest prong (ND & FD) <500 cm

Table 5.5: EQ cuts applied to individual events.

Cut Level NC νµ CC νe CC ντ CC cosmic
DQ at FD 405.74 824.486 103.731 8.33952 936.556
+ EQ at FD 373.376 809.057 102.379 8.16352 919.6
DQ at ND (×103) 6469 36843 596.1 0 0
+EQ at ND (×103) 6420 36801 595.3 0 0

Table 5.6: The number of events before and after application of event
quality cuts, at both detectors.
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Figure 5.1: Event distribution in the FD (left) and ND (right) after ap-
plying EQ cut.

5.1.4 Fiducial Volume and Containment
Fiducial volume (ND-only) and containment cuts are designed to eliminate
the events originating outside of the detector. At the same time it ensure
that event interactions originating inside the detector have its complete
activity inside the active region of the detector. The fiducial volume cut
is on the location of the reconstructed neutrino vertex. The containment
cut considers the distance of all prongs in a slice from the Top, Bottom,
Front, Back, East and West edges of the detector. For each detector face,
cuts are applied on the minimum distance of the start or stop point from
the edge in question, after considering all prongs. The specific cuts are
set separately for each detector and are listed in Table 5.7 and Table 5.9.

Far Detector
Event reconstructed variables Condition
Min. dist. from all prong start/stop dist. to detector Top >100 cm
Min. dist. from all prong start/stop dist. to detector Bottom >10 cm
Min. dist. from all prong start/stop dist. to detector East >50 cm
Min. dist. from all prong start/stop dist. to detector West >50 cm
Min. dist. from all prong start/stop dist. to detector Front >50 cm
Min. dist. from all prong start/stop dist. to detector Back >50 cm

Table 5.7: Conditions to be satisfied by an event, to pass the containment
cut at the FD.
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Cut Level NC νµ CC νe CC ντ CC cosmic
DQ + EQ 373.376 809.06 102.38 8.16 919.6
DQ + EQ + Containment 256.53 249.03 69.46 4.80 5493.46

Table 5.8: The number of events before and after the application of the
containment cut at the FD.

Near Detector
The ND is in a “safe depth” from the ground level; as a result of that,
there will not be much cosmic background to eliminate. At the same time,
there are many events that originate with the neutrino interaction in the
rock outside of the detector that can leak into the detector. This happens
because the ND is placed in a cavity surrounded by rock. Furthermore,
due to the small size of the ND, many events have exit out the detector.
The fiducial and containment cuts at the ND are engineered to reduce
both of these problems. The fiducial cuts on the X and Y coordinates
of the reconstructed vertex were applied symmetrically, with a modestly
large cut to remove events that originate in the rock outside the detector.
The vertex cut on Z filters a large portion of the detector to remove rock
events that leak into the front of the detector. In the same fashion as
for the FD, the containment cut on the ND considers the distance of all
prongs in a slice from the Top, Bottom, Front, Back, East and West edges
of the detector. For each detector face, cuts are applied to require the
minimum distance of the start or stop point from the edge in question to
be greater than 25 cm symmetrically for each edge, after considering all
prongs. All of these cuts are summarized in Table 5.9.
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Event reconstructed variables Condition
X coordinate of the reco vertex -100 cm ≤ vtxX ≤ 100 cm
Y coordinate of the reco vertex -100 cm ≤ vtxY ≤ 100 cm
Z coordinate of the reco vertex 150 cm ≤ vtxZ ≤ 1000 cm
Min. dist. from all prong start/stop
dist. to detector Top

> 25 cm

Min. dist. from all prong start/stop
dist. to detector Bottom

> 25 cm

Min. dist. from all prong start/stop
dist. to detector East

> 25 cm

Min. dist. from all prong start/stop
dist. to detector West

> 25 cm

Min. dist. from all prong start/stop
dist. to detector Front

> 25 cm

Min. dist. from all prong start/stop
dist. to detector Back

> 25 cm

Table 5.9: Condition to be satisfied by an event, to pass the containment
cut at the ND.

Cut Level NC νµ CC νe CC
DQ + EQ 6420 36801 595.3
+ Fiducial 1090 4239 95.5
+ Containment 606.5 820.2 36.71

Table 5.10: The number of events before and after applying fiducial and
containment cuts at the ND. Here, containment refers to cuts on the min-
imum distance prong start/stop points, when considering all prongs, to
each detector face. All numbers in this table should be multiplied with
103.
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Figure 5.2: Energy spectra after fiducial and containment cuts for the ND.
On the left, the cuts applied are data quality, event quality, and fiducial.
The right plot have an additional containment cut.

5.1.5 Cosmic Rejection
Since the FD is located on the surface, it is exposed to 150 kHz of sec-
ondary cosmic rays. The cosmogenic neutrons produced in the FD over-
burden pass into the detector and have the potential to fake the neutrino
event. On the average, before applying additional selections, we recon-
structed 74,000 cosmogenic events for each reconstructed neutrino event
in the 10 µs beam spill window.

The first step in cosmic rejection is to remove the cosmic photons enter-
ing the detector from the back, where the overburden is thin. We employ
the Backward Photon Cut (kNus17BackwardCut) devised by the νe anal-
ysis group (Ref. [107]). Electromagnetic showers due to electrons begin
with minimum ionizing hits, broaden in the middle and become sparse to-
wards the end of the shower; a completely reversed profile is observed for
the backward photon showers. A sparseness asymmetry1 that used to sep-
arate νe CC events in the back of the detector from the backward photon
is implemented in this analysis. Specifically for this analysis, a new NC
dedicated cosmic rejection BDT algorithm has been implemented. The

1It is defined as the difference divided by sum of planes without any hits in the first
8 and the last 8 planes of showers
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details can be found in Ch. 4. We try to separate the remaining cosmic
background events with further two cuts: one based on nearest slice in-
formation and a second carving out a space in the transverse momentum
versus shower maximum position in the detector Y coordinate. These cuts
are adapted from the NOvA νe analysis selection. Since the ND is at 100
m underground, only a negligible amount of cosmic energy deposition at
the ND. Almost all fail to pass the other NC selection criteria. So, no
cosmic rejection BDT cut is implemented for the ND. At the FD, events
with BDT score greater than 0.62 are selected for the analysis.
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Figure 5.3: Stack plots of the cosmic rejection BDT variable distribution.
The left plot is for the ND and the right plot is for the FD. The FD plot is
normalized with the data POT of 8.85×1020. ND plot is normalized with
a data POT of 8.05×1020.

Cut Level NC νµ CC νe CC ντ CC Cosmic
.. + Containment 256.53 249.025 69.4641 4.79875 5493.46
+ Cosmic rejection 142.926 20.8015 9.45697 2.82166 23.5858

Table 5.11: The number of events before and after application of cosmic
rejection cuts at the FD.

5.1.6 NC Selection
The primary purpose of the NC selection cut is to separate the NC signal
from the CC backgrounds. For this purpose, we employ the CVN NC
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identifier, CVNnc, which is discussed in more detail in Ch. 4. On top
of the CVN NC selection cut, we put a condition on the number of hits
in the selected event should be greater than (or equal to) 25 and set a
0.25 GeV lower threshold on the calorimetric energy for both detectors.
The number of hits and calorimetric energy cuts is designed to cut off the
very low-efficiency region where threshold effects are present. The cut on
CVNnc remained the same as for that used in the summer 2016 analysis
[105], i.e events with CVNnc score greater than 0.2 are selected. A cut on
the transverse momentum fraction is applied in the ND to remove rock
events. Before applying this cut the CVN distribution has a 10% data
excess over MC. Table 5.12 summarizes the cuts used and Fig. 5.4 shows
the energy distributions of events that pass these cuts.
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Figure 5.4: Stack plots of CVN NC Identifier distribution after applying
all selection cuts except on CVN, for the ND(right) and FD(left).
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Parameter used for selection Cut
CVN NC Identifier value ≥ 0.2
Number of Hits ≥ 25
Energy Deposited >0.25 GeV
pT/p (ND-only) ≤ 0.8

Table 5.12: NC selection cuts to reject CC events, leaving a relatively pure
sample of NC events. Since the BDT applied at the FD remove high pT/p
events, there is no need to apply a pT/p cut at the FD.

Cut Level NC νµ CC νe CC Total MC ND data
Data Quality 6469 36843 596.1 43909 46974
+ Event Quality 6420 36801 595.3 43816 46858
+ Fiducial 1090 4239 95.5 5425 5692
+ Containment 606.5 820.2 36.71 463 1567
+ NC selection 306.1 141.7 6.6 454.4 456.8

Table 5.13: The number of events after application of different levels of
event selection cuts that we discussed so far, at the ND.

Cut Level NC νµ CC νe CC ντ CC Cosmic
Data Quality
+ Event Quality 373.376 809.057 102.379 8.16352 924220
+ Containment 256.53 249.025 69.4641 4.79875 5493.46
+ Cosmic rejection 142.926 20.8015 9.45697 2.82166 23.5858
+ NC selection 135.796 20.141 9.03707 2.7294 8.42142

Table 5.14: The number of events after application of different levels of
event selection cuts that we discussed so far, at the FD.
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Figure 5.5: This FD plot shows the effect of each cut-level in the neutrino
NC disappearance analysis.

After applying all the selection cuts that we have discussed so far, we get a
prediction of 148.3 NC signal events and 42.8 background events. Among
these backgrounds, 22.2 events are νµ CC, 9.9 events are νe CC, 2.8 ντ CC
events and 7.9 cosmics. Here we can see that the dominant background is
νµ CC.

5.2 RHC 2019 Analysis
5.2.1 Introduction
This analysis has used the same selection cuts as developed for the RHC
2018 analysis. The MC beam spectra are scaled to 7 × 1020 POT and
the cosmic data is scaled to the equivalent lifetime of 176 s. Cuts are set
assuming the three-flavor oscillation parameters as listed in Table 5.15.
The cuts discussed in this chapter are trained on cosmic data and beam
MC. These data have passed through a cosmic veto motivated by the νe
appearance analysis. The actual cosmic prediction will come from the
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Cut Level NC ν (ν ) νµ
(
νµ

)
CC νe

(
ν e

)
CC ντ

(
ν τ

)
CC cosmic

DQ at FD 142 59.1(82.5) 30.8(14.1) 3.69(3.39) 2.79 321118
DQ at ND (×106) 2.76 1.27(1.49) 9.61(10.6) 0.21(0.14) 0 0

Table 5.16: The number of events that pass the data quality cuts, at both
detectors.

NuMI out-of-time sideband. All these are same as the FHC analysis that
we have discussed in Sec. 5.1.

Parameter Value
ρ 2.8 g/cm3

∆m2
21 7.53x10−5eV2

∆m2
32 2.44x10−3eV2

sin22θ12 0.846
sin22θ13 0.085
sin2θ23 0.542
δCP 1.37π

Table 5.15: The three-flavor oscillation parameters used in RHC analysis.
We set θ23, δCP and ∆m2

32 at PDG [36] normal hierarchy, upper octant
values (most conservative).

5.2.2 Data Quality
Data quality cuts (DQ) assure that the proper data taking conditions is
common to all other analyses. As we have discussed for the FHC analysis,
these cuts are applied per spill, and spills that fail these cuts are not
included in POT accounting. Similar to the FHC analysis, these cuts can
be categorized into three main groups: beam quality, data quality, and
timing.

5.2.3 Event Quality
Event quality (EQ) cuts are applied on the top of the event reconstruc-
tion. They ensure that the events are well reconstructed without any
probable failure and they have enough information to be properly ana-
lyzed. We used the same 2017 FHC analysis strategy. The metric of
the reconstructed event variables for passing the event quality cut are
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Cut Level NC ν (ν ) νµ
(
νµ

)
CC νe

(
ν e

)
CC ντ

(
ν τ

)
CC cosmic

DQ at FD 142 59.1(82.5) 30.8(14.1) 3.69(3.39) 2.79 321118
+EQ at FD 142 59.1(82.5) 30.8(14.1) 3.69(3.39) 2.79 263940
DQ at ND (×106) 2.76 1.27(1.49) 9.61(10.6) 0.21(0.14) 0 0
+EQ at ND (×106) 21.0 0.98(1.16) 8.73(9.88) 0.16(0.11) 0 0

Table 5.17: The number of events that pass the data quality and event
quality cuts, at both detectors.

summarized in Table 5.5. The event quality cut variable is termed as
kNus19EventQuality. The number of events selected after event quality
and data quality cuts are summarized in Table 5.17.

Figure 5.6: Event distribution in the FD (left) and ND (right) after ap-
plying EQ cut.

5.2.4 Fiducial Volume and Containment
For fiducial and containment selection, the condition is kept more or less
same as that of 2017 FHC analysis. More details can be found in Sec.
5.1.4. The events selected after applying the fiducial and containment
cuts at the ND is summarized in Table 5.18 and the number of selected
events after applying containment cut at the FD are summarized in the
Table 5.19
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Cut Level NC ν (ν ) νµ
(
νµ

)
CC νe

(
ν e

)
CC

DQ at ND (×106) 2.76 1.27(1.49) 9.61(10.6) 0.21(0.14)
+EQ at ND (×106) 21.0 0.98(1.16) 8.73(9.88) 0.16(0.11)
+Fid+Cont at ND (×106) 0.116 0.0321(0.0835) 0.0343(0.090) 0.00358(0.00447)

Table 5.18: The number of events that pass the data quality, event quality,
fiducial and containment cuts at the ND. Here the number of ντ (ν τ ) CC
and cosmic events are turned out to be zero.

Cut Level NC ν (ν ) νµ
(
νµ

)
CC νe

(
ν e

)
CC ντ CC cosmic

DQ at FD 142 59.1(82.5) 30.8(14.1) 3.69(3.39) 2.79 321118
+EQ at FD 142 59.1(82.5) 30.8(14.1) 3.69(3.39) 2.79 263940
+Cont at FD 97.4 37.5(59.9) 9.3(4.1) 2.0(2.0) 1.68 2753

Table 5.19: The number of events that pass the data quality, event quality
and containment cuts, at FD.

Figure 5.7: Energy spectra for the RHC ND data after the fiducial volume
(left) and containment (right) cuts.

5.2.5 Cosmic Rejection
The method to remove cosmic background is similar to the 2017 FHC anal-
ysis. We employ the Backward Photon Cut (kNus19BackwardCut) which
utilizes the difference in the topology of electromagnetic showers caused by
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electrons and that of backward photon showers. A sparseness asymmetry
is used to separate νe CC events in the back of the detector from the back-
ward photon background and works equally well for removing them from
the background to the NC signal. Two additional cuts are employed to
carve out the cosmic dominant region of transverse momentum fraction pa-
rameter space (kNus19ShowerptpCut and kNus19SlicetimeCut). A cosmic
rejection Boosted Decision Tree (BDT) algorithm has been implemented
and that is trained using data with different data taking conditions. And
trained with RHC data also. The details can be found in Sec. 4.2. The
NC BDT response for RHC is taken in such away that the threshold is set
at a value 0.55. Events with BDT score greater than 0.55 would pass the
selection cut.

Cut Level NC ν (ν) νµ
(
νµ

)
CC νe (ν e) CC ντ CC cosmic

DQ+EQ 142 59.1(82.5) 30.8(14.1) 3.69(3.39) 2.79 263940
+Cont 97.4 37.5(59.9) 9.3(4.1) 2.0(2.0) 1.68 2753
+Backward 96.1 37.1(59.0) 9.2(4.0) 2.0(2.0) 1.67 2633
+Slc Time 95.7 36.9(58.8) 9.2(4.0) 2.0(2.0) 1.66 2464
+Shw ptp 89.3 34.9(54.5) 8.8(3.8) 1.9(1.9) 1.60 1223
+BDT 51.3 26.1(25.2) 7.1(2.5) 1.7(1.6) 1.47 6.81

Table 5.20: The number of events that pass the cut levels at the FD.

Figure 5.8: Left: the BDT response for the RHC MC data. Right: the
distribution of deposited energy at the FD after applying cosmic rejection
BDT cut.
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5.2.6 NC Selection
The primary purpose of the NC selection is to separate NC events from
the CC events, but may also remove further cosmic events from the sam-
ple. The CVN NC identifier is used for this purpose and is summarized
in Sec. 4.1.2. This analysis uses an updated CVN from the previous
analysis, known as CVN Short Simple (CVNss). The changes over the
previous CVN (CVN2017) include modifications to the network architec-
ture for improvements to classification performance and the inputs to the
algorithm training. The new CVN was also trained separately for FHC
and RHC MC. The distribution of CVN at the FD and ND, after applying
all cuts except CVN are shown in Fig. 5.9. The tuned cuts are detailed
in the Table 5.21. To remove the regions of low efficiency and significant
threshold effects, a cut on the number of hits and the total deposited en-
ergy are implemented. The number of events selected after the CVN cut
is tabulated in the Table 5.23 for ND and Table 5.22 for FD.

Parameter used for selection Cut
CVN NC Identifier value for RHC analysis ≥ 0.23
CVN NC Identifier value for FHC 2017 ≥ 0.20
Number of Hits ≥ 25
Deposited Energy 0.5 < Energy(GeV) < 20

Table 5.21: NC selection cuts to reject CC events, leaving a relatively pure
sample of NC events.

Cut Level NC ν (ν) νµ
(
νµ

)
CC νe (ν e) CC ντ CC cosmic

DQ+EQ 142 59.1(82.5) 30.8(14.1) 3.69(3.39) 2.79 263940
+Cont 97.4 37.5(59.9) 9.3(4.1) 2.0(2.0) 1.68 2753
+Backward 96.1 37.1(59.0) 9.2(4.0) 2.0(2.0) 1.67 2633
+Slc Time 95.7 36.9(58.8) 9.2(4.0) 2.0(2.0) 1.66 2464
+Shw ptp 89.3 34.9(54.5) 8.8(3.8) 1.9(1.9) 1.60 1223
+BDT 51.3 26.1(25.2) 7.1(2.5) 1.7(1.6) 1.47 6.81
+CVN 49.1 24.9(24.2) 4.6(1.5) 1.0(0.9) 1.3 5.34

Table 5.22: The number of events that pass the cut levels at FD.
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Cut Level NC ν (ν) νµ
(
νµ

)
CC νe (ν e) CC

DQ at ND (×106) 2.76 1.27(1.49) 9.61(10.6) 0.21(0.14)
+EQ at ND (×106) 21.0 0.98(1.16) 8.73(9.88) 0.16(0.11)
+Fid+Cont at ND (×103) 116 32.1(83.5) 34.3(90.7) 3.58(4.47)
+CVN at ND (×103) 52.6 17.6(34.9) 6.24(7.21) 0.43(0.34)

Table 5.23: The number of events that pass the cut levels at the ND. Here
the number of ντ (ν τ ) CC and cosmic events are turned out to be zero.

Figure 5.9: The distribution after CVN selection cut is applied. In the
ND (left) and the FD (right).
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Figure 5.10: The effect of the each cut-level in the antineutrino NC dis-
appearance analysis.

5.3 Efficiency and Purity
The efficiency and purity are important parameters used in optimizing the
event selection. The efficiency can be defined as,

Efficiency(E) = Number of selected signal events
Total number of signal events . (5.1)

It gives the metric for the percentage of signal events selected. The purity
can be defined as,

Purity(P ) = Number of selected signal events
Total number of selected events . (5.2)

This give a metric for how pure the selected sample is. Table 5.24 compares
the 2017 FHC analysis and 2019 RHC analysis in terms of their efficiency
and purity. We can see that our purity is higher in 2019 RHC, with only
a slight decrease in efficiency in the ND.
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Analysis Efficiency (ND) Purity (ND) Efficiency (FD) Purity (FD)
2017 FHC 50% 67% 52% 77%
2019 RHC 45% 78% 50% 77%

Table 5.24: Comparison of efficiency and purity for 2017 FHC and 2019
RHC analyses.
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Figure 5.11: Efficiency-purity plot for the neutrino analysis. The X-axis of
the plot ranges from 0 to 10 GeV.
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Figure 5.12: Efficiency-purity plot for the antineutrino analysis. The ‘energy
deposited’ variable for the antineutrino analysis is in the range of 0 to 20 GeV.





6
Predicting FD NC distribution

6.1 Introduction
The CAFAna framework [113] is the foundation on which NOvA oscilla-
tion analyses are built. The NC disappearance analysis is no exception.
CAFAna is basically a NOvA customized version of the CERN ROOT data
analysis package. In essence, the CAF (Common Analysis File) format
summaries the reconstruction of an event. The CAF file does not carry
cellhit level information, instead it carry the slice level (interaction level)
information. Interactions are resolved based on the space-time informa-
tion of the cellhits. A slice stores its information in StandardRecord (SR)
object, where the SR objects contains various ROOT Tree branches. The
CAF files bring the complex interactions into the level of simple ROOT
Tree, from there we can extract reconstructed information of a particular
interaction according to the analysis requirement. Using the CAF files,
the CAFAna framework enables us to do easy plotting and fitting with
the help of its handy classes.

NOvA long-baseline oscillation analyses rely on the Far over Near ex-
trapolation method (in short “Extrapolation method”) [105, 106, 114–116]
to get the FD prediction spectrum to compare with the FD observed spec-
trum. The next section summarizes the extrapolation method used in NC
disappearance analyses.

6.2 Predicting the FD Spectrum through
Extrapolation Method

In the extrapolation method, the ND data is used to predict the FD ex-
pectation (which is used to fit with FD data). This method of producing
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the FD prediction is very effective in canceling out the systematics which
affects both detectors in the same way, and one examples being the flux
systematics. The sterile extrapolation method proceeds through the fol-
lowing steps:

• Decomposing ND data.

• Extrapolation to get unoscillated FD prediction.

• Applying oscillation weights to get the oscillated FD prediction.

6.2.1 ND Decomposition
The ND MC sample after applying the NC selection, will have a significant
amount of CC interaction events that mimic NC signals. Typically these
backgrounds are νµ CC events with short muon track and νe CC events
with high hadronic energy deposition. These different components do not
oscillate in a similar way. Hence we have to extrapolate each of these
component separately.

As a first step, the ND data is decomposed in proportion to the different
flavor components in the simulation. So, the data will have the same
percentage of a component as that of simulation. This method is known
as proportional decomposition.

6.2.2 Extrapolation Method to get an Unoscillated
FD Prediction

The backbone of the extrapolation technique is the assumption that the
events selected in ND are representative of the event topologies at the FD
expectation. This is based on the fact that both detectors are functionally
identical. In this step, the ND data is extrapolated to FD, with the help
of ND MC and FD MC as shown in Eqn. 6.1. Extrapolation method
yields a two dimensional histogram of each oscillation component, with
true energy along the Y -axis and reconstructed energy along the X-axis.
The FD prediction can be represented in terms of ND data and MC as:

FDPred = NDData · FDMC

NDMC (6.1)

Where NDData is the number of ND data events and NDMC and FDMC are
the number of MC events in the ND and FD respectively.
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The oscillation channels are classified as survival channels and appear-
ance channels. The NC survival oscillation channel can be represented as,
να → να. Similarly, there are survival channels for the backgrounds like
νµ → νµ and νe → νe. Some fraction of the νµ background in the ND can
be oscillated into νe background in the FD (νµ → νe), which is an example
of the appearance channel.

The survival oscillation channels mentioned above are having FDMC

corrected in bins of reconstructed energy. FD extrapolation for the NC
events are given by,

FDPred
νa→νa(E

rec
j , Etr

i ) =
FDMC

νa→νa(Etr
i , E

rec
j )NDData

a,SNC
(Erec

j )
NDMC

a,SNC
(Erec

j )
. (6.2)

This is applicable for all survival channel backgrounds and NC signals.
NCs are a mix of ανµ, βνe and γντ . Where α, β and γ are the percentage
of νµ, νe and ντ in the beam. Under the standard three-flavor model, the
values of α, β and γ changes as NC events travel to the FD, but the total
amount of NC will be the same. So they are blind to the three-flavor oscil-
lation. The four-flavor oscillation model can accommodate sterile neutrino
oscillations. This allow some fraction of νµ, νe or ντ to oscillate into sterile
neutrinos. This leads to the suppression of NC event rate at the FD. So
we cannot treat NC as other components of oscillation. We have to split
the FD extrapolated NC component (FDPred), proportional to their initial
neutrino flavor.

But for the oscillation channels, the νe CC events (background to FD
NC events) are appeared at the FD as a result of oscillation from ND νµ
events. The νµ selection is applied at ND and NC selection at FD. So, the
NDData/NDMC ratio should apply in true energy bins1 of FDMC.

1

FDPred
νµ→νe,SNC

(Erec
j , Etr

i ) =
FDMC

νµ→νe,SNC
(Etr

i , E
rec
j )NDPred

νµ,Sµ(Etr
i )

NDMC
νµ,Sµ(Etr

i )
(6.3)

ND νµ background prediction NDPred
νµ,Sµ(Etr

i ) takes the form,

NDPred
νµ,Sµ(Etr

i ) =
∑
k

NDData
νµ,Sµ(Erec

k )NDMC
νµ,Sµ(Etr

i , E
rec
k )

NDMC
νµ,Sµ(Erec

k )
(6.4)

where Etr
i is ith true energy bin, Sµ is νµ selection and Erec

k is reconstructed energy in
kth bin. NDData and NDMC are ND data and MC event rates.
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6.2.3 Getting the Oscillated FD prediction
In this stage, the oscillation probabilities are applied to the true energy
bins of the extrapolated 2D spectra. This yields a one dimensional recon-
structed energy spectrum. It is impossible to measure Pνa→νSterile directly,
as the sterile neutrinos (νSterile) do not interact with matter via any of
the standard model interactions. We circumvent it by finding the proba-
bility of oscillating the NC events into any active neutrino flavor. Since,
Pνa→νActive = 1 − Pνa→νSterile . The FD extrapolated prediction for an NC
component with initial flavor a:

FDPred
NC(a),SNC

(Etr
i ) =

∑
i

FDPred
NC(a),SNC

(Etr
i , E

rec
j )Pνa→νActive(Etr

i ) (6.5)

where FDPred
NC(a),SNC

is the predicted NC events with initial neutrino flavor
component a and the NC selection. The NC component of the prediction
is multiplied by the probability of oscillation from a particular flavor to any
active flavor (Pνa→νActive) which gives the appropriate NC proportion that
originate as flavor a. This is done for a= νµ, νe and ντ . The final NC signal
prediction is produced by summing individual prediction components with
different a. The background prediction is obtained by summing over the
extrapolated predictions of other oscillation channels. Finally the total
FD prediction, in bins of reconstructed energy, is calculated by summing
all of the signal and backgrounds predictions together.

The main analysis components like the analysis framework, event se-
lection, and systematics have been discussed so far. We have to evaluate
the performance of our analysis, before looking at the results of the analy-
sis. Sideband study and comparing the ND data/MC distribution are the
cross-checks implemented for evaluating the analysis performance and un-
derstanding the simulated data well. The following sections are dedicated
to these cross-checks.

6.3 Sideband Studies
Sideband studies are conducted in both the FHC and RHC analyses to
evaluate their performance. The sideband studies are basically investigat-
ing the FD data/MC spectrum, in a region just outside of our analysis.
The following subsections are describing the sideband studies for the FHC
and RHC analysis.
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6.3.1 FHC Analysis
For the FHC analysis, we have looked into the distribution of ‘Energy
Deposited’ in a Mid-BDT range, i.e. the cosmic rejection BDT score is in
between 0.42 and 0.62. We have seen that our BDT selection cut is at 0.62
and all the events that fall above this value are selected for the analysis.
So we intended to look into the Deposited Energy distribution in a range
of BDT values 0.42 and 0.62 The distribution is shown in Fig. 6.4.

Figure 6.1: Mid-BDT sideband plot for the FHC 2017 analysis.

There are 907 events in this region while 878.98±30.31(stat.)±11.3(syst.)
are predicted. Systematic uncertainty is taken from the signal region. The
total MC can be divided as 98.93 NC events, 769.39 cosmic events, 7.58
νµ events and 2.84 νe events.

6.3.2 RHC Analysis
Before examining the FD data in this analysis, we used the ND data
to produce a data driven prediction at the FD. This FD prediction is
compared with the FD data in the analysis sideband region. The analysis
sideband region will be populated with the events which used to fail the
BDT selection criteria. Chosen region of low BDT response (< 0.55) would
fail cosmic rejection cuts for making sideband plots. The variables energy
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deposited, CVN and Number of hits (NHit) are plotted in the low BDT
region.
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Figure 6.2: Low BDT sideband plot for the variable, Energy Deposited.
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Figure 6.3: Low BDT sideband plot for the variable, CVN.
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Figure 6.4: Low BDT sideband plot for the variable, number of hits.

We can see an excellent data/MC agreement for FHC and RHC anal-
yses. The data and MC matches within 1σ

6.4 ND Data/MC Comparison
To test whether our analysis is robust, we are comparing the ND data
with the MC simulation which is scaled to the data POT. This gives us
an insight into how effectively our simulation represents data. The main
checkpoint is if our data points are covered in the systematic uncertainty
band. It is a litmus test to see how the efforts in upgrading the GENIE
neutrino interaction, detector simulation, photon transport, electronics
modeling improved our simulation to match with the data.

6.4.1 FHC Analysis
The data/MC comparison plots for the variables used for the selection
of NC events are plotted. This gives a measure of the robustness of our
analysis. Figs. 6.5–6.7 shows the data/MC comparison the variables that
used in developing the NC event selection. The red dotted line in the
figure shows where we fixed selection cuts.
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Figure 6.5: These are the data/MC comparison plot of the ND distribution
of Energy Deposited (left) and CVN (right).
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Figure 6.6: The data/MC comparison for ND Number of hits distribution
(left) and BDT distribution (right).
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Figure 6.7: The data/MC comparison for the transverse momentum frac-
tion variable.
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6.5 RHC Data/MC Comparison Plots
The data/MC comparison for the RHC ND variable distribution is also
analyzed to test its robustness. Figs. 6.8 and 6.9 show the ND data/MC
comparison of some of the important parameters.
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Figure 6.8: The data/MC comparison plot of the ND distribution of En-
ergy Deposited (left) and CVN (right).
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Figure 6.9: ND data/MC comparison of the transverse momentum fraction
(left) and the number of hits (right).
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Systematic Uncertainties

7.1 Introduction
Systematic uncertainties are introduced by inaccuracies (involving either
the observation or measurement process) inherent to the system. They
play a key role in the measurement of physical quantities and often they are
of comparable size to the statistical uncertainties (based on stochastic fluc-
tuations of random measurements). One of the properties that make the
systematics uncertainty different from the statistical uncertainty is that
for two independent measurements of a physical quantity their systematic
uncertainties are correlated. NOvA oscillation measurements come across
many potential sources of systematic uncertainties such as beam simu-
lation, detector modeling, neutrino interaction modeling and oscillation
parameters. We will discuss more of them in the following sections.

7.2 Systematic Uncertainties in NOvA NC
Disappearance FHC analysis

The NOvA NC disappearance analysis is affected by several systematic
uncertainties. The effect of each systematic uncertainty on the signal and
background are different. The experiment has two functionally identical
detectors and ND data is used to constrain the FD prediction. Hence those
systematic uncertainties which similarly affect both detectors cancels out.
There are some other systematics which affects both detectors separately
and do not cancel as well.

The general strategy for the NC disappearance analysis is extracting
the FD prediction using the ND data driven technique. So, this analysis
adopted the general strategy of finding systematic uncertainty by looking
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at the shift between the predicted spectrum produced with and without
applying the systematic effect. These systematic effects are applied either
by using shifted MC samples or by applying weights to the simulated spec-
tra from standard MC at either or both detectors (for absolute or relative
uncertainties). The deviation from the nominal predicted spectra at the
FD is then quantified as the uncertainty. The three-flavor oscillation is im-
plemented to make the FD oscillated prediction. Systematic uncertainties
estimated for this analysis are:

• Beam systematics.

• Calibration of the detectors.

• Light level systematics.

• Cross section systematics.

• Break down of ND composition.

• Difference in acceptance of ND and FD.

• Three flavor oscillation parameters systematics.

7.2.1 Beam Systematics
The beam systematic uncertainties can be broadly classified as:

• Beam transport systematics.

• PPFX Flux simulation systematics.
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Beam Transport Systematics
The uncertainties in the NuMI beam is important in the NOvA oscilla-
tion analyses, since it is the input to the entire analysis framework. Beam
simulation systematics is one of the major systematic uncertainty when
we look at the ND and FD prediction separately. But when we use the
extrapolation technique to predict the FD spectrum, the beam simula-
tion uncertainty cancels well between detectors. The beam systematic
uncertainty is quantified by varying one of the geometry parameter while
simulating the NuMI beam and estimating its effect in the analysis. The
main geometric variables those are varied to find the beam transport sys-
tematic uncertainties are:

• Varying the Horn current by 100± 2 kA (for FHC) and -100± 2 kA
(for RHC).

• The magnetic horn-1 position is shifted by ± 3 mm in X and Y
separately.

• The magnetic horn-2 position is shifted by ± 3 mm in X and Y
separately.

• The beam position in the target is shifted ± 1 mm in X and Y
separately.

• The beam spot size is changed ± 0.2 mm in X and Y (from the
nominal value of beam spot size 1.3 mm in X and Y )

• Changing horn water layer by ± 1 mm (the nominal water layer is
1 mm).

• Target z position is shifted along Z by ± 7 mm (the nominal value
is -143.3 cm).

• Full stat simulation files with magnetic field in the decay pipe.

The effect of varying all of these together in quadrature can be seen in Figs.
7.1a – 7.1f. The Fig. 7.1a shows the ND simulated NC event distribution,
while Figs. 7.1b is the ND simulated CC event distribution. Figs. 7.1c
and 7.1d are FD simulated NC and CC distributions. Figs. 7.1e and 7.1f
are FD extrapolated NC and CC event distributions.
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(a) ND simulated NC events
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(b) ND simulated CC events
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(c) FD simulated NC events
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(d) FD simulated CC events
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(e) FD NC extrapolated prediction
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(f) FD CC extrapolated prediction

Figure 7.1: Total beam transport systematic uncertainty in different sam-
ples. The ratio plot represents the number of shifted/nominal events in
each bin.
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PPFX Flux Systematics
The PPFX Flux systematics deals with the uncertainties in the beam sim-
ulation from the target hadron production. It is a data driven technique
using the data from the experiment and finds the correction value to the
MC. This correction considers the probability of interaction to happen and
the probability of getting a particular final-state particle. In this analy-
sis, we have used the multiuniverse technique to propagate uncertainties.
Each universe is created by assigning a random value to each free pa-
rameter. Here several universes are produced and propagate through the
extrapolation framework (detailed in Ch. 6). The procedure followed by
this analysis can be listed as:

• An ensemble of 100 universes is created at the ND and the 1σ vari-
ation from the central value of the universes is found. The shift of
the one sigma boundary from nominal ND spectra is quantified.

• Repeat the same procedure at the FD to find the FD PPFX system-
atic error.

• The ensemble of 100 ND Universes are passed through the extrapo-
lation framework and then the FD 1σ variation is found. A nominal
FD spectra is predicted by extrapolation of nominal ND spectra to
FD.
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Figure 7.2: Total PPFX systematics in the ND. Left plot is the NC dis-
tribution and right plot is the CC background distribution.
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(a) FD simulated NC events
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(b) FD simulated CC events
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(c) FD NC extrapolated prediction
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Figure 7.3: PPFX systematic uncertainty in different samples. The ratio
plot represents the number of shifted/nominal events in each bin.

7.2.2 Neutrino Interaction Cross Section Systemat-
ics

The neutrino nucleus interaction is the source of large systematic uncer-
tainties. The neutrino interactions in the NOvA detector are simulated
using the GENIE event generator. It is provided with a detailed physics
modeling of cross section, hadronization, and final-state interactions. The
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GENIE modeling parameters control the systematics fluctuations. GE-
NIE authors have provided the σ shifts for these parameters and these
are added as weights in the CAFAna files. This allows us to make spectra
within the suggested range and shifted FD predictions. Along with these,
there are additional cross section uncertainties based on the NOvA spe-
cific cross section tuning. The systematic contribution of the parameter
which have a shift far below 1% are summed together. The parameters
which have a considerable shift are used individually in the fit. Figs. 7.5a
to 7.4 show the total cross section systematic uncertainty for the ND MC
simulation, FD MC simulation and FD extrapolated prediction.
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Figure 7.4: Total GENIE systematic uncertainty in the ND MC simu-
lation. Left plot is the NC distribution and the right plot is the CC
background distribution.
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(d) FD CC extrapolated prediction

Figure 7.5: Total GENIE systematic uncertainty in different samples. The
ratio plot represents the number of shifted/nominal events in each bin.

7.2.3 Calibration Systematic
The energy response is not uniform throughout a detector and also, the
energy response of the ND is different from that of the FD. Calibration
methods are implemented to make the uniform energy response in a par-
ticular detector and also between the detectors. The calibration procedure
implemented can be a potential source of uncertainty that is known as the
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calibration systematics. The calibration systematics is investigated using
the MC samples with added miscalibration. This added miscalibration
can be a shape variation or a constant overall scale miscalibration. The
shape calibration systematics comes from the uncertainty in the PE to
PEcorr conversion1. The uncertainty in converting PEcorr to MeV can
cause a constant overall scale shift.

Absolute Calibration
Absolute calibration systematic uncertainty in each detector is calculated
by finding the energy shift from the nominal spectrum to the spectrum
produced out of fabricated miscalibration or shifted files. Just inputting
one of the shifted files to the extrapolation framework either at the ND or
the FD and then finding the difference between the nominal and the shifted
spectra would provide the corresponding systematic shift. In addition to
that, we have used miscalibrated files that have an engineered systematic
shape variation and found the corresponding systematic shift. Figs. 7.6a
to 7.6f show the absolute calibration shifts.

Relative Calibration
Relative calibration systematic uncertainty quantify the uncertainty that
arises as a result of the difference in energy response between the detectors.
These fabricated files are having a constant 5% calibration scale up or
down. The resulting files are ND 5% calibration up, ND 5% calibration
down, FD 5% calibration up and FD 5% calibration down. Applying one
of these shifts one at a time and pick the maximum systematic shift from
the nominal spectra. Repeating the procedure with other permutations of
the shifted files would give corresponding shifts. The shift in each detector
form different permutation of the shifted files is added in quadrature to
get overall relative calibration systematics in each detector. Figs. 7.7a –
7.7f show the absolute calibration shifts for different samples.

1More details can be found in Sec. 3.1.1



134 Systematic Uncertainties

Energy Deposited in Scintillator (GeV)
0 2 4 6 8 10

 P
O

T
 / 

0.
25

 G
eV

20
E

ve
nt

s 
/ 9

 x
 1

0

0

20

40

60

80

100

310×

Nominal

Flat Scale Up
Flat Scale Down

Calibration shape

NOvA Simulation

Energy Deposited in Scintillator (GeV)
0 2 4 6 8 10

S
hi

fte
d 

/ N
om

in
al

0.9

1

1.1

1.2

(a) ND simulated NC events
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(b) ND simulated CC events
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(c) FD simulated NC events
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(d) FD simulated CC events
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(e) FD NC extrapolated prediction
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(f) FD CC extrapolated prediction

Figure 7.6: Total Absolute calibration systematic uncertainty in different
samples. The ratio plot represents the number of shifted/nominal events
in each bin.
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(a) ND simulated NC events

Energy Deposited in Scintillator (GeV)
0 2 4 6 8 10

 P
O

T
 / 

0.
25

 G
eV

20
E

ve
nt

s 
/ 9

 x
 1

0

0

10000

20000

30000

40000

50000 Nominal

ND Scale Up

ND Scale Down

NOvA Simulation

Energy Deposited in Scintillator (GeV)
0 2 4 6 8 10

S
hi

fte
d 

/ N
om

in
al

0.6

0.8

1

1.2

1.4

(b) ND simulated NC events
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(c) FD simulated NC events
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(d) FD simulated CC events
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(e) FD NC extrapolated prediction
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(f) FD CC extrapolated prediction

Figure 7.7: Total Relative calibration systematic uncertainty in different
samples. The ratio plot represents the number of shifted/nominal events
in each bin.
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7.2.4 Cherenkov and Light Level Systematics
In this analysis, a Cherenkov light emission model has been added to the
detector simulation [117]. The Cherenkov light response of the detector
for the muon energy deposition is not similar to that of the proton en-
ergy deposition. So, in this analysis we considered a potential systematic
effect that may arise as a result of uncertainty in Cherenkov light mod-
eling. The uncertainty is taken into account for the relative matching of
data/MC energy attenuation profile, (dE/dx) between muons and pro-
tons. Differences seen are at the 3% level and data is always seen to be
lower than the MC so, only a downward shift is included. For this, a suit of
fabricated Cherenkov files are produced and the corresponding systematic
effects are quantified.

The light level systematic uncertainty is designed to account for the
extent of attenuation profiles match in data and MC. A 5% disagreement
have seen at the high and low tails when we looked at the PE/path length
as a function of the distance to end of readout (taken as W ). The un-
certainty is taken as a flat shift. The calibrations and overall light levels
are shifted in opposite directions to mimic the effect of observing a higher
or lower light level. Figs. 7.8a–7.8f show this shift. An additional sys-
tematic uncertainty study known as the method systematics is carried out
to understand the potential systematic effect, that may arise from the
method used to simulate photon transport. The shift in spectra produced
is studied using the non-shift files and nominal files. The non-shift files are
produced without the current photon transport model in the simulation.
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(a) ND simulated NC events
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(b) ND simulated CC events
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(d) FD simulated CC events
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(e) FD NC extrapolated prediction

Energy Deposited in Scintillator (GeV)
0 2 4 6 8 10

 P
O

T
 / 

0.
25

 G
eV

20
E

ve
nt

s 
/ 9

 x
 1

0

0

1

2

3 Nominal

Light up, Calibration down

Light down, Calibration up

Cherenkov variation

NOvA Simulation

Energy Deposited in Scintillator (GeV)
0 2 4 6 8 10

S
hi

fte
d 

/ N
om

in
al

0.6

0.8

1

1.2

(f) FD CC extrapolated prediction

Figure 7.8: Light level systematic uncertainty in different samples. The
ratio plot represents the number of shifted/nominal events in each bin.
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(a) ND simulated NC events

Energy Deposited in Scintillator (GeV)
0 2 4 6 8 10

 P
O

T
 / 

0.
25

 G
eV

20
E

ve
nt

s 
/ 9

 x
 1

0

0

10000

20000

30000

40000

50000

Nominal

Shifted

NOvA Simulation

Energy Deposited in Scintillator (GeV)
0 2 4 6 8 10

S
hi

fte
d 

/ N
om

in
al

0.8

1

1.2

(b) ND simulated CC events
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(c) FD simulated NC events
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(d) FD simulated CC events

Figure 7.9: Method calibration systematic uncertainty in different sam-
ples. The ratio plot represents the number of shifted/nominal events in
each bin.
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Figure 7.10: Method calibration systematic uncertainty in FD extrapo-
lated prediction. Left plots are for NC distribution and right are for CC
backgrounds.

7.2.5 ND Decomposition Systematics
In this analysis, there is an obvious mismatch between the data and MC
in the ND. We are proportionally decomposing the ND data to get the
FD MC prediction, which is then to be compared with the FD data. In
the process of proportional decomposition, the ND data is decomposed
into NC signal, νµ CC background, and νe CC background. This data is
used to get the FD MC prediction. It is not well understood that which
interaction type contributes to the observed data/MC difference. This
should be considered as a systematic uncertainty. In this analysis, we
have used the same method as we used in 2016 NC analysis, where the ND
data/MC difference is assigned to NC or νµ at a time and then extrapolate
them to the FD. The difference in the observed events at the FD between
the nominal extrapolated prediction and this shifted prediction is taken
as the systematic shift. The contribution of the systematic shift from ND
NC assigned shift and ND νµ shift are added in quadrature to get a total
systematic shift.
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(a) ND simulated NC events
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(b) ND simulated CC events
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(c) FD simulated NC events
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(d) FD simulated CC events

Figure 7.11: Decomposition systematic uncertainty in different samples.
The ratio plot represents the number of shifted/nominal events in each
bin.
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Figure 7.12: Decomposition systematics in the FD extrapolated sample.
Left plots are for NC distribution and right are for CC backgrounds.

7.2.6 Acceptance Systematic Uncertainty
The NOvA detectors are placed at 14.6 mrad off the NuMI beam axis, and
they are functionally identical. But the ND is small in size compared to
the FD. The beam cone sweeps more and more area during its progress.
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Figure 7.13: Acceptance systematics due to the first ND quadrant. Left
plots are for NC distribution and right are for CC backgrounds.
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(a) second ND quadrant NC events
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(b) second ND quadrant CC events
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(c) third ND quadrant NC events
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(d) third ND quadrant CC events
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(e) fourth ND quadrant NC events
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(f) fourth ND quadrant CC events

Figure 7.14: Acceptance systematic uncertainties.
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So we should consider the uncertainty that arises due to the acceptance
of the detectors. For this, we divide the ND into four regions; cut throw
X and Z plane. We extrapolate each of these four ND spectra to FD
separately to get the shifted FD extrapolated prediction. The systematic
uncertainty is calculated by quantifying the difference between the nominal
extrapolated prediction and extrapolated prediction from each of the four
ND sections (see Figs. 7.13–7.14f).

7.2.7 Other Uncertainties
Three-flavor Oscillation Parameters

We include the uncertainty on the values of the three-flavor oscillation
parameters not included in the fit as uncertainties. They have only a
negligible effect on the signal but are large for the backgrounds. This
is included as a normalization uncertainty based on the allowed range of
signal and background by varying the three-flavor oscillation parameters
within the PDG allowed uncertainties.

The Normalization Uncertainty
The normalization uncertainty includes contributions from the POT and
the detector mass uncertainty. There is a 0.5% error on the POT counting.
The mass uncertainty has been updated for the 2017 NOvA oscillation
analyses and details are adapted from Ref. [118]. The new values are:

• FD: ±0.28%, dominated by PVC weighing.

• ND: ±0.28%, dominated by PVC lot variations.

• Muon Catcher: ±0.34%, dominated by PVC lot variations.

• FD/ND ratio: ±0.26%, strongly dominated by PVC lot variations.

Other Systematics Investigated
The rock event systematics – The ND fractional transverse momentum
cut removes most of the ND selection sensitivity to the rock events. A
100% uncertainty was taken on the rock rate for 2016 summer analysis
which was very conservative.
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Category Signal % Background %
Genie 2.61 6.09
Acceptance 2.26 2.17
Beam 1.3 2.95
Calibration 8.97 7.91
Light level 2.12 1.54
MC Decomp 3.21 4.81

Table 7.1: The FHC systematics summary.

7.2.8 Summary of FHC Analysis Systematic Uncer-
tainties

The total systematic uncertainty estimated in this analysis is lower than
that of the 2016 summer analysis. The analysis improvements are paid off.
Total systematic uncertainty values are NC 10.2% and CC 11.8%. Graph-
ical representation of the systematic summary is shown in Fig. 7.16. Fig.
7.15 is the ND data/MC plot overlaid with the systematic band, where
we can see that the ND data/MC disagreement is completely covered by
the systematic band.
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Figure 7.16: Systematics summary of 2017 FHC analysis.
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7.3 Systematic Uncertainties of the RHC
Analysis

The RHC systematic uncertainty estimation methods are very similar to
those used for the 2017 FHC analysis. The 2019 RHC analysis retains the
underlying simulation and calibration procedures of 2017 analysis. And
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reconstruction changes are all incremental2. A cosmetic change in the 2017
RHC standard NOvA cross section tune is done as described in Ref. [119].
Some of the systematic uncertainties which we have estimated for the FHC
analysis are dropped in this analysis. The ND decomposition, acceptance
systematics, and the oscillation parameter systematics are dropped for
this analysis. The decomposition systematics is dropped due to a much
improved data/MC agreement. The acceptance systematics estimated is
very low and can be safely dropped. Similarly, the oscillation parameter
systematics is also dropped because our fitting procedure takes care of its
effect. Also, the oscillation parameter effect on NC is very feeble. There
are some new potential sources of systematic uncertainties in this analysis
and are listed below:

1. Neutron Uncertainty
Notably, for the RHC analysis, mismodeling of neutrons could war-
rant an additional uncertainty [120].

2. Central Value Tune
An additional conservative systematic is included taking the full en-
velope of the NOvA cross section central value tune. This addresses
the concerns that the NOvA cross section tune could be affecting
our sensitivity to physics. The results of this analysis are only being
interpreted in regions of phase space with no sterile signal, but this
negligible uncertainty ensures no bias is included in the fits.

3. Kaon Uncertainty
This analysis fits events in regions of the flux where the beam is
dominated by kaons. Evidence from MINOS suggests that the kaon
rate and uncertainties may be mismodeled. This 20% uncertainty
addresses those concerns.

The other sources of systematics are the same as we have seen for the
FHC analysis. Their quantification also follow the same procedure.

7.3.1 Summary of the RHC Systematic Uncertain-
ties

The RHC analysis systematics strategy is similar to that of the 2017 anal-
ysis, with some of the additions mentioned above. Total systematic un-

2adding new information to the files
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certainty of NC is 15.45 % and CC is 19.73 %. The summary plot of
all systematics is shown in Fig. 7.19. Fig. 7.18 shows the ND data/MC
plot with total systematic band. Here also, the data/MC discrepancy is
completely covered by the estimated systematic band.

Category Signal (NC) % Background (CC)%
Beam 1.08 2.25
Calibration 13.77 9.15
Cross-section tune 0.32 1.96
GENIE 4.59 10.98
Light Level 4.89 3.84
Kaon 1.63 1.21
Neutron 0.49 0.21
Tau 0.00 12.69
Combined 15.45 19.73

Table 7.2: Summary of the RHC systematics.
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Figure 7.19: A graphical representation of the total systematic uncer-
tainty.The systematic uncertainties on the signal events (right) and the
background events (left) pertinent to the 2019 NC/sterile analysis. The
size of the uncertainties is also shown alongside the total systematic and
statistical errors.

0 5 10 15 20
Energy Deposited (GeV)

0

10

20

30

 P
O

T
20

 1
0

×
E

ve
nt

s 
/ 1

 G
eV

 / 
12

.5
 

 
 syst. rangeσ1 

Total 3-Flavor Prediction

Cosmic-induced backgrounds

Beam-induced backgrounds

 = 0.54223θ2, sin° = 8.4813θ
2 eV-310× = 2.522

32m∆
π = 1.37CPδ

Antineutrino Beam NOvA Simulation

Figure 7.20: FD extrapolated prediction of antineutrino spectrum with
systematic band.



8
Results

8.1 Introduction
The search for sterile neutrinos is the primary goal of NOvA’s NC dis-
appearance analysis. It has the potential to constrain the mixing of the
three active neutrinos with a fourth sterile neutrino. This chapter summa-
rizes the neutrino analysis with 8.85×1020 POT data and the antineutrino
analysis with 12.5×1020 POT data. Since the potential light sterile neu-
trinos are more massive than the three active neutrinos, they undergo fast
oscillation at the long baseline in NOvA and their average effect is seen
as an overall depletion in the FD. For both of the analyses discussed in
this thesis, the selected parametric region of the ∆m2

41 is from 0.5 eV2 to
5 eV2. So, our analyses are unaffected by short-baseline sterile oscillations
that may lead to the suppression of NC events in the ND. Both of these
analyses are insensitive to the degenerate solution (∆m2

41 ≈ ∆m2
32).

We will discuss the fitting and Feldman-Cousins (FC) technique (Ref.
[121]) in the next section as the general strategy for both analyses. Then
we will discuss the results of individual analyses.

8.2 The General Fitting Method
In this analysis, the experimental data is fit to the FD energy spectrum,
in contrast to the method discussed in the 2016 PRD paper (Ref. [105])
which was a rate fit analysis. The shape of the predicted calorimetric
energy spectrum is fit with the binned data. As we have seen, the calori-
metric energy fitted in these analyses are corrected, as we have seen in Sec.
3.3. The predicted events are put in 250 MeV energy bins. In our analysis,
binned data has high enough statistics that it is a Poisson distribution.

149
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The Likelihood for the Poisson distribution can be represented as:

L(η̂) =
N∏
i=1

µnii (η̂)e−µi(η̂)

ni!
. (8.1)

Here i represents a specific bin in a collection of total N number of bins,
ni is the number of events in ith bin, η̂ is the set of tunable parameters
and µi(η̂) is the average number of entries in the ith bin. Maximizing
this function yields the maximum likelihood estimate and goodness of fit
statistics. The standard likelihood ratio can be defined as:

λ(η̂) = L(n; η̂)
L(n;µ) . (8.2)

Maximizing the likelihood ratio leads to a maximum likelihood. Here n
is the observed number of events and µ is the predicted number of events
that maximizes the likelihood function at the denominator of Eqn. 8.2.
The log-likelihood function can be represented as:

lnλ(η̂) =
N∑
i=1

[
ni − µi(η̂)− niln

(
ni

µi(η̂)

)]
. (8.3)

For sufficiently large statistics, −2lnλ(η̂) approaches a χ2 distribution. In
principle, we also have to consider the effect of systematics in the fit. We
can include them in the fit as a vector of nuisance parameters ε̂, by adding
a penalty term to the Eqn. 8.3. The log-likelihood function used in the
NC disappearance analysis fit can be represented as

−2lnλ(η̂, ε̂) = 2
N∑
i=1

[
µi(η̂, ε̂)− ni + niln

(
ni

µi(η̂, ε̂)

)]
+

M∑
i=1

ε2i
σ2
i

+
(
θ23 − µ23

σ23

)2

(8.4)
For simplicity, in the following discussion, we will use χ2 to represent the
−2lnλ(η̂), but always the Poisson likelihood will be used. The 2nd term in
right hand side of Eqn. 8.4 is penalty term for M systematic errors, where
σi is the variance and εi is the fitted value for ith systematic error. The
3rd term in right side of Eqn. 8.4 adds a penalty term for the Gaussian
constraint applied for θ23 with mean µ23 and variance σ23 The best fit value
can be found by minimizing the χ2. By the help of this best fit value, the
∆χ2 value can be found out for each set of oscillation parameters.
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8.3 Feldman-Cousins Correction
In the parameter estimation process, the correct values of the parameters
can be estimated by minimizing the χ2 function. We need to have a test
static in order to state what is the significance of rejecting the possibility
that other values of parameters are true. The test static, ∆χ2 can be used
to create confidence intervals:

∆χ2 = χ2(θ̂)− χ2(θ̂BestFit) (8.5)

here θ̂ is the set of oscillation parameters.
Under a Gaussian scenario, ∆χ2 converges to χ2

k, where k is the degrees
of freedom. Also the σ can be viewed as σ =

√
(∆χ2). The χ2 function is

used to determine the goodness of fit. As repeated trials may give different
χ2, we have to determine the probability of finding a χ2. The “p-value”
gives the probability of finding a specific value of χ2 at least as large as
one we measure. The value of the test static at a given p-value is known
as the critical value. Now a significance in terms of the critical value of a
standard normal distribution can be created.

But in reality it cannot always be possible to approximate to a χ2. In
neutrino physics experiments the data statistics are low and the param-
eters are not sufficiently away from a physical boundary. So the Wilks’
theorem (Ref. [122]) fails and the ∆χ2 cannot be approximated as χ2.
So, the advantage of finding significance directly from the test static is
lost. The confidence intervals extracted from the Gaussian χ2 surface do
not necessarily cover the true significance of the estimated parameters.
We should get a ∆χ2 function to extract the confidence intervals with
correctly covered true values of the oscillation parameters. The FC tech-
nique is developed to circumvent this and all the NOvA oscillation analysis
results are FC corrected. The FC technique is an empirical technique used
to interpret a ∆χ2 value into a correct rejection probability. We are cre-
ating a true ∆χ2 distribution, from which we can extract the p-value and
thus the significance. The steps of FC correction are summarized below
and the results are shown in Fig. 8.1.

1. We generate the Poisson fluctuated data (pseudo-experiments) at
each point in parameter space (θ24 and θ34), with assuming other
parameters (∆m2

32, θ23 and θ13) are Gaussian sampled with 1σ of



152 Results

their mean values.

2. For each pseudo-experiment, we perform two fits to the predicted
spectrum, i.e.

• First one is designed to get the global best fit (χ2
gbf while all

the variables are kept floated in the fit).
• For finding χ2

true, θ24 and θ34 are kept fixed and fits only other
parameters (∆m2

32, θ23 and θ13).

3. From this, we can find the (∆χ2 = χ2
true − χ2

gbf).

4. We then find the proportion of the pseudo-experiments above the
observed ∆χ2.

5. The p-value and corresponding significance can be calculated from
it.

Figure 8.1: Empirical ∆χ2 distribution compared with the predicted ∆χ2

with two degree of freedom, considering errors are Gaussian. The ∆χ2
crit

is the critical value of 4.61 that corresponds to the 90% C.L. for a χ2

distribution with two degrees of freedom. This is compared to the ∆χ2
FC

value up to which 90% of pseudo-experiments are included. This Fig. is
adapted from Ref. [123]
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8.4 Results
The NOvA experiment makes use of an analysis strategy called blinding.
Blinding actually masks the neutrino events in the FD files, that fall in
the NuMI spill time window (the time window in which the neutrino inter-
actions happen at the detector due to the neutrinos/antineutrinos comes
from the NuMI beam). The experiment looks at the data spectrum only
after freezing all the analysis components including the event selection,
systematics and cross section tuning of MC, and after acquiring permis-
sion from the collaboration.

8.5 The FHC Analysis
This analysis is an updated version of the analysis mentioned in the PRD
paper (Ref. [105]). The improvements are in cosmic rejection (Sec. 5.1.5),
cross section modeling, detector modeling, and NC selection efficiency
was also improved. A single parameter correction is done on the slice
calorimetric energy, as discussed in Sec. 3.3. We have continued to use
the same extrapolation method to predict the FD energy spectrum in this
analysis. The three-flavor oscillation parameters used in this analysis are
listed in Table 5.1 The deliverables of this analysis are similar to that of
the 2016 analysis. They are:

• The ND and FD visible energy spectra and the number of events
that qualify the NC selection criteria compared with the three-flavor
prediction.

• A sterile model-independent comparison between the number of NC
events measured at the FD and the number of events predicted by
the three-flavor model, done in terms of the R statistic defined by,

RE
NC = NDat −

∑BG
SNC

(8.6)

The R statistic is defined in a specific energy range in the spectrum
denoted by superscript E, N is the number of data events is qualified
as NC events, ∑BG is the total predicted background (that includes
CC events misidentified as NC events and cosmic events), and SNC
is the number of NC events predicted.
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• 90% C.L. 2D contours for θ24 and θ34

• 90% C.L. 2D contours on |Uµ4|2 and |Uτ4|2 The angles θ24 and θ34
can be translated to |Uµ4|2 and |Uτ4|2 using the relations,

|Uµ4|2 = cos2θ14sin2θ24, (8.7)

|Uτ4|2 = cos2θ14cos2θ24sin2θ34 (8.8)

This analysis is not sensitive to θ14 and also using the reactor exper-
imental limits [124] we can safely assume θ14 is small (cos2θ14 ≈ 1)

The main contribution of this analysis will be the limits on θ34 and |Uτ4|2
that are fairly unconstrained.
The analysis predicted 191.96±13.82(stat.)±21.99(syst.) events at FD
and 214 events are observed in the neutrino data. The figure 8.2 shows
the data/MC distribution of the Energy Deposited in the Scintillator.
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Figure 8.2: Energy Deposited in Scintillator distribution of events which
pass the NC selection. 214 data events are observed while the predicted
events are 191.2 ± 13.8 (stat.)± 22.0(syst.). The MC matches data runs,
and a POT of 8.85×1020.
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The Fig. 8.2 is a stack plot for FD with 0.5 GeV energy binning. The
analysis region is ranging from 0.5 GeV to 10 GeV. It has a total χ2 value
of 21.93 and the number of degrees of freedom (NDF) equals to 20, this
gives χ2/NDF = 1.097. The oscillation parameters used are shown in
the plot. Figs. 8.3 to 8.8 show the FD data/MC distribution for different
variables used for the event selection. All plots show reasonable data/MC
agreement.
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Figure 8.3: Left stack plot is the data/MC comparison plot for the NC
cosmic Rejection BDT distribution. The right plot is CVN distribution
at FD. The event distribution at the FD that passes through the com-
plete selection process, excluding the cut on the plotting variable. MC is
matched to the data run and is 8.85×1020 POT.
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Figure 8.4: Left stack plot is the data/MC comparison plot for the number
of hits distribution. Right plot is the transverse momentum fraction. The
event distribution at the FD that passes through the complete selection
process, excluding the cut on the plotting variable.
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Figure 8.5: These are the data/MC comparison plot for the event vertex
at the FD. The event distribution at the FD that passes through the
complete selection process, excluding a cut on the plotting variable.
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Figure 8.6: These are the data event vertex distribution in XZ plane. The
dotted line boundary shows the selection area in the detector.
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Figure 8.7: These are the data event vertex distribution in XY plane.
The dotted line boundary shows the selection area in the detector.
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Figure 8.8: These are the data event vertex distribution in Y Z plane. The
dotted line boundary shows the selection area in the detector.
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8.5.1 R-ratio
The R-ratio is a model independent measure of NC disappearance. When
R-ratio =1, this leads to the conclusion that there is no NC disappearance.
Here the R-ratio is calculated within different energy ranges. The R-ratio
is calculated for 0-2.5 GeV and for 2.5-5 GeV ranges. The R-ratio is
calculated using Eqn. 8.6 and the values are summarized in Table 8.1.

Item 0-2.5 GeV 2.5-10 GeV 0-10 GeV
R-ratio 1.19± 0.14± 0.12 1.08± 0.14± 0.12 1.15± 0.14± 0.12
Observed events 119 95 224

Table 8.1: The R-ratio and number of events observed. In 2016 analysis,
the R-ratio calculated was 1.19± 0.16(stat.)± 0.10(syst.)

The result is consistent with the null hypothesis of active-sterile mixing.
Next section we will see how the sterile mixing angles can be constrained
in the parameter space.

8.5.2 Fitting the FHC Data
The fitting is performed on the spectrum with 0.25 GeV binned data. Fig.
8.2 is shown with 0.5 GeV binning just for better visibility. The region
that is fitted is limited from 0.5 GeV at the lower end to 10 GeV at the
higher end. The 0.5 GeV cut is designed to remove the region with higher
threshold effect. Since only 2 events are seen after 10 GeV, it is safe to
limit the analysis region up to this.

When the fitting is performed, some parameters are kept floating, some
are set to zero while some others are frozen to be at their current best fit
values. The angles θ24 and θ34 are allowed to float between angles 0◦
and 45◦, while the θ23 is kept same as that used in 2016 analysis [105]
(allowed to float with a small Gaussian constraint with mean 45.8◦ and
3.2◦ standard deviation). Other three-flavor parameters are fixed at the
values listed in Table 5.1. θ14 is taken as zero, referring to the reactor
experimental results. The parameters δ24 is profiled over. FC correction
(discussed in Sec. 8.3) is applied and a final corrected contour is produced.
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Figure 8.9: Feldman-Cousins corrected 2D non-excluded regions (shaded) at
68% C.L. and 90% C.L. in terms of sterile mixing angle θ24 and θ34 in the 3+1
model.We set limits of θ24 < 19.7◦ and θ34 < 32.6◦ at 90% C.L.
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Figure 8.10: Feldman-Cousins corrected 2D non excluded regions (shaded)
at 68% C.L. and 90% C.L. in terms of |Uµ4|2 and |Uτ4|2 where we assume
cos2(θ14) = 1. For an exposure of 8.85 × 1020 POT, we set limits of |Uµ4|2 <
0.114 and |Uµ4|2 < 0.287 at 90% C.L. Includes a comparison to the SuperK and
IceCube-DeepCore results.
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8.6 The RHC Analysis
The RHC analysis (antineutrino beam analysis) is conducted with 12.5×1010

POT of antineutrino data. Similar to neutrino beam analysis, this anal-
ysis also limited to the region 0.05 eV2 to 0.5 eV2 in ∆m2

41. which is the
region of the parameter space where there is no ND sterile oscillation. So
the ND-FD extrapolation method is safely applied here. The result of
this analysis is supposed to be the very first antineutrino long-baseline
NC disappearance result. The analysis predicted 122±11(stat.)±18(syst.)
events at FD and 121 events are observed in the antineutrino data. The
whole range of variables used in the selection cuts are shown in Figs. 8.12
to 8.17. The three-flavor oscillation parameters used in this analysis are
listed in Table 5.15.
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Figure 8.12: Left stack plot is the data/MC comparison plot for the NC
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FD. The event distribution at the FD that passes through the complete
selection process, excluding the cut on the plotting variable.
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Figure 8.13: The left stack plot is the data/MC comparison of the number
of hits variable. The right plot is the transverse momentum fraction. The
event distribution at the FD that passes through the complete selection
process, excluding the cut on the plotting variable.
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Figure 8.14: These are the data/MC comparison plot for the event vertex
at the FD. The event distribution at the FD that passes through the
complete selection process, excluding the cut on the plotting variable.
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Figure 8.15: These are the data event vertex distribution in XZ plane.
The dotted line boundary shows the selection area in the detector.
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Figure 8.16: These are the data event vertex distribution in XY plane.
The dotted line boundary shows the selection area in the detector.
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Figure 8.17: These are the data event vertex distribution in Y Z plane.
The dotted line boundary shows the selection area in the detector.

8.6.1 R-ratio
Similar to previous FHC analyses, a model independent R-ratio is cal-
culated to test the NC disappearance hypothesis. We use Eqn. 8.5.1 to
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calculate R-ratio. The R-ratio obtained is 0.99±0.12(stat.)±0.16(syst.)
which is consistent with the three-flavor hypothesis.

Item 2016 FHC 2017 FHC 2019 RHC
R-ratio 1.19± 0.16± 0.10 1.15± 0.14± 0.12 0.99± 0.12± 0.16

Table 8.2: The R-ratio in different long-baseline NC disappearance anal-
yses in NOvA.

8.6.2 Fitting and FC Correction
The mixing angle θ14 has been constrained to be small by reactor experiments.
The latest global analysis in Ref. [125] fits an upper bound of sin2 θ14 =
0.0089 (θ14 ≤ 5.4◦) after fitting to all reactor data. We set cos 2θ14 = 1, (θ14 = 0)
for fitting purposes. We apply a loose Gaussian constraint for θ23 under which
it can float (within 1σ range) in the fits centered at the PDG best fit [36]. As
the phase δ24 has an effect at the FD, we profile over δ24 in the fit. The FC
correction is done on the θ24 vs θ34 surface (shown in Fig. 8.18). The process
is same as discussed in Sec. 8.3.
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Figure 8.18: Sensitivity of the NC-selected FD data within a 3+1 sterile
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The FHC and RHC results can be compared with the global limits. This is
shown in Table 8.3.

Experiment θ24 (in degree) θ34 (in degree) |Uµ4|2 |Uτ4|2
NOvA RHC 2019 (Accelerator ν ) 24.7 31.7 0.175 0.276
NOvA FHC 2017 (Accelerator ν) 16.2 29.8 0.078 0.247
NOvA FHC 2016 (Accelerator ν) 20.8 31.2 0.126 0.268
MINOS/MINOS+ (Accelerator ν) 4.4 23.6 0.006 0.160
SuperK (atmospheric) 11.7 25.1 0.041 0.180
IceCube(atmospheric) 4.1 - 0.005 -
IceCube-DeepCore (atmospheric) 19.4 22.8 0.11 0.150

Table 8.3: Limits at fixed ∆m2
41. The ∆m2

41 for NOvA, MINOS/MINOS+
[73], IceCube [126] and SuperK [127] are fixed at 0.5 eV2 while DeepCore
[128] is at 1 eV2.





9
Future Improvements and Conclusion

9.1 Future Improvements
The more data we have in an experiment, the stronger the parameter constraints
we can set. Since just ≈ 50% of planned exposure is reached till now, NOvA has
the potential to produce a tight limit on the sterile mixing angles θ24 and θ34,
and also mixing matrix elements |Uµ4| and |Uτ4| that will be highly competitive
with the results from other experiments such as T2K and MINOS/MINOS+.
The improvements in the interaction cross section are another area where there
is plenty of space to improve. The high energy tail end of the neutrino energy
spectrum shown in Fig. 8.2 is dominated by the inelastic collision where most of
the event energy is lost as hadronic showers. Improved cross section modeling
will reduce the data/MC discrepancy. The two analyses discussed in this thesis
implemented only a single parameter fit to estimate NC event energy. This
does not take into account the energy carried away by the outgoing neutrino.
Improvement in the NC event energy estimation is difficult but promising. Work
is going on to train a CVN that reject cosmic energy deposition in the detector.
The better cosmic rejection will improve the analysis.

The existence of sterile neutrinos will distort both the ND and the FD
NC energy spectra, with the size and energy region, affected dependent on the
mixing angles mainly θ24 and θ34 and the mass of the sterile neutrino, ∆m2

41.
For the analyses discussed in this thesis, we have limited our results in ∆m2

41
to a range where no distortion of the ND spectra is predicted. This limits the
region of the ∆m2

41 parameter space where we can search for the sterile neutrino.
Therefore, to maximize our sensitivity across a wide ∆m2

41 range, we have to use
a different method, such as the covariance matrix method that enables a ND-
FD joint-fit analysis. This has the potential to search for the sterile neutrinos
across a wide ∆m2

41 range. An analysis is underway that performs the ND-FD
joint fit which is expected to further squeeze the probable hiding places of sterile
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neutrinos in the ∆m2
41 parameter space. The longer term plan is a full joint fit

that fit for the NC, νe and νµ spectra in both ND and FD simultaneously.

9.2 Conclusion
The 2017 FHC NC disappearance analysis is an updated version of the 2016
analysis [105] with 50% more data and improvements such as moving from
a rate fit to rate plus shape fit analysis, better cross section models, detector
modeling, a new NC energy estimator, a new PID for cosmic rejection, CVN im-
provements, updated estimation of systematics. Reasonable agreement between
data and MC has been seen in the ND and the discrepancy is accounted for by
the estimated systematic uncertainty. There are 214 events observed in the FD
against the predicted number of 191.96±13.82(stat.)±21.99(syst.) events. This
analysis set 90% CL limits on the angles θ24 and θ34 and on the matrix elements
|Uµ4| and |Uτ4|. It successfully improved the limit of angle θ24 by 4.6◦ and θ34
by 1.4◦ compared to the previous NOvA analyses. In addition, it produced a
quantitative, model-independent measurement of the agreement between the
data and the standard three-flavor oscillation prediction through the R ratio.
This R-ratio is consistent with the no NC disappearance hypothesis.

The 2019 RHC analysis is an akin analysis to the NOvA 2019 published
νe/ν̄e analysis [116]. In this analysis, we searched for the evidence of mixing with
light sterile neutrinos through measurements of NC disappearance between the
ND and FD for antineutrino events. From the 2017 FHC analysis, this analysis
has many analysis improvements such as new CVN architecture, separate CVN
training for RHC data, Cosmic rejection BDT trained separately for the RHC
data, updated systematic uncertainty assessment, and cross section modeling
improvements. This “top-up” analysis includes close to 50% more antineutrino
data than the previous 2018 result. We predicted 122±11 (stat.)±18 (syst.)
NC events at FD and 121 data events were observed. This analysis produced
2D 90% C.L. limits on the angles θ24 and θ34 and on the matrix elements |Uµ4|
and |Uτ4|. It set a limit for the angle θ24 < 24.7◦ and angle θ34 < 31.7◦. The
R-ratio calculated is also in favor of the three-flavor oscillation hypothesis. This
analysis is unique in the sense that it conducted the first sterile neutrino search
using the antineutrino beam from an accelerator.
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