
Prog. Theor. Exp. Phys. 2024 083A01 (34 pages) 
DOI: 10.1093/ptep/ptae111 

Nonautonomous Volterra Series Expansion of the 

Variable Phase Approximation and its Application to 

the Nucleon-Nucleon Inverse Scattering Problem 

Gábor Balassa 

* 

Institute for Par tic le and Nuclear Physics, HUN-REN Wigner Research Centre for Physics, 
Konk oly-Theg e Miklós út 29-33, 1121 Budapest, Hungary 

∗Email: balassa.gabor@wigner.hun-ren.hu 

Recei v ed April 19, 2024; Revised July 9, 2024; Accepted July 16, 2024; Published July 17, 2024 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
In this paper, the nonlinear Volterra series expansion is extended and used to describe cer- 
tain types of nonautonomous differential equations related to the inverse scattering prob- 
lem in nuclear physics. The nonautonomous Volterra series expansion lets us determine a 

dynamic, pol ynomial a pproximation of the variable phase approximation (VPA), which is 
used to determine the phase shifts from nuclear potentials through first-order nonlinear 
dif ferential equa tions. By using the first-or der Volterra e xpansion, a r obust appr oximation 

is formulated to the inverse scattering problem for weak potentials and/or high energies. 
The method is then extended with the help of radial basis function neural networks by ap- 
plying a nonlinear transformation on the measured phase shifts to be able to model the 
scattering system with a linear approximation gi v en by the first-order Volterra expansion. 
The method is applied to describe the 1 S 0 NN potentials in neutr on + pr oton scattering be- 
low 200 MeV laboratory kinetic energies, giving physically sensible potentials and below 

1% averaged relative error between the recalculated and the measured phase shifts. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
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1. Introduction 

Many real-life phenomena can be explained by linear or nonlinear dynamical models [ 1–3 ],
and while linear approximations are adequate to describe such systems in a number of cases,
these approximations are usually only able to grasp some of the properties of the full underlying
physical system. Some examples where the linear approximation is sufficient can be found in the
modeling of thermal systems, in electronics, in structural engineering, or in the linear control
of complex systems for small perturbations, etc. On the other hand, many phenomena, e.g. in
biology, fluid dynamics, low-temperature thermal systems, etc., can only be described by intro-
ducing static or dynamic nonlinearities into the model [ 4–7 ], which in turn greatly complicates
the analytical and numerical calculations of such problems. 

One method to model weak nonlinearities is called the Volterra series approximation [ 8–
10 ], which is an infinite-dimensional convolutional description of nonlinear systems contain-
ing static or dynamic nonlinearities. In comparison to linear models, where the system can be
described by a simple convolution of a kernel function and the excitation, in the Volterra rep-
resentation, the system is described by higher-order convolutional operators in addition to the
first-order case. The theory has found its applications in many biological, electrical, and
© The Author(s) 2024. Published by Oxford University Press on behalf of the Physical Society of Japan. This is an Open Access article distributed under the 
terms of the Creati v e Commons Attribution License ( https://creati v ecommons.org/licenses/by/4.0/ ), which permits unrestricted reuse, distribution, and 
reproduction in any medium, provided the original work is properly cited. 
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mechanical engineering problems as well [ 11–16 ]. Due to its well-de v eloped ma thema tical foun-
da tions, the Volterra approxima tion can also be used to model the underlying dynamical equa-
tions by determining the Volterra kernels straight from the dynamical equations without relying
purely on measurements if a ma thema tical model is at hand. 

This paper intends to deal with the problem of inverse scattering in particle and nuclear
physics by using the Volterra series approximation on a first-order nonlinear, nonautonomous 
dif ferential equa tion called the variable phase a pproximation (VPA) [ 17 ], w hich is able to de-
scribe the asymptotic phase shifts generated by local or nonlocal potentials. Here, we will only
deal with local and spherically symmetric potentials; howe v er, the method is much more general
and is not limited to only such systems. In general, inverse problems are very hard to solve due
to their sensitivity and ill-conditioned nature [ 18 ]. In the nuclear inverse scattering problem,
a local or nonlocal potential is sought from the asymptotic phase shifts a t dif ferent energies
and/or angular momenta. There are se v eral methods that aim to solve the inverse scattering
problem at fixed energies or fixed angular momenta [ 19 , 20 ]; howe v er, a perfect identification of 
the potential without any preliminary knowledge of the scattering system is almost impossible,
and each method gi v es slightly different results, which also depend on the parameters used in
the inversion. Due to this, there is still an ongoing desire to be able to describe the inverse scat-
tering problem with a robust and fast method that is insensiti v e to at least the measurement
noises in the phase shifts. 

In this paper, the Volterra series expansion is used to describe the forward problem of elas-
tic two-body quantum scattering gi v en by the VPA. Due to the nonautonomous nature of the
forwar d prob lem, the original Volterra method has to be extended to be able to describe nonau-
tonomous nonlinear systems as well, which is described in Sect. 2 , where first the general model
is explained, then a simple example is gi v en where the nonautonomous Volterra kernels are de-
termined anal yticall y. After the model description, the method is put to real use in Sect. 3 ,
where first in Sect. 3.1 the Volterra expansion of the VPA at zero angular momentum (s-wave
scattering) is gi v en, then in Sect. 3.2 the convergence of the first-order approximation is studied,
while in Sect. 3.3 we study the inversion capabilities of the first-order Volterra expansion with
two different basis functions that are used to describe the interaction potentials. After showing
the capabilities of the first-order expansion in the inversion procedure, in Sect. 4 the method is
applied to real-life s-wave neutr on-pr oton scattering, where due to the more se v ere nonlinearity,
a nonlinear transformation using radial basis function (RBF) neural networks [ 21 ] is applied to
the phase shifts so that the obtained system could be described as a first-order Volterra model
and the inversion equations shown in the previous section could still be applied. At the end,
Sect. 5 concludes the paper by mentioning some possible future applications in nuclear and
particle physics where the Volterra series could be applied. 

2. Volterra series approximation for nonautonomous nonlinear systems 
In this section, we introduce the Volterra series expansion of autonomous nonlinear dynamical
systems and show that, with some modifications, the original Volterra series can be extended to
describe nonautonomous nonlinear dynamical systems as well. By using the harmonic balance 
method, we show a possible way to determine the nonautonomous Volterra kernels in an ana-
lytical fashion. The method will then be used to describe a simple nonautonomous nonlinear
dif ferential equa tion by determining the n ’th-order Volterra kernels in the Laplace domain. 
2/34 
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2.1. General model 
Volterra series are originally defined as being able to describe autonomous dynamical systems
with weak nonlinearities and have a great many possible a pplications, mostl y in engineering;
howe v er, due to their wide modeling capabilities, it is also possible to extend their usage into
the fields of nuclear and particle physics. In the original Volterra r epr esentation, the output
x(r ) of a dynamical system that is excited by an f(r ) function can be described by an infinite-
dimensional higher-order convolution integral as: 

x(r ) � h 0 + 

n ∑ 

i=1 

[ ∫ b 

a 
... 

∫ b 

a ︸ ︷︷ ︸ 
i 

h i (z 1 , ..., z i ) 
i ∏ 

j=1 

f(r − z j ) dz j 

] 

, (1) 

where r is the variable on which the output and input depend, e.g. time, coordinates, etc., z i ’s are
dummy variables used in the integrals, and h i (z 1 , z 2 , ..., z i ) are the i ’th-order Volterra kernels.
The integral limits a and b in general go from −∞ to ∞ ; howe v er, in practice, many real-life
physical systems are causal, which means we can take a = 0 , so in the convolutional integrals we
only take into account the “pre vious” e xcitations. The upper limit is usually called the memory
of the system, which also does not necessarily have to go all to infinity and could have a finite
value that corresponds to the memory of the system under description. 

The h 1 (z ) , h 2 (z 1 , z 2 ) , . . . , h n (z 1 , . . . , z n ) kernel functions contain all the information about the
dynamics of the system and should have good properties, e.g. continuity, finiteness, bounded-
ness. The nonlinearity comes from the multiplicati v e terms of the excitation functions, where
the number of terms depends on the order of the corresponding kernel. With each added term,
a higher nonlinearity could be approximated, and in general, if the corresponding differential
equations are known, it should be possible to give general expressions to the analytical form
of the Volterra kernels [ 22 , 23 ]. In practice, howe v er, one does not want to keep all the possible
higher-order terms, and in many cases, it is sufficient to only keep the second- or thir d-or der
terms, which could still gi v e v ery pr ecise r esults in practical applications. 

In the following, let us assume that h 0 = 0 , which term will be unimportant in the applications
in this paper. The Volterra series r epr esentation could also be explained in the Laplace domain
as: 

˜ x (s ) = L 

{ x(r ) } (s ) � 

˜ h 1 (s ) ̃ f (s ) + 

˜ h 2 (s 1 , s 2 ) ̃ f (s 1 ) ̃ f (s 2 ) + . . . 

= 

n ∑ 

i=1 

˜ h i (s 1 , . . . , s i ) 
i ∏ 

j=1 

˜ f (s j ) , (2) 

where L 

{ ·} represents the usual n -dimensional Laplace transform operator, ˜ f (s ) is the Laplace
transform of the excitation, and 

˜ h i (s 1 , . . . , s i ) are the Volterra kernels in the Laplace domain.
As the convolution operator in the original domain will be a simple product in the Laplace
domain, the integral equations are simplified to algebraic equations, which are in many cases
more convenient to work with. 

One of the easiest ways to obtain the kernel functions straight from the differential equa-
tions is through the so-called harmonic balance method [ 24 ], where we use specific harmonic
functions to excite the system, and by substituting the response of the Volterra representa-
tion and the excitations back into the original differential equations, we could express the
kernel functions directly by algebraic equations [ 25 ]. In this way, we are able to obtain the
higher-order kernel functions as well, iteratively, step-by-step, from the kernel functions of 
3/34 
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the previous order. In the following, the method of obtaining the kernels will be described
in detail for autonomous and nonautonomous systems as well. 

Firstly, let us assume that we have a general autonomous system, which can be described
by a differential equation containing the output x(r ) and its deri vati v es with respect to the
variable r , as well as the excitation f(r ) . In general, the system can be described in the following
form: 

F 

[ 

d 

k x(r ) 
dr k 

, . . . , 
d 

2 x(r ) 
dr 2 

, 
dx(r ) 

dr 
, x( r ) 

] 

= f( r ) , (3) 

where on the left-hand side F[ ·] is a function of the output and its deri vati v es, while on the
right-hand side sits the excita tion tha t dri v es the system. In general, the F[ ·] function can be
nonlinear as well, which is why we will have to use the Volterra series r epr esentation to be able
to estimate the solution of the differential equation. The autonomous nature of the system
here means that there is no explicit dependence on the variable r , which greatly simplifies the
determination of the kernel functions. 

In the harmonic balance method, let us first use the harmonic excitation f 1 (r ) = e sr , where s
is a complex parameter r epr esenting the “fr equency” of the excitation. Substituting f 1 (r ) into
the Volterra series in Eq. ( 1 ) we will arri v e at the following infinite sum for the output x 1 (r ) : 

x 1 (r ) = 

˜ h 1 (s ) e sr + 

˜ h 2 (s, s ) e 2 sr + . . . + 

˜ h n ( s, . . . , s ︸ ︷︷ ︸ 
n 

) e nsr , (4) 

where the subscript in x 1 (r ) represents that it is the response for the input f 1 (r ) . The ˜ h 1 (s ) ,
˜ h 2 (s, s ) , . . . coefficients are the corresponding transfer functions in the Laplace domain. Let
us now substitute x 1 (r ) back into Eq. ( 3 ), where we have to take the deri vati v es of x 1 (r ) with
respect to r as well. Due to the simple exponential dependence, the k’th deri vati v e can be easily
expressed as: 

d 

k x 1 (r ) 
dr k 

= s k ˜ h 1 (s ) e sr + 2 

k s k ˜ h 2 (s, s ) e 2 sr + . . . + n 

k s k ˜ h n ( s, . . . , s ︸ ︷︷ ︸ 
n 

) e nsr . (5) 

Substituting e v erything back, we will arri v e a t the following algebraic equa tion: 

F 1 

[ 

˜ h 1 ( s ) , ˜ h 2 ( s, s ) , . . . , ˜ h n (s, . . . , s ) , e sr , e 2 sr , . . . , e nsr , s 

] 

= e sr , (6) 

where F 1 [ ·] represents the new function after substituting back the Volterra output for the first
harmonic excitation. After collecting the terms with different exponential factors (harmonics), 
we will arri v e at the following structure: 

u 1 ( ̃  h 1 (s ) , s ) e sr + u 2 ( ̃  h 2 (s, s ) , ˜ h 1 (s ) , s ) e 2 sr + . . . + u n ( ̃  h n (s, . . . , s ) , . . . , ˜ h 1 (s ) , s ) e nsr = 0 , (7) 

where each u i (·) will be a function of the Volterra kernels and the s variable. To be able to
satisfy this equation, each u i (·) subfunction weighting the different harmonics has to be zero,
so u i ( ̃  h i (s ) , . . . , s ) = 0 for all i. The general structure will very much depend on the nonlinear-
ity in the original F[ ·] function; howe v er, by Taylor expansion, it can always be expressed in a
polynomial form, so it will always be possible to gather the terms with the corresponding expo-
nential factors e v en if the system does not have a polynomial nonlinearity. This will be used in
later sections, where we need to expand a sin 

2 (·) function to be able to determine the Volterra
kernels. In general, to determine the kernel functions, we first have to solve an algebraic equa-
tion ( u 1 ( ̃  h 1 (s ) , s ) = 0 ) to obtain the ˜ h 1 (s ) first-or der kernel. The other equations do not gi v e us
4/34 
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anything useful except the diagonal terms of the higher-order kernels, which is of course not
enough as we need the full frequency behavior of the higher-order kernels as well. To do this,
let us now excite the system with two harmonics at the same time as f 2 (r ) = e s 1 r + e s 2 r . In this
case, the response of the Volterra representation becomes: 

x 2 (r ) = 

˜ h 1 ( s 1 ) e s 1 r + 

˜ h 1 ( s 2 ) e s 2 r + 2 ̃

 h 2 ( s 1 , s 2 ) e (s 1 + s 2 ) r 

+ 

˜ h 2 (s 1 , s 1 ) e 2 s 1 r + 

˜ h 2 (s 2 , s 2 ) e 2 s 2 r + . . . + (higher-order terms) , (8) 

where the first two terms correspond to the first-order kernels again, while the third term now
corresponds to the second-order kernel at all frequencies s 1 , and s 2 in two dimensions. The other
terms are again not important as they do not gi v e us the full frequency behavior. The higher-
order terms here consist of the like of ˜ h 3 (s 1 , s 1 , s 2 ) or ˜ h 4 (s 1 , s 1 , s 1 , s 1 ) etc., which are also not
important. Now putting back 

˜ x 2 (r ) into the original differential equation, we will arri v e at the
following functional r epr esentation: 

F 2 

[ 

˜ h 1 ( s 1 ) , ˜ h 1 ( s 2 ) , ˜ h 2 ( s 1 , s 1 ) , ˜ h 2 (s 1 , s 2 ) , ˜ h 2 (s 2 , s 2 ) . . . , ˜ h n (s 2 , . . . , s 2 ) , 

e s 1 r , e 2 s 1 r , . . . , e ns 1 r , e s 2 r , e 2 s 2 r , . . . , e ns 2 r , e (s 1 + s 2 ) r , e (2 s 1 + s 2 ) r , 

e (s 1 +2 s 2 ) r , . . . , e ( s 1 +( n −1) s 2 ) r , s 1 , s 2 

] 

= e s 1 r + e s 2 r . (9) 

Following the previous arguments, we will obtain algebraic equations for ˜ h 1 (s 1 ) , ˜ h 1 (s 2 ) , and
˜ h 2 (s 1 , s 2 , ˜ h 1 (s 1 ) , ˜ h 1 (s 2 )) , where ˜ h 2 (s 1 , s 2 ) will also depend on the lower-order kernels, in this
case on 

˜ h 1 (s 1 ) and 

˜ h 1 (s 2 ) . The equations for the first-order kernels will be the same as they
wer e pr eviousl y, and the onl y dif ference now is tha t they will depend on s 1 and s 2 , and they will
appear in the other algebraic equations with these variables. To generalize the procedure to the
n ’th order, we have to excite the system with f n (r ) = 

∑ n 
i=1 e 

s i r , in which case the response of the
Volterra r epr esentation becomes: 

x n (r ) = 

n ∑ 

i=1 

˜ h 1 ( s i ) e s i r + 

n ∑ 

i 1 =1 

n ∑ 

i 2 = i 1 

S i 1 i 2 ̃
 h 2 ( s i 1 , s i 2 ) e 

(s i 1 + s i 2 ) r + . . . 

n ∑ 

i 1 =1 

. . . 

n ∑ 

i n = i n −1 

S i 1 ... i n ̃
 h n (s i 1 , . . . , s i n ) e 

( 
∑ n 

j=1 s i j ) r , (10) 

where S i 1 ... i n are symmetrical factors defined as n/m ! , where n is the order of the kernel and m
is the number of the same frequencies, e.g. for h 3 (s 1 , s 1 , s 2 ) it is S 112 = 3 / 2 . Substituting back
x n (r ) and f n (r ) into the original differential equation, we get the following functional form: 

F n 

[ 

˜ h 1 ( s i ) , ˜ h 2 ( s i 1 i 2 ) , . . . , ˜ h n ( s i 1 ... i n ) , e 
s i r , e 2 s i r , . . . , e ns i r , e (s i 1 + s i 2 ) r , . . . , 

e (s i 1 + ... + s i n ) r , s 1 , s 2 , . . . , s n 

] 

= 

n ∑ 

i=1 

e s i r . (11) 

After collecting the terms with the same harmonics, we will again have a set of algebraic equa-
tions to determine each kernel, starting from 

˜ h 1 up to 

˜ h n , where each corresponding equa-
tion will depend on the results of the previous kernels. To summarize the procedure, to be able
to determine the n ’th-order Volterra kernel, first we have to a ppl y a specific excitation with
5/34 
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n different harmonics, and by expressing the response of the Volterra r epr esenta tion to tha t
excitation and substituting it back into the original dif ferential equa tion, we can express the n
algebraic equations by collecting the terms for each harmonic. By solving these equations iter-
ati v ely, we can obtain each kernel one after another. 

The method works well for autonomous systems; howe v er, our main task is to extend the
Volterra series r epr esentation to nonautonomous systems [ 22 ]. In this case, the dynamic equa-
tions (the original differential equation) have an explicit dependence on r as well, and the general
form can be expressed as: 

F 

[ 

d 

k x(r ) 
dr k 

, . . . , 
d 

2 x(r ) 
dr 2 

, 
dx(r ) 

dr 
, x(r ) , r 

] 

= f(r ) , (12) 

w here the onl y difference to Eq. ( 3 ) is that now the F[ ·] function depends on r as well and not
just on x(r ) and its deri vati v es. To be ab le to generalize this into the Volterra r epr esentation, let
us assume that the kernel functions in the Laplace domain have an extra parameter dependence
(let us call it R for the time being) as follows: ˜ h i (s 1 , . . . , s i ) → 

˜ h i (s 1 , . . . , s i ; R ) . W ha t tha t means
is that now the Volterra kernels in the Laplace domain will be R -dependent, ther efor e, our task
is to determine the kernels at all frequencies for all possible R parameters. With the R -dependent
kernel functions, the response of the Volterra system in the Laplace domain can be expressed
as: 

˜ x (s ; R ) � 

n ∑ 

i=1 

˜ h i (s 1 , . . . , s i ; R ) 
i ∏ 

j=1 

˜ f (s j ) , (13) 

where the R parameter dependence sits in the kernel functions. In practice, we are not inter-
ested in just any parameter, but we would like to gi v e a r epr esentation wher e R = r so that
the kernel functions in the Laplace domain also depend on the actual r variable. In the fol-
lowing, the meaning of such kernel functions will be clarified, and after the general descrip-
tion, a simple example will be gi v en to show that the method works well for nonautonomous
systems. 

The first main difference compared to the autonomous case will be in the deri vati v e terms,
as now the output of the Volterra system depends on the parameter R , which in this case
will be equal to the variable r , so we ar e inter ested in the evolution of the transfer function
in the Laplace domain through the evolution of the original r variable. Using this assump-
tion, the first-or der deri vati v e of the Volterra response x 1 (r ; R ) to the f 1 (r ) = e sr excitation
becomes: 

dx 1 (r ; R ) 
dr 

∣∣∣∣
R = r 

= 

d 

dr 

[ 

˜ h 1 ( s ; r ) e sr + 

˜ h 2 ( s, s ; r ) e 2 sr + . . . 

] 

= 

d ̃

 h 1 (s ; r ) 
dr 

e sr + s ̃  h 1 (s ; r ) e sr + 

d ̃

 h 2 (s, s ; r ) 
dr 

e 2 sr + 2 s ̃  h 2 (s, s ; r ) e sr + . . . , (14) 

where it is obvious that due to the r -dependence of the transfer functions, the deri vati v e will
contain the deri vati v es of the ˜ h i (s ; r ) functions as well as extra contributions. By a ppl ying the
6/34 
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n ’th-or der e xcitations f n ( n > 1 ) the deri vati v e term can be e xpressed in a generalized form as: 

d 

dr 

[ 

n ∑ 

i=1 

˜ h 1 ( s i ; r ) e s i r + 

n ∑ 

i 1 =1 

n ∑ 

i 2 = i 1 

S i 1 i 2 ̃
 h i 1 i 2 ( s i 1 , s i 2 ; r ) e (s i 1 + s i 2 ) r + . . . 

] 

= 

n ∑ 

i=1 

( 

d ̃

 h 1 (s i ; r ) 
dr 

e s i r + s i ̃  h 1 (s i ; r ) e s i r 
) 

+ 

n ∑ 

i 1 =1 

n ∑ 

i 2 = i 1 

S i 1 i 2 

( 

d ̃

 h 2 (s i 1 , s i 2 ; r ) 
dr 

e (s i 1 + s i 2 ) r + (s i 1 + s i 2 ) ̃  h 2 (s i 1 , s i 2 ; r ) e (s i 1 + s i 2 ) r 

) 

+ . . . 

(higher-order terms) , (15) 

where the higher-order terms again contain the deri vati v es of the higher-or der kernels. The
higher-or der deri vati v es are straightforwar d to e xpress; howe v er, they will not be needed in the
applications shown in this paper. 

Using the harmonic balance method with the Volterra r epr esentation for x n to the n ’th-order
input f n , we will get a functional r epr esenta tion tha t depends on the s frequencies and their
exponentials e s 1 r , e s 2 r , . . . , e s n r and on the transfer functions ˜ h 1 (s 1 ; r ) , ˜ h 1 (s 2 ; r ) , . . . , ˜ h 1 (s n ; r ) ,
˜ h 2 (s 1 , s 1 ; r ) , ˜ h 2 (s 1 , s 2 ; r ) , . . . , ˜ h 2 (s n , s n ; r ) , . . . , ˜ h n (s 1 , s 2 , . . . , s n ; r ) , . . . , ˜ h n (s n , s n , . . . , s n ; r ) and
their deri vati v es with respect to r as follows: 

G n 

[ 

d ̃

 h 1 (s i 1 ; r ) 
dr 

, 
d ̃

 h 2 (s i 1 , s i 2 ; r ) 
dr 

, . . . , 
d ̃

 h n (s i 1 , s i 2 , . . . , s i n ; r ) 
dr 

, ˜ h 1 (s i 1 ; r ) , ˜ h 2 (s i 1 , s i 2 ; r ) , . . . , 

˜ h n (s i 1 , s i 2 , . . . , s i n ; r ) , e s 1 r , e s 2 r , . . . , e s n r , s 1 , s 2 , . . . , s n 

] 

= 0 , (16) 

where the i j indices in s i j go from 1 to n , with i j+1 ≥ i j . By expanding G n we will arri v e at a
pol ynomial a pproximation of the nonlinearities; ther efor e, it is al ways possib le to collect the
exponential terms due to the structure given by the derivatives in Eq. ( 16 ). By doing that, we
will obtain the following form: 

n ∑ 

i=1 

e s i r g i ( . . . ) ︸ ︷︷ ︸ 
=0 

+ 

n ∑ 

i 1 =1 

n ∑ 

i 2 = i 1 

e (s i 1 + s i 2 ) r g i 1 i 2 ( . . . ) ︸ ︷︷ ︸ 
=0 

+ . . . + 

n ∑ 

i 1 =1 

. . . 

n ∑ 

i n = i n −1 

e ( 
∑ n 

j=1 s i j ) r g i 1 ... i n ( . . . ) ︸ ︷︷ ︸ 
=0 

= 0 , (17) 

where the g i ( . . . ) subfunctions will be dif ferential equa tions (possibly nonautonomous), instead
of algebraic equations as was the case before, now for the h i ( . . . ) kernels, whose structure will
depend on the actual nonlinear dif ferential equa tions. As before, we have to solve each subequa-
tion (now differential equations) to zero to be able to determine the kernel functions iterati v ely.
In the next subsection, we will gi v e e xplicit e xpressions f or the g i ( . . . ) functions f or a simple
nonlinear dif ferential equa tion. After we obtained the kernel functions in the Laplace domain,
we could a ppl y the n -dimensional inverse Laplace transform to 

˜ h n (s 1 , . . . , s n ; r ) as: 

L s 1 , ... ,s n 

{ 
˜ h n (s 1 , . . . , s n ; r ) 

} 
(z 1 , . . . , z n ; r ) = h n (z 1 , . . . , z n ; r ) . (18) 

Assuming a causal system with f(r ) = 0 for r < 0 , the n ’th-order Volterra response can be ex-
pressed as: 

x(r ) � 

n ∑ 

i=1 

[ ∫ r 

0 
. . . 

∫ r 

0 ︸ ︷︷ ︸ 
i 

h i (z 1 , . . . , z i ; r ) 
i ∏ 

j=1 

f(r − z j ) dz j 

] 

, (19) 
7/34 



PTEP 2024 , 083A01 G. Balassa 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2024/8/083A01/7716044 by D

ESY-Zentralbibliothek user on 07 Septem
ber 2024
where the convolutional integrals are going from 0 to r , and the upper bound r is exactly
the extr a par ameter we introduced into the Laplace-tr ansformed Volterr a kernels before. In the
next subsection, we will show a simple example of how to deal with a system that is described
by a nonautonomous differential equation by calculating the Volterra kernels up to the third
order. 

2.2. Volterra expansion of a simple nonautonomous nonlinear differential equation 

In this section, we show a simple example of how to determine the nonautonomous Volterra
kernels for a nonlinear dynamical system described by the following differential equation: 

dx(r ) 
dr 

= f(r ) 
(
r + x(r ) 

)
, (20) 

where f(r ) is the excitation, while x(r ) is the output of the system. Following the description
gi v en in the previous subsection, first let us a ppl y a single harmonic excitation f 1 = e sr and
determine the corresponding Volterra output, which will be x 1 = 

˜ h 1 ( s ; r ) e sr + 

˜ h 2 ( s, s ; r ) e 2 sr +
. . . + 

˜ h n (s, . . . , s ; r ) . By substituting this back into Eq. ( 20 ) we will arri v e at the following dif-
ferential equation: 

d ̃

 h 1 (s ; r ) 
dr 

e sr + s ̃  h 1 (s, r ) e sr + . . . = e sr (r + 

˜ h 1 (s, r ) e sr + 

˜ h 2 (s , s , r ) e 2 sr + . . . 
)
, (21) 

where it is easy to see that by collecting the terms with different harmonics, the differential
equation, which corresponds to the e sr terms, will be: 

d ̃

 h 1 (s, r ) 
dr 

+ s ̃  h 1 (s, r ) = r, (22) 

which is a first-order linear, nonautonomous differential equation and has the following general
solution: 

˜ h 1 (s ; r ) = e −
∫ 

sdr 
[ ∫ 

e 
∫ 

sdr rdr + C 1 

] 
= 

sr − 1 

s 2 
+ C 1 e −sr , (23) 

where the C 1 constant has to be determined by the initial conditions of the system. Let us
assume here, for simplicity, that x(r = 0) = 0 , in which case we could choose the integration
constant to be C 1 = 0 , which will be apparent from the in verse Laplace–transf ormed response.
Taking this into account, the first-order Volterra kernel in the Laplace domain can be expressed
as: 

˜ h 1 (s ; r ) = 

sr − 1 

s 2 
, (24) 

which function has a good, continuous, decaying behavior in the s -domain as we have ex-
pected. The implicit r dependence also shows itself, which tells us that the frequency behavior
of the Volterra kernel will change depending on what r we ar e inter ested in. To determine the
second-order Volterra kernel, let us a ppl y an excitation with two harmonics s 1 and s 2 in the
usual form: f 2 = e s 1 r + e s 2 r , giving the Volterra response as x 2 = 

˜ h 1 ( s 1 , r ) e s 1 r + 

˜ h 1 ( s 2 , r ) e s 2 r +
2 ̃

 h 2 (s 1 , s 2 , r ) e (s 1 + s 2 ) r + ( . . . ) . Substituting back into the original differential equations, we will
arri v e at the following form: 

d ̃

 h 1 (s 1 , r ) 
dr 

e s 1 r + s 1 ̃  h 1 (s 1 , r ) e s 1 r + 

d ̃

 h 1 (s 2 , r ) 
dr 

e s 2 r + s 2 ̃  h 1 (s 2 , r ) e s 2 r 

+ 2 

d ̃

 h 2 (s 1 , s 2 , r ) 
dr 

e (s 1 + s 2 ) r + 2(s 1 + s 2 ) ̃  h 2 (s 1 , s 2 , r ) e (s 1+ s 2 ) r + . . . 

= 

(
e s 1 r + e s 2 r 

)(
r + 

˜ h 1 (s 1 , r ) e s 1 r + 

˜ h 1 (s 2 , r ) e s 2 r + 2 ̃

 h 2 (s 1 , s 2 , r ) e (s 1 + s 2 ) r + . . . 
)
, (25) 
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where now we have more deri vati v e terms as well as more mixed and higher-order terms. By
collecting the different terms with the same harmonics, we can express this in a more convenient
form as: 

e s 1 r 
[ d ̃

 h 1 (s 1 , r ) 
dr 

+ s 1 ̃  h 1 (s 1 , r ) − r ︸ ︷︷ ︸ 
g 1 ( ... ) 

] 
+ e s 2 r 

[ d ̃

 h 1 (s 2 , r ) 
dr 

+ s 2 ̃  h 1 (s 2 , r ) − r ︸ ︷︷ ︸ 
g 2 ( ... ) 

] 
+ 

e (s 1 + s 2 ) r 
[ 

2 

d ̃

 h 2 (s 1 , s 2 , r ) 
dr 

+ 2(s 1 + s 2 ) ̃  h 2 (s 1 , s 2 , r ) − ˜ h 1 (s 1 , r ) − ˜ h 1 (s 2 , r ) ︸ ︷︷ ︸ 
g 12 ( ... ) 

] 
+ . . . = 0 , (26) 

where it can be seen that the differential equations corresponding to the e s 1 r and e s 2 r harmonics
are the same as they were bef ore f or the f 1 = e sr excitation and again correspond to the first-
order Volterra kernels, but now with s 1 and s 2 variables. The relevant equation for the second-
order kernel is shown in the second line with the coefficient e (s 1 + s 2 ) r , where it can also be seen
that it depends on 

˜ h 1 (s 1 ; r ) and 

˜ h 1 (s 2 ; r ) , as stated in the general description of the method in
the previous section. Each bracketed term now has to be equal to zero, which gi v es us basically
two dif ferential equa tions to solve, as the first two equations are the same but with different
variables. The first differential equation has been solved previousl y, w hile the differential equa-
tion for the second-order Volterra kernel has the same structure, and its general solution can
be expressed as: 

˜ h 2 (s 1 , s 2 ; r ) = e −(s 1 + s 2 ) r 

[ ∫ 
e (s 1 + s 2 ) r 

( ˜ h 1 (s 1 ; r ) + 

˜ h 1 (s 2 ; r ) 
2 

)
dr + C 2 

] 

= e −(s 1 + s 2 ) r 

[ ∫ 
e (s 1 + s 2 ) r 

(s 1 r − 1 

2 s 2 1 

+ 

s 2 r − 1 

2 s 2 2 

)
dr + C 2 

] 

= 

r (s 2 1 s 2 + s 2 2 s 1 ) − s 2 1 − s 2 2 − s 1 s 2 
2 s 2 1 s 

2 
2 (s 1 + s 2 ) 

+ C 2 e −(s 1 + s 2 ) r , (27) 

where on the second line we substituted the solutions for ˜ h 1 (s 1 ; r ) and 

˜ h 1 (s 2 ; r ) . The solution
again has an extra constant, C 2 , which can be set to zero due to the same reasoning as before.
The solution for the second-order nonautonomous Volterra kernel can ther efor e be expr essed
as: 

˜ h 2 (s 1 , s 2 ; r ) = 

r (s 2 1 s 2 + s 2 2 s 1 ) − s 2 1 − s 2 2 − s 1 s 2 
2 s 2 1 s 

2 
2 (s 1 + s 2 ) 

. (28) 

Before we gi v e a general e xpression for the determination of the n ’th-or der kernels,
let us work out the third-order kernels by a ppl ying the usual excitation but now with
three harmonics as: f 3 = e s 1 r + e s 2 r + e s 3 r . The response of the Volterra system now will
be x 3 = 

˜ h 1 ( s 1 , r ) e s 1 r + 

˜ h 1 ( s 2 , r ) e s 2 r + 

˜ h 1 ( s 3 , r ) e s 3 r + 2 ̃

 h 2 ( s 1 , s 2 , r ) e (s 1 + s 2 ) r + 2 ̃

 h 2 (s 1 , s 3 , r ) e (s 1 + s 3 ) r +
2 ̃

 h 2 (s 2 , s 3 , r ) e (s 2 + s 3 ) r + 6 ̃

 h 3 (s 1 , s 2 , s 3 , r ) e (s 1 + s 2 + s 3 ) r + ( . . . ) . Putting e v erything back into Eq. ( 20 )
9/34 
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we will arri v e at the following form: 

d ̃

 h 1 (s 1 , r ) 
dr 

e s 1 r + s 1 ̃  h 1 (s 1 , r ) e s 1 r + 

d ̃

 h 1 (s 2 , r ) 
dr 

e s 2 r + s 2 ̃  h 1 (s 2 , r ) e s 2 r + 

d ̃

 h 1 (s 3 , r ) 
dr 

e s 3 r 

+ s 3 ̃  h 1 (s 3 , r ) e s 3 r + 2 

d ̃

 h 2 (s 1 , s 2 , r ) 
dr 

e (s 1 + s 2 ) r + 2( s 1 + s 2 ) ̃  h 2 ( s 1 , s 2 , r ) e (s 1+ s 2 ) r 

+ 2 

d ̃

 h 2 (s 1 , s 3 , r ) 
dr 

e (s 1 + s 3 ) r + 2(s 1 + s 3 ) ̃  h 2 (s 1 , s 3 , r ) e (s 1 + s 3 ) r + 2 

d ̃

 h 2 (s 2 , s 3 , r ) 
dr 

e (s 2 + s 3 ) r 

+ 2( s 2 + s 3 ) ̃  h 2 ( s 2 , s 3 , r ) e (s 2 + s 3 ) r + +6 

d ̃

 h 3 (s 1 , s 2 , s 3 , r ) 
dr 

e (s 1 + s 2 + s 3 ) r 

+ 6(s 1 + s 2 + s 3 ) ̃  h 3 (s 1 , s 2 , s 3 , r ) e (s 1 + s 2 + s 3 ) r + . . . = 

[ 
e s 1 r + e s 2 r + e s 3 r 

] 
×
[ 
r + 

˜ h 1 (s 1 , r ) e s 1 r + 

˜ h 1 (s 2 r ) e s 2 r + 

˜ h 1 (s 3 , r ) e s 3 r + 2 ̃

 h 2 (s 1 , s 2 , r ) e (s 1 + s 2 ) r 

+ 2 ̃

 h 2 (s 1 , s 3 , r ) e (s 1 + s 3 ) r + 2 ̃

 h 2 (s 2 , s 3 , r ) e (s 2 + s 3 ) r + 6 ̃

 h 3 (s 1 , s 2 , s 3 , r ) e (s 1 + s 2 + s 3 ) r + . . . 
] 
, (29) 

where now we have terms for the determination of the ˜ h 3 (s 1 , s 2 , s 3 ) kernel functions as well.
The expression looks a little tedious; howe v er, by collecting the different terms, we will see that
it has a very general form. But before we generalize it to the n ’th order, let’s express the three
r elevant differ ential equations for the first-, second-, and thir d-or der kernels. By collecting the
terms with the same harmonics, we arri v e at the following equation: 

3 ∑ 

i=1 

e s i r 
[ 

d ̃

 h 1 (s i , r ) 
dr 

+ s i ̃  h 1 (s i , r ) − r 

] 

+ 

3 ∑ 

i=1 

3 ∑ 

j= i 

e (s i + s j ) r 

[ 

S i j 
d ̃

 h 2 (s i , s j , r ) 
dr 

+ S i j (s i + s j ) ̃  h 2 (s i , s j , r ) − ˜ h 1 (s i , r ) − ˜ h 1 (s j , r ) 

] 

+ 

3 ∑ 

i=1 

3 ∑ 

j= i 

3 ∑ 

k= j 

e (s i + s j + s k ) r 

[ 

S i jk 
d ̃

 h 3 (s i , s j , s k , r ) 
dr 

+ S i jk (s i + s j + s k ) ̃  h 3 (s i , s j , s k , r ) 

− S i j ̃
 h 2 (s i , s j , r ) − S ik ̃

 h 2 (s i , s k , r ) − S jk ̃
 h 2 (s j , s k , r ) 

] 

+ . . . = 0 , (30) 

where again, we will hav e higher-or der but irrele vant terms as well. As before, all the bracketed
terms have to be zero, which gives us the differential equations to solve for the kernel functions
up to the third order. The dif ferential equa tions for the first-order kernels will have the exact
same form as before: 

d ̃

 h 1 (s i ; r ) 
dr 

+ s i ̃  h 1 (s i ; r ) − r = 0 , (31) 

where i = 1 , 2 , 3 . The dif ferential equa tions for the second-order kernels now will be: 

S i j 
d ̃

 h 2 (s i , s j ; r ) 
dr 

+ S i j (s i + s j ) ̃  h 2 (s i , s j ; r ) − ˜ h 1 (s i ; r ) − ˜ h 1 (s j ; r ) = 0 , (32) 

with i � = j so S i j = 2 . To determine the thir d-or der kernels, the only relevant term is when i � =
j � = k, so (i, j, k) = (1 , 2 , 3) , ther efor e S i jk = 6 , and S i j = S ik = S jk = 2 , in which case we will
10/34 
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arri v e at the following differential equation: 

6 

d ̃

 h 3 (s 1 , s 2 , s 3 ; r ) 
dr 

+ 6(s 1 + s 2 + s 3 ) ̃  h 3 (s 1 , s 2 , s 3 ; r ) = 

2 ̃

 h 2 (s 1 , s 2 ; r ) + 2 ̃

 h 2 (s 1 , s 3 ; r ) + 2 ̃

 h 2 (s 2 , s 3 ; r ) . (33) 

Following the expressions given for the higher-order kernels, it is easy to generalize to the n ’th
order, in which case the differential equations for the nonautonomous Volterra kernels can be
expressed in the following compact form: 

d ̃

 h n (s 1 , . . . , s n , r ) 
dr 

+ 

( 

n ∑ 

i=1 

s i 

) 

˜ h n (s 1 , . . . , s n , r ) = 

(n − 1)! 
n ! 

∑ 

i 1 ,i 2 , ... ,i n −1 ∈P n 

˜ h n −1 (s i 1 , . . . , s i n −1 , r ) , 

(34) 

where the factorial coefficients on the right-hand side are coming from the statistical factors
S, and the i 1 , . . . , i n −1 ∈ P n in subscript in the sum on the right-hand side means that we take
all the possible unique permutations with i j < i k for j < k of the variables s 1 , . . . , s n for the
n − 1 ’th kernel, e.g. for n = 4 the right-hand side sum will consist of the terms ˜ h 3 (s 1 , s 2 , s 3 ; r ) ,
˜ h 3 (s 1 , s 2 , s 4 ; r ) , ˜ h 3 (s 1 , s 3 , s 4 ; r ) , and 

˜ h 3 (s 2 , s 3 , s 4 ; r ) . 
To be able to give a cleaner r epr esentation of the results, let’s go back to the “original”domain

by inverse Laplace transforming the kernel functions by the definition of Eq. ( 18 ), where “r ” is
just a parameter. The first-order kernel then becomes: 

h 1 (z ; r ) = r − z, (35) 

where the r dependence is obvious. A ppl ying the 2D inverse La place transform to h 2 (s 1 , s 2 ; r )
we will arri v e at the following expression: 

h 2 (z 1 , z 2 ; r ) = 

r 
2 

+ (z 1 − z 2 )�(z 2 − z 1 ) − z 1 
2 

, (36) 

where �(z 2 − z 1 ) is the Heaviside function. Finally, the inverse Laplace transform of the third-
order Volterra kernel becomes: 

h 3 (z 1 , z 2 , z 3 ; r ) = 

[ 

�( z 2 − z 1 )�( z 3 − z 1 ) 
(z 3 

6 

− z 1 
6 

)

+ �( z 2 − z 1 )�( z 3 − z 2 ) 
(z 2 

6 

− z 3 
6 

)

+ �(z 2 − z 1 ) 
(z 1 

6 

− z 2 
6 

)
+ �(z 3 − z 1 ) 

(z 1 
6 

− z 3 
6 

)
− z 1 

6 

] 

+ 

r 
6 

, (37) 

where again we have a simple r dependence as well. The response of the system can now be
expressed in the following convolutional integral form: 

x(r ) � 

∫ r 

0 
h 1 ( z, r )f( r − z ) dz + 

∫ r 

0 

∫ r 

0 
h 2 (z 1 , z 2 , r )f(r − z 1 )f(r − z 2 ) d z 1 d z 2 

+ 

∫ r 

0 

∫ r 

0 

∫ r 

0 
h 3 (z 1 , z 2 , z 3 , r )f(r − z 1 )f(r − z 2 )f(r − z 3 ) dz 1 dz 2 z 3 + . . . , (38) 

where, due to the simple linear dependence on the z i dummy variables, it is very easy to calculate
the Volterra response f or, e.g. polynomials; theref ore, it is possible to give analytical expressions
for a wide range of excitations. 

To show the behavior of the Volterra approximations of different orders, let us force the sys-
tem with a constant excitation: f(r ) = A . To proceed further, let us assume that the differential
11/34 
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Fig. 1. The first three Volterra approximations (left) of the nonautonomous, nonlinear differential equa- 
tion in Eq. ( 20 ) with A = 3 constant excitation (right). 
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equation in Eq. ( 20 ) is in a dimensionless f orm, theref ore, r , x( r ) , and f( r ) are all dimensionless
quantities. Let’s also set the amplitude to A = 3 , and calculate the first-, second-, and third-
order Volterra a pproximations, w hich can be integrated out in closed form, giving the following
simple polynomial approximation to the solution of the nonlinear dynamical system: 

x(r ) � Ar 2 + A 

2 r 3 
( 

1 

4 

− 1 

6 

) 

+ A 

3 r 4 
( 

1 

12 

+ 

1 

48 

− 1 

144 

− 1 

18 

) 

+ O(r 5 ) , (39) 

where the dif ferent coef ficients in the brackets come from the integration of the separate parts
with the Volterra kernels in Eqs. ( 35 ), ( 36 ), and ( 37 ). The results of the approximation can
be seen in Fig. 1 , where the numerical solution of Eq. ( 20 ) is also shown with the first three
Volterra approximations. The results show that the Volterra approximation is better with in-
creasing order, which is the exact behavior that we wanted to see. It is also evident that the
nonlinearity in the original equation and/or the amplitude of the excitation are too large to be
able to describe the system in this range. While modeling a specific system, it is always crucial
to check the operating range of the specific approximation, e.g. first-order Volterra, which in
this case would mean the amplitude, type, and range of the excitations. In the next section, we
will go a step further and a ppl y the nonautonomous Volterra expansion to a specific nonlinear
dif ferential equa tion, which is able to describe the phase shifts in two-body quantum scatter-
ing experiments. Ther efor e, we will obtain an approximation that could be used in real-world
scattering problems. 

3. Volterra expansion of the VPA at zero angular momentum 

In this section, we will a ppl y the nonautonomous Volterra expansion to the so-called VPA,
which is a first-order, nonautonomous, nonlinear differential equation and describes the phase 
shift evolution through the interaction potential in two-body elastic scattering. In general, to
be able to describe the phase shifts in scattering experiments, one has to solve the Schrodinger
equation for an incoming plane wave in coordinate space until it reaches an asymptotic value. In
contrast, the VPA equation describes the evolution of the phase function through the particle’s
trajectory through the interaction potential, while the asymptotic value of the phase function
corresponds to the measurable phase shifts. The VPA equation for general angular momentum
can be expressed as [ 17 ]: 

dδl (r, k) = −2 μV(r ) 
2 

[ 
j l ( kr ) cos ( δl ( r, k)) − n l ( kr ) sin ( δl ( r, k)) 

] 2 
, (40) 
dr k� 

12/34 
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where V(r ) is the interaction potential, δl (r ) is the phase function at distance r , and at momen-
tum k defined as k = ( 2 μE / � 

2 ) 1 / 2 , while j l ( kr ) and n l (kr ) are the Ricatti–Bessel and Ricatti–
Neumann functions, respecti v ely. 

The VPA is just a reformulation of the same quantum mechanical two-body problem which
can be described by the Schrodinger equation, and while it may have been more sensible to
look at the scattering problem through the evolution of the phase shift, it is still not an easy
task to solve anal yticall y or numericall y, especiall y for higher angular momenta, where usually
4th- or 5th-order Runge–Kutta methods are necessary [ 25 ]. In the following subsections, we will
use the previously described nonautonomous Volterra method to approximate the solution of 
the VPA equation for l = 0 , which describes the elastic s-wave scattering of two particles. In
particular, we will be interested in the so-called best linear approximation (BLA) [ 26 ], which is
described by the first-order Volterra system. After the determination of the Volterra kernels, we
will a ppl y a simple convergence study to be able to determine the operating range of the BLA,
which is necessary to use the method for our main task, which is the construction of a robust
inversion method. 

3.1. Determination of the Volterra kernels 
From now on, we will be interested only in s-wave scattering, ther efor e, in Eq. ( 40 ) we set the
angular momentum to l = 0 , which greatly simplifies the equation to the following form: 

dδ0 (r, k) 
dr 

= −2 μV(r ) 
k� 

2 
sin 

2 (kr + δ0 (r, k)) , (41) 

where again V(r ) is the interaction potential, μ is the reduced mass of the two-body systems,
k is the center-of-mass momentum, and δ0 (r, k) is the l = 0 phase shift. This differential equa-
tion still has a dominant sin 

2 (·) nonlinearity with the variable r sitting inside, which makes the
system essentiall y nonautonomous, w hich greatl y complicates the anal ytical solution of such a
prob lem. Pre viously, we assumed that the nonlinearity in the dynamical equations was polyno-
mial, ther efor e, we can expr ess the Volterra system easily using the harmonic balance method
by collecting the different harmonics and solving the resulting differential equations for the
Volterra kernels. To be able to use the same method to determine the kernels, first we will Tay-
lor expand the nonlinear term as: 

sin 

2 (x ) � x 

2 − x 

4 

3 

+ 

2 x 

6 

45 

− x 

8 

315 

+ O(x 

9 ) = 

∞ ∑ 

i=1 

(−1) i+1 2 

2 i−1 x 

2 i 

(2 i)! 
, (42) 

where x = kr + δ0 (r ) ; ther efor e, the nonlinearity can be expr essed further as: 

sin 

2 (kr + δ0 (r, k)) � C 1 (kr + δ0 (r, k)) 2 + C 2 (kr + δ0 (r, k)) 4 + . . . = 

= 

∞ ∑ 

i=1 

C i (kr + δ0 (r, k)) 2 i , (43) 

where for simplicity, we have defined the C i coefficients as: 

C i = 

(−1) i+1 2 

2 i−1 

(2 i)! 
. (44) 

The series expansion of the nonlinear term introduces another approximation into the model,
and it is necessary to check the number of dominant terms we need to be able to describe
the system in a desired oper ating r ange. This will be done in the next subsection, where the
convergence analysis of the BLA will be carried out. It is also worth mentioning that instead
13/34 
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of Taylor expanding the nonlinearity, it might have been better to express it by some orthogonal
polynomial, e.g. Chebyshev or Legendre, in which case the convergence could have been better.
Putting the Taylor expanded form back into the VPA equation in Eq. ( 42 ) we will arri v e at the
following differential equation: 

dδ0 (r, k) 
dr 

� −2 μV(r ) 
k� 

2 

[ 

N ∑ 

i=1 

C i 

(
kr + δ0 (r, k) 

)2 i 
] 

, (45) 

where we have truncated the Taylor series expansion at order N and ther efor e approximated
the nonlinearity at O(x 

2 N+1 ) . 
Let us now proceed and determine the first-order Volterra kernel by a ppl ying V 1 = e sr ex-

citation, in which case the response of the Volterra system will be in the usual ˜ h 1 (s ; r, k) e sr +
˜ h 2 (s, s ; r, k) e 2 sr + ( . . . ) form, where the transfer functions will also depend on the k momentum
variable. Substituting this expression into Eq. ( 45 ), then taking its deri vati v e on the left-hand
side, we arri v e to the following equation for the transfer functions: 

d ̃

 h 1 (s ; r, k) 
dr 

e sr + s ̃  h 1 (s ; r, k) e sr + . . . = −2 μV 1 (r ) 
k� 

2 

[ 

N ∑ 

i=1 

C i 

(
kr + 

˜ h 1 (s ; r, k) e sr + . . . 
)2 i 
] 

, (46) 

where we have omitted the higher-or der terms, which hav e no importance in the determination
of the first-order transfer functions. Now let’s express the right-hand side by using the binomial
theorem as: 

(kr + 

˜ h 1 (s ; r, k) e sr + . . . ) 2 i = 

2 i ∑ 

j=0 

(
2 i 
j 

)(
kr 
) j (

˜ h 1 (s ; r, k) e sr + . . . 
)2 i− j 

= 

2 i ∑ 

j=0 

(
2 i 
j 

)(
kr 
) j (

˜ h 1 (s ; r, k) e sr + 

˜ h 2 (s, s ; r, k) e 2 sr + . . . + 

˜ h n (s, . . . , s ; r, k) e nsr 
)2 i− j 

, 

(47) 

which is a necessary step to be able to separate the different harmonics and collect the relevant
terms. In the Taylor expansion, the only contributions to the e sr terms are C 1 (kr ) 2 + C 2 (kr ) 4 +

 2 (kr ) 6 + . . . due to the multiplicati v e relation with the potential (excitation V 1 (r ) ), which adds
an extra e sr term to the mixed and to the (δ0 ) n terms, which will consist of at least an e sr factor,
so e v en at the lowest order, the mixed terms will gi v e a contribution to the e nsr ( n > 1 ) terms,
which are not needed in the determination of the first-order kernels. Here, this means only
the j = 2 i term will contribute to the determination of the first-order kernel. This can be seen
more clearly by writing out all the necessary terms in Eq. ( 46 ), in which case we will arri v e at
the following form: 

d ̃

 h 1 (s ; r, k) 
dr 

e sr + s ̃  h 1 (s ; r, k) e sr + . . . + 

d ̃

 h n (s, . . . , s ; r, k) 
dr 

e nsr + ns ̃  h n (s, . . . , s ; r, k) e sr = 

−2 μe sr 

k� 

2 

[ 

N ∑ 

i=1 

C i 

2 i ∑ 

j=0 

(
2 i 
j 

)(
kr 
) j (

˜ h 1 (s ; r, k) e sr + . . . + 

˜ h n (s, . . . , s ; r, k) e nsr 
)2 i− j 

] 

. (48) 

Collecting the first-order terms with the e sr harmonics and equating them to zero gi v es the
following first-order nonautonomous differential equation for the first-order kernels: 

d ̃

 h 1 (s ; r, k) 
dr 

+ s ̃  h 1 (s ; r, k) = − 2 μ

k� 

2 

N ∑ 

i=1 

C i (kr ) 2 i . (49) 
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The general solution to this differential equation can be gi v en as: 

˜ h 1 (s ; r, k) = −e −
∫ 

sdr 

{ ∫ [ 
e 
∫ 

sdr 
{ 2 μ

� 

2 

N ∑ 

i=1 

C i k 

2 i−1 r 2 i 
} ] 

dr + K 

} 

, (50) 

where the momentum k outside the sum has been put inside the sum, giving an overall k 

2 i−1 

contribution to the right-hand side of the differential equation. To solve the integral, we can use
the following general expression for the integral of an exponential multiplied by a polynomial: ∫ 

e sr r 2 i dr = 

(−1) 2 i �(2 i + 1 , −rs ) 
s 2 i+1 

, (51) 

where �(2 i + 1 , −rs ) is the incomplete Gamma function, which in the case where 2 i + 1 is an
integer can be gi v en by the following sum: 

�(2 i + 1 , −rs ) = e rs (2 i)! 
2 i ∑ 

j=0 

(−1) 2 i− j 

(2 i − j)! 
(rs ) 2 i− j . (52) 

Substituting back the results into Eq. ( 50 ) and omitting the K integration constant due to the
initial conditions of the VPA equation, we arri v e at the general expression for the first-order
nonautonomous Volterra kernel in the Laplace domain: 

˜ h 1 (s ; r, k ) = 

2 μ

� 

2 

N ∑ 

i=1 

2 i ∑ 

j=0 

{ 

C i 
(−1) j+1 (2 i)! 

(2 i − j)! 
k 

2 i−1 

s j+1 
r 2 i− j 

} 

, (53) 

where we used the fact that ( −1) 4 i− j = ( −1) j and the overal minus sign goes into the sum,
giving an overall (−1) j+1 sign factor. The next step is to a ppl y the inverse Laplace transform to
Eq. ( 53 ) to be able to easily express the phase shifts in coordinate space, which is more suitable
for the applications in which we would like to use the method. 

As the first-order kernels in the Laplace domain have a simple 1 /s j+1 dependence on the
frequencies, the inverse Laplace transform can be carried out anal yticall y by using the following
transformation rule [ 27 ]: 

L z 

{
1 

s j+1 

}
= 

z j 

j! 
. (54) 

A ppl ying the inverse transform, the first-order nonautonomous Volterra kernel can be ex-
pressed in the following form: 

h 1 (z ; r, k) = 

2 μ

� 

2 

N ∑ 

i=1 

2 i ∑ 

j=0 

{ 

C i 
( −1) j+1 ( 2 i)! 

j !(2 i − j )! 
k 

2 i−1 r 2 i− j z j 
} 

= 

2 μ

� 

2 

N ∑ 

i=1 

2 i ∑ 

j=0 

{ 

(−1) i+ j 2 

2 i−1 

j !(2 i − j )! 
k 

2 i−1 r 2 i− j z j 
} 

, (55) 

where in the second line we have substituted C i from Eq. ( 44 ) and used the fact that (−1) i+ j+2 =
(−1) i+ j . 

In the next subsection, the applicability of the BLA will be studied through a simple conver-
gence anal ysis, w here we check the number of necessary terms in the Taylor expansion of the
nonlinearity and also address the operating range of the first-order Volterra approximation. 

3.2. Conver g ence of the first-order approximation 

Let us first address the Taylor expansion of the sin 

2 () nonlinearity in Eq. ( 41 ) by making some
assumptions on the problem we w ould lik e to describe with the Volterra approximation. As
15/34 
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Fig. 2. Absolute error of the Taylor expansion of the sin 

2 (x ) nonlinearity defined in Eq. ( 58 ). The colored 

curves with different colors show the errors at different orders, while the dashed black line at E N 

= 0 . 1 

is only for r efer ence. 
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the aim of this study is to describe lo w-ener gy, elastic nuclear scattering, we could make some
safe assumptions, e.g. on the range and strength of the expected potentials [ 28 , 29 ]. Before that,
howe v er, let’s check the convergence radius of the Taylor expansion, which can be easily done
by the ratio test as follows: 

lim 

N→∞ 

∣∣∣∣∣∣
(−1) N+2 2 2 N+1 x 2 N+2 

(2 N+2)! 

(−1) N+1 2 2 N−1 x 2 N 

(2 N )! 

∣∣∣∣∣∣ = lim 

N→∞ 

∣∣∣∣ 4 x 

2 

( 2 N + 2)( 2 N + 1) 

∣∣∣∣ = 0 , (56) 

where x = kr + δ(r ) , and the results indica te tha t the con vergence radius of the Ta ylor expan-
sion of the sin 

2 () function is infinite, thus we could safely use it to describe the nonlinearity
in the VPA equation. This, howe v er, does not tell us the number of necessary terms we have
to use to estimate the original differential equation with good accuracy. To assess this, we will
check the error of the N’th-order Taylor expansion of f(x ) = sin 

2 (x ) near x 0 = 0 , which can be
characterized by the N + 1 ’th deri vati v e of f(x ) as: 

R N 

( x ) = 

d 

N+1 f( x ) 
dx 

N+1 

∣∣∣∣∣
x = ζ

( x − x 0 ) N+1 

( N + 1)! 
= sin 

2 ( ζ ) 
x 

N+1 

( N + 1)! 
, (57) 

where ζ is just some value where we would like to express the function, while we set x 0 = 0 .
Due to the bounded nature of the nonlinearity, an upper bound on the absolute value of the
error can be gi v en as follows: 

| R N 

(x ) | = 

∣∣∣∣sin 

2 (ζ ) 
x 

N+1 

(N + 1)! 

∣∣∣∣ ≤
∣∣∣∣ x 

N+1 

(N + 1)! 

∣∣∣∣︸ ︷︷ ︸ 
E N (x ) 

, (58) 

wher e E N 

(x ) r epr esents the upper bound of the absolute error in the N’th-order Taylor expan-
sion of the nonlinearity. In Fig. 2 the error dependence on x and N can be followed, where x
is not just the distance, but the combination of the distance, momentum, and the coordinate-
dependent phase shifts as well. As the phase shift can be negati v e or positi v e, a ra pidl y changing
phase function could make x smaller (or at least not grow too much with increasing r ); there-
fore, that would make the error of the Taylor approximation smaller or at least more controlled
16/34 
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as well. In the worst case, if the potential is, e.g. strictly negati v e, the phase shifts would be
a monotonically increasing positi v e function, therefore, x will be a monotonically increasing
function as well. This would mean that we would need more and more terms in the Taylor
expansion as we go further in r . In nuclear physics, r is a few fermi, and k depends on the bom-
barding energy, and the masses of the colliding particles. For n ucleon–n ucleon collisions at a
few MeV up to a few hundreds of MeV it is around k ∈ [0 . 1 , 1] fm 

−1 , while the phase shift also
depends on the number of bound states, etc. An example for the possible range we are dealing
with is r ∈ [0 , 5] fm, k ∈ [0 . 1 , 1] fm 

−1 , while φ(r ) ≈ [ −π, π ] as we do not want to include many
bound states in the calculations. By trying out the Volterra approximation for many bounded,
vanishing potentials, it has been concluded that N = 20 will be more than enough for practical
calculations. 

The first-order Volterra approximation is , of course , not the full description of the nonlinear
dynamical system, ther efor e, it is also necessary to check wha t the opera ting range of the model
is, which in this case means the range of the potentials in both magnitude and distance. This
is also strongly related to the pre viously e xamined Taylor e xpansion, ther efor e, the number of 
terms in the expansion should also depend on the possible potentials. To get a grasp on the
oper ating r ange of this system, we will generate many vanishing potentials with a predefined
range and magnitude and check the relati v e errors of the first-order Volterra approximation,
defined as: 

�( A, k) = 

1 

N S 

N S ∑ 

i=1 

| δ(i) 
0 ( ̂  r , k) − δ

(i) 
V 

( ̂  r , k) | 
| δ(i) 

0 ( ̂  r , k) | 
, (59) 

wher e A r epr esents the magnitude , N S is the number of samples , and δ
(i) 
0 (r j ) is the true phase

function of the i ’th sample a t coordina te ˆ r calcula ted directly by the VPA equation, while δ(i) 
V 

(r j )
is the first-order Volterra approximation of the phase function calculated by convolving the
potentials with the h 1 (z ; r ) kernel functions in Eq. ( 55 ). The relati v e errors are only calculated
at the “asymptotic” value ˆ r set to be 5 fm according to the test potentials’ maximum range. To
generate the test potentials, a simple random-phase multisine form is used [ 30 ], which can be
defined as: 

V(r ; A, L ) = Ae −r/L 

∑ N 

n =1 sin (nω 0 r + φn ) 
N 

, (60) 

where N is a normalization factor and is set to be N = max ( | ∑ N 

n =1 sin ( nω 0 r + φn ) | ) , while A
is the “amplitude” of the potential, N is chosen randomly for each sample from N ∈ U [ . . . ] ,
and φn is sampled uniformly from the interval φn ∈ U [0 , π ] , where U r epr esents the uniform
distribution. The exponential factor makes sure that the multisine signal vanishes after a cer-
tain distance set by L . The parameters applied here generate continuous, “not too oscillating,”
and v anishing ex citations in the range V(r ) ∈ [ −A, A ] MeV. In Fig. 3 the averaged relative er-
rors for the multisine test potentials at thr ee differ ent laboratory energies are shown by using
N S = 1000 samples in the error estimation. From the relati v e errors shown in Fig. 3 we can
crudely estimate the oper ating r ange of the first-order Volterra appro ximation; ho we v er, one
has to keep in mind that these errors are calculated by using only vanishing multisine test poten-
tials in the range of r ≈ [0 , 5] [fm], which is sufficient to describe the physical potentials we seek
in scattering experiments, but it might not be valid for other systems. By using these assump-
tions, we could deduce that the first-order Volterra approximation could describe the scattering
system with a few percent accuracy when the potentials are below a few tens of MeV and the
17/34 
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Fig. 3. Relati v e errors of the first-order Volterra approximation for bounded, vanishing potentials gen- 
erated by random-phase multisines at T Lab = 1 , 10 , 100 [MeV] laboratory energies. 

Fig. 4. Phase function of the first-order Volterra approximation compared to the phase function obtained 

from solving the VPA for a test potential shown in the right panel at T Lab = 10 MeV. 
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laboratory energy is under a few hundred MeV. In Fig. 4 an example is shown for nucleon-
nucleon scattering at T Lab = 10 MeV, where the first-order approximation is good enough to
describe the scattering system. 

In n ucleon-n ucleon scattering, the potentials could be larger than a few tens of MeV [ 30–32 ],
especially if we consider a hard repulsion near the scattering center. In that case, we would need
to extend our approximation by including higher-order terms, or we would need to model the
“remaining error” by some static nonlinear model if possible. To model nuclear potentials, we
will use the latter method, but before that, in the next section, the inversion procedure will be
shown, which will ultimately be used to describe the neutr on–pr oton interaction potentials. 

3.3. Inversion of the first-order Volterra approximation 

In this section, we will use the first-order Volterra approximation to solve the inverse scattering
problem, where the interaction potential is sought through the measured (or, in this case, sim-
ulated) phase shifts [ 33 ]. The forward problem is described by the VPA, and for the inversion,
we will use the first-order Volterra r epr esentation gi v en by a convolutional integral with the
kernel function h 1 (z ; r ) . In this section, we will use the previously determined operating range
to be able to estimate the phase function using the BLA with good accuracy. Keeping all that
18/34 
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in mind, we will approximate the s-wave phase function in the VPA equation by the first-order
Volterra approximation as follows: 

δ0 (r, k) � 

∫ r 

0 
h 1 (z ; r, k)V(r − z ) dz 

= 

∫ r 

0 

2 μ

� 

2 

N ∑ 

i=1 

2 i ∑ 

j=0 

{ 

(−1) i+ j 2 

2 i−1 

j !(2 i − j )! 
k 

2 i−1 r 2 i− j z j 
} 

V(r − z ) dz, (61) 

where h 1 (z ; r ) is gi v en by Eq. ( 55 ). In measurements, only the asymptotic r → ∞ phase shifts are
accessible, ther efor e, her e we will set r to a value where the potential is zero or very close to zero,
and it will not cause any more detectable change in the phase function. The convolution integral
in Eq. ( 61 ) could be inverted by Fourier transform and division [ 34 ]; however, when there is
noise in the measurements, this simple technique is not very effective due to the sensitivity of 
the deconvolution operation [ 35 ]. As we w ould lik e to gi v e a more robust and noise-insensiti v e
approximation to the inversion problem, we will use a different method to estimate the V(r )
potentials from the measured asymptotic phase shifts. To solve the deconvolution problem,
we will assume that the potentials we seek can be approximated by a finite order of continuous
basis functions in coordinate space, in which case the integrals could be done anal yticall y. In this
section, we will use two different basis functions to solve the deconvolution: (1) nonorthogonal
polynomials, and (2) orthogonal Legendre polynomials. 

Let us start with the simplest r epr esentation, when the potential is gi v en by a linear combi-
nation of nonorthogonal polynomials: 

V(z ) = 

M ∑ 

m =0 

a m 

z m , (62) 

wher e a m 

’s ar e the coefficients of the m ’th basis functions, and the summation goes from 0
to M, where M r epr esents the highest order in the series. By substituting the nonorthogonal
polynomials back into Eq. ( 61 ) we will arri v e at the following form: 

δ0 (r, k) � 

∫ r 

0 

2 μ

� 

2 

N ∑ 

i=1 

2 i ∑ 

j=0 

{ 

(−1) i+ j 2 

2 i−1 

j !(2 i − j )! 
k 

2 i−1 r 2 i− j z j 
} 

M ∑ 

m =0 

a m 

(r − z ) m dz, (63) 

where the linear dependence on the unknown a m 

coefficients is apparent. The integral consisting
of z can be expressed anal yticall y due to the simple polynomial form as: ∫ r 

0 
z j (r − z ) m dz = 

�( j + 1)�(m + 1) 
�( j + m + 2) 

r j+ m +1 , (64) 

where, due to the fact that j and m are integer numbers, the gamma functions can be simply
expressed as factorials. By putting back the integrated form into Eq. ( 63 ) we will arri v e at the
following analytical r epr esentation of the first-order Volterra response of the phase function
when the potential is expressed with nonorthgonal polynomials: 

δpolynomial ( r, k) = 

2 μ

� 

2 

M ∑ 

m =0 

a m 

N ∑ 

i=1 

2 i ∑ 

j=0 

{ 

( −1) i+ j 2 

2 i−1 m ! 
( 2 i − j)!( j + m + 1)! 

k 

2 i−1 r 2 i+ m +1 

} 

, (65) 

where δpolynomial (r, k) is the first-order Volterra approximation of δ0 (r, k) with nonorthogonal
polynomial basis functions of order M. This form is clearly linear in the a m 

coefficients, which
greatly simplifies the inversion procedure as the sought coefficients could be described in an
analytical fashion or estimated by well-known optimization methods, e.g. gradient methods.
We will describe the inversion procedure at the end of this section, but before we do that, let’s
19/34 
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express the first-order Volterra response with other basis functions, which will be more suited
for our purpose as well. 

It is well known that nonortho gonal pol ynomials are not the best choice for fitting purposes
due to the large condition numbers of the coefficient matrices [ 36 ]. Large condition numbers
are undesirable if one works with noisy data, ther efor e, we would like to constrain them as
much as possible to be able to make a more robust estimation of the unknown coefficients. To
do this, let’s express the potential by Legendre polynomials [ 37 ] as: 

V(z ) = 

M ∑ 

m =0 

a m 

P m 

(z ) , (66) 

where P m 

(z ) is the scaled m -th order Legendre polynomial. To be able to describe functions on
z ∈ [0 , r ] we need to scale the original P 

(0) 
m 

(z 0 ) Legendre polynomials defined as: 

P 

(0) 
m 

( z 0 ) = 

1 

2 

m 

[ m 2 ] ∑ 

l=0 

( −1) l 
(

m 

l 

)(
2 m − 2 l 

m 

)
z m −2 l 

0 , (67) 

where z 0 ∈ [ −1 , 1] is the interval of the unscaled Legendre polynomials. To proceed, we need to
a ppl y a z 0 ∈ [ −1 , 1] → z ∈ [0 , r ] transformation, which can be done by z 0 = 

2 
r z − 1 . The scaled

Legendre polynomials are now defined on z ∈ [0 , r ] and can be expressed as: 

P m 

( z ) = 

1 

2 

m 

[ m 2 ] ∑ 

l=0 

( −1) l 
(

m 

l 

)(
2 m − 2 l 

m 

)(
2 

r 
z − 1 

)m −2 l 

. (68) 

By substituting the scaled Legendre polynomials back into Eq. ( 61 ), we arri v e at the following
expression for the first-order Volterra response: 

δ0 (r, k) � 

∫ r 

0 

[ 

2 μ

� 

2 

N ∑ 

i=1 

2 i ∑ 

j=0 

{ 

(−1) i+ j 2 

2 i−1 

j !(2 i − j )! 
k 

2 i−1 r 2 i− j z j 
} 

×
M ∑ 

m =0 

a m 

2 

m 

[ m 2 ] ∑ 

l=0 

( −1) l 
(

m 

l 

)(
2 m − 2 l 

m 

)(
2( r − z ) 

r 
− 1 

)m −2 l 
] 

dz, (69) 

where the integrals are now a bit more complicated than in the nonorthogonal case; howe v er,
they can be put into a more convenient form by a ppl ying the solution of the following integral: ∫ r 

0 
z j 
(

2(r − z ) 
r 

− 1 

)m −2 l 

dz = 2 F 1 

[ 
j + 1 , 2 l − m ; j + 2 ; 2 

] r j+1 

j + 1 

, (70) 

where 2 F 1 [ a, b; c ; d ] is the hypergeometric series [ 38 ], and again the integral has the form ∼ r α,
where α is a positi v e integer number, which depends on the number of terms in the Taylor
expansion of the sin 

2 () nonlinearity in the original differential equation. Putting e v erything
back into Eq. ( 69 ), the first-order Volterra response, using scaled Legendre polynomials can be
expressed as: 

δLegendre (r, k) = 

2 μ

� 

2 

M ∑ 

m =0 

a m 

N ∑ 

i=1 

2 i ∑ 

j=0 

[ m 2 ] ∑ 

l=0 

{ 

(−1) i+ j+ l 2 

2 i−m −1 

j !(2 i − j )!( j + 1) 

(
m 

l 

)(
2 m − 2 l 

m 

)

× 2 F 1 

[ 
j + 1 , 2 l − m ; j + 2 ; 2 

] 
k 

2 i−1 r 2 i+1 

} 

, (71) 

where, despite the fairly complicated expression with the hypergeometric series, the actual 
r esult for r elati v ely low-or der polynomials is quite straightforward and easy to obtain. The
20/34 
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first-order response δLegendre (r, k) will have much better behavior than the previously derived
δpolynomial (r, k) , which will be apparent from the obtained condition numbers at the end of this
section. 

After showing that the convolutional integral in the first-order Volterra response can be ex-
pressed in closed form by using polynomial basis functions, let’s proceed with the actual inverse
problem we would like to solve. Here, let’s assume that the scattering problem is in the operat-
ing range of the first-order Volterra model, which means that the sought potential should be
in the range of a few tens of MeV’s and it should vanish around r ≈ 5 fm. These numbers are
the consequence of the convergence studies shown in the previous subsection. As we have seen
before, each case has a linear dependence on the identifiable a m 

coefficients, ther efor e, the prob-
lem is greatly simplified in contrast to the case when the system is described by a higher-order
Volterra series. 

In the general case, when the phase function at some specific energy (k j ) is described by a
higher-order Volterra model and the potential is sought in the form of a linear combination
of some basis functions, e.g. orthogonal polynomials, the response can be cast in the following
simplified form: 

δ0 (r, k) � 

M ∑ 

m =0 

a m 

H 1 (r, k; N, m ) + 

M ∑ 

m 1 =0 

M ∑ 

m 2 = m 1 

a m 1 a m 2 H 2 (r, k; N, m 1 , m 2 ) 

+ 

M ∑ 

m 1 =0 

M ∑ 

m 2 = m 1 

M ∑ 

m 3 = m 2 

a m 1 a m 2 a m 3 H 3 (r, k; N, m 1 , m 2 , m 3 ) + · · · , (72) 

where the k momentum variable naturally corresponds to the energy of the scattering process,
while the H n (r, k; N, m 1 , . . . m n ) functions contain the n -dimensional convolutional integrals,
which depend on the parameter N (the order of the Taylor expansion of the sin 

2 () nonlinear-
ity). If one keeps only the first term, we arri v e at the previously described BLA of the nonlinear
dynamical system, which in this case means the forward problem described by the VPA equa-
tion. As our task is to estimate the interaction potential by measuring the asymptotic phase
shifts, we need to find the inverse of the functional form shown in Eq. ( 72 ), which in this case
boils down to finding the unknown a i expansion parameters by knowing the δ0 ( ̂  r , k j ) phase
shifts at some discrete energies corresponding to k j momenta, and at a “far enough” ˆ r coordi-
na te, which is rela ted to the asymptotic phase shift where after that point the phase function will
not have significant changes. As the Volterra r epr esentation has a simple polynomial form, the
ov erall inv erse prob lem is no w a well-kno wn optimiza tion problem tha t can be solved by mul-
tiple numerical methods, e v en for higher-or der polynomials that correspond to higher-or der
Volterra r epr esentations. 

Here, we will try to solve the inverse problem by using only the first-order Volterra r epr esen-
tation, which means the problem can be cast into the following matrix form: ⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

H 1 ( ̂  r , k 1 ; N, 1) H 1 ( ̂  r , k 1 ; N, 2) · · · H 1 ( ̂  r , k 1 ; N, M ) 
H 1 ( ̂  r , k 2 ; N, 1) H 1 ( ̂  r , k 2 ; N, 2) · · · H 1 ( ̂  r , k 2 ; N, M ) 

. . . 
H 1 ( ̂  r , k L 

; N, 1) H 1 ( ̂  r , k L 

; N, 2) · · · H 1 ( ̂  r , k L 

; N, M ) 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

a 1 

a 2 
. . . 

a M 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

= 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

δ0 ( ̂  r , k 1 ) 
δ0 ( ̂  r , k 2 ) 

. . . 
δ0 ( ̂  r , k L 

) 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

, (73) 

wher e L r epr esents the number of asymptotic phase shifts we can use for the inver-
sion, k 1 , k 2 , ,..., k L 

are the corresponding energies, while H( ̂  r , k; N, m ) are the first-order
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convolutional integrals with the corresponding parameters at a specific ˆ r coordinate. The linear 
system of equations r epr esenting the forward system is now directly inv ertib le by matching the
number of measured phase shifts ( L ) and the order of the expansion of the potential ( M), or
by using all the available phase shifts (which could be more or less than the order of the ex-
pansion in the potential), the a m 

parameters could be estimated by numerical techniques, e.g.
by the conjugated gradient method. A good measure for the robustness of the inversion in this
case would be the condition number of the coef ficient ma trix, which will depend on the type
of expansion of the V(r ) potential function. One would expect that the condition number of 
the orthogonal polynomial expansion will be smaller than in the nonorthogonal case, which
indeed will be the case; howe v er, it is not straightforward to see due to the rather complicated
expressions appearing in the Taylor expansion of the nonlinearity. Due to our a priori knowl-
edge of the physical system, it is easy to set up well-defined constraints for the optimization
problem. To show the general behavior of the method that we will extend later on to describe
real-life physical systems, let us set up a benchmark problem first, where we will try to estimate
the following potential from the measured phase shifts: 

V(r ) = e −2 r (r 4 − 1) , (74) 

where the exponential decaying factor makes sure that the potential is within the operating
range of the first-order Volterra approximation. To construct the coefficient matrix, let us cal-
culate the phase shifts in the energy range T Lab ∈ [1 , 101] MeV with a resolution of �T Lab = 5
MeV, which means L = 21 discrete points, which can be used to determine the unknown a m 

coefficients. The momentum k, which appears in the derivations, can be determined from the
laboratory energy as: 

k = 

m 

2 
2 

(
T 

2 
Lab + 2 m 1 T Lab 

)
(m 1 + m 2 ) 2 + 2 m 2 T Lab 

, (75) 

where m 1 and m 2 are the masses of the scattering particles set to m 1 = m 2 = 940 MeV. The
next step in the inversion is the choice of the optimal order M of the polynomials. This is not
a straightforward task, as a too-complex model tends to overfit, and the coef ficient ma trices
could have large condition numbers, which will be problematic if the measured phase shifts
have too much noise. In contrast, a too-simple model will not be able to grasp the fine structure
of the potential, and we will not be able to reproduce the measured phase shifts well enough.
This is , of course , a well-known problem, and in practice, a few methods exist that use different
criteria to assess this issue, e.g. Akaike information criterion (AIC) and Bayesian information
criterion (BIC) [ 39 , 40 ]. 

Here, we will use a more straightforward method to deduce the optimal order of the polyno-
mial a pproximations, w hich will take into account that the original system is described by not
the Volterra model, but the VPA. In this way, we are able to compare the obtained phase shifts
calculated by the VPA equation from the estimated (inverted with the Volterra model) poten-
tials to the original phase shifts. By doing that, we will implicitly add some extra information
to the order selection procedure, e.g. if the inverted potential is outside of the assumed operat-
ing range of the first-order Volterra approximation, then this will be shown on the recalculated
phase shifts because, in this case, the potential we obtain from inversion is not guaranteed to be
part of the forward system that is estimated by the first-order Volterra approximation. There-
fore, to determine the optimal order of the polynomial approximations, we will compare the
original and the recalculated phase shifts by calculating their relati v e errors at different orders
22/34 



PTEP 2024 , 083A01 G. Balassa 

Fig. 5. Relati v e err ors of the recalculated phase shifts fr om the inverted potentials with non 

orthogonal and Legendre polynomial expansions of different orders. In both cases the optimal order 
is M = 5 . 
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as follows: 

R = 

1 

L 

L ∑ 

i=1 

| φtrue (k i ) − φest (k i ) | 
| φtrue (k i ) | , (76) 

where L is the number of phase shifts at different k i momenta, while φtrue (k i ) is the true asymp-
totic phase shift, and φest (k i ) is the estimated phase shift obtained by plugging the inverted
potential function into the VPA equation and determining the asymptotic phase shifts at all
the necessary k i momenta. 

Using the above definition, after constructing the coefficient matrices in Eq. ( 73 ), inverting
them, and using the obtained potentials in the VPA equation at the previously defined L = 21
energies, we get the results shown in Fig. 5 for the nonorthogonal, and for the Legendre poly-
nomial cases, respecti v ely. The relati v e error calculated in this wa y shows the same behavior f or
both cases, which is not surprising as both are polynomial approximations. The huge difference
will be in their respecti v e condition numbers of the coefficient matrices, which can be seen in
Fig. 6 . The condition numbers shown in Fig. 6 suggest that our initial guess was indeed correct,
as the Legendre polynomial expansion has much lower values at all orders than its nonorthog-
onal counterpart. This will have great consequences when dealing with noisy data, but before
that, let’s show our results with the deri v ed optimal orders M = 5 for each case. In Figs. 7 and
8 the estimated potentials with the recalculated phase shifts can be seen for the nonorthogonal,
and the Legendre polynomial cases, respecti v ely. As can be seen, both potentials are very simi-
lar, which is not a surprise as they both have similar polynomial approximations. In both figures,
the right panel shows the original and recalculated phase shifts. In that graph, the blue circles
(Volterra) show the phase shifts calculated by the first-order Volterra approximation with the
inverted potentials, while the red crosses (Inversion (VPA)) show the phase shifts calculated by
the VPA equation with the inverted potentials. In this case, both results are very close to each
other, which is the expected behavior when the inverted potential is in the operating range of 
the Volterra approximation. 
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Fig. 6. Condition numbers of the coefficient matrices defined in Eq. ( 73 ) for the nonorthogonal and 

Legendre polynomial cases. The graph strongly suggests that the Legendre polynomial expansion will be 
much better in describing noisy data than will the nonorthogonal case. 

Fig. 7. Reconstructed potential (left) and the corresponding phase shifts (right) using nonorthogonal 
polynomials as basis functions. The phase shifts marked by cir cles corr espond to the values obtained by 

using the first-order Volterra a pproximation, w hile the red crosses show the values for the VPA calcula- 
tions with the same inversion potential. 

Fig. 8. Reconstructed potential (left) and the corresponding phase shifts (right) using Legendre polyno- 
mials as basis functions. 
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To conclude this section, we will check the robustness of the inversion with the Legendre
expansion by introducing some reasonable noise into the phase shifts used in the inversion
procedure. To do this, let’s add uniformly distributed random noise to each phase shift and do
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Fig. 9. Reconstructed potential (left) and the corresponding phase shifts (right) using Legendre polyno- 
mials as basis functions, obtained by using noisy phase shift inputs. 
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the inversion with the noisy data. Figure 9 shows the potentials obtained with the recalculated
and original phase shifts when the random noise corresponds to 40% (upper side) and 20%
(bottom side) relati v e errors measured relati v e to the original phase shift data. The results are
convincing in both cases, as the general characteristics of the potentials are reconstructed e v en
when the noise is relati v ely large. From the recalculated phase shifts, it can be seen that the
Volterra approximation tends to smooth out the general behavior of the energy dependence of 
the phase shifts, which will manifest itself in the obtained smooth potential functions. In the
next section, we will extend the model to be able to describe potentials that are outside of the
oper ating r ange of the first-order Volterra approximation and use the final model to obtain
the nuclear potentials using the measured nucleon-nucleon scattering data. 

4. Nuclear potentials from the first-order Volterra expansion 

In this section, the previously shown inversion technique with the first-order Volterra approx-
imation will be applied to the n ucleon-n ucleon inverse scattering problem. To do so, howe v er,
the method has to be extended to be able to describe potentials which are expected to be out
of the operating range of the first-order approximation. One way to do this would be to use
higher-order terms in the Volterra appro ximation; ho we v er, in this case, the inversion proce-
dure will lose its simplicity because we will not have a simple linear relationship between the
free parameters and the measured phase shifts. It is worth mentioning, howe v er, that when the
system is described by higher-order Volterra approximations, instead of Eq. ( 73 ) we will arri v e
at a polynomial relation between the free parameters and the phase shifts, which can be solved
numerically by many well-known methods [ 41 ]. 

Here, howe v er, we will use a different a pproach, mainl y due to the simplicity and robustness
of the first-order a pproximation, w hich have been shown in the previous section. Let us first
make a few assumptions about the system we would like to describe. On one side, the sought
potentials fall into the previously described picture as they have to be (1) continuous and (2)
vanishing near 4–5 [fm]. By examining the first-order Volterra approximation in the previous
section, we have seen that the relati v e errors do not depend too much on the energy of the
25/34 
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collisions; howe v er, they hav e an increasing tendency with larger potentials. In Fig. 3 it can be
seen that for potentials reaching a few hundred MeV’s, the relati v e error is about 10% , which
is not too large, but it could be problematic in practical applications. Our task is ther efor e to
somehow model this difference between the first-order Volterra approximation and the true 
system in the oper ating r ange of potentials a few hundred MeV in magnitude and at colli-
sion energies below T Lab = 200 MeV. While doing this, we w ould lik e to keep the first-order,
linear relationship between the a m 

expansion parameters and the measured phase shifts, there-
fore, we will seek a (possibly) nonlinear transforma tion tha t transforms the phase shifts of the
true system described by the VPA equation to the phase shifts gi v en by the first-or der Volterra
approximation for the same potential function. To make this more clear, we aim to find the
f ollowing transf ormation: 

φV 

(k) � Q 

(
φ0 (k) , . . . 

)
, (77) 

wher e φ0 (k) ar e the true phase shifts obtained by solving the VPA equation for some potential
V( r ) , while φV 

( k) is the first-or der Volterra response for the potential and is gi v en by the first
term on the right-hand side in Eq. ( 72 ). By defining the problem this way, the system could be
approximated by the following expression: 

Q 

(
φ0 (k) , . . . 

)
� 

M ∑ 

m =0 

a m 

H 1 ( ̂  r , k; N, m ) , (78) 

where H 1 () consists of the convolutional integral, whose form depends on the type of expansion
that we use for the potential functions e.g. nonorthogonal polynomial, Legendre polynomial, 
etc., while ˆ r refers to the cutoff distance. In general, the Q() function could be anything, and
it is not necessary for it to be inv ertib le. This way, we have kept the linear relationship between
the a m 

parameters and the (now) transformed Q( φ0 ( k) , . . . ) phase shifts. 
To find the Q() transformation, we will use a data-dri v en approach and fit an RBF-type neu-

ral network in a desired operating range set by the applied training, validation, and test data, for
which we generate 10 000 vanishing potentials by random-phase multisines defined in Eq. ( 60 )
in the magnitude range between −200 MeV and 200 MeV. The data have been divided as fol-
lows: 8000 samples are used for training, and 2000 samples are used for testing and validation
purposes. It is also a modeling step on how to define the inputs and outputs of the sought trans-
f ormation, e.g. f or inputs, it could be simply the φ0 (k i ) phase shift at a specific k i , or it could
be the full ( φ( k 1 ) , . . . , φ( k n )) set of phase shifts, while the output could also be only one or
more phase shifts. By trying out different configurations, we came to the conclusion that to be
ab le to gi v e reasonab ly good estimations, it is necessary to set up a Multi Input Single Output
(MISO) system, where the inputs of the system will be the φ0 (k 1 ) , φ0 (k 2 ) , . . . , φ0 (k n ) measured
phase shifts at a predefined energy range and a specific k j parameter, while the output of the
system will be a single φV 

(k j ) phase shift at the same k j energy. Considering all the above, the
transformation we seek can be described by the following expression: 

φV 

(k j ) = 

M RBF ∑ 

m =1 

w m 

e 
−
[ ∑ n 

i=1 
( φ0 ( k i ) −b i ) 

2 

σi 
+ 

(k j −b n +1 ) 
2 

σn +1 

] 
︸ ︷︷ ︸ 

Q( φ0 ( k 1 ) ,φ0 ( k 2 ) , ... ,φ0 ( k n ) ,k j ) 

, (79) 

where w m 

, b i , and σi ar e the fr ee parameters of the RBF networ k, which hav e to be trained
thr ough an appr opriate method. As there is no need f or this transf ormation to be able to
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Fig. 10. Relati v e errors of RBF networ ks with different numbers of basis functions. The networks are 
trained by using 8000 training data, while the errors are calculated by using 2000 test data. 
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describe the whole system at any oper ating r ange, the determination of the k 1 , . . . , k n grid could
be prob lem-specific; howe v er, it has to be noted that if one wants to describe a different sys-
tem, e.g. in a different energy range, the network has to be retrained with the appropriate new
parameters. In our case, the scattering problem is defined in the range a pproximatel y between
T Lab = 1 MeV and T Lab = 200 MeV, which corresponds roughly to k i ∈ [0 . 1 , 1 . 5] fm 

−1 . By try-
ing out different configurations, it has been concluded that a uniform grid in k i is much better
than a uniform grid in T Lab , ther efor e, we set the k i parameter range to k i ∈ [0 . 1 , 1 . 5] fm 

−1 with
a resolution of �k i = 0 . 1 fm 

−1 , which means 15 + 1 inputs for the RBF network (15 phase
shifts and 1 k j ). To train the free parameters w m 

, b i , and σi , the method described in Ref. [ 42 ]
is used, where the b i centers and σi widths are chosen in an unsupervised manner, and the w m 

parameters are determined in a supervised manner by solving the remaining linear system of 
equations. 

The complexity of the network ( M RBF 

) has been determined by trying out different config-
urations with different numbers of neurons in the hidden layer, whose results can be seen in
Fig. 10 , where the averaged relati v e errors for the test data can be followed as a function of 
the number of basis functions. By examining the errors, it can be concluded that M RBF 

� 1000
basis functions is enough to describe the system with an accuracy of a few percent ( 5% ), which
will be enough for the application in which we intend to use the model. From the calculated rel-
ati v e errors, we can also see the general tendency that the error will decrease when we add more
neurons; howe v er, after some point, the network will start to overfit (overtrain), and the test er-
rors, which in this case were used for validation as well, will stagnate or e v en increase. By using
more training data and more neurons, it would be possible to achieve a better generalization;
howe v er, for our applications, this accuracy to a few percent will suffice. 

In Fig. 11 we show results of an RBF network with M RBF 

= 1000 basis functions for 40
normalized test data, which means that the outputs (phase shifts) are normalized to the interval
[ −1 , 1] . The training of the network has been done by first normalizing the inputs and outputs
between [ −1 , 1] , then “training” the widths and centers in an unsupervised manner and finally
solving the remaining linear system of equations to obtain the w m 

coefficients. 
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Fig. 11. Comparison of the output of the trained RBF network with M RBF 

= 1000 basis functions (red 

crosses), to the test data (black line with dots). By considering Fig. 10 the relati v e errors are a pproximatel y 

5% . 
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As can be seen, the RBF network was able to describe relatively well the remaining nonlin-
ear errors after identifying and using the first-order Volterra appro ximation; ho we v er, some
r emarks ar e in or der. Firstly, we hav e used v anishing potentials generated b y multisine signals
for training the RBF network. In general, we could have used any other type of training data
that suit our needs, e.g. they do not have to be vanishing, or they could be ra pidl y oscillating,
etc. It has to be noted, howe v er, that with more complex signals, the resulting RBF network
should be more complex as well. It is also possible that a simple “static” RBF construction is
not enough to be able to describe the remaining dynamic nonlinear system. 

On the other hand, it is not necessary to model e v ery possib le phase shift generated by the
vanishing multisine potentials. In this case, we did not make any constraints on the possible
output phase shifts that we wanted to model; howe v er, by using potentials that correspond to
a specific interval of phase shifts, e.g. φ ∈ [0 , π ] , the network could be greatly simplified. This
could be simply done by knowing the phase shifts we want to describe. 

By a ppl ying the trained RBF network, in theory, now we would be able to model a nucleon-
nucleon scattering scenario with a few percent accuracy if the potential is a pproximatel y be-
tween [ −200 , 200] MeV. This assumption is, howe v er, not neccessarily known before we make
some tests or know more about the system in question. One thing we could do is check the
generated phase shifts of the training data, and if they cover the range we would like to de-
scribe, then there is a huge possibility that a potential which satisfies the constraints can be
found. 

To be able to give a more precise estimation for the interaction potential, we will introduce a
correction step into our inversion scheme so that we will be able to make a better fit to the phase
shifts by making small changes in the potentials. First, let’s assume that after the inversion,
we have obtained a potential V 0 (r ) , which is able to describe the measured phase shifts with
a few percent accuracy. By assuming that the general shape of the potential is readily gi v en
by this first estimation, we only want to make small corrections in this potential as V corr (r ) =
V 0 (r ) + �V(r ) . The correction will be gi v en by using Spline basis functions by first interpolating
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the starting potential V 0 (r ) with a predetermined number of control points. The number and
places of control points can be easily determined by observing the V 0 (r ) potentials, e.g. if the
potential should be described in the range of r ∈ [0 , 6] fm, then a good choice would be 10–20
control points distributed uniformly between 0 fm and 6 fm. 

Next, to make the correction step, we will vary the “amplitude” of the control points until
we reach an optimum or a satisfying value in the following error function: 

E = 

1 

N φ

N φ∑ 

i=1 

| φ(k 

meas 
i ) − φcorr (k 

meas 
i ) | 

| φ(k 

meas 
i ) | , (80) 

where N φ is the number of phase shifts we use for the correction step at the original (measured)
and not the interpolated momentum grid k 

meas 
i , φ(k 

meas 
i ) are the measured phase shifts, while

φcorr (k 

meas 
i ) are the recalculated phase shifts from the corrected V corr potential. To optimize

for this error function, we will use the Simulated Annealing (SA) algorithm, which has some
probability of accepting corrections with larger errors; howe v er, this acceptance probability will
decrease in time with a predetermined speed gi v en by the following exponential form: 

T = T 0 e −kn , (81) 

where T 0 and k are free parameters, while n is the number of steps in the annealing algorithm.
The free parameters control the speed of convergence and are problem-dependent. By a ppl ying
the previously described method, the full inversion scheme can be summarized in the following
three steps: 

� Interpolate the measured phase shifts φ0 to the predetermined momentum grid (used for the
RBF network) and transform the interpolated phase shifts into the Volterra phase shifts φV 

by using the trained RBF network using Eq. ( 79 ). 
� Choose suitable basis functions, and an order M for the potential (polynomial, Legendre,

etc.), and build the coefficient matrix in Eq. ( 73 ), then solve the resulting linear system of 
equations for the unknown a m 

parameters described by Eq. ( 78 ). 
� Assuming the obtained potential V 0 (r ) is close to the real one, make small corrections on it

by expanding the V 0 (r ) potential with Spline basis functions, and using the SA algorithm
to try to find a better solution V corr (r ) , which has a better fit to the measured phase shifts
at the orginal (not interpolated) momentum grid. 

Finally, we could use the described method to obtain the interaction potentials in nucleon-
nucleon sca ttering a t fixed angular momentum, for which we will use the data for the 1 S 0 

neutr on–pr oton phase shifts summarized in Ref. [ 43 ]. After going through all the steps of the
inversion scheme (interpolating the measured phase shifts onto the predetermined momentum
grid, solving the linear system of equations for the coefficients of the polynomials, then making
small corrections by the corrector step), we arri v e at the interaction potential shown in Fig. 12 .
The obtained potential has the expected shape, with a stronger repulsi v e part at short distances,
possibly due to nonperturbative quantum chromodynamic effects, and a long-distance attrac-
ti v e part, while the whole potential tends to vanish around 5 fm. 

Next, let us check the recalculated phase shifts for the uncorrected and also for the corrected
potentials. This can be followed in Fig. 13 , where in the left panel the uncorrected phase shifts
calcula ted a t the interpola ted momentum grid ar e compar ed to the measur ed and interpolated
phase shifts, while in the right panel the corrected phase shifts now at the measured momenta
ar e compar ed to the measur ed phase shifts. In the left panel, the comparison has been done on
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Fig. 12. The final V corr (r ) potential obtained after inversion using 5th-order nonorthogonal polynomials. 

Fig. 13. Comparison of the recalculated phase shifts using the obtained pure V 0 (r ) and corrected V corr (r ) 
potentials. In the left panel the comparison is done between the uncorrected results and the measured 

phase shifts interpolated to the momentum grid of k i ∈ [0 . 1 , 1 . 5] with a resolution of �k i = 0 . 1 , while 
in the right panel the corrected results are shown compared to the measured phase shifts at k 

meas 
i . 
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the interpolated momentum grid because the pure inversion is done at those k i values; howe v er,
the correction step uses the original momentum grid, therefore, in the right panel, the corrected
r esults ar e compar ed at those momenta. From the comparison of the phase shifts, it can be seen
that the pure inversion was able to reproduce the measured phase shifts relati v ely well with a
few percent averaged accuracy, which is the expected behavior, since the RBF network, which
models the difference between the first-order Volterra approximation and the full nonlinear 
dynamical system, had an accuracy of the same order of magnitude. After the correction, the
relati v e error became e v en smaller, reaching less than 1% , which can be followed in Fig. 14 ,
where the averaged relati v e errors are shown at each accepted annealing step. Finally, let’s check
the difference between the pure and corrected potentials. This can be seen in Fig. 15 , which
shows that indeed, a few MeV corrections here and there will gi v e us the necessary corrections
in the phase shifts. This means that the crude shape of the sought potentials is indeed achie vab le
without using any correction step, and after we have a good first guess of the potentials, any
other suitable method could be used to achieve an even better fit to the measured phase shifts. 
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Fig. 14. Av eraged relati v e errors during the SA optimization with a stopping condition of 1% relati v e 
error. The initial 5% value corresponds to the recalculated phase shifts using the uncorrected V 0 (r ) po- 
tential and calculated at the k 

meas 
i momenta. 

Fig. 15. Comparison of the pure V 0 (r ) and the corrected V corr (r ) potentials. The upper panel shows the 
potentials, the lower panel shows their difference. 
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With this simple real-life example, we have shown that the method is indeed able to describe
the inverse nonlinear and nonautonomous system with good accuracy, e v en without final state
correction. The main advantage of the method is the analytical r epr esentation of the under-
lying dynamical system for weak potentials, which can be extended by additional terms in the
Volterra series. Here, we only applied the first-order Volterra r epr esentation, which gave us the
BLA of the nonlinear system, ther efor e, the inverse problem boils down to solving a 1D decon-
volutional problem. This approximation is only valid at a certain operating range; ther efor e,
if we want to use the Volterra method to solve the more general inverse problem, we have to
add higher-order terms into the Volterra series or have to model the difference between the full
system and the BLA with some additional method. In the first case, the Volterra kernels can
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be determined in an analytical fashion, and after we choose a basis function set for the expan-
sion of the sought potentials (e.g. polynomials), the inverse problem can be formulated as an
algebraic (polynomial) system of equations that has multiple well-de v eloped numerical meth-
ods for its solution. In the second method, the difference between the true and the first-order
system has to be modeled by a suitable method, e.g. by using neural networks. Here, an RBF-
type neural network has been used to model the “remaining” system. The advantage of this
method is the flexibility in how to model the difference, as we can easily choose the inputs, out-
puts , and hidden parameters , and we can e v en use the preliminary knowledge of the system to
constrain the training samples, ther efor e gr eatly simplifying the possible model. 

The method described before should be able to model the system with an accuracy of ap-
proximatel y the a pplied neural network model, ther efor e, it is a crucial step to fit a model that
is able to generalize well enough to inputs that were not part of the training samples. Solving the
inv erse prob lem this way, we will be ab le to obtain a good r epr esentation of the sought poten-
tial; howe v er, as the phase shifts are very sensitive to even small perturbations in the potentials,
whene v er we might have some larger discrepancy in some of the phase shifts, we could a ppl y
a correction step to “fine-tune” the potentials. In the case of the 1 S 0 neutr on-pr oton scattering
e xample, we hav e seen some larger discrepancies between the phase shifts only at lower ener-
gies; ther efor e, we could have assumed that the V 0 (r ) potential needed some minor corrections
at larger distances near its decaying tail, which was indeed the case. 

5. Conclusions 
In this paper, the Volterra series method to approximate nonlinear dynamical systems has been
extended to be able to describe nonautonomous nonlinear differential equations as well. In this
case, to be able to determine the Volterra kernels, dif ferential equa tions have to be solved instead
of the usual algebraic equations. The method has been used to obtain the first-order Volterra
kernel of the VPA with zero angular momentum, which is a first-order nonautonomous and
nonlinear differential equation used to describe the phase shift evolution in an s-wave two-body
elastic quantum scattering scenario. We have shown that the first-order Volterra approximation 

is able to describe the system in a reasonably wide operating range; howe v er, to be able to de-
scribe nuclear scattering, it was necessary to include higher-order Volterra terms or model the
difference between the full system and the linear approximation with an appropriate model. We
chose to describe the difference as a nonlinear noise term with RBF neural networks. By using
reasonable assumptions on the potentials (vanishing, continuous, bounded, etc.), w e w ere able
to model the noise term as a “static” system in the sense that it does not depend on the coordi-
nates r but only on multiple phase shifts at a predetermined momentum grid. By extrapolating
the measured phase shifts to this momentum grid and then using the RBF network to trans-
form them into some new phase shifts, which can now be described by the first-order Volterra
approximation, the inverse problem can be cast into a 1D deconvolutional form. By expanding
the sought-after potentials in polynomials, the deconvolution can be written as a linear system
of equations for the unknown coefficients, which can be easily solved. To determine the opti-
mal order of the polynomials, we recalculated the phase shifts by solving the VPA equation for
the resulting potentials at each order. After the inversion, the potential should be able to ap-
proximate the true one with the approximate accuracy of the applied neural network. At the
last stage, a fine-tuning step has been applied using Spline basis function interpolation and SA
optimization, whereby, using small adjustments in the values at the control points, w e w ere able
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to make small, continuous changes in the potentials in coordinate space. This method can be
used for optimization by using the averaged relati v e difference of the measured and recalculated
phase shifts as a goal function for the SA method. 

The described method has been applied to the 1 S 0 neutr on-pr oton sca ttering a t fixed angu-
lar momentum in the energy range of 1 < T Lab < 200 MeV, giving very good results with an
av eraged relati v e error of less than 1% at the measured phase shifts. Regar ding the inv erse scat-
tering problem the method could be extended to be able to describe nuclear scattering at fixed
energy, where the general, angular momentum–dependent VPA equation has to be approxi-
mated by the nonautonomous Volterra series method. It is also possible to include singular
potentials into the picture; howe v er, to do so, we have to consider different initial conditions
when determining the Volterra kernels, which could complicate the analytical determination of 
the higher-order kernels. 
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