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Previous phenomenological studies and measurements have shown that weighted angular
moments derived from jet constituents encode the colour connections between initiating
partons which seed the jets. This note presents measurements of two such distributions, the
jet-pull angle and jet-pull magnitude, both of which are derived from the jet-pull-angular
moment. The measurement is performed in tt̄ events with one leptonically decaying W boson
and one hadronically decaying W boson using 36.1 fb−1 of pp collision data recorded by the
ATLAS detector at

√
s = 13TeV delivered by the Large Hadron Collider. The observables

are measured for two di-jet systems, corresponding to the colour-connected daughters of
the W boson and the two b-jets from the top quark decays. To allow the comparison of
the measured distributions to colour model predictions, they are unfolded to particle level,
thereby removing experimental effects introduced by the detector. In general, the observables
sensitive to colour flow remain poorly modelled by MC predictions. While good agreement
can be found for individual prediction and observables combinations, none of the predictions
describes the data well across all observables.
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1 Introduction

In high energy hadron collisions, such as those produced at the Large Hadron Collider (LHC) [1] at
CERN, quarks and gluons are produced abundantly. However, due to the confining nature of Quantum
Chromodynamics (QCD), the direct measurement of the interactions that occur between these particles
is impossible and only colour neutral hadrons can be measured. In practice, the high energy quarks and
gluons are measured as jets, which are bunches of collimated hadrons that form in the evolution of the
coloured initial particles. The colour connections between the high energy particles affect the structure of
emitted radiation and therefore also the structure of the resulting jets. For example, soft gluon radiation
is suppressed in some regions of phase space compared to others. A smaller effect arises in the process
of hadronisation, where phenomenological models are used to provide an approximate description, as for
example the colour string model [2].

Providing evidence for the existence of the connections— the colour flow—between particles is important
for the validation of the phenomenological description. Using the energy-weighted distributions of
particles within and between jets has been a long-standing tool for investigating colour flow, with early
measurements at PETRA [3] and LEP [4, 5] using a leptonic initial state. Later, using the abundance of
a hadronic initial state at the Tevatron, a precursor of the jet pull was studied [6]. Recently, the colour
flow was measured in tt̄ events at the LHC with the ATLAS experiment at a centre-of-mass energy of
√

s = 8 TeV [7] using the jet-pull angle.

Despite the long standing history of measurements of the colour connections, they remain a poorly
constrained effect of QCD and require further dedicated experimental input to be improved. Furthermore,
it may be possible to use the extracted colour information to distinguish between event topologies with
different colour structure. In this case, it may provide knowledge complementary to the kinematic
properties of jets, allowing to handle otherwise irreducible backgrounds or facilitate the correct assignment
of jets to a desired physical process. For example, a colour flow observable could be used to resolve the
disambiguity in assigning b-jets to the Higgs boson decay in tt̄H (→ bb̄) events. In this note the observed
data are compared to simulated colour flow consistent with the StandardModel (SM) expectation as well as
events which contain hypothetically colour-charged W bosons to investigate and illustrate the capabilities
of the method.

An observable predicted to encode colour information about a jet is the jet-pull vector ~P [8], a pT-weighted
radial moment of the jet. For a given jet J with transverse momentum pJT, the observable is defined as

~P (J) =
∑
i∈J

��� ~∆r i
��� · p

i
T

pJT
~∆r i , (1)

where the summation runs over the constituents of J which have transverse momentum piT and are located
at ~∆r i = (∆yi,∆φi), which is the offset of the constituent from the jet axis (yJ, φJ ) in rapidity (y) - azimuth
(φ) - space.1 Examples of constituents that could be used in Eq. 1 include calorimeter clusters, inner
1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around the z-axis. The
pseudorapidity is defined in terms of the polar angle θ as η = − ln tan(θ/2). Using these coordinates, the radial distance

∆R between two objects is thus defined as ∆R =
√
∆η2 + ∆φ2 where ∆η and ∆φ are the differences in pseudorapidity and

azimuthal angle between the two objects, respectively.
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detector tracks, and simulated stable particles.

Given two jets J1 and J2, the jet-pull vector, ~P (J1), can be used to construct another observable, the jet-pull
angle θP (J1, J2), which relates the local colour structure information of J1 to the global superstructure of
the two jets. This is defined as the angle between the pull vector ~P (J1) and the vector connecting J1 to
another jet J2 in rapidity - azimuth - space,

(
yJ2 − yJ1, φJ2 − φJ1

)
. Figure 1 illustrates the jet-pull vector

and angle for an idealised di-jet system. As the jet-pull angle is symmetric around zero and takes values
ranging from −π to π, it is convenient to consider the normalised absolute pull angle |θP | /π instead as
observable. The measurement presented here is performed using this normalisation.

Figure 1: Illustration of jet-pull observables for a di-jet system. For a jet J1 the jet-pull vector (blue dashed) is
calculated using an appropriate set of constituents (tracks, calorimeter clusters, truth particles, . . . ). The variable
of particular sensitivity to the colour structure of J1 with respect to J2 is the jet-pull angle (red) which is the angle
between the pull vector for J1 and the vector connecting J1 to another jet J2 in localised y-φ-space (green).

The jet-pull angle is particularly suited for studying the colour structure of an object decaying into a di-jet
system as the inputs into the calculation are well-defined and the observable is expected to be sensitive to
the presence or absence of a colour connection.

For such a system of two colour-connected jets, it is expected that ~P is aligned with the jet connection axis,
i.e θP ∼ 0. Experimentally, the observable is smeared out but should exhibit a peak at small values and a
sloped reduction from there on. If θP is calculated for two jets without any particular colour connection,
the jet-pull vector and the connection axis are not expected to be aligned and thus θP is expected to be
distributed uniformly.

In this note, the normalised jet-pull angle is measured for two different systems of di-jets in tt̄ events
using 36.1 fb−1 of pp collision data recorded by the ATLAS detector at

√
s = 13TeV. The first targets the

jets originating from the hadronic decay of a W boson and thus from a colour singlet, while the second
targets the two b-jets from the top decays, which are not expected to be colour connected. Furthermore,
the magnitude of the jet-pull vector is measured. The results are presented as normalised distributions
corrected for detector effects.

In Section 2, the ATLAS detector is introduced. Section 3 discusses the data used by this analysis as well
as the simulation samples. The reconstruction procedures and event selection are presented in Section 4.
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In Section 5 the analysis observables are introduced and discussed in detail. Section 6 introduces the
phase-space of the particle-level measurement and the unfolding procedure used to correct the observed
data for detector effects. In Section 7 the relevant systematic uncertainties are discussed. Finally, Section 8
presents the results followed by a conclusion in Section 9.

2 The ATLAS Detector

The ATLAS detector [9] uses a system of tracking detectors, which directly enclose the interaction point,
to provide highly resolved spacial measurements of charged particles covering a range of |η | < 2.5. These
tracking detectors, collectively called the inner detector, are immersed in a 2 T magnetic field enabling
curvature-based track momentum reconstruction. During the Long Shutdown 1, a new innermost layer
of the pixel detector has been inserted into the detector, the insertable B-layer (IBL) [10, 11]. Two
calorimeter subsystems enclose the inner detector allowing complementary calorimetric measurements
of both charged and neutral particles traversing the detector. The calorimeters are enclosed by the muon
chambers which provide muon identification, triggering, and (additional) tracking. A more complete
description of the ATLAS detector can be found elsewhere [9].

Data are selected for readout and further processing using a two-stage triggering procedure [12] which
sequences a hardware-based high-performance trigger using coarser detector information with a software-
based second trigger stage which has access to the full detector granularity. This reduces the incoming
data from a rate of 40MHz enforced by the LHC pp collision rate to about 75 kHz after the first stage and
1 kHz after the second stage.

3 Data Sample and Simulation

The data used by this analysis were collected in 2015 and 2016 during pp runs provided by the LHC at
a centre-of-mass energy of

√
s = 13 TeV. Stable beams and fully operational subdetectors are required.

After data quality requirements, the data correspond to an integrated luminosity of LInt = 36.1 fb−1.

Monte-Carlo (MC) samples are used to evaluate the contribution of background processes to the event
selection and evaluate how the detector response affects the analysis observables. A variety of config-
urations are investigated for different purposes. Table 1 summarises the samples used by the analysis.
The tt̄ sample in the first row of the Table (the “nominal” sample) is used to evaluate the data to MC
agreement, predict the number of signal events, and obtain the nominal detector response description. This
sample is generated using the Powheg-Box v2 [13–15] event generator with the top quark mass, mt , set
to 172.5 GeV and the value of the hdamp parameter, which controls the pT of the first emission beyond the
Born configuration in Powheg, is set to 1.5 mt . The main effect of this is to regulate the high-pT emission
against which the tt̄ system recoils. Pythia 8 is used to simulate the parton shower, hadronisation and
underlying event. To evaluate the impact of systematic uncertainties coming from signal modelling on the
measurements, a variety of alternative signal MC samples are used. These samples are marked with a †
in Table 1.

4



Process Generator Type Version PDF Tune2

t t̄ Powheg-Box v2 [13–15] NLO ME r3026 NNPDF 3.0 [16] –
+Pythia 8 [17] +LO PS v8.186 NNPDF 2.3 [18] A14 / A14.v1† / A14.v3c† [19]

Single top Powheg-Box v1 NLO ME r2819 CT10 [20] –
+Pythia 6 [21] +LO PS v6.425 CTEQ6L1 [22] Perugia 2012C [23]

WW, WZ, ZZ Sherpa [24–26] LO/NLO
multileg ME+PS v2.1.1 CT10 Default

W/Z + jets Sherpa LO/NLO
multileg ME+PS v2.2.1 NNPDF 3.0 Default

t t̄W/Z MG5_aMC@NLO [27] NLO ME v2.3.3 NNPDF 3.0 –
+Pythia 8 +LO PS v8.210 NNPDF 2.3 A14

t t̄H MG5_aMC@NLO NLO ME v2.2.3.p4 NNPDF 3.0 –
+Pythia 8 +LO PS v8.210 NNPDF 2.3 A14

t t̄† Powheg-Box v2 NLO ME r3026 NNPDF 3.0 –
+Herwig 7 [28] +LO PS v7.0.1.a MMHT 2014 [29] H7UE

t t̄† MG5_aMC@NLO NLO ME v2.3.3.p1 NNPDF 3.0 –
+Pythia 8 +LO PS v8.112 NNPDF 2.3 A14

t t̄? Powheg-Box v2 NLO ME r2819 CT10 –
+Pythia 6 +LO PS v6.428 CTEQ6L1 Perugia 2012

t t̄? Sherpa LO/NLO
multileg ME+PS v2.2.1 NNPDF 3.0 NNLO –

Table 1: Monte Carlo samples used for this analysis. Samples / tunes marked with † refer to alternative signal
MC samples used to evaluate signal modelling uncertainties, those marked with ? are used for comparison to
the measurement result. The following abbreviations are used: ME – matrix element, PS – parton shower, LO
– leading-order calculation in QCD, NLO – next-to-leading order calculation in QCD, PDF – parton distribution
function

To assess the impact of increased or reduced radiation, samples are generated using the A14.v3c up and
down tune variations.2 Additionally, in the A14.v3c up (down) variation sample the renormalisation and
factorisation scales are scaled by a factor of 0.5 (2) with respect to the nominal sample and the value
of hdamp is set to 3mt (1.5mt ) [30]. Multiple overlaid proton-proton collisions are simulated with the
soft QCD processes of Pythia 8.186 [17] using tune A2 [31] and the MSTW2008LO Parton Distribution
Function (PDF) set [32].

Events generated by the MC programs are further processed using the ATLAS detector and trigger
simulation [33] which uses Geant4 [34] to simulate the interactions between particles and the detector
material.

The samples used to evaluate the detector response and estimate the background contributions are pro-
cessed using the full ATLAS simulation [33]. Alternative signal MC samples which are used to evaluate
signal modelling uncertainties are processed using Atlfast II (AFII) [35]. This detector simulation
uses a faster energy depositionmodellingmethod for the simulation of the calorimeter than the full ATLAS
detector simulation, while the simulation of the inner detector remains unchanged.

2 The term tune refers to a specific setting of configurable parameters of the MC generator. A tune variation can be used to
assess the effects of MC modelling on an analysis as configured by the tuning parameters.
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All backgroundMC samples are normalised to their theoretical cross-sections evaluated to at least next-to-
leading order (NLO) precision in QCD [36–44]. Signal MC is normalised to a cross-section of 832±46 pb
as calculated with the Top++ 2.0 program [45] to next-to-next-to-leading order in perturbative QCD,
including resummation of next-to-next-to-leading-log soft-gluon terms, assuming a top quark mass of
172.5 GeV [46–51]. Normalised signal MC is only used in order to allow comparison of the observed
data to the prediction.

A reweighting procedure is applied on an event-by-event basis to the simulation samples to reflect the
distribution of the average number of pp interactions per event (pile-up) observed in data.

In order to evaluate the sensitivity of the analysis observables to colour flow and to be able to assess the
colour-model dependence of the analysis methods, a dedicated MC sample with a simulated exotic colour
flow model is used; this is labelled as (colour) flipped. In this sample, the colour-singlet W boson in
ordinary signal events is replaced ad-hoc with a colour octet. The procedure is based on the prescription
used to create the nominal signalMC. First, hard-scatter signal events are generated using Powheg-Box v2
and stored in the LHE format [52]. The colour strings are then flipped in such a way that, among the
the decay products obtained from the W boson decay, one of them is connected to the incoming top
quark while the other one is connected to the outgoing b quark. Pythia 8 is then used to perform the
showering and hadronisation on the modified hard-scatter event using the same procedure as the nominal
tt̄ sample.

4 Event Reconstruction and Selection

To have access to an event sample that predictably contains a hadronically decaying W boson, this analysis
targets the tt̄ → bb̄W (→ `ν)W (→ qq̄′) final state where ` refers to electrons and muons.3 Such a sample
provides access to both a pair of colour-connected (qq̄′) and non-connected (bb̄) jets.

In the following, the definitions used for the object reconstruction as well as the event selection used to
obtain a signal-enriched sample in data is discussed.

4.1 Detector-Level Objects

Primary vertices are constructed from all reconstructed tracks compatible with the interaction region given
by LHC beam-spot characteristics [53]. The hard-scatter primary vertex is then selected as the vertex with
the largest

∑
p2
T where tracks entering the summation must satisfy pT > 0.4 GeV.

Candidate electrons are reconstructed by matching tracks from the inner detector to energy deposits in the
electromagnetic (EM) calorimeter. Electron identification (ID) relies on a likelihood classifier constructed
from various detector inputs such as EM shower shape or track quality [54–56]. The electron candidates
must satisfy a “tight” ID criterion as defined in [56]. They must further satisfy ET > 25 GeV and
|η | < 2.47 with the region 1.37 ≤ |η | ≤ 1.52 being excluded. This so called “crack” region is where two
calorimeter components connect and as a result the energy resolution is significantly degraded within the
exclusion region. Isolation requirements using calorimeter and tracking requirements are applied to reduce
background from non-prompt and fake electrons [57]. The resulting efficiency increases linearly with the
electron pT starting at approximately 95% and reaches a plateau of 100% at approximately pT = 70 GeV.

3 Electrons and muons produced via an intermediate tau lepton decay are also accepted.
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Electrons are also required to have |dSig
0 | < 5 and |z0 sin θ | < 0.5 mm, where |dSig

0 | = |d0 |/σd0 is the
significance of the transverse impact parameter with respect to the beamline, and z0 is the difference
between the longitudinal impact parameter of the track and the primary vertex relative to the beamline.

Muon candidates are reconstructed by matching tracks in the muon spectrometer to inner detector tracks.
Muons must satisfy a “medium” ID criterion as defined in [58]. The muon pT is determined from a
fit of all hits associated with the muon track, also taking into account the energy loss due to traversing
the calorimeters. Furthermore, muons must satisfy pT > 25 GeV and |η | < 2.5. Isolation requirements
similar to those used for electrons are applied. The respective efficiencies are the same as for electrons.
Finally, muon tracks must have |dSig

0 | < 3 and |z0 sin θ | < 0.5 mm, where the parameters are as defined
above.

Jets are reconstructed using the anti-kt algorithm [59] with radius parameter R = 0.4 as implemented
by the FastJet [60] package. The inputs to the jet algorithm consist of three-dimensional, massless,
positive-energy topological clusters [61, 62] constructed from energy deposited in the calorimeters. The
jet four-momentum is calibrated using an η- and energy-dependent scheme with in situ corrections based
on data [63, 64]. Afterwards, they are required to satisfy pT > 25 GeV and |η | < 2.5. To reduce the number
of jets originating from pile-up, an additional selection criterion is applied to jets with pT < 60 GeV and
|η | < 2.4 based on a jet-vertex tagging (JVT) technique [65]. A multivariate discriminant is used to
identify jets containing b-hadrons, using track impact parameters, track invariant mass, track multiplicity
and secondary vertex information. The b-tagging algorithm [66, 67] is used at a working point which
is constructed to operate at an overall b-tagging efficiency of 70% in simulated tt̄ events for jets with
pT > 20 GeV. The corresponding c-jet and light-jet rejection factors are 12 and 381 respectively, resulting
in a purity of 97%.

Detector information may produce objects which satisfy both the jet and lepton object definition criteria.
In order to associate the detector information to a unique physics object hypothesis, an overlap removal
procedure is applied: double-counting of electron energy deposits as jets is prevented by discarding the
closest jet lying within ∆R < 0.2 to a reconstructed electron. Subsequently, if an electron is within
∆R < 0.4 to a jet, the electron is discarded in order to reduce the impact of non-prompt leptons.
Furthermore, if a jet has fewer than three associated tracks and is within ∆R < 0.4 to a muon, the jet is
discarded. Conversely, any muon that is within ∆R < 0.4 to a jet with at least three associated tracks is
discarded.

The magnitude of the missing transverse momentum Emiss
T is calculated as the transverse component of

the negative vector sum of the calibrated momentum of all objects in the event [68, 69]. This sum includes
contributions from tracks which have not been associated with any of the physics objects discussed
above.

4.2 Event Selection

At first, basic event level quality criteria are applied such as the presence of a primary vertex and the
requirement of stable detector conditions. Then, events are selected by requiring that a single electron or
muon trigger has fired. The triggers are designed to select well-identified charged leptons with high pT.
They require a pT of at least 20 (26) GeV for muons and 24 (26) GeV for electrons for the 2015 (2016) data
set and also include requirements on the lepton quality and isolation. These triggers are complemented
by triggers with higher pT requirements but loosened isolation and identification requirements to ensure
maximum efficiencies at higher lepton pT.
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The reconstructed lepton must satisfy pT > 27 GeV and must match the trigger-level object that fired using
a geometric matching. No additional lepton may be present. Furthermore, selected events must contain at
least four jets. At least two of the jets in the event must be b-tagged. Finally, Emiss

T must exceed 20GeV.

4.3 Background Determination

Given the event selection, a variety of potential background sources remain: production of tt̄ + X with X
being either a W , Z , or Higgs boson is an irreducible background which is, however, expected to be small.
Similarly, events which contain only a single top quark may contribute.

Events which contain either two electroweak bosons, or one electroweak boson in association with jets can
be misidentified as signal. However, only the W + jets component is expected to contribute significantly.
Finally, multijet processes where either a jet is misidentified as a lepton or a semileptonic decay is wrongly
reconstructed as an isolated lepton enter the signal selection. This last category is collectively called the
non-prompt (NP) and fake lepton background.

All backgrounds are modelled using MC simulation with the exception of the non-prompt and fake lepton
background which is estimated using the matrix-method [70, 71]. A sample enriched in fake leptons is
obtained by loosening the requirements on the standard lepton selections defined in Section 4.1. The
efficiency of these “loose” leptons to pass the standard criteria is then measured separately for prompt and
fake leptons. For both electrons and muons the efficiency for a prompt loose lepton to pass the standard
criteria is measured using a sample of Z boson decays, while the efficiency for fake loose leptons to pass
the standard criteria is measured in events with low missing transverse momentum and high lepton impact
parameter significance for electrons and muons respectively. These efficiencies allow the number of fake
leptons selected in the signal region to be estimated.

The number of selected events is listed in Table 2. The estimated signal purity is approximately 88% with
the single-top and non-prompt and fake lepton backgrounds being the largest remnant contributors.

Sample Yield

tt̄ 1 026 000 ± 95 000
tt̄V 3 270 ± 250
tt̄H 1 700 ± 100

Single-top 48 400 ± 5 500
Diboson 1 440 ± 220
W + jets 27 700 ± 4 700
Z + jets 8 300 ± 1 400

NP/Fake leptons 53 000 ± 30 000

Total Expected 1 170 000 ± 100 000
Observed 1 153 003

Table 2: Event yields after selection. The uncertainties are the sum in quadrature of the detector modelling
uncertainties and the uncertainties on the cross-section estimate respectively the modelling uncertainties on the
data-driven extraction method (non-prompt and fake lepton background). Details of the uncertainties considered
can be found in Section 7.
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5 Observable Definition and Reconstruction

The jet-pull vector is calculated from inner-detector tracks created using an updated reconstruction al-
gorithm [72] which makes use of the newly introduced IBL [10] and a neural network based clustering
algorithm [73, 74] to improve pixel cluster position resolution and the efficiency of reconstructing tracks
in jets. A measurement based on the calorimeter clusters of the jet is not considered in this analysis
as it suffers from a significantly degraded spatial resolution and is thus not as accurate for a precision
measurement as was shown in Ref. [7].

To ensure good quality, reconstructed tracks must satisfy |η | < 2.5 and pT > 0.5 GeV and further quality
cuts are applied to ensure that they originate from and are assigned to the primary vertex [74]. This
suppresses contributions from pile-up and tracks with a poor fit that are due to contributions frommultiple
charged particles. Matching of tracks to jets is performed using a technique called ghost association [75],
in which inner detector tracks are included in the jet clustering procedure after having scaled their four-
momentum to have infinitesimal magnitude. As a result, the tracks have no effect on the jet clustering
result whilst being clustered into the jet that most naturally encloses them according to the jet algorithm
used. The jets used in each observable calculation are required to satisfy |η | < 2.1 so that all associated
tracks are within the coverage of the inner detector. Furthermore, at least two tracks must contribute to
the pull-vector calculation.

The jet centre axis used in Eq. 1 is recalculated using the ghost-associated tracks rather than using the jet
axis which is calculated from the calorimeter clusters that form the jet. This ensures proper correspondence
between the pull vector and the components entering the calculation. For consistency, the jet pT in Eq. 1
is also taken from the recalculated jet axis.

The analysis presented in this note measures the colour flow for two scenarios. The signal colour flow
is extracted from an explicitly colour-connected di-jet system while the spurious colour flow is obtained
from a jet pair for which no specific colour connection is expected. Table 3 summarises the analysis
observables and their definition.

Target colour flow Signal colour flow Spurious colour flow
( j1 and j2 are colour connected) ( j1 and j2 are not colour connected)

Jet assignment jW1 : leading pT non-b-tagged jet
jW2 :2nd leading pT non-b-tagged jet

jb1 : leading pT b-tagged jet
jb2 : 2nd leading pT b-tagged jet

Observables
θP

(
jW1 , jW2

)
: “forward pull-angle”

θP
(
jW2 , jW1

)
: “backward pull-angle”

| ~P
(
jW1

)
| : “pull-vector magnitude”

θP
(
jb1 , jb2

)
: “forward di-b-jet-pull angle”

Table 3: Summary of the observable definitions.

Study of the signal colour flow is possible using the daughters of the hadronically decaying W boson from
the top-quark decay. In practice, the two highest-pT jets which have not been b-tagged are selected as
W boson daughter candidates. A dedicated study using simulated tt̄ events has shown that this definition
achieves correct matching of both jets in about 30% of all events with roughly 50% of all cases having a
correct match to one of the two jets.
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Given the above procedure for selecting the two jets from the hadronically decaying W boson, the jets
are labelled as jW1 and jW2 with the indices referring to their pT ordering. This allows calculation of two
jet pull angles: θP

(
jW1 , jW2

)
and θP

(
jW2 , jW1

)
which are labelled as “forward pull angle” and “backward

pull angle” respectively. Although the two observables probe the same colour structure, in practice the
two values obtained for a single event have a linear correlation of less than 1% in data and can be used
for two practically orthogonal measurements. Figures 2(a) and 2(b) compare the distributions observed
for these two pull angles to those predicted by simulation at detector level.
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Figure 2: Detector-level distributions for the four considered observables: the forward (a) and backward (b) pull
angle for the hadronically decaying W boson daughters, the forward di-b-jet-pull angle (c), and the leading W
daughter jet-pull vector magnitude (d). Uncertainty bands shown include the experimental uncertainties to the event
selection and observable calculation. Details of the uncertainties considered can be found in Section 7.
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In addition, the jet-pull-vector magnitude is calculated for the jet with larger transverse momentum:
| ~P

(
jW1

)
|. A comparison of the observed and predicted distributions for this observable can be found in

Figure 2(d) which shows a steeply falling distribution with the bulk of its content being contained in the
range below 0.005.

In tt̄ events an obvious candidate for measuring spurious colour flow is the structure observed between the
two leading b-tagged jets as the hard objects that initiate the b-jets are not expected to have any specific
colour connection. For a typical signal event, their colour charge can be traced to the gluon which splits
into the tt̄ pair. This coloured initial state ensures that the two b quarks are not expected to be colour
connected. Therefore, the forward di-b-jet-pull angle is calculated from the two leading pT b-tagged jets:
θP

(
jb1 , jb2

)
. This definition achieves correct matching on both jets in about 80% of all events. Figure 2(c)

shows a comparison of the distribution observed in data to that predicted by simulation for this observable.
Consistent with the expectation, the distribution is flat, unlike in the case of the jet pairs from W boson
decays.

6 Unfolding

Particle-level objects are defined for simulated events using definitions which are analogues to those used
at detector level as discussed in the previous section. Particle-level objects are defined using particles
with mean lifetime greater than 30 ps.

Electrons and muons must not originate from a hadron in the MC truth record, be it either directly or
through an intermediate τ decay. Fundamentally, this is equivalent to requiring that the lepton originate
from a real W or Z boson. The lepton four-momentum is modified by adding all photons not originating
from a hadron within ∆R < 0.1 around the lepton to the original four-momentum to take into account
final-state photon radiation. Leptons are then required to satisfy pT > 25 GeV and |η | < 2.5.

Jets are constructed by clustering all stable particles, excluding leptons not from hadron decays and their
radiated photons, using the same clustering algorithm and configuration as is used for the detector-level
jets. Particle-level jets are furthermore required to satisfy pT > 25 GeV and |η | < 2.5. Classification of
jets as having originated from a b-hadron is performed using ghost association [75]. The technique is
equivalent to the method used for associating tracks to jets described in Section 5 except that it is applied
during particle-level jet clustering and adds ghosts for unstable b-hadrons rather than inner detector tracks.
A particle-level jet is considered to be b-tagged if it contains at least one such b-hadron.

An overlap removal procedure is applied which rejects leptons that overlap geometrically with a jet at
∆R < 0.4.

The magnitude of the missing transverse momentum Emiss
T at particle-level is calculated as the transverse

component of the four-momentum sum of all neutrinos in the event excluding those from hadron decays,
be it either directly or through an intermediate τ decay.

To select events at particle level, the event selection requires exactly one lepton with pT > 27 GeV with
no additional lepton, at least four jets of which at least two are b-tagged, as well as Emiss

T > 20 GeV.

At particle-level, the input to the calculation of the jet-pull vector is simply the collection of jet constituents,
as defined by the clustering procedure described in Section 4.1, filtered such that only particles with non-
zero electric charge are included. Apart from the inputs to the jet-pull-vector calculation, the procedure
applied at detector level is mirrored exactly at particle level.
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The signal distributions are unfolded using the Iterative Bayesian (IB) method [76] as implemented by
the RooUnfold framework [77]. This algorithm iteratively corrects the observed data to an unfolded
particle-level distribution given a certain particle-level prior. Initially, this prior is taken to be the particle-
level distribution obtained from simulation. However, it is updated after each iteration with the observed
posterior distribution. Thus, the algorithm converges onto an unfolding result driven by the observed
distribution.

The unfolding procedure essentially consists of two stages: first the background contributions are sub-
tracted bin-by-bin from the observed data. Afterwards, detector effects are unfolded from the signal
distribution using a detector response model, the migration matrix, obtained from simulated tt̄ events. As
part of the second step two correction factors are applied which correct for non-overlap in the fiducial
phase-space at reconstructed- and particle-level. The corrections account for events which fall within the
fiducial phase-space at one level but not the other. The full unfolding procedure for an observable X can
be symbolically summarised by the equation

dσt
Fid

dX t
=

1
L · ∆X t

·
1
ε t

∑
r

M−1
r,t · ε

r
Fid ·

(
Nr
Obs − Nr

Bkg

)
, (2)

where t indicates the particle-level bin index, r the detector-level bin index, L is the integrated luminosity
of the data, Mr,t is the migration matrix and the inversion symbolises unfolding using the IB method,
N t
Obs is the number of observed, NBkg the number of expected background events, and ε t and εrFid are the

phase-space correction factors. These last two parameters are defined as

ε t =
NTru∧Rec

NTru
εrFid =

NTru∧Rec

NRec
. (3)

The number NTru (NRec) indicates the number of events fulfilling the fiducial requirements on particle-
level (selection requirements at detector-level), NTru∧Rec is the number of events that pass both sets of
requirements at their respective level.

The response model and phase-space correction factors are obtained from tt̄ simulation.

Some of the background samples considered by this analysis potentially contain true signal colour flow,
e.g. the single-top or tt̄ + X contributions. However, as their overall contributions are very small, even
extreme changes in their respective colour flow are negligible. Therefore, all such contributions are
ignored and the estimated backgrounds are simply subtracted from the data.

The binning chosen for the observables is determined by optimisation studies performed with simulated
samples. A good binning choice should result in a mostly diagonal migration matrix with bin widths
appropriate given the observed resolution. The optimisation therefore imposes a requirement of having at
least 50% of events on-diagonal for each truth-bin of the migration matrix.

The number of iterations used by the unfolding method is chosen such that the total uncertainty composed
of the statistical uncertainty and the bias is minimised.
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7 Systematic Uncertainties

A variety of systematic uncertainties affect the measurements discussed above. The different sources
are grouped into four categories, experimental uncertainties, uncertainties related to the modelling of the
background prediction, uncertainties related to the modelling of the signal process, and an uncertainty
relating to the unfolding procedure.

The deviations observed from the systematic variations are used to calculate a covariance matrix for each
source individually. This covariance matrix combines the deviations from all measured observables sim-
ultaneously and therefore also includes the cross-correlations between observables. The total covariance
matrix is then calculated by summation over the covariances obtained from all systematic sources. The
deviations observed for a systematic source are symmetrised prior to calculating the covariance. For
one-sided variations, the deviation is taken as a symmetric uncertainty. For two-sided variations, which
variation is used to infer the sign is completely arbitrary as long as it is done consistently. In this analysis,
the sign is taken from the up variation while the value is taken as the maximum deviation. Furthermore,
it is assumed that all uncertainties, including modelling uncertainties, are gaussian distributed.

7.1 Experimental Uncertainties

Systematic uncertainties due to themodelling of the detector response and other experimental sources affect
the signal reconstruction efficiency, the unfolding procedure, and the background estimate. Each source
of experimental uncertainty is treated individually by repeating the full unfolding procedure using inputs
which have been varied within the detector response associated with the systematic source. The unfolding
result is then compared to the nominal result and the difference is taken as systematic uncertainty.

Uncertainties due to lepton identification, isolation, reconstruction, and trigger requirements are evaluated
by scaling the efficiencies and kinematics calibrations in simulation by uncertainties derived from data in
control regions enriched in Z → `` events [58, 78–80].

The uncertainties due to the jet energy scale (JES) and resolution (JER) are derived using a combin-
ation of simulation, test-beam data, and in situ measurements [63, 81–84]. In addition, contributions
from η-intercalibration, single-particle response, pile-up, jet flavour composition, punch-through, varying
calorimeter response to different jet flavours, and differences between the fast and full detector simulation
are taken into account. This results in a scheme of 21 systematic variations.

Efficiencies relating to the performance of the b-tagging procedure are corrected in simulation to account
for differences between data and simulation. The corresponding scale factors are extracted from simulated
tt̄ events. This is done separately for b-, c-, and light jets, hereby accounting for mis-tags. Uncertainties
relating to this are propagated by varying the scale factors within their uncertainty [66, 85, 86].

The uncertainties on the Emiss
T due to systematic shifts in the corrections for leptons and jets are accounted

for in a fully correlated way in their evaluation for those physics objects. Uncertainties due to track-based
terms in the Emiss

T calculation, i.e. those that are not associated with any other reconstructed object, are
treated separately [87].

All uncertainties on the reconstructed tracks directly enter the observable calculation as defined in Eq. 1.
Uncertainties are either expressed as change in the tracking efficiency or smearing of the track mo-
mentum [72, 74]. This also includes effects due to fake tracks and lost tracks in the core of jets.
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Corrections and scale factors have been extracted using simulated data as well as experimental data ob-
tained from minimum bias and Z → µµ selections. The effect of the individual systematic uncertainty is
in most cases parameterised in the track pT and η.

The uncertainty on the combined 2015 and 2016 integrated luminosity is 2.1% which is derived following
a methodology similar to that detailed in Ref. [88], from a calibration of the luminosity scale using x-y
beam-separation scans performed in August 2015 and May 2016. It affects the scaling of the background
prediction which is subtracted from the observed data. The uncertainty relating to the pile-up reweighting
is evaluated by varying the scale factors by their uncertainty based on the reweighting of the average
number of interactions per pp collision.

The data statistical uncertainty and bin-to-bin correlations are evaluated using the bootstrap method [89].
Bootstrap replicas of the measured data are propagated through the unfolding procedure and their variance
is used to assess the statistical uncertainty. These replicas can also be used to calculate the statistical
component of the covariance of the measurement as well as the statistical bin-by-bin correlations of the
pre- or post-unfolding distributions.

7.2 Background Modelling Uncertainties

Systematic uncertainties related to the background modelling affect the number of background events
subtracted from data prior to the unfolding.

The normalisation of the background contributions obtained from MC simulation is varied within the
uncertainties obtained from the corresponding cross-section calculation. For the single-top background,
the normalisation uncertainty ranges from 3.6 to 5.3 % [37–39], and for the tt̄ Z and tt̄W backgrounds it is
12 and 13 % respectively [42, 90]. In the case of the W/Z + Jets backgrounds, the uncertainties include a
contribution from the overall cross-section normalisation (4%) as well as an additional 24% uncertainty
added in quadrature for each jet [91, 92]. For the diboson background, the normalisation uncertainty is
6% [93]. The uncertainty of the normalisation for the tt̄H background is chosen to be 100%.

The uncertainty arising from the modelling of the non-prompt and fake lepton background is assessed
by varying the normalisation by 50% as well as by changing the efficiency parameterisation used by the
matrix method to obtain a shape uncertainty. These uncertainties were found to adequately cover any
disagreement between data and prediction in various background dominated control regions.

7.3 Signal Modelling Uncertainties

The following systematic uncertainties related to the modelling of the tt̄ system are considered: the choice
of matrix-element generator, the choice of PDF, the hadronisation model, the amount of initial- and
final-state radiation (ISR/FSR), and the amount and strength of colour reconnection (CR).

Signal modelling uncertainties are evaluated individually using different signal MC samples. Detector-
level distributions from the alternative signal MC are unfolded using the nominal response model. The
unfolding result is then compared to the particle-level prediction of the alternative MC and the deviation is
used as uncertainty. Table 1 lists the alternative signal MC samples used for assessing the generator, had-
ronisation, ISR/FSR systematics (A14.v3c tune variations), and CR (A14.v1 tune variations) systematic
uncertainties.
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The uncertainty arising from the choice of PDF is evaluated by creating reweighted pseudo-samples,
in which the weight variations for the PDF sets are according to the PDF4LHC [94] prescription. The
unfolding results obtained for the pseudo-samples are then combined in accordance with the PDF4LHC
procedure to obtain a single systematic shift.

A summary of the uncertainties affecting θP
(
jW1 , jW2

)
are shown in Table 4. The total uncertainty is

dominated by systematic uncertainties, with uncertainties due to tt̄ modelling being dominant in most
bins. Uncertainties that directly affect the inputs to the pull-vector calculation, such as the JES, JER and
track uncertainties are generally sub-dominant.

∆θP
(
jW1 , jW2

)
[%] θP

(
jW1 , jW2

)
0.0 – 0.21 0.21 – 0.48 0.48 – 0.78 0.78 – 1.0

Hadronisation 0.63 0.22 0.27 0.09
Generator 0.37 0.24 0.50 0.06

Colour Reconnection 0.11 0.26 0.03 0.53
b-Tagging 0.35 0.12 0.20 0.31

Non-Closure 0.25 0.07 0.08 0.30
ISR / FSR 0.32 0.12 0.15 0.01
Other 0.25 0.20 0.11 0.18
JER 0.12 0.13 0.21 0.03
JES 0.13 0.06 0.13 0.07

Tracks 0.09 0.04 0.05 0.07

Syst. 0.97 0.52 0.68 0.72
Stat. 0.22 0.18 0.17 0.26
Total 0.99 0.55 0.71 0.76

Table 4: Statistical and systematic uncertainties affecting the measurement of θP
(
jW1 , jW2

)
. The category “Other”

summarises various smaller uncertainty components. Uncertainties are ordered by the mean value of the uncertainty
across all bins and are expressed in percent of the measured value.

7.4 Unfolding Procedure Systematic

The uncertainty arising from the unfolding procedure, also called non-closure uncertainty, is assessed
using a data-driven approach. For each measured distribution, particle-level events are reweighted using a
linear weight function such that the corresponding detector-level distributions are in better agreement with
the data. The weights are propagated to the correspond detector-level events and the resulting distributions
are unfolded using the nominal detector response model. Deviations of these unfolded distributions from
the reweighted particle-level distributions are then assigned as non-closure uncertainty.

8 Results

Figure 3 compares the unfolded data to several SM predictions for all four observables. Three SM
predictions use Powheg to generate the hard-scatter events and then differ for the subsequent hadronisation,
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namely Pythia 6, Pythia 8, and Herwig 7. One main difference between these predictions is that the
Pythia family uses a fundamentally different hadronisation model than the Herwig family. One SM
prediction uses MadGraph5_aMC@NLO to produce the hard-scatter event, the hadronisation is then
performed using Pythia 8. Finally, one SM prediction is obtained from events generated with Sherpa.
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Figure 3: Normalised fiducial differential cross-sections as a function of the forward (a) and backward (b) pull angle
for the hadronically decaying W boson daughters, the forward di-b-jet-pull angle (c), and the leading W daughter
jet-pull-vector magnitude (d). The data are compared to various SM predictions. The statistical uncertainties on the
predictions are smaller than the marker size.

Figure 4 compares the unfolded data to the SM prediction as well as a prediction obtained from the exotic
model with flipped colour flow described in Section 3. Both predictions are obtained from MC generated
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by Powheg + Pythia 8. The data agrees better with the SM prediction than the colour flipped sample.
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Figure 4: Normalised fiducial differential cross-sections as a function of the forward (a) and backward (b) pull angle
for the hadronically decayingW boson daughters, the forward di-b-jet-pull angle (c), and the leadingW daughter jet-
pull-vector magnitude (d). The data are compared to a Standard Model prediction produced by Powheg + Pythia 8
as well as the model with exotic colour flow also created with Powheg + Pythia 8. The uncertainty bands presented
on these plots combine the baseline systematics set with effects due to considering the alternative colour-flipped
model as a source of signal modelling uncertainty. The statistical uncertainties on the predictions are smaller than
the marker size.

The uncertainty bands on the unfolding results shown in Figure 4 have been inflated by a “colour model
uncertainty”. This uncertainty is obtained using the same procedure as used for the signal modelling
uncertainties with the sample with exotic colour flow as alternative tt̄ MC and has a similar size as the
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dominant signal modelling uncertainties.

A goodness-of-fit procedure is employed in order to quantify the level of agreement between the measured
distributions and those predicted by the MC generators. A χ2 test statistic is calculated for each pairing
of observable and theoretical prediction individually using the full covariance matrix of the experimental
uncertainties but excluding any uncertainties on the theoretical predictions. Given the unfolded data D,
the model prediction M , and the covariance Σ, the χ2 is given by

χ2 = (DT − MT ) · Σ−1 · (D − M) . (4)

Subsequently, p-values can be calculated from the χ2 and number of degrees of freedom (NDF) which
describe a probability to obtain a χ2 value that is larger than or equal to the observed value.

The fact that the analysis measures normalised distributions removes one degree of freedom from the χ2

calculation. Consequently, one of the N elements of D and M is dropped and the covariance is reduced
from dimensionality N ×N to (N −1)× (N −1) by discarding one column and row. The χ2 value does not
depend on the choice of discarded elements. Table 5 lists the resulting χ2 values and derived p-values.

Sample θP
(
jW1 , jW2

)
θP

(
jW2 , jW1

)
θP

(
jb1 , jb2

)
| ~P

(
jW1

)
|

χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value

Powheg+Pythia8 50.7 / 3 < 0.001 20.5 / 3 < 0.001 1.5 / 3 0.690 26.2 / 4 < 0.001
Powheg+Pythia6 24.0 / 3 < 0.001 8.2 / 3 0.041 3.0 / 3 0.385 9.7 / 4 0.045
aMC@NLO+Pythia8 6.2 / 3 0.104 4.6 / 3 0.200 1.9 / 3 0.597 18.4 / 4 0.001
Powheg+Herwig7 2.5 / 3 0.478 2.1 / 3 0.543 5.7 / 3 0.128 10.0 / 4 0.041
Sherpa 23.4 / 3 < 0.001 11.7 / 3 0.008 0.2 / 3 0.974 14.6 / 4 0.006

Powheg+Pythia8? 21.0 / 3 < 0.001 20.5 / 3 < 0.001 0.9 / 3 0.821 13.0 / 4 0.011
Flipped Powheg+Pythia8? 48.1 / 3 < 0.001 35.6 / 3 < 0.001 2.8 / 3 0.427 18.5 / 4 < 0.001

Table 5: The χ2 and resulting p-values for the measured normalised cross-sections obtained by comparing the
different predictions to the unfolded data. When comparing the data with the prediction for the exotic flipped
colour-flow model, the model itself is considered as an additional source of signal modelling uncertainty and thus
added to the covariance matrix. Calculations which include this additional systematic are marked with ?.

For the signal pull-angles θP
(
jW1 , jW2

)
and θP

(
jW2 , jW1

)
, the predictions obtained from Powheg + Her-

wig 7 agree best with the observed data. A general trend is that simulation predicts a more sloped
distribution, i.e. a stronger colour-flow effect. The jet-pull-vector magnitude is poorly modelled in gen-
eral, with the prediction obtained from Powheg + Pythia 6 agreeing best with data. As with the signal
pull-angles, the observed mismodelling shows a similar trend for the different MC predictions: data fa-
vours larger values of the pull-vector magnitude. Predictions from Powheg + Pythia 6 are in measurably
better agreement with the data than those obtained from Powheg + Pythia 8 for the signal pull-angles
and jet-pull-vector magnitude. However, it has to be noticed that the choice of hadronisation model is not
the only difference between those two samples.

The signal-pull angles and the jet-pull-vector magnitude can be used to distinguish the case of a SM-like
colour flow from that of the exotic flipped colour-flow scenario constructed in Section 3. The data favour
the SM prediction over the colour-flipped prediction.
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The forward di-b-jet-pull angle is modelled relatively well by most predictions. It can be noted that the
prediction obtained from Powheg + Herwig 7, which in general shows relatively good modelling for the
other three observables, agrees poorly with the distribution obtained from data. Indeed, it is the only
prediction that is consistently outside of the estimated uncertainty bands.

9 Conclusion

A measurement of four observables sensitive to the colour flow in tt̄ events using
√

s = 13 TeV ATLAS
data measured at the LHC has been presented: the forward and backward jet-pull angle for the W boson
daughters, the jet-pull angle between the b-tagged jets and the jet-pull magnitude.

The observables sensitive to colour flowdiscussed in this note are poorlymodelled bymostMCpredictions.
The default SM prediction (Powheg + Pythia 8) agrees poorly with the data. However, alternative SM
predictions exhibit much better agreement. In particular, the prediction obtained by Powheg + Herwig 7
performs rather well. Predictions from Powheg + Pythia 6 are in measurably better agreement with the
data than those obtained from Powheg + Pythia 8.
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