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Muon-spin spectroscopy studies of materials

hosting topological magnetic states

Thomas James Hicken

Abstract

This thesis applies muon-spin spectroscopy (µSR) to materials hosting topological

magnetic states. Each study focuses on a different material family that hosts

either a skyrmion lattice (SkL), or chiral soliton lattice (CSL) state. We study the

static and/or dynamic magnetism of each material, distinguishing the behaviour

of the topological magnetic states from those of the materials.

Longitudinal-field (LF) µSR measurements of Cu2OSeO3, CoxZnyMn20−x−y,

and GaV4S8−ySey reveal that the SkL phase exhibits emergent dynamic behaviour

at megahertz frequencies. These dynamics in CoxZnyMn20−x−y and GaV4S8−ySey

are well described by gigahertz excitations that reduce in frequency near the

critical temperature. We find that as crystallographic site disorder increases, so

too does the complexity of the dynamic response on the muon timescale, sug-

gesting that site disorder plays a role in stabilising complex excitations. The

temperature-evolution of the magnetic ground state of GaV4S8−ySey is revealed

through zero-field µSR measurements, whilst LF measurements show that the

SkL exists under low-levels of substitution at both ends of the series. µSR mea-

surements of polycrystalline Zn-substituted Cu2OSeO3 show that the reported

splitting of the SkL phase in the B–T phase diagrams of these materials occurs

due to different levels of Zn-substitution in different grains of the sample.

Finally, in Cr1/3MS2 (M = Nb or Ta) the presence of a gap-like feature (width

in range 40–100 meV) in the density of states is confirmed by magnetometry

measurements. Dynamic spin fluctuations driven by excitations across this gap

are seen over a wide range of frequencies (0.1 Hz to MHz) with AC susceptibility

and µSR measurements. Effects due to the CSL in Cr1/3NbS2, as detected with

µSR, dominate over the gap-driven magnetism when the CSL is stabilised as the

majority phase.
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Chapter 1

Introduction

The 2016 Nobel Prize in Physics was awarded “for theoretical discoveries of topo-

logical phase transitions and topological phases of matter”. The timing of this

prize seems very apt, with a huge amount of experimental condensed matter

physics research into topological properties of materials being pursued in the

years since. Prime examples include topological insulators [1] and topological su-

perconductors [2]. In this thesis we are interested in the application of topology

to magnetism.

The skyrmion has been the poster-child of topological magnetic states since

the discovery of the skyrmion lattice (SkL) phase in MnSi in 2009 [3]. Since then,

there has been an explosion of interest in the area, with there now being myriad

materials which host some form of topological magnetic state [4, 5]. There are at

least two reasons for this interest in these states; (i) they provide a playground

for testing new physics, and (ii) they have desirable properties that may lead

to technological applications in wider society. In the case of (i), many simple

models of magnetism have differing properties due to topological features [6]. A

good example is the topological Hall effect, where electron transport through a

material is affected by the geometry of the path it takes through space [7]. This

has ramifications not just in condensed matter physics, but also in other areas of

research. The technological applications of (ii) generally focus on the low current

densities required to move these topological objects around [8, 9, 10], making

11



12 Chapter 1. Introduction

them ideal information carriers for a low-energy consumption world. In addition,

there is great interest in possible use of these materials for different applications

such as novel computing techniques [11].

Commensurate with the desire to research these topological magnetic states is

the need to apply many different experimental techniques. In this thesis we apply

a technique which has thus far been less commonly applied to the study of these

systems, muon-spin spectroscopy (µSR). By implanting muons in the materials,

we can study the static and dynamic magnetism of these topological states, and

gain unique understanding of their behaviours. Historically, µSR has been ap-

plied to many problems in condensed matter physics, particularly to study subtle

changes in magnetism [12]. µSR has also been very successful in elucidating the

details of the superconducting vortex state of superconductors [13]; the parallel

between this state and the SkL was one of the first reasons that µSR was inves-

tigated as a tool for studying topological magnetic states. In this thesis we show

that µSR is also uniquely sensitive to dynamics of the topological magnetic states

that are inaccessible with other experimental techniques. This provides a great

number of insights into both the behaviour of the materials that host these states,

and the topological magnetic states themselves. The study of the dynamics is

particularly important in the case of the SkL, where despite there being a great

deal of research into the high (GHz) frequency response, and using the low (Hz

to kHz) frequency AC susceptibility response to identify materials as SkL-hosting

candidates, very little is known about the intermediate (MHz) frequencies. It is

these frequencies to which µSR is uniquely sensitive.

This thesis, after introducing the relevant concepts and techniques, discusses

four different classes of material that host topological magnetic states, often look-

ing at how small amounts of chemical substitution affects the magnetism. The

high sensitivity of µSR to small changes in magnetism makes it an indispensable

tool in this area of research. Three of the four materials host a SkL, with the

results building on each other to form a consistent story of the behaviour of the

SkL, irrespective of the material in which they are stabilised. The focus of the
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thesis is slightly different for the fourth class of material, which hosts a magnetic

chiral soliton lattice. Here µSR, in combination with other techniques, reveals

details of the electronic structure, and how this influences the magnetism in these

materials.

1.1 Layout of thesis

This thesis is organised as follows:

Chapter 2: I introduce the main concepts needed to understand the material

in this thesis. I start by discussing the origin of magnetic moments, before going

on to the possible arrangements of these moments in topologically non-trivial

structures.

Chapter 3: I introduce the main techniques used in this thesis. Most of the

chapter focuses on the muon-spin spectrscopy technique, and includes an exam-

ple of its application to a topological magnetic state, the Haldane Chain. I also

briefly introduce magnetometry techniques, and density functional theory.

Chapter 4: I report the results of muon-spin spectroscopy (µSR) experiments

of skyrmion lattice (SkL) host, Cu2OSeO3. I show evidence for previously unre-

ported megahertz spin dynamics that are associated with the skyrmion phase. I

also study the µSR response to the SkL when the SkL is not the majority phase,

showing that it is unlikely the SkL exists throughout the bulk of the sample when

it is a metastable state.

Chapter 5: I report the results of µSR experiments of Zn-substituted Cu2OSeO3.

The measurements demonstrate that the splitting of the SkL phase into two dis-

tinct pockets in the B–T phase diagram that was previously reported in poly-

crystalline Zn-substituted Cu2OSeO3 occurs due to the coexistence of different

grains of the sample with different Zn-substitution. I demonstrate that µSR is
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sensitive to the volume fraction of each level of Zn-substitution in the samples.

Chapter 6: I report the results of µSR experiments of CoxZnyMn20−x−y, once

again observing megahertz dynamics associated with the SkL. In Co8Zn9Mn3 I

demonstrate that these dynamics are consistent with the reduction in frequency

of the characteristic excitations of the skyrmion, with the first report of this

frequency in CoxZnyMn20−x−y. By studying the metastable SkL I am able to

demonstrate that there is likely to be a second source of megahertz dynamics

occurring due to decay of skyrmions. The measurements suggest that complex

spin structures are more easily stabilised in materials with high chemical substi-

tutional disorder.

Chapter 7: I report the results of µSR experiments of GaV4S8−ySey, which

hosts a Néel SkL at the ends of the series. I find dynamics consistent with those

reported in previous chapters. The measurements reveal that GaV4S8 has a com-

plex magnetic groundstate of microscopically coexisting cycloidal and ferromag-

netic environments, whilst chemical substitution leads to the growth of localised

regions of spin density. At both ends of the series chemical substitution leads

to an extended region of emergent dynamics, suggesting skyrmionic precursors.

Low-temperature dynamics suggest the onset of glass-like dynamics that are ob-

served at higher substitution levels.

Chapter 8: I report an experimental and theoretical investigation of Cr1/3MS2

(M = Nb or Ta). Cr1/3NbS2 is of particular interest due to magnetic chiral

soliton lattice (CSL) it exhibits at certain points in the B–T phase diagram. I

focus on unusual low-temperature magnetic and transport properties, which are

demonstrated to occur due to a small gap-like feature at the Fermi energy in the

density of states. Magnetometry measurements confirm the existence of this gap,

and µSR studies the dynamic properties of excitations across it. We find that

effects due the CSL dominate over gap-driven magnetism when it is stabilised as
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the majority phase.

Chapter 9: I conclude the thesis with a summary of the main results, and

discuss future avenues for research into materials hosting topological magnetic

states.

Appendix A: I present a derivation of a model regularly used throughout the

thesis, the contribution to the muon-spin polarisation decay rate in a longitudinal-

field µSR experiment due to the reduction in frequency of the characteristic

excitations of skyrmions as the temperature approaches the magnetic ordering

temperature.



Chapter 2

Magnetism

This thesis discusses materials that host topological magnetic states, that is sys-

tems where, under the correct conditions, the magnetic moments arrange in a

configuration whose properties are affected by the topology. To understand this,

we must consider what we mean by (i) magnetic moments, and (ii) topology.

This chapter serves as an introduction to these topics, before going on to discuss

different types of topological magnetism, and experimental realisations of them

in real systems.

2.1 Magnetic moments

Central to the understanding of magnetism is angular momentum; through direct

or indirect analogy, magnetic moments can be defined in terms of their orbital

and/or spin angular momentum. We will first discuss the classical picture of the

angular momentum of a current loop, before extending this into real systems,

which requires a quantum mechanical description. In absence of an alternative

reference, the material in the following can be found in Ref. [14].

2.1.1 Orbital angular momentum

Consider a classical electron travelling around a loop of infinitesimal area |dS|.
This defines a current I, and hence has a magnetic moment dµ = I dS, where

16



2.1. Magnetic moments 17

dS points normal to the loop. If this electron instead travels around a loop of

finite area, one can integrate over the area of the loop, finding

µ =

∫
dµ = I

∫
dS. (2.1)

Assuming the loop is circular with radius r, one can write the current as I =

e/T = ev/(2πr), where e is the charge on an electron, and T is the time period

for one orbit. One can thus write Eqn. 2.1 as

µ = I

∫
dS =

( ev
2πr

)
πr2 dŜ =

(
e

2me

)
mevr dŜ, (2.2)

where we have added in factors of the electron mass me, and dŜ is the unit vector

pointing in the same direction as dS. By identifying the angular momentum as

L = mevrdŜ, one finds that

µ =

(
e

2me

)
L = γeL, (2.3)

where we have defined the gyromagnetic ratio of the electron γe = e/ (2me).

Therefore, we can see that the magnetic moment of a charged object is directly

proportional to its angular momentum.

In reality, electrons are not classical objects, and we therefore need a quantum

mechanical description of angular momentum. The angular momentum opera-

tor is given by ~L̂ = r̂ × p̂ = i~r̂ × ∇, where r̂ and p̂ are the position and

momentum operators respectively. Each of the three components of the angular

momentum can be trivially derived from this equation, however it is not possible

to simultaneously know them all. Fortunately, the square of the magnitude of the

angular momentum, and one component (by convention, Lz), can be simultane-

ously known. The eigenfunctions of these operators are the spherical harmonics,

and two quantum numbers are required to describe the state of the system: l,

the angular momentum quantum number, and ml, the magnetic quantum num-

ber. These quantum numbers can take the integer values 0 ≤ l ≤ n − 1 and

−l ≤ ml ≤ l, where n is the principal quantum number, which describes the

energy of the electron for hydrogenic atoms. (For completeness, we note that
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in more complicated atoms electron-electron interactions are important, and the

total energy depends on both n and l.)

Within this quantum mechanical description, one finds that the magnitude

of orbital angular momentum is
√
l (l + 1)~, with z-component ml~. By using

Eqn. 2.3, we find that

|µ| =
(
e~

2me

)√
l (l + 1) = µB

√
l (l + 1),

µz = −mlµB,

(2.4)

where we have defined the Bohr magneton µB = e~/ (2me), a common unit in

magnetism. This gives expressions for the magnetic moment of a single electron

that arises from the orbital angular momentum, however, this is not the only

contribution.

2.1.2 Spin angular momentum

Much in the same way that particles have fundamental properties of mass and

electrical charge, they also have a magnetic equivalent: spin. The spin of a

particle acts in a mathematically equivalent sense to the orbital angular momen-

tum already discussed, so we can therefore use many of the same equations to

understand it. We correspondingly introduce two more quantum numbers to de-

scribe the spin state of a particle, s and ms. The fundamental difference between

the spin and orbital momentum is that, whilst l depends on the energy of the

particle, s, being related to the intrinsic property of the particle, is a constant.

For electrons, s = 1/2. Once again analogously, ms has 2s + 1 possible val-

ues, s~, (s− 1) ~, ...,−s~. Thus, the magnitude of the spin angular momentum is
√
s (s+ 1)~, with z-component ms~.

From these results we can calculate the magnetic moment arising from the

spin of the electron,

|µ| = µBgs
√
s (s+ 1),

µz = −msgsµB.
(2.5)

Note that both equations are now multiplied by a factor gs; a similar factor gL

actually appears in Eqn. 2.4, however in that case it is equal to 1, so is typically
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omitted for clarity. In the case of the spin quantum numbers and an electron, gs

is very close to 2, which means that, due to their intrinsic spin, electrons have a

magnitude of magnetic moment of approximately
√

3µB. As all the components

of the spin are not able to be known simultaneously, rather than the magnitude,

we normally just consider the component along the z-axis, approximately ∓µB.

We often refer to these two options as “down” and “up” spin.

2.1.3 Magnetic moments of atoms

Having considered the contribution to the magnetic moment of individual elec-

trons, we now need to ask what happens when these electrons are put together

to build an atom or ion. We describe the electrons in an atom as being in a shell

(corresponding to n), and subshell (corresponding to l, such that l = 0 is denoted

s, l = 1 is denoted p, l = 2 is denoted d, l = 3 is denoted f and so on). Electrons

within these subshells are then distinguished by their ml and ms quantum num-

bers. Electrons will minimise their total energy, which means filling the lowest

energy shells first. Working out the order the shells are filled is not completely

trivial as there are other contributions to the energy of the electrons which we will

not consider here. However, to understand the origin of the magnetic moment,

we can restrict ourselves to considering how the subshells fill, and not concern

ourselves with the order in which they are picked. We can split the subshells into

two categories: filled and partially filled.

In a filled subshell, all electrons have the same l (and s) quantum numbers,

so all have the same magnitude magnetic moment. However, the orientation of

these moments is not the same, due to the different ml and ms quantum numbers.

As fermions, all possible values of ml and ms will exist in a filled subshell. That

means, to work out the total magnetic moment of the filled subshell due to the

orbital angular moment, we can work out the total moment in the z-direction

through

µz = −2µB

l∑

ml=−l

ml = 0, (2.6)

where the factor of 2 accounts for the two different spin species. Clearly, there
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is no total magnetic moment arising from the orbital angular momentum, with a

similar result from the spin angular momentum.

The highest energy electrons may only partially fill a subshell, where there are

more states available to the electrons than will be occupied. We must consider

which states are occupied. The answer is given by Hund’s first rule, stating that

the spin of the subshell in maximised. This can be understood with a classical

argument, with this arrangement maximising the distance between the electrons,

and hence minimising the contribution to the Coulomb energy. As an example,

we will consider the situation where we have 7 electrons in the 3d-orbital (as is

the case for Co2+). We have n = 3 and l = 2, with −2 ≤ ml ≤ 2. This means

we have 5 options for the orbital angular momentum, each of which can have

either a spin-up or spin-down electron in. In total, there are 10 different states

available. As we wish to maximise spin, we place our first 5 electrons such that

they are all spin-up, each with different ml. For electrons 6 and 7, we have no

more unoccupied values of ml, so we must start pairing them up, going in as

spin-down. This leads to, in total, 2 pairs of electrons, and 3 unpaired electrons,

resulting in a total orbital and spin angular momentum. This contribution means

that the partially filled subshell will contribute to the total magnetic moment of

the system.

To work out the magnetic moment from a partially filled subshell, one has

to calculate the total angular momentum J = L + S. As this is a vector sum,

and the alignment of L and S can change, it is not immediately clear how one

would calculate the magnitude J = |J | having applied Hund’s rules. Given

the magnitude of the orbital and spin angular momenta, L = |L| and S = |S|
respectively, one can calculate J = |L− S| if the subshell is less than half full, or

J = |L+ S| if the subshell is more than half full. This total angular momentum

has the same form as the orbital and spin angular momentum, with corresponding

quantum numbers. We define the magnetic moment to be

µ = µB (gLL+ gsS)

= µBgJJ ,
(2.7)



2.2. Magnetic moments 21

where it can be determined from these definitions that gJ is a constant,

gJ = gL

[
J (J + 1) + L (L+ 1)− S (S + 1)

2J (J + 1)

]

+ gs

[
J (J + 1)− L (L+ 1) + S (S + 1)

2J (J + 1)

]
.

(2.8)

It is worth noting that the above argument only holds for a free ion; inserting

the ion into a crystal structure changes the energies of different n, l, ml combi-

nations due to different local symmetries and the shape of the different orbitals.

This can remove some degeneracy and hence change the occupation of different

states. Continuing the example of Co2+, one finds that in a tetrahedral environ-

ment, orbital quenching (where L = 0 is the lowest energy state) is observed,

however it is not observed in octahedral environments. Despite these complica-

tions, and with many details which have not been covered here, we have reached

the main result of this section of the thesis: the magnetic moment of a system

arises from the angular momentum (both intrinsic and actual) of the electrons,

with contributions only occurring from partially filled subshells. The details of

accurately predicting the expected orbital and spin angular momenta is somewhat

complicated; fortunately we do not need those details for this thesis.

Before moving on, it is worth making a couple of short observations. Firstly,

whilst we have predominantly restricted our discussion to electrons in a material,

similar arguments exist for the nucleons in an atom, and indeed the nucleus can

have a magnetic moment. These moments are typically much smaller than those

arising from electrons, and in the experiments discussed in this thesis, a small

external magnetic field is sometimes applied to overcome any effects from these

nuclear moments. Secondly, we have considered a very basic picture of an atom

in isolation, hardly considering any interaction between different electrons. Of

course, that is not the situation that occurs in reality. One particularly acute

example of this is in metallic systems, where we have free electrons that are not

well bound to a single nucleus; the magnetism in these materials is often harder

to understand intuitively, however the same result holds, and unpaired electrons

are the dominant contribution to the magnetism.
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2.2 Magnetic interactions

Having considered the origin of the magnetic moment, we now turn to the in-

teraction between this moment and either an external magnetic field, or other

magnetic moments. To do so, we will look at the contribution to the Hamilto-

nian of different interactions.

2.2.1 Interaction with a magnetic field

We start by considering the energy of an atom in a magnetic field. One can show

that the contribution to the Hamiltonian because of the interaction between the

electrons and the external magnetic field B (neglecting interaction between the

orbital and spin angular momenta, which is covered later) is given by

ĤB =
µB

~
(L+ gS) ·B +

e2

8me

∑

i

(B × ri)2 ,

= Ĥpara + Ĥdia,

(2.9)

where we sum over all the electrons in the atom. We can identify these two terms

as leading to either paramagnetic or diamagnetic behaviour. The diamagnetic

contribution occurs in all atoms, regardless of electron state occupation, and

leads to a situation where the induced magnetisation aligns antiparallel to the

applied magnetic field. However, if there is a paramagnetic contribution, as in all

materials studied in this thesis, the diamagnetic effect can be typically neglected.

The paramagnetic contribution is often known as the Zeeman effect, and the

energy contribution can be written as E = −µ · B. If this is the dominant

contribution to the Hamiltonian, the material will be described as paramagnetic,

and, in the absence of an applied field, will exhibit disordered moments with no

correlation between neighbours, and no net magnetisation. As the magnitude of

the applied field is increased, the moments will start to align with the applied

field, until at a sufficiently high field all the moments have aligned and we describe

the system as having reached saturation.

An analogous situation where paramagnetism is the most relevant description

of the system is at sufficiently high temperatures (above a critical temperature
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Tc) such that the thermal energy dominates over any energy terms arising due to

interactions between magnetic moments. In this regime the thermal fluctuations

will prevent any long-range magnetic ordering due to interaction between the

magnetic moments, with no net magnetisation. There are differences to the

susceptibility (that is, the change in magnetisation with applied field) that depend

on the terms appearing in the Hamiltonian.

2.2.2 Exchange interaction

The long-range ordered state of a magnet normally occurs due to the presence of

an exchange interaction between electrons. The most common example of this is

direct exchange interaction, and it is this which we explore in the following. This

interaction exists because electrons are fermions, and hence the wavefunction

describing a collection of electrons must be antisymmetric under the exchange of

two of them. Considering a 2-electron system, we can write the total wavefunction

as a product of single electron states. If we take the first electron to be in state

ψa(r1) and the second to be in state ψb(r2), then we have two possible options

for the total wavefuction,

ΨS =
1√
2

[ψa(r1)ψb(r2) + ψa(r2)ψb(r1)]χS,

ΨT =
1√
2

[ψa(r1)ψb(r2)− ψa(r2)ψb(r1)]χT,
(2.10)

where the spin state is given by χS,T in each case. These two states are either

singlet (S = 0, antisymmetric spin state), or triplet (S = 1, symmetric spin

state).

As these cases have different spin configurations, it is informative to consider

the energy difference between them to discover if there is any preference for the

spin alignment. The energy of the singlet state is ES =
∫

Ψ∗SĤΨS dr1 dr2, with a

similar expression for the triplet state. The energy difference (assuming correct

normalisation of the spin states) is therefore

ES − ET = 2

∫
ψ∗a(r1)ψ∗b (r2)Ĥψa(r2)ψb(r1) dr1 dr2. (2.11)
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With this result we have related the electronic structure to the energy dif-

ference between the two different states, which in principle means the exchange

interaction is known, as long as the Hamiltonian is known. We can make progress

by assuming the Hamiltonian can be described by the dot product of the spin

of the two particles, and that terms in S1 · S2 are all one needs to describe the

total energy change of the system. By considering the eigenvalues of the com-

bination of these two moments, one finds that for the singlet state S1 · S2 =

−3/4, whereas for the triplet state S1 · S2 = 1/4. One can therefore write

Ĥ = 1
4
(ES + 3ET)− (ES −ET)S1 · S2, which reduces to give the relevant energy

for the appropriate value of S1 · S2. Using the result of Eqn. 2.11, one can write

the spin-dependent part of the Hamiltonian as

Ĥspin = −2

∫
ψ∗a(r1)ψ∗b (r2)Ĥψa(r2)ψb(r1) dr1 dr2S1 · S2

= −2JS1 · S2,

(2.12)

where we have defined the exchange constant J in terms of the electronic struc-

ture. From this result it is trivial to see that if J > 0, the triplet state (i.e.

aligned spins) is preferred, whereas if J < 0, the singlet state (i.e. anti-aligned

spins) is preferred.

This result is generalisable to systems of arbitrarily many moments such that

Ĥ = −
∑

ij

JijSi · Sj, (2.13)

where the factor of two has disappeared to account for the double counting of

each spin-pair. We can see from Eqn. 2.12 that the magnitude of Jij will depend

on the overlap of the single-particle wavefunctions for moments i and j. This

means that moments that are further spatially separated will interact less. Thus,

it is often sufficient to consider only the nearest neighbour moments, and take

them all to have a single exchange parameter J .

The exchange parameter J sets the energy scale of interactions in the system,

and therefore has important consequences. (1) The sign of J determines the or-

dering of the system, as already discussed. A positive J leads to ferromagnetic
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order (where all the moments align), whereas a negative J leads to antiferro-

magnetic order (where neighbouring moments anti-align). (2) We discussed in

the previous section a critical temperature Tc, above which the thermal energy

dominates over interactions between the moments. Typically being the dominant

energy term in the Hamiltonian of a magnetic system, it is often the case that

kBTc ∼ J .

There are various different mechanisms that can mediate the exchange inter-

action, all requiring the overlap of various single-particle wavefunctions, whether

that is directly between two moments, or through intermediary particles. A good

example of this is superexchange, where despite there being no overlap of the

magnetic ion orbitals, there is still an exchange interaction mediated through

a non-magnetic ion. The details of these are beyond the scope of this thesis,

however it is useful to know that the details of which mechanism leads to the

exchange interaction can change the properties of the system.

2.2.3 Spin-orbit interaction

Up to this point, we have assumed that the orbital and spin angular momentum

are effectively independent of each other, however in reality they do interact, and

this has effects on the energy levels of the system. To see why these two angular

momentums interact, we will consider an electron orbiting a nucleus from the

rest frame of the electron, where the nucleus is orbiting the electron. The nucleus

gives rise to a magnetic field at the electron, B = E × v/c2, where the electric

field E = −(r/r) dV (r)/ dr. We have already seen that a magnetic moment, such

as that on the electron, interacts with a magnetic field, so we can write that the

spin-orbit interaction contribution to the Hamiltonian is

ĤSO = −1

2
µ ·B

= −1

2

(
gse~S
2me

)
·
(
−r × v

c2r

dV (r)

dr

)
.

(2.14)

In this, we have used the fact that there is no orbital angular momentum of the

electron (as it is stationary in this rest frame), hence the magnetic moment arises
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purely from the spin. The prefactor of 1/2 is a relativistic correction that appears

when one does the full calculation using Dirac’s equation. As ~L = mer × v,

ĤSO =
gse~2

2m2
ec

2r

dV (r)

dr
S ·L, (2.15)

which demonstrates that there is an interaction between the spin and orbital

angular momentum. This result generalises to many-particle systems. This in-

teraction is often small compared to other interactions in the system, however has

some important consequences. One of these is single-ion anisotropy, which sets

a preference for a material to be magnetised in a certain direction due to both

coupling between the orbital motion of the electrons and the electric field arising

from nearby ions (the crystal electric field), and due to interaction between mag-

netic dipoles. Another effect of spin-orbit coupling is the Dzyaloshinskii-Moriya

interaction.

2.2.4 Dzyaloshinskii-Moriya interaction

An interesting consequence of the spin-orbit interaction is revealed when second-

order perturbation theory is applied [15]; the appearance of another interaction

termed the Dzyaloshinskii-Moriya (DM) interaction, or antisymmetric exchange.

This physical origin of this interaction can be understood by considering either

the spin-orbit or exchange interaction raising a particular magnetic moment out

of its ground state, before the other interaction returning it. We will not present

a derivation here, merely state that the contribution to the Hamiltonian is

ĤDM =
∑

ij

Dij · (Si × Sj) , (2.16)

where the interaction strength is given by Dij. Similar arguments as for the ex-

change interaction can be applied here, replacing Dij with D for nearest neigh-

bours only.

The result of the cross product between moments means that this contribution

to the Hamiltonian is minimised when adjacent moments align perpendicularly,

in contrast to the parallel or antiparallel alignment that minises the exchange
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interaction contribution. This will set up a competition between energy terms

which is key to the existence of the complex magnetic textures we explore in this

thesis. The parameter D is zero for a large number of crystal symmetries, only

being non-zero when the crystal structure lacks a centre of inversion symmetry.

This symmetry can be achieved in two different ways, either at an interface be-

tween two different materials (which is clearly not inversion symmetric), or in

certain crystal classes. The former of these is the mechanism behind the stabili-

sation of topological magnetism such as skyrmions in thin film systems which is

the focus of much current work, but will not be focused on in this thesis. We

will instead concentrate on materials where the crystal symmetry gives rise to a

DM interaction throughout the bulk of the material; different crystal symmetries

give rise to different orientations of the D vector, which changes the nature of

the topological object that is formed and will be discussed later.

In many of the materials studied in this thesis the static magnetic structure

can be understood by restricting the Hamiltonian to have purely exchange and

DM interaction terms. To start, we will explore a test system of a one-dimensional

chain of Heisenberg moments (that is, they can point in any direction) of unit

magnitude with the Hamiltonian

Ĥ = −J
∑

ij

Si · Sj +D ·
∑

ij

Si × Sj, (2.17)

where we set J > 0, D > 0 for nearest neighbour moments, and J = D = 0

otherwise. Without loss of generality, we fix S0 = k̂ to lie along the z-direction,

and assign the other moments to be positioned along the x-axis. We will pick

D = D ı̂. The second moment will point in a direction defined in spherical polars,

i.e. S1 = sin θ cosφ ı̂ + sin θ sinφ ̂ + cos θ k̂. Considering the energy of the first

two moments, we have

E = −J cos θ −D sin θ sinφ. (2.18)

Minimising with respect to φ tells us that φ = π/2, whereas minimising with

respect to θ gives θ = arctan (D/J). Generalising to the rest of the moments,

we can see that we have a system of moments that rotate in the yz-plane as you
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travel along the x-direction, with the rotation between each moment depending

on the relative size of J and D; a bigger relative D interaction will lead to a

more dramatic rotation, as one would expect. What we have found is helical

ground state, which looks like a continuous Bloch domain wall. If each moment

is separated by a (and assuming the angle between each moment is small), the

total period of this helix will be 2πaJ/D. All of the materials studied in detail

in this thesis have a helical ground state that occurs due to competition between

the exchange and DM interaction.

It is worth noting that there are other possible interactions between magnetic

moments that have not been discussed here, many of which are important in

certain systems. In all the materials studied in this thesis the behaviour can be

well understood from consideration of the interactions discussed above alone.

2.3 Topological magnetism

So far we have discussed the origin of magnetic moments, and by exploring the

different magnetic interactions, have seen some possible arrangements of them.

This thesis focuses on materials with complex arrangements, which fall into the

broad class of topological magnetic states, that is configurations of the magnetic

moments which have some form of topological property. In absence of an al-

ternative reference, the material in the following can be found in Ref. [6]. It

incorporates some material published in Ref. [16].

Topology is the study of objects under continuous deformations such as stretch-

ing, excluding actions that would break the material in some way (opening/closing

holes, tearing/glueing together etc.). In general, this means that those who study

topology are interested in the overall shape of an object, rather than worrying

about the precise details such as distances or angles between points (which would

be the geometry). We can therefore define objects that are homeomorphic to

each other as those which are topologically equivalent, even if they are geomet-

rically very different. The classic example of this is the mug and donut; both of

these objects have a single hole (the handle in the case of the mug), hence are
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homeomorphic to each other. If one made a mug out of a stretchable clay, one

could continuously mould it into the donut without adding or removing any new

holes, therefore following the rules above.

Returning to magnetic moments, a topological magnetic state would be some

configuration of magnetic moments that is defined in terms of some countable

topological feature equivalent to the number of holes in the mug/donut exam-

ple above, whilst not concerning itself with the distance between the topological

features. What this topological feature is will depend on two things: the dimen-

sionality of the system (D), and the dimensionality of the magnetic moments

(d).

2.3.1 Kinks (D = 1, d = 1)

We will start by considering the simplest case, an infinite one dimensional chain

(D = 1) of Ising moments (d = 1), that is moments that can point either up

or down. We will assume a Hamiltonian that only has an exchange interaction

Ĥ = −J∑ij Si · Sj, J > 0. The most energetically favourable configuration

would be all moments pointing up, or all moments pointing down; these ground

states are degenerate. Only slightly higher in energy would be the configuration

where we introduce a kink, say all the moments on the left pointing down, and

all the moments on the right pointing up, as shown in Fig. 2.1(a). This number

of kinks is the countable topological feature in this situation, as no continuous

deformation of the one-kink texture can transform the system to one where there

is no kink. We could therefore classify this state by a topological charge, N = 1.

Compared to the ground state, this configuration will only be slightly higher

in energy, however removing the kink takes a semi-infinite amount of energy

(requiring a half-infinite number of moments to be flipped). This is often referred

to as topological protection, as (in an infinite system) it would take an unfeasibly

large amount of energy to remove this kink. This simple picture demonstrates why

the topology of the magnetic configuration is so important; very subtle changes

to the configuration can have dramatic energy costs.
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The kink we have introduced can be thought of as an excitation or particle,

as it behaves like a single object. Consider the kink as the two moments that

are anti-aligned; if we flip both the right-hand moment in the kink, and the

next moment along in the chain, the kink has effectively moved to the right,

but the total energy of the system remains unchanged. The kink can be moved

along the chain for no (or in reality, very little) energy cost, acting as an object.

(This property is a reason that topological magnetism is of great interest for low-

energy magnetic memory applications.) In real systems, the movement of these

topological objects is how one avoids the semi-infinite energy cost to destroy

them. If the chain is finite, one can simply move the kink off the end of the chain

for the small energy difference between the states. It is therefore important to

realise that despite the theoretical property of topological protection, this may

not manifest in real systems.

2.3.2 Vortices (D = 2, d = 2)

If we increase the dimension of both the space and the moments, we get a plane

of moments that can point in any direction in that plane. Assuming the same

Hamiltonian as before, the ground state will see all moments pointing in the

same direction, with no preference for in-plane angle. Once again we can identify

a topological feature similar to the kink in the previous example; in this case a

vortex. This vortex is a point where all moments point radially from the centre

[Fig. 2.1(b)]. As all the moments are roughly aligned, this is close to minimising

the energy, with the largest energy cost being at the vortex core. Similar to the

previous example, this vortex can be thought of as an excitation in its own right.

If we were to rotate all the moments in the vortex by a fixed angle, we would

not have change the topological properties (as this is a continuous deformation).

We can therefore again classify this vortex by a topological, or winding, number

N = 1, which defines the number of times the moments wind round in one

complete path around the core. We can further create objects with different N ,

for example, if the moments underwent two complete rotations on the path around
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the core, this would be N = 2. If the moments rotate once in the opposite sense

to the path around the core, we would define this as an anti-vortex with N = −1.

We see that one can define a variety of different topological objects, none of these

can be continuously transformed into another, and may have different properties.

There is a key difference to the D = 1, d = 1 case here, and that is the

energy cost. Whilst the cost goes down as you get further from the vortex core,

the moments infinitely far away from the core are still affected by the existence

of the vortex, meaning that there is an infinite energy cost associated with the

existence of the vortex. Consequently, this object will not exist in an infinite

system in the absence of other interactions. In reality, there are a few reasons

these objects can exist: (1) samples are finite in size, (2) two objects with opposite

topological charge could exist in the same sample (the Berezinskii-Kosterlitz-

Thouless transition), or (3) other interactions change the energetics of the system.

2.3.3 Hedgehogs (D = 3, d = 3)

Let us once again increase the dimension of both the space and the moments, lead-

ing to moments that can point in any direction at any point in space. The topo-

logical objects here are once again points where the moments point out from the

core, but this time in three-dimensions. This configuration is shown in Fig. 2.1(c).

They are often called hedgehogs owing to their similarity to the creature when it

is rolled up into a ball. This situation is very similar as for the vortex in D = 2,

d = 2, including the argument that the object is unlikely to exist due to the

infinite energy cost.

It is useful to introduce a formal definition of the winding number at this

stage, as it has become more difficult to identify the correct value by eye. For a

set of moments whose direction is given by m, we define the winding number to

be

N =
1

4π

∫ ∫
m ·

(
∂m

∂θ
× ∂m

∂φ

)
dθ dφ, (2.19)

where θ and φ are the normal angles in spherical polar coordinates. Note that

other choices of coordinate system are acceptable, however this is the convention.
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Figure 2.1: Different topological objects for the case where D = d. Objects

shown are a (a) kink, (b) vortex, or (c) hedgehog.

2.3.4 Skyrmions (D = 2, d = 3)

Having so far explored situations where D = d we have found that, excluding

D = d = 1, these topological objects are very unlikely to exist. It would be

reasonable to ask whether these topological objects are ever likely to be found in

real materials. The answer is yes: we will discuss the first of these objects, and

the one which a large proportion of this thesis is concerned with, now.

In D = 2, d = 3 we constrain the moments to lie on a 2D plane, but allow

them to point in any direction. The topological object is called a skyrmion, and

can be seen to be a lower-dimensional analogue of the hedgehog; a mathemat-

ical operation known as a stereographic projection converts the hedgehog into

a skrymion. To visualise this operation, take the moment vertically above the

centre of the hedgehog, and put it in the centre of your skyrmion; as you increase

your angle away from the top position (i.e. change the latitude on the sphere),

the moments you find are placed in the skyrmion at an ever increasing radial dis-

tance. The bottom of your sphere defines a set moment pointing in the opposite

direction to the moment at the top, and these wrap around the outside of the
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Figure 2.2: The topological object with winding number N = 1 for D = 2, d =

3: the skyrmion. Two topologically equivalent alternatives are shown, commonly

referred to as the (a) Bloch or (b) Néel skyrmion.

skyrmion, defining the edge of the skyrmion. This highlights a key point; given

the skyrmion object has a finite size, it also has a finite energy cost, and therefore

can be expected to be stabilised in nature. Two different forms of an isolated

skyrmion texture with N = 1 are shown in Fig. 2.2.

As in the case of the hedgehog, to understand the topological properties of

the skyrmion it is helpful to define the winding number. The equation is almost

identical to Eqn. 2.19, just with a coordinate transformation relevant for the

reduction in dimension,

N =
1

4π

∫ ∫
m ·

(
∂m

∂x
× ∂m

∂y

)
dx dy. (2.20)
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It is possible to have N 6= 1 configurations, the most commonly discussed ones

are the antiskyrmion (N = −1), and biskyrmion (N = 2), however this thesis

focuses on N = 1 objects. Although topologically equivalent, there are two

different common forms of N = 1 skyrmion, both of which are shown in Fig. 2.2.

The first is the Bloch skyrmion, where as you cross the skyrmion radially the

moments form a Bloch domain wall, and the second is the Néel skyrmion, named

for equivalent reasons. These two configurations are related by a global change

of π/2 in the phase of the moments.

Skyrmions can be found in real materials due to the competition of two dif-

ferent interactions, most commonly exchange and DM. The competition leads

to complex magnetic textures, particularly under the application of an external

magnetic field. Materials that host skyrmions can be broadly split into two cate-

gories: (1) materials with interfacial DM interaction, typically thin-film or similar

systems, and (2) materials with interactions throughout their bulk that give rise

to skyrmions.

We will first discuss (1). In magnetic thin films that already possess an ex-

change interaction, it is possible to manufacture the system to stabilise skyrmions

by introducing an interfacial DM interaction. The origin of this interaction is

clear; the DM interaction occurs when there is a lack of inversion symmetry, a

condition which is automatically satisfied at the boundary between two different

layers. This DM interaction, which only occurs near the surface, leads to the

stabilisation of individual skyrmions, typically in a seemingly random pattern.

These skyrmions can be moved around for very little energy cost, making them

potentially exciting for computer memory applications [8, 9, 10]. Further, the way

they respond to changes in current and magnetic field leads to potential usage in

unconventional computing [11]. Lots of research is ongoing in this area [4, 17],

however this class of skyrmion will not be the focus of this thesis.

In case (2), the crystal symmetry gives rise to competing interactions through-

out the bulk of the material, which stabilises skyrmions throughout the system.

There are multiple different possibilities for interactions, each of which gives rise
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Figure 2.3: Location of the skyrmion phase in the B-T phase diagram of bulk

materials. Stabilisation of the skyrmion phase occurs through various mecha-

nisms: (i) competition between the exchange and Dzyaloshinskii–Moriya interac-

tions, leading to a Bloch (orange) or Néel (blue) skyrmion lattice, (ii) competition

between exchange and uniaxial anisotropy (green), (iii) geometric frustration from

the interplay of RKKY and four-spin interactions (purple). Phase boundaries

taken from Refs. [3, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29].

to different behaviours. The location of the skyrmion phase in the B–T phase

diagram of various materials, with the stabilisation mechanism associated with

each, is shown in Fig. 2.3.

In this thesis we restrict our discussion to materials where there is competition

between exchange and bulk DM interaction. To understand the magnetic textures

this leads to, it is helpful to introduce a description of q-vectors, which are vectors

in reciprocal space that point in the direction of change of the magnetic moment.

This is a continuum approach, where we think about the field that represents

the moment at a specific location in space, rather than individuals magnetic

moments as we have discussed so far. We write a general magnetic structure as
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m(r) =
∑

qmq exp (iq · r), where there can be as many q-vectors as needed.

For the helical state already shown to be the ground state in a system containing

just exchange and DM interactions, one q-vector is required (which makes sense,

as the orientation of the magnets moments changes in one-dimension only). The

magnitude of this q vector |q| = 2π/L, where L is the periodicity of the helical

state. For magnetic moments of magnitude m the helical state can be defined in

terms of two unit vectors, â and b̂, which form an orthonormal set with q/ |q|.
We find that

mH(r) = m
[
cos (q · r) â− sin (q · r) b̂

]
, (2.21)

where q/ |q| = â× b̂ [30].

Returning to skyrmions, it is immediately obvious that a single q-vector is go-

ing to be insufficient to describe the magnetic texture (as the magnetic moments

change orientation in two-dimensions). It turns out that the so called “triple-q”

model well captures the topology of a skyrmion. (Although the triple-q model

does not minimise the free energy of the system, it is a very good approximation

in many situations, and is the description employed in this thesis.) In this model,

three q-vectors are needed such that q1 + q2 + q3 = 0. The triple-q model is

therefore defined as m(r) = mSk(r)/ |mSk(r)|, where mSk(r) =
∑3

i=1mH(r, qi).

Unlike the isolated, singular skyrmions shown in Fig. 2.2, this equation defines a

skyrmion lattice of hexagonally packed (i.e. space filling) skyrmions. In bulk DM

interaction systems, these skyrmions are typically 5–100 nm in size [31]. In the

third dimension, the two-dimensional skyrmions sit on top of each other, defining

skyrmion tubes throughout the material [32, 33]. These tubes can be considered

the analogy of many similar structures in condensed matter physics [34], perhaps

most obviously the vortex lines in type-II superconductors [35]. This configu-

ration of skyrmion tubes is the energetically favourable skyrmion state in these

systems.

Other magnetic states observed in these materials can be similarly defined

in terms of relevant q-vectors. The most common variant is the conical phase,

which is very similar to the helical phase, but with a component of the magnetic
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moments in the direction of the applied field.

With a mathematical description of the states in these materials, we return

to the question of stability. It is possible to show, using Derrick’s theorem [36],

that the energy of the DM interaction term for the skyrmion state grows as L2;

as this is a positive energy term it would imply that skyrmions are not stable

(much as vortices and hedgehogs). This also matches our understanding that the

helical state (not skyrmions) is the magnetic ground state. The picture changes,

however, when an external magnetic field is applied. The Zeeman contribution

to the Hamiltonian also scales as L2, but this time the energy term is negative.

Energetically it is therefore only possible to stabilise skyrmions as the equilibrium

state in an applied field; in fact, in systems where exchange and DM interactions

dominate, this is found to be true experimentally [3, 18, 19, 20, 21, 22, 23].

Typically, the skyrmion lattice state is found to be in equilibrium in a small

pocket of the B–T phase diagram just below Tc under application of an external

magnetic field.

An important distinction at this point is the difference between the Bloch

and Néel skyrmion. Why is the skyrmion that is stabilised different in different

systems, even though the dominant energy terms are the same? The answer is

due to the vectorial nature of D; different orientations favour the twists in the

skyrmion to be oriented differently. As we have already discussed, the direction

of D depends on the crystal symmetry, and therefore sets the type of skyrmion

one can expect to find in a particular material. In chiral magnets one finds Bloch

skyrmions, whereas in polar magnets Néel skyrmions are preferred.

There are multiple experimental techniques that can observe skyrmions [31,

37]. In real space Lorentz Transmission Electron Microscopy is the most common

technique [38], with x-ray holography being more recently employed [39, 40]. In

reciprocal space, the skyrmion lattice forms a hexagonal pattern of diffraction

peaks which are commonly observed with small angle neutron scattering [3] or

x-ray techniques [41, 42].

So far we have restricted our discussion to the static structure of magnetic
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moments. Of course, there are myriad dynamic effects at play as well, some of

which are specific to the topological object formed. Much of the research into the

dynamics of skyrmions is concerned with their translation through the material,

primarily due to the possibility of application to computer memory technolo-

gies [31, 37], however for this thesis it is beneficial to be aware of the lowest-

energy excitations of the skyrmion that occur without an overall translation.

These single skyrmion dynamics are modes of the object, and in real materials

typically have frequencies in the gigahertz regime [43]. All of these modes involve

motions of the core of the skyrmion. The lowest energy mode corresponds to a

counter-clockwise rotation of the core of the skyrmion. At approximately twice

this energy, a skyrmion breathing mode, where the core cyclically expands and

shrinks, is found, with a clockwise rotation only slightly higher in energy. All of

these modes are shown diagrammatically in Fig. 2.4. These collective motions of

the magnetic moments are detectable with various different experimental tech-

niques, most notably microwave resonance experiments [44]. The reduction in

frequency of the skyrmion modes as the temperature approaches Tc is a mecha-

nism discussed in this thesis as a possible explanation for some of the observed

behaviour, see App. A.

2.3.5 Solitons (D = 1, d = 3)

The final combination of dimensions we will consider in this chapter is D = 1,

d = 3. In this situation we constrain the magnetic moments to a line, allowing

them to point in any direction. If we consider the same Hamiltonian again, with

just exchange and DM interactions, we can see that the ground state is still the

helical configuration previously observed. As we saw with skyrmions however,

there are however more interesting topological states that form upon application

of an external magnetic field.

When adding a Zeeman term to the Hamiltonian there is a preference for

the magnetic moments to align with the magnetic field. If this field is applied

perpendicular to the chain of magnetic moments, regions of field-aligned moments
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Figure 2.4: A diagrammatic representation of the lowest energy skyrmion

modes, showing the motion of the core of the skyrmion (where the magnetic

moments point out of the page) with respect to the overall skyrmion. The shown

modes are the counter-clockwise (CCW) rotation, breathing mode, and clockwise

(CW) rotation.
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Figure 2.5: Two solitons, a topological object for D = 1, d = 3. A soliton

is defined as the moments that are rotating, separated from other solitons by

regions of aligned moments.

will appear in between the twists integral to the helical state, as seen in Fig. 2.5.

We have effectively separated out these twists, which now become topological

objects in their own right. We call these objects magnetic solitons. (It is worth

noting that the term “soliton” is also used to refer to all topological objects, for

example a skyrmion is a soliton in D = 2, d = 3. For the avoidance of confusion,

when solitons are referred to in this thesis, we mean the D = 1, d = 3 topological

object.)

Solitons are the reduced-dimensional analogue to skyrmions, and share many

of the same properties. In particular, they form a lattice in bulk materials,

however their periodicity is dependent on the magnitude of the external field.

The way solitons manifest can be changed by tilting the magnetic field towards

the chain of moments, leading to a tilted soliton lattice. If the field points along

the chain of moments, no solitons will form.

Solitons, in comparison to skyrmions, are found to exist in very few materials.

This is likely due to the additional requirements for their formation, in addition

to the right crystal symmetry for appropriate exchange and DM interactions, one

needs to find a system that has magnetic moments that are relatively well isolated

into one-dimensional chains. So far the best studied example of a soliton-hosting

material, and one that is studied in this thesis, is Cr1/3NbS2 [45]. In this material

the solitons exist over a large region of the B–T phase diagram below Tc.



Chapter 3

Techniques

In this thesis we apply various different techniques, be they experimental or theo-

retical, to the study of materials hosting topological magnetic states. This chapter

serves as an introduction to those that are used most frequently. The chapter

is dominated by the discussion of muon-spin spectroscopy (µSR), this being the

technique that is most commonly used in this thesis to study the physics in the

materials of interest.

3.1 Muon-spin spectroscopy

Muon-spin spectroscopy (otherwise commonly referred to as muon-spin rotation

or relaxation, hence the µSR acronym) is a technique which employs the im-

plantation of muons within a sample to obtain information about the internal

magnetic field. As such, it is a rare example of a technique that gives micro-

scopic magnetic information, rather than an average over all the behaviour in

a system. µSR often picks up magnetic effects that are missed by macroscopic

techniques, being uniquely sensitive to small changes in the magnetism. It can

be used to understand both the static and dynamic processes in magnets. We

will discuss both the theory behind the technique, and practical considerations,

below. We conclude with an example application to a topological magnetic state.

In the absence of other references, the material presented here can be found in

41
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Table 3.1: The properties of the muon (µ), with comparisons to the electron (e)

and proton (p). Data from Ref. [49].

q spin m (MeV) moment (µB) γ/2π (MHzT−1) τ (µs)

e ±e 1/2 0.51 1 28000 > 1040

µ ±e 1/2 105.7 4.84× 10−3 135.5 2.19

p ±e 1/2 938 1.52× 10−3 42.6 > 1042

Refs. [12, 13].

3.1.1 The muon

The muon, a fundamental particle similar to, but heavier than, an electron has a

history of being misunderstood. Despite the discovery of cosmic rays in 1912 (of

which muons are the major constituent) winning Victor Hess the 1936 Nobel Prize

in Physics [46], understanding the properties of the muon took time. Muons were

originally thought to be the particle that mediated the strong force, and it was not

until the 1940s [47, 48] that this was realised to be incorrect. The properties of

the muon (compared to those of an electron and proton in Tab. 3.1) were explored

over the following decades, and the potential applications of the positive muon

(µ+) to condensed matter physics, particularly magnetism, were quickly realised.

The muon is a spin-1/2 particle, and therefore interacts with magnetic fields.

This property of the muon makes it suitable for the study of magnetism, however

it is not a unique property (both the electron and proton are also spin-1/2 par-

ticles, for example). Where the muon is unique is its lifetime, τµ = 2.2 µs. The

muon decays via

µ+ → e+ + νe + ν̄µ (3.1)

into a positron and two neutrinos. This decay involves the weak interaction and

therefore does not preserve parity [50], which leads to the emission of the positron

preferentially in the direction of the muon-spin at the time of decay. This allows

one to follow the spin of an ensemble of muons by detecting the direction of the
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Figure 3.1: The probability of positron emission at an angle θ to the muon-spin.

The distance of each line from the muon represents the probability of positron

emission in that direction at that energy. Each line represents the total probability

of emission from positrons of energy over a range of (x−0.1)Emax to xEmax, with

Emax = 52.8 MeV, where x, the upper limit for each line, is indicated. As can be

seen, there is a strong preference for the positrons to be emitted in the direction

of the muon-spin.

decay positrons as a function of time, and it is this property which makes the

muon ideally suited to condensed matter physics experiments.

The probability of muon decay at a particular angle θ with respect to the

instantaneous muon spin direction is proportional to 2ε2 (3− 2ε) [1 + a (ε) cos θ],

where ε is the normalised kinetic energy of the positron (ε = 1 corresponds to the

maximum kinetic energy of Emax ' 52.8 MeV, approximately half the muon rest

energy as one would expect), and a (ε) = (2ε− 1) / (3− 2ε). By integrating this

expression between energy limits, one can obtain the probability of a positron

being emitted in each direction. This is shown, for bands of 0.1Emax, in Fig. 3.1.
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In this figure, to obtain the total emission probability, one sums all the shown lines

(equivalent to integrating between 0 and Emax). As can be seen, there is a strong

preference for emission in the direction of the muon-spin. (In reality, this effect

is further enhanced by preferential absorption of low-energy positrons, which are

more commonly emitted away from the muon-spin direction.) By implanting

many muons in a sample, the decay to positrons (each of which occurs after a

different length of time) allows one to track the average direction of the muon-

spin.

Experimentally, the positrons emitted from muon-decay are detected by detec-

tors surrounding the sample of interest. Most commonly we discuss the forward

or backward detector (where the name refers to the direction with respect to the

muon-momentum, not muon-spin), and we define a quantity known as the asym-

metry A (t) in terms of the number of counts Nα (t) detected in the α detector,

A (t) =
NB(t)− αexpNF(t)

NB(t) + αexpNF(t)
, (3.2)

where αexp is an experimentally determined parameter relating to the detector

efficiency. The asymmetry is proportional to the muon-spin polarisation P (t),

A (t) = a0P (t). The maximum value of a0 = 1/3 can be can obtained by av-

eraging a (ε) over all positron energies, however this ideal case is never found

in practise, with a0 typically slightly lower. The experimental configuration is

shown in Fig. 3.2.

Having shown that it is possible to detect the average direction of the muon-

spin in an ensemble of muons as a function of time, we must now consider why

this is beneficial. The answer lies in the gyromagnetic ratio of the muon. As

previously defined for the electron in Chap. 2, the gyromagnetic ratio of the

muon is γµ = ge/2mµ, where in this case g is very close to 2. This gives γµ =

135.5 MHzT−1. This value, for reasons we will see later, sets the timescale for

muon interactions, and hence determines the range of dynamics to which the

muon is sensitive. This can be summarised in Fig. 3.3, where we can see that

the muon covers a frequency range that is not accessible with other techniques.

The sensitivity to low frequencies makes µSR uniquely sensitive to low-moment
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Figure 3.2: The experimental configuration for the muon-spin spectroscopy

technique, showing the position of the detectors with respect to the sample. The

muon is incident upon the sample with spin antiparallel to the momentum. The

direction of the longitudinal field (LF) and transverse field (TF) are shown.
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Figure 3.3: The frequency range over which the muon-spin spectroscopy tech-

nique is sensitive, compared to other experimental techniques. Frequency ranges

based on those in Ref. [52].

samples (down to samples with a moment of around 10−3µB), and small changes

in the magnetism [51].

The entire dynamic range shown for µSR is not accessible in a single exper-

iment, but rather represents the absolute limits of the technique. The range of

frequencies to which a particular experiment is sensitive is determined by the

experimental setup, choice of instrument/muon source, and sample properties.

We will discuss these details later.

3.1.2 Time evolution of the muon-spin

We have seen that the properties of the muon make it a prime candidate for

extracting information on the magnetism of a sample by detecting the time evo-
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lution of the muon-spin. We now consider the interactions between the muon-spin

and the sample that dictate the behaviour we hope to detect. We follow the de-

scription in Ref. [53]. We will assume that the muon is sat inside the sample,

without any chemical bonds to any nearby ions/electrons, and the spin is free to

evolve. This scenario turns out to be the one that is most appropriate in this

thesis, and although different situations are possible, they are not discussed here.

We have seen that the quantity of interest in the experiment is the muon-spin

polarisation, which we project along a particular axis. To make progress with

this, we must introduce the Pauli spin operators σ, which are a mathematically

convenient way to express the spin of the system [54]. They are defined as σ =

(σ̂x, σ̂y, σ̂z), with

σ̂x =


0 1

1 0


 , σ̂y =


0 − i

i 0


 , σ̂z =


1 0

0 −1


 . (3.3)

The spin operator is defined as Ŝ = ~σ/2. It is therefore clear to see that (after

normalisation) the time evolution of the average muon-spin polarisation along an

axis q is

Pq (t) = 〈σ̂q (t)〉 . (3.4)

Assuming a time-independent Hamiltonian, we can further write this in terms of

the density operator ρ̂ = |ψ〉 〈ψ|, where |ψ〉 is the state of the system,

〈σ̂q (t)〉 = Tr [ρ̂ · σ̂q (t)] , (3.5)

where σ̂q (t) = exp
(

i Ĥt/~
)
σ̂q exp

(
− i Ĥt/~

)
is expressed using the Heisenberg

representation [55]. Taking the initial muon-spin direction to be along the b di-

rection (with this defining the basis), and assuming the muon ensemble is entirely

spin-polarised (as it is in experiment), we can write

ρ̂ =


1 0

0 0


 =

1

2

(
Î + σ̂b

)
, (3.6)

where Î is the identity matrix. Combining all of these expressions, and using the

fact that Pauli matrices are traceless, one finds

Pq (t) =
1

2
Tr
[
σ̂b exp

(
i Ĥt/~

)
σ̂q exp

(
− i Ĥt/~

)]
. (3.7)
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This expression allows us to calculate the time-evolution of the muon-spin polar-

isation, given we know the Hamiltonian of the system.

Before proceeding any further, it is worth considering which axes we will wish

to use in Eqn. 3.7 in the experiment. Typically we have two different geometries,

longitudinal field (LF, where the initial muon-spin is parallel to the applied field),

and transverse field (TF, where the initial-muon spin and applied field are perpen-

dicular). In the absence of an applied field (ZF) we typically use the LF geometry.

We are normally interested in the polarisation along the initial muon-spin axis.

As typical, if we define the z-axis to be the direction of the applied field, we can

therefore see that the two cases are: LF, q = b = z; and TF, q = b = x. These

configurations are shown in Fig. 3.2. For the LF geometry (which dominates the

work in this thesis), this therefore reduces Eqn. 3.7 to

Pz (t) =
1

2

∑

m,n

|〈m |σz|n〉|2 exp

[
i (Em − En) t

~

]
, (3.8)

where |m〉 and |n〉 are the eigenstates of Ĥ with respective energies Em and En.

3.1.3 Muon-spin precession

We start with the simplest case, a muon sat in a static magnetic field B. As the

muon acts as a heavy electron, we know from Chap. 2 that the appropriate Hamil-

tonian is Ĥ = −µ ·B = −~γµŜ ·B, where we have used Eqn. 2.7, and the knowl-

edge that the stationary muon has no orbital angular momentum. This can be ex-

pressed in spherical polar coordinates, where B = B (sin θ cosφ, sin θ sinφ, cos θ),

as

Ĥ =
−~γµB

2
(sin θ cosφσ̂x + sin θ sinφσ̂y + cos θσ̂z)

=
−~γµB

2


 cos θ sin θ exp (− iφ)

sin θ exp (iφ) − cos θ


 .

(3.9)

Diagonalisation finds the two eigenstates needed for Eqn. 3.8, which we denote

using the basis of |↑〉 and |↓〉, corresponding to the muon-spin pointing parallel

or antiparallel to the z-axis. The eigenstates, corresponding to alignment or
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anti-alignment with the applied field respectively, are

|+〉 = sin

(
θ

2

)
exp

(− iφ

2

)
|↑〉 − cos

(
θ

2

)
exp

(
iφ

2

)
|↓〉 ,

|−〉 = cos

(
θ

2

)
exp

(− iφ

2

)
|↑〉+ sin

(
θ

2

)
exp

(
iφ

2

)
|↓〉 ,

(3.10)

which have energies E± = ±~γµB/2.

Substitution into Eqn. 3.8 gives the important result

Pz (t) = cos2 θ + sin2 θ cos (γµBt) , (3.11)

which shows that the spin of the muon will precess in a static magnetic field.

Alternatively, if one were to watch the time-evolution of the spin in the x-direction

instead, with the spin initially pointing along x (as is done in the TF geometry),

one can see from symmetry that

Px (t) = cos2 θ + sin2 θ cos (γµBt) . (3.12)

Averaging uniformly over θ (for example, the situation one would expect for

a polycrystalline sample where each grain is randomly oriented with respect to

the initial muon-spin direction) gives, for example,

Pz (t) =
1

3
+

2

3
cos (γµBt) . (3.13)

It is clear from these expressions why γµ sets the timescale over which µSR is

sensitive. A situation that closely approximates this is a long-range ordered

magnet, where the muons that stop in crystallographically equivalent sites will

all show spin-precession at a similar rate, hence detecting these oscillations is a

classic way to look for magnetic order.

3.1.4 Static field distributions

We now complicate the above situation by placing our ensemble of muons in a

distribution of static magnetic fields with probability distribution function p (B).

The polarisation can now be calculated by applying the appropriate weight from
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the probability distribution to Eqn. 3.11 [51]. Here we show the result for the LF

geometry,

Pz (t) =

∫
p (B)

[
cos2 θ + sin2 θ cos (γµBt)

]
d3B. (3.14)

The result for the TF geometry is similar.

Starting with the simplest example, let us consider the consequence of a dis-

tribution of magnetic fields centred on zero. This may occur, for example, above

Tc when the electronic moments are fluctuating too rapidly to be detected with

µSR, leaving just nuclear moments to interact with the muon-spin. From the

central limit theorem, assuming a Gaussian distribution is likely a good approxi-

mation in most cases. We define ∆ = γµ
〈
(B − 〈B〉)2〉1/2

such that the width of

the distribution is ∆/γµ, which means

p (B) =

(
γ2
µ

2π∆2

) 3
2

exp

(−γ2
µB

2

2∆2

)
. (3.15)

Inserting this into Eqn. 3.14, and performing an angular average, gives the famous

result

Pz (t) =
1

3
+

2

3

(
1−∆2t2

)
exp

(−∆2t2

2

)
, (3.16)

the Kubo-Toyabe function [56]. This is shown in Fig. 3.4 (when γµB0/∆ = 0),

and shows Gaussian-like behaviour [Pz (t) ∝ exp (−∆2t2)] at early times, and the

‘1/3-tail’ at long times.

We can modify the above example by applying a magnetic field. Let us first

consider a transverse magnetic field B0 that is much larger than any field pro-

duced by the material itself, such that p (B) = δ(3) (B −B0). In this case, we

can approximate Bx = By = 0, Bz = B0 +X, where X will be the shift away from

B0 (normally due to the internal field of the magnet). We assume X is an even

function (as is the case for a Gaussian) for mathematical simplicity. The triple in-

tegral of Eqn. 3.14 has reduced to a single integral, and with some manipulation,

one can show that

Px (t) =

[∫ ∞

−∞
p (X) cos (γµXt)

]
cos (γµB0t) . (3.17)
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Figure 3.4: The Kubo-Toyabe function, both with and without application of

a magnetic field B0 parallel to the initial muon-spin direction. The dashed line

indicates Pz (t) = 1/3, the value of Pz (t→∞) when B0 = 0.
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Assuming a Gaussian distribution of internal fields around the applied field, this

reduces to

Px (t) = exp

(−∆2t2

2

)
cos (γµB0t) , (3.18)

and we find a result that we use for TF experiments throughout the thesis:

when the static precession of the muon-spin dominates, the expected observed

behaviour is a damped cosine where the damping is proportional to the width

of the field at the muon site, and the precession is at a rate set by the average

internal field.

An alternative would be to apply the magnetic field B along the initial muon

spin direction, as would be done in the LF geometry. This will again change the

distribution of fields at the muon site, and similar analysis leads to the polarisa-

tion

Pz (t) = 1− 2∆2

γ2
µB

2
0

[
1− exp

(−∆2t2

2

)
cos (γµB0t)

]

+
2∆4

γ3
µB

3
0

∫ t

0

exp

(−∆2τ 2

2

)
sin (γµB0τ) dτ,

(3.19)

which is known as the LF Kubo-Toyabe [57]. I have calculated an alternative

form of this equation using mathematica [58] which is more computationally

efficient. We employ the complex error function erfi(z) = − i erf (i z) [59], such

that

Pz (t) = 1− 2∆2

γ2
µB

2
0

[
1− exp

(−∆2t2

2

)
cos (γµB0t)

]

+
∆3

γ3
µB

3
0

√
π

2
exp

(−γ2
µB

2
0

2∆2

)[
2 erfi

(
γµB0√

2∆

)

− erfi

(
γµB0 − i ∆2t√

2∆

)
− erfi

(
γµB0 + i ∆2t√

2∆

)]
.

(3.20)

The LF Kubo-Toyabe is also shown in Fig. 3.4. An important feature of this

function is the recovery of the ‘1/3-tail’; as a greater external field is applied,

more of the muon-spins are locked along the field direction and cannot depolarise.

This is a very important point for the study of dynamics with µSR, and it the

effect of the dynamics on this tail which we will concentrate on.
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3.1.5 Dynamic magnetism

Having so far assumed a static distribution of magnetic fields at the muon site, we

now introduce dynamics. We first assume a situation where dynamics dominate,

meaning the muon-spin must align either parallel, or anti-parallel to the initial

muon-spin direction; we take this as the z-axis for simplicity. (This could hap-

pen, for example, if there is a large applied field along the muon-spin direction

direction, as we saw at the end of the previous section.) Defining the number

of muon-spins parallel/antiparallel to the z-axis as n↑ and n↓ respectively, and

setting the transition rates between the two states to be W±, we can write

ṅ↑ = W+n↓ −W−n↑,

ṅ↓ = W−n↑ −W+n↓.
(3.21)

Subtracting these equations, and using the fact that W+n↑ = W−n↓ = 0, we find

d(n↑ − n↓)
dt

= − (W+ +W−) (n↑ − n↓) . (3.22)

The polarisation Pz (t) = (n↑−n↓)/ (n↑ + n↓), so it is evident from Eqn. 3.22 that

Pz (t) = Pz (0) exp(−λt), where λ = W+ + W−. We have therefore shown that,

when the system is dominated by dynamics, we would expect exponential decay

of the muon-spin polarisation. The next challenge is to identify the relaxation

rate λ in terms of more useful quantities. There are a variety of different methods

to do this [53], however we will employ the strong collision model.

The strong collision model allows the evolution of the muon-spin to go on

undisturbed for an average period of time τ , before suddenly changing evolution to

be that of a different field distribution. The muon-spin then evolves as determined

by the new configuration, with the polarisation starting from the previous value,

until it is disturbed by another “collision”, and so on. These changing field

distributions occur in magnetic systems because of dynamic fluctuations changing

the distribution of magnetic moments. We illustrate the situation in Fig. 3.5,

where two regimes are shown, (a) the slow-fluctuation regime (γµBτ � 1) where

there is sufficient time for spin precession before the change in field distribution,

leading predominantly to a relaxation of the ‘1/3-tail’, and (b) the fast-fluctuation
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Figure 3.5: The principle behind the strong collision model approach to dynam-

icisation. Successive collisions reset the polarisation (black lines), with the overall

polarisation shown in colour. The slow-fluctuation regime is shown in (a), where

the overall polarisation is given by Eqn. 3.26, with the fast-fluctuation regime

shown in (b), where Eqn. 3.27 gives the overall polarisation.

regime (γµBτ � 1, typical for ordered magnets such as those studied in this

thesis) where the rapid resetting of the polarisation leads to the exponential

decay we have already shown we expect.

We will now perform the above steps mathematically, focusing on the LF

geometry. The polarisation function can be written in terms of contributions

from muons that have experienced l field changes up to time t, i.e.

Pz (t) =
∞∑

l=0

Rz,l (t) . (3.23)

The probability of the field having not changed by time t is exp (−νt), where

ν = 1/τ is the fluctuation rate. Hence Rz,0 (t) = P s
z (t) exp (−νt), where P s

z (t) is

the static polarisation function that the muon-spin will follow between collisions.

Subsequent collisions change the polarisation from previous collision, so we can

write

Rz,l+1 (t) = ν

∫ t

0

Rz,l (t− t′)Rz,0 (t′) dt′, (3.24)
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and hence

Pz (t) = P s
z (t) exp (−νt) + ν

∫ t

0

Pz (t− t′)P s
z (t′) exp (−νt′) dt′. (3.25)

From this equation one can calculate (numerically) the expected polarisation

decay from any static polarisation function.

Progressing further analytically requires the use of Laplace transforms and

is well documented [57, 60], however the process of doing these transformations

provides no great physical insight. We shall instead present the results one obtains

for various different scenarios and discuss the implications.

The first scenario we consider is that of the Gaussian distribution of fields

around zero, which we have shown without dynamics leads to the Kubo-Toyabe

function. In the slow-fluctuation limit (ν/∆� 1) we find

Pz (t) =
1

3
exp

(−2νt

3

)
+

2

3

(
1−∆2t2

)
exp

(−∆2t2

2

)
, (3.26)

showing the ‘1/3-tail’ is relaxed, with the early precession unaffected, as we ex-

pected from Fig. 3.5. In the fast-fluctuation limit (ν/∆� 1)

Pz (t) = exp

{−2∆2

ν2
[exp (−νt)− 1 + νt]

}
, (3.27)

which we can reduce further when νt� 1 to

Pz (t) = exp (−λt) , λ =
2∆2

ν
. (3.28)

We have recovered the expected exponential decay, relating the relaxation rate to

the width of the distribution of fields at the muon site, and the fluctuation rate.

Both Eqns. 3.26 and 3.27 are shown in Fig. 3.5.

As discussed above, one way to ensure dynamics dominate is to apply a large

magnetic fieldB0 parallel to the initial muon-spin direction. This is similar to the

previous case, however with the z-component of the field boosted by B0. In the

static limit, this gave the LF Kubo-Toyabe. Introducing dynamics one can show

(this time with a perturbation theory approach [61]) that the result is once again

an exponential. In general, we find the Keren function Pz (t) = exp [−λ (t) t]
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where

λ (t) t =
2∆2

(
γ2
µB

2
0 + ν2

)2

{[
γ2
µB

2
0 + ν2

]
νt

+
[
γ2
µB

2
0 − ν2

]
[1− exp (−νt) cos (γµB0t)]

− 2νγµB0 exp (−νt) sin (γµB0t)

}
,

(3.29)

which is valid for ν > ∆. Once again, taking the fast-fluctuation limit, we find

relaxation rate

λ =
2∆2ν

ν2 + γ2
µB

2
0

, (3.30)

which is potentially the most important equation in this thesis.

We have seen that µSR is highly sensitive to the dynamics of a magnetic

system, so the question of which dynamics we might hope to detect is worth

considering. We can see from Eqn. 3.30 that the largest response will be for

frequencies around γµB0, and hence we need to look for processes in magnets

around this timescale. The most obvious candidate is individual spin flips, which

needs energy on the scale J , and hence (using ∆E∆t ' ~) happens on a timescale

~/J . This is typically very short, and µSR is normally insensitive to these high-

frequency dynamics. Instead, µSR is sensitive to collective dynamics that involve

lots of magnetic moments. In this case, as the wavevector of the process q → 0,

the frequency ω → 0. These types of dynamics can be split into propagating

and diffusive modes, and we typically find it is the diffusive modes to which µSR

is most sensitive. A perfect example of these modes occurs around a second-

order phase transition at Tc, where there is a dissipative mode from the order

parameters with ν = c/χ, where c is a constant and χ is the susceptibility. It

is therefore often the case that near Tc the relaxation rate λ follows power law

behaviour as ν ∝ |T − Tc|γ [14]. We term this critical slowing down, and is often

discussed later in the thesis.

3.1.6 The field at the muon site

Having seen the effect on the muon-spin of a magnetic field, we must now consider

the physical origin of these fields. There are seven terms that contribute to the
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total field at the muon site,

B = B0 +Bdip +BLor +Bdem +Bcon +Btrans +Bdia. (3.31)

We discuss each in turn.

The contribution from an externally applied field H0 is captured in B0 =

µ0H0. Note that, for clarity, in much of the work in this thesis we often use the

notation Bext to make the origin of this contribution clear.

The terms Bdip, BLor, and Bdem all arise due to the dipolar interaction be-

tween moments (only considering moments that are sufficiently far away from

the muon such that there is no overlap between the muon and magnetic mo-

ments wavefunction). The dipolar field from a single magnetic moment m at a

displacement r from the moment is given by

B (r) =
µ0

4πr3

[
3 (m · r) r

r2
−m

]
, (3.32)

so for the field at the muon site rµ, one needs to sum all of the contributions from

all moments. This is clearly complicated, so we split the contribution up into (i)

Bdip from moments close to the muon (within the so-called Lorentz sphere) that

we consider precisely, (ii) BLor, a background from the moments outside the

Lorentz sphere, and (iii) Bdem from moments on the surface of the material. As

such, these three contributions are

Bdip =
µ0

4π

∑

ri<Rsphere

(
3 (mi · ri) ri

r5
i

− mi

r3
i

)
, (3.33)

where we sum over the all ith moments within the Lorentz sphere which has

radius Rsphere,

BLor =
µ0MLor

3
=

µ0

4πR3
sphere

∑

ri<Rsphere

mi, (3.34)

and

Bdem = −µ0NMmeas, (3.35)

where N is the demagnetisation tensor that depends on the shape of the sample,

and Mmeas is the measured magnetisation.
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Moments that are very close to the muon such that their wavefunction overlaps

with that of the muon contribute to the field at the muon site via the hyperfine

field Bhyp = Bcon +Btrans. This term is typically more significant in metals where

there is a larger probability of electron-muon wavefunction overlap. Both of these

terms are slightly complicated to calculate exactly, but fortunately they are not

required for this thesis. The contact hyperfine field Bcon is proportional to the

electron spin-density at the muon site, whilst the transferred hyperfine fieldBtrans

is from higher orbital momentum contributions to the diploar field, and in metals

arises due to the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction.

The final contribution, Bdia arises due to screening currents in superconduc-

tors. It is not relevant in this thesis.

3.1.7 Muon sources

We have seen that by tracking the muon-spin polarisation one can tell a great

many things about both the static and dynamic properties of the internal field

at the muon site. Critically, there are two main types of experiment one can

perform, either looking at static or dynamic information.

For an experiment focusing on static information, one wants the best time

resolution possible, allowing detection of fast oscillations, and hence high mag-

netic fields. Most suited to this experiment is a cyclotron source of muons, where

single protons are accelerated in a spiral path through the accelerator. These

protons are then collided with a target, producing a single muon at a time. This

is known as a continuous muon beam, and allows for excellent time resolution at

the cost of a shorter interval between muons. The Paul Scherrer Institute, used

in the work in this thesis, hosts a cyclotron accelerator.

Conversely, for better sensitivity to dynamic information a long measurement

time is required, often at the cost of the high time resolution. In this case, a

synchrotron is best, where two packets of ionised hydrogen orbits 180o out of

phase. Once these packets are sufficiently tightly packed they are ejected into the

graphite target, resulting in pulses of a large number of muons getting implanted
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into the sample. The muon pulses have a finite width in time limiting the time

resolution of the instrument. This constrains the maximum detectable frequency

of oscillations (hence internal fields). As there are a large number of muons in

each pulse the pulses can be well separated in time, allowing systems with slowly

relaxing polarisation to be measured. The ISIS Neutron and Muon source, a

synchrotron, has been used for measurements that are presented throughout this

thesis. An important consequence of this type of measurement is the “lost asym-

metry”, where in materials that host long-range magnetic order have a fraction

of the muons that are precessing too fast to be detected in these experiments,

and hence a fraction of the asymmetry is lost. This asymmetry recovers as the

temperature is increased through the ordering temperature, and can be used to

identify the critical temperature of a system.

3.1.8 Example measurement: The Haldane Chain

I now present an example of the µSR technique applied to topological magnetism.

This section is based on work published in Ref. [62], where the properties of a

molecular magnet were explored, demonstrating that the S = 1 Haldane Chain

model well describes the system. As part of this collaboration, I was responsible

for the analysis of the zero-field µSR data analysis.

So far in this thesis we have looked at systems of differing dimensionality.

We now return to the D = 1, d = 3 scenario, but this time with some subtle

differences. The key difference is rather than the ferromagnetic (J > 0) coupling

we have concentrated on, we will consider antiferromagnetic (J < 0) coupling,

leading to a preference for adjacent spins to align anti-parallel. In the case of the

magnetic moments being S = 1/2, this leads to a state known as the Tomonaga-

Luttinger liquid (TLL), which has low-energy excitations (called spinons) which

have fractional spin. Perhaps even more curious is the behaviour if the magnetic

moments instead have S = 1, where the ground state is expected to remain

disordered [63, 64]. This configuration is known as the Haldane Chain, and is

topologically distinct from the TLL. The Haldane chain phase is protected by an
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energy-gap, above which excitations propagate. Small changes in the Hamiltonian

describing these systems lead to dramatic changes in the expected magnetic phase

diagram [65, 66, 67], and hence finding materials that well match these models is

an active area of research.

Measurements of NiI2(3, 5-lut)4 where (3, 5-lut) = (3, 5-lutidine) = (C7H9N)

reveal it to be an antiferromagnetically coupled spin-1 chain with single-ion

anisotropy that makes it among the most isotropic candidate Haldane chain re-

ported [62]. Further, the energy scales of the material make it well suited to

experimental study (requiring attainable magnetic field strengths to saturate the

system). It is therefore a promising candidate for a material in which the physics

of the Haldane chain can be studied; it is important to verify whether the ground-

state is disordered as expected. For this we employ ZF µSR.

ZF µSR measurements of NiI2(3, 5-lut)4 were made on the LTF and GPS

instruments at the Swiss Muon Source (SµS), Paul Scherrer Institut, Switzerland.

For the measurements, samples were packed in Ag foil envelopes (foil thickness

12.5 µm), attached to a silver fork and mounted in a cryostat. Data analysis

was carried out using the wimda program [68]. Example asymmetry spectra are

shown in Fig. 3.6(a). No oscillations are observed in the spectra, indicating a lack

of long-range magnetic order, consistent with the realisation of a Haldane chain

state.

The spectra in Fig. 3.6(a) are well described over the entire temperature

regime by

A (t) = A1 exp (−λ1t) + A2 exp (−λ2t) + Ab. (3.36)

Each component of the fit accounts for muons that stop in different environments.

The Ab component arises due to muons that stop outside of the sample, for

example in the silver foil. The two exponential components can be classified as

a slow (λ1) and fast (λ2) component, with their amplitudes Ai reflecting the

proportion of muons stopping in the two; we find A1 + A2 = 11.1(7)% and

A2/ (A1 + A2) = 0.61(7) to be temperature independent (the proportion of muons

stopping in each site should not change over this temperature range, so this is as
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Figure 3.6: Zero-field muon-spin relaxation measurements of NiI2(3, 5-lut)4.

Example asymmetry spectra A (t) at various temperatures are shown in (a). In

this figure data from multiple experiments on different instruments is shown, and

hence the absolute value of asymmetry cannot be directly compared; here the data

is shown with arbitrary vertical offsets for clarity. The slow relaxation rate λ1,

extracted from the asymmetry spectra, is shown in (b), with λ1 ∝ exp (−∆/kBT ),

∆ = 7 K, indicated by the red dashed line.
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one would expect). The fast relaxing component typically arises from muons that

stop and form bound states and therefore are insensitive to the magnetism of the

system [69]. This is once again a temperature-independent effect in this regime,

hence λ2 = 38 µs−1 was held constant. Conversely, the slow relaxing component

arises from muons that stop in the material and interact as previously discussed

in this chapter. As such, the exponential form of the relaxation indicates that

dynamically fluctuating magnetism dominates the muon response.

The value of λ1 as a function of temperature is shown in Fig. 3.6(b). At a phase

transition, one would expect a significant increase in the value of λ1, indicating

that there is a large variation in the values of internal magnetic fields, or a

slowing of dynamics. As the value of λ1 stays approximately constant throughout

the whole temperature range this suggests there is no phase transition, again

indicating that there is no transition to long-range order even down to the lowest

measured temperatures.

Previous work [70] has shown that the relaxation rate λ1 in a Haldane chain

should vary as λ1 ∝ exp (−γ∆/kBT ), where ∆ is the magnitude of the energy gap

above the Haldane chain state, and the value of the constant γ depends on the

temperature regime and details of the model. Fig. 3.6(b) shows this scaling law

for ∆ = 7 K (found for this material with other measurements [62]) and γ = 1

(expected for low temperatures), suggesting that the slight increase in λ1 above

the gap temperature is consistent with the predicted behaviour. Although there

is insufficient data density to test which value of γ best describes this system, the

location of the upturn is supportive of the value ∆ ' 7 K found through other

techniques.

There are several other possible causes of the occurrence of the relaxation

parametrised by λ1, all consistent with the realisation of a Haldane chain phase

in this material. One possibility is that chain ends give rise to magnetic moments,

which introduce some magnetic-field dynamics that cause the relaxation. Another

possibility is that defects in the sample affect the local-field configuration, again

leading to a small, fluctuating magnetic field. It is also possible that the muon
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itself distorts the local environment at the implantation site inducing a small local

moment. This has been observed previously in the magnetically disordered state

of molecular spin-ladder systems [71], where it was shown that it did not prevent

the muon from being a faithful probe of the intrinsic physics of the system.

With this example, we have seen how µSR can be applied to topological mag-

netism, revealing details of not only the static magnetism, but also the dynamics.

Throughout this thesis we apply this technique to other systems hosting topolog-

ical magnetism.

3.2 Magnetometry

Magnetometry techniques are those that are concerned with measuring the bulk

magnetic properties of a sample, specifically those properties relating to either

the magnetisation or magnetic susceptibility. In general, and in this thesis, we

split the technique into two different areas, DC and AC magnetometry.

3.2.1 DC magnetometry

DC magnetometry determines the magnetisation of the sample. The magnetisa-

tion, defined as the total magnetic moment (normally per unit volume, although

the measurements measure the total magnetic moment of the sample), is arguably

the most important property of a magnet, and hence measuring it is considered

a prerequisite for most other experimental techniques. We present a very brief

overview of the technique here.

For the work in this thesis the magnetisation was measured using a Supercon-

ducting QUantum Interference Device (SQUID). A SQUID consists of a super-

conducting loop of wire, which has two non-superconducting regions in parallel

at opposite sides of the loop [72]. Both of these regions are each a Josephson

junction, a region which allows a small current to pass through. The supercon-

ducting ring only allows certain magnetic flux values through the centre. When

the stray field from a sample with net magnetisation is passed through the loop,
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the flux in the superconducting ring will change with time. Consequently, the

current in the loop will also change (as one would expect from Faraday’s Law of

Induction) to ensure the total flux remains quantised, with an oscillatory period

that is proportional to the change in flux in the loop. Typically SQUIDs are

operated under a bias current, so measuring the oscillations in the voltage across

the loop allows one to sensitively measure the change in flux, and hence infer the

magnetisation of the sample being passed through the loop.

3.2.2 AC magnetometry

The quantity that is measured with AC magnetometry is the magnetic suscepti-

bility χ = ∂M/∂H. In this technique [52] a sinusoidal time-varying magnetic field

of amplitudeHAC and frequency ω is applied to the sample, potentially in addition

to a constant magnetic field (HDC). The field of the time-dependent magnetisa-

tion induced can be picked up by the SQUID without moving the sample. The

magnetisation detected by the SQUID is hence MAC (t′) = χ (t′ − t)HAC sin (ωt),

allowing for measurement of the susceptibility. In general (particularly at higher

frequencies), the response will not be in phase with the applied magnetic field,

but there will be some phase lag φ. We typically consider the susceptibility of the

signal to be split into two parts, the real (or in-phase) component χ′ = χ cosφ,

and the imaginary (or out-of-phase) component χ′′ = χ sinφ.

How well the system responds at ω is most clearly seen by the magnitude of

χ′, and hence this can be thought of as similar to the dynamic measurements

already discussed for µSR. In the low frequency limit, χ′′ will be zero, and χ′ = χ

will simply be the derivative of the M -H curve that could be measured with DC

magnetometry. If χ′′ is non-zero, this indicates dissipative processes in the sample

where there are losses of energy [52]. Most commonly in the systems studied in

this thesis, this will be due to the irreversible motion of domain walls (of which we

have already seen the topological magnetic states are closely related to). These

irreversible motions will be most prominent at thermodynamic phase transitions,

and hence χ′′ is often used to detect phase boundaries.



3.3. Density functional theory 65

3.3 Density functional theory

Another technique regularly employed throughout this thesis is density functional

theory (DFT). Although we will not go into great detail on the technique, it is

worth having a brief overview of DFT to aid understanding of the results it

produces. We follow the approach of Ref. [73].

A quantum mechanical system can be described by a wavefunction that de-

pends on the position of all N electrons rN and I nuclei RI , i.e., omitting time-

dependence, Ψ (r1, r2, ..., rN ,R1,R2, ...,RI). Here we have assumed that the nu-

clear degrees of freedom can be separated from the electronic ones, a statement

that is justified if we make the assumption that, due to the much larger mass,

the nuclei are stationary on the timescale of the electron motion. This is known

as the Born-Oppenheimer approximation. We thus write the many-electron and

nuclei wavefunctions as ψ and φ respectively.

The Hamiltonian for the system can be split into five different parts: (i) the

electronic kinetic energy, (ii) the nuclear kinetic energy, (iii) the electron-nuclear

interactions, (iv) the electron-electron interactions, and (v) the nuclear-nuclear

interactions. The Born-Oppenheimer approximation is very helpful for simplying

the problem; the nuclear kinetic energy can be taken to be zero, and the nuclear-

nuclear interactions can be taken as a constant. Despite these simplifications,

we still have the challenge of finding a wavefuction to describe the system. It

turns out that, apart from the most trivial systems, this is not possible to do

analytically, and even numerically it becomes impossibly expensive. We therefore

must make further simplifications, which is where DFT comes in.

DFT aims to calculate the electronic structure of a material given a fixed set

of nuclei. To do this, one must solve the time-independent Schrödinger equation

for the electrons

Ĥψ = Eψ. (3.37)

DFT tackles this problem by recasting this equation in terms of the electron
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density n (r), which is related to the electronic wavefunction,

n (r) = N

∫
dr2...

∫
drNψ

∗ (r1, r2, ..., rN)ψ (r1, r2, ..., rN) . (3.38)

We will not go into great detail about exactly how this is done, however it is most

common to use the Kohn-Sham formulation [74, 75], where the Schrödinger-like

equations to be solved are

ĤKSψi (r) = εiψi (r) , (3.39)

where εi is the eigenvalue of ψi (r). This treats the electrons as non-interacting;

this makes this problem solvable. The electron density is

n (r) =
N∑

i

|ψi (r)|2 , (3.40)

and the Hamiltonian is

ĤKS = − ~2

2me

∇2 + vext (r) + vH (r) + vXC (r) , (3.41)

with vext (r) accounting for external potentials, vH (r), the Hartree potential,

arising from electrostatic potential from the electrons, and vXC (r), the exchange-

correlation potential, which is a term required to make the non-interacting elec-

trons behave as if they are interacting. The correct choice of these potentials will,

in theory, give exact results that would be solutions to the Schrödinger equation,

and developing the best potentials is an active area of research. The current best

options are available in most implementations. In practice, when using DFT to

tackle a problem, how one goes about solving these equations is decided by the

implementation of DFT one uses. In this thesis, we employ castep [76].

castep is a plane-wave psuedopotential code that implements Kohn-Sham

DFT. This approach writes ψn (r) as the sum of plane waves up to a certain

cut-off energy. This well approximates the infinite sum that would be needed to

make this an exact representation. It then uses pseudopotentials (note that these

are different to the potentials discussed before) to replace the nuclei and core

electrons with a simpler function to reduce the computational complexity; this

function exactly matches the behaviour far from the nucleus. Near the nucleus
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the approximation is less good, however this does not change the physics of the

system as the electrons are typically far from the Fermi energy, and therefore do

not significantly contribute to the overall behaviour. By applying the castep to

problems in condensed matter physics one is able to get a very good approxima-

tion to the electronic structure of a material. The results from these calculations

can be compared to experimental results to gain greater physical insight into the

system of interest, a strategy which is employed regularly throughout this thesis.



Chapter 4

Megahertz dynamics in

Cu2OSeO3

This chapter presents muon-spin spectroscopy (µSR) measurements on one of

the most well-studied skyrmion-hosts, Cu2OSeO3. I present high-statistics, high-

resolution measurements of the µSR asymmetry in the skyrmion lattice (SkL).

We find that the SkL phase of Cu2OSeO3 exhibits emergent dynamic behaviour

at megahertz frequencies, likely due to collective excitations, allowing the SkL

to be unambiguously identified from the µSR response. These results are anal-

ysed, with support of density functional theory (DFT) calculations of the muon

stopping site and simulations of the magnetic field at these muon sites. From

this analysis, and additional measurements following different cooling protocols

and under application of an electric field, we are able to study the nature of the

SkL when it exists as a long-lived metastable state. Specifically, we show that it

is highly unlikely that the SkL exists throughout the bulk of the sample in this

metastable state at the fields and temperatures where it is often observed.

This chapter is based on work published in Ref. [16]. The samples were

provided by collaborators at the University of Warwick. The phase diagram

was measured using AC susceptibility by myself. The µSR data were measured

by myself, alongside collaborators from Durham University and ISIS Neutron

and Muon Source; sample preparation for these experiments was similar. The

68
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analysis of the µSR data is my own and utilises muon site calculations performed

by a collaborator, Zachary Hawkhead (Durham University), which I subsequently

interpreted and used to calculate the field at the muon site for various different

magnetic structures. The mathematical formulation of the SkL as a Fourier series

was a combination of my work and that of a collaborator, Ben Huddart (Durham

University). The overall discussion is my own.

4.1 Introduction

Of the Bloch SkL-hosting materials [20], there are perhaps none more studied

in recent years than Cu2OSeO3. An insulating, multiferroic ferrimagnet which

crystallises in the P213 structure [77], Cu2OSeO3 has a variety of properties

that make it particularly intriguing; if it were not for the low magnetic ordering

temperature of Tc ' 57 K it would be the prime candidate for applications in

spintronic devices. The stability and extent of the skyrmion lattice in Cu2OSeO3

can be controlled both with an externally applied electric field (E-field) [78] and

through chemical substitution of the magnetic Cu ions [79, 80].

The P213 space group is noncentrosymmetric and hence lacks a centre of

inversion symmetry, meaning that Cu2OSeO3 can host a Dzyaloshinskii-Moriya

interaction, as discussed in Chap. 2. (The structure of Cu2OSeO3 is discussed

later with regards to the muon stopping sites, and can be seen in Fig. 4.5.) In the

structure there are two inequivalent Cu2+ sites, each with different coordination

environments. The site we denote CuI has trigonal bipyramidal cooridination

geometry, whereas CuII has a square pyramidal geometry; these sites are present

in the ratio 1:3. Both sites have S = 1/2, however they antialign, creating a

ferrimagnetic structure [81, 82, 83]. The exchange interaction between the ions

is mediated through the oxygen atoms.

The magnetic phase diagram of pristine Cu2OSeO3 is shown in Fig. 4.1, here

based on AC susceptibility measurements of the same crystal that is later dis-

cussed in this chapter. The SkL exists in a small pocket, spanning a few Kelvin

just below Tc, when a field of around 20 mT is applied. Below Tc, at zero-field,
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and under application of a small external field, a helical state is stabilised; once

the external field is significantly large, this state deforms into a conical state. At

high field the system becomes field-polarised. Above Tc Cu2OSeO3 is paramag-

netic. This phase diagram is typical for chiral magnetic systems which host a

SkL phase.

The phase diagram of Cu2OSeO3 near the SkL changes only slightly when

changing the angle between the applied magnetic field and the crystallographic

axes; what is far more dramatic is changes under different field-protocols [84,

85]. The phase diagram shown in Fig. 4.1 is that obtained by cooling in zero

applied field (typically denoted ZFC). When rapidly cooling through the SkL

a metastable SkL is formed; this metastable state persists over a much wider

range of temperature and magnetic field, and is affected dramatically by chemical

substitution [79]. This non-equilibrium phase allows study of the SkL over a much

wider range of conditions, and as such can be very useful for understanding the

properties of the SkL. Other field-cooling protocols (for example, cooling in a

large applied field) further stabilise different magnetic phases (for example, a

tilted conical or second, distinct SkL phase) [84, 85]. Although these phases are

beyond the scope of this thesis, it is important to be aware of the dramatic affect

on the phase diagram relatively subtle changes can make.

Another way to change the stability, and hence extent, of the SkL in Cu2OSeO3

is through application of an electric-field [78]. Applying an electric-field parallel

to the applied magnetic field enhances the extent of the SkL, whereas anti-parallel

application inhibits it. This once again provides a way to probe both the static

nature of the SkL, and the dynamics of the state; rapid removal of the E-field

will change the equilibrium state and allow the effects of metastability to be

studied [86].

Whilst the equilibrium, static magnetism of Cu2OSeO3 is relatively well un-

derstood, it is also important to study the spin dynamics of the SkL. Originally de-

tected using microwave spectroscopy techniques, Cu2OSeO3 demonstrates the ex-

citations typical for the Bloch skyrmion [87]; three modes in the gigahertz regime
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Figure 4.1: The magnetic phase diagram of a single crystal of Cu2OSeO3, as

measured by AC susceptibility. For these measurements the external magnetic

field was applied along the [100] crystallographic axis. In addition to the constant

applied field, and a time varying magnetic field of amplitude 0.3 mT was also

applied at a frequency of 111 Hz. Indicated phases are helical (H), conical (C),

skyrmion-lattice (SkL), field-polarised (FP), and paramagnet (PM). The lines

separating phases are guides to the eye.
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are identified as excitations of the Bloch skyrmion: counterclockwise, breathing,

and clockwise modes [44], see Chap. 2. In addition, Cu2OSeO3 also hosts terahertz

excitations due to spin excitations in high-energy magnon bands [88, 89, 90, 91].

In general, ordered magnets host diffusive and propagating magnetic excitations;

we therefore expect excitations over a wide range of frequencies. Despite this,

there are few reports on the excitation spectra of SkL-hosting materials in the

megahertz regime. In this chapter we will use muons to observe a dynamic re-

sponse in Cu2OSeO3 on the megahertz timescale that is unique to fields which

stabilise the SkL.

4.2 Experimental Methods

Single crystal and polycrystalline Cu2OSeO3 samples were synthesised and char-

acterised by Geetha Balakrishnan, Ales Štefančič, and Samuel Holt at the Uni-

versity of Warwick, as described in Ref. [92].

Longitudinal-field (LF) µSR measurements were carried out at the STFC-

ISIS facility, UK. Measurements on single-crystal samples of Cu2OSeO3 were

performed using the MuSR instrument, with a mosaic of crystals aligned such

that the external magnetic field Bext was applied along the [111] direction. The

mosaic was arranged in a Ag foil packet and mounted in a 4He cryostat. Measure-

ments on a polycrystalline pellet of Cu2OSeO3 under the application of an E-field

applied parallel/antiparallel to Bext were made using the EMU instrument. The

Cu2OSeO3 pellet had electrical contacts deposited by sputtering consisting of a

base layer of 15 nm Al, topped with 500 nm Ag and was mounted in a PTFE

frame on a grounded Al backing plate, with an electric connection made to the

other side of the pellet. In all other cases the samples were packed in Ag foil

envelopes (foil thickness 12.5 µm) and mounted on a silver plate. Transverse field

(TF) µSR measurements of a single crystal of Cu2OSeO3 were performed at the

Swiss Muon Source, Paul Scherrer Institut, Switzerland using the GPS instru-

ment. Regardless of measurement orientation, unless otherwise stated, samples

were cooled in the absence of an applied field. Data analysis was carried out
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using the wimda program [68] and made use of the minuit algorithm [93] via

the iminuit [94] Python interface for global refinement of parameters.

DFT calculations were performed to calculate the muon stopping sites in

Cu2OSeO3 using the plane wave, pseudopotential code, castep [76]. Calcula-

tions were carried out using the PBE exchange-correlation functional [95], with

the experimentally obtained crystal structure relaxed with the lattice parameters

held constant. Modeling the implanted muon as an ultrasoft hydrogen pseu-

dopotential, various initial positions were used to randomly sample the crystal

structure. Calculations are converged to 10 meV per cell. The structure and the

implanted muon were allowed to relax until the calculated forces on the atoms

were all < 5×10−2 eV Å−1 and the total energy and atomic positions converged to

within 2× 10−5 eV per atom and 1× 10−3 Å, respectively. These muon positions

were subsequently used in the muesr code [96] to calculate transverse-field (TF)

µSR spectra for various magnetic structures in Cu2OSeO3. For these calculations,

the temperature dependence of the saturated magnetic moment was taken from

Ref. [82], and the magnetic structures used were as presented in Refs. [97, 98, 99].

As the sample shape was approximately cubic, we have used a demagnetisation

factor of N = 1/3 in all our simulations.

4.3 Results & Discussion

4.3.1 The skyrmion lattice in equilibrium

We will first consider the µSR response to the equilibrium SkL, which is stabilised

under application of an applied external field. This gives us access to information

on the static magnetism through TF µSR, and on the dynamics of the system

with LF µSR. TF µSR measurements of Cu2OSeO3 have previously been pub-

lished [98], and show that the magnetic phase can be identified from the TF µSR

response. Here we consider the dynamic response of the muon-spin to the SkL.

LF µSR measurements on a mosaic of single-crystals of Cu2OSeO3 were per-

formed on warming, after cooling in zero applied magnetic field (ZFC). Temper-
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ature scans were performed at Bext = 22 mT, which stabilises the SkL state

between ≈ 56 K and ≈ 58 K, and at B = 40 mT, which does not stabilise a

SkL at any temperature [Fig. 4.2(a)]. Example spectra are shown in Fig. 4.2(b),

where the asymmetry decays monotonically, with an exponential decay typical

of relaxation due to the dynamics of a dense array of fluctuating local moments.

Since the material is in an ordered phase, we expect the µSR spectra to have

contributions from (i) muons with their spins initially oriented perpendicular to

the local magnetic field at the muon site; (ii) those muons with spin components

initially parallel to the local magnetic field. However, the width of the pulsed

beam at the ISIS facility does not typically allow us to resolve the first of these

contributions in many of our spectra, and so our signal is then due to the muon

with spin aligned along the local field. The spectra are well described at all

measured temperatures using a relaxation function

A (t) = ar exp (−λt) + ab, (4.1)

where the component with amplitude ar captures the contribution from muons

stopping in the sample with their spin initially aligned along the local magnetic

field, and the baseline amplitude ab accounts for muons that stop outside of the

sample or at positions in the material where a fluctuating field does not dephase

them. The relaxing amplitude ar increases as the temperature is raised through

the ordering temperature Tc. To model this, ar is constrained to

ar = ar0 +
L

1 + exp [−k (T − Tc)]
, (4.2)

where ar0 is the relaxing amplitude for T � Tc, L is difference between the

maximum and minimum relaxing amplitude, and k is a parameter which defines

the rate of increase of ar around Tc. This allows one to extract Tc independently of

λ. (Extracted values of Tc agree well with those from AC susceptibility, appearing

to be sensitive to the top of the SkL where the transition from magnetic order

to disorder commences.) There is no temperature dependence to ab, leaving only

λ [Fig. 4.3(a)] varying in our fits. Other parameters refined globally at each

applied field are shown in Tab. 4.1. (This method is particularly helpful for
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Figure 4.2: (a) Phase diagram of Cu2OSeO3, showing conical (C), helical (H)

and skyrmion (S) phases, reproduced from Ref. [92]. Orange color: fields at

which the SkL is stabilised, blue: fields which only stabilise C order below Tc, and

pink: H order. Dashed lines indicate fields at which LF µSR measurements were

performed. (b) Example LF µSR spectra for Cu2OSeO3 measured in B = 22 mT.

Top two data sets are shown with indicated vertical offsets.

reliably extracting correlated parameters, such as ab and λ; by refining ab at all

temperatures simultaneously, one is able to obtain the best estimated of λ.)

There are striking differences in the behaviour of λ between the two temper-

ature scans. On scanning through the fields in the B–T phase diagram where

the SkL is realised, λ is significantly enhanced at those temperatures where the

SkL phase is found, resulting in a broad shoulder above 56.5 K that terminates

in a peak on the high temperature side. No such enhancement is observed at

Table 4.1: Parameters obtained from fitting LF µSR measurements of

Cu2OSeO3 at a particular applied field to Eqns. 4.1 and 4.2.

µ0H (mT) ab (%) ar0 (%) k L (%) Tc (K)

22 30.62(2) 1.17(2) 1.69(9) 1.52(3) 57.78(3)

40 31.46(9) 1.12(9) 0.70(12) 1.19(13) 57.8(2)
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Figure 4.3: (a) Extracted values of λ from LF µSR measurements of Cu2OSeO3.

(b) Simulations of contributions to λ due to: (1) critical slowing down of magnetic

fluctuations near Tc (black solid line); (2) reduction in frequency of gigahertz

spectral density (orange solid line). Orange dashed line indicates the value of

λ one would obtain if the SkL was stabilised at those temperatures. Vertical

dashed lines indicate the location of the SkL at 22 mT from AC susceptibility.

(c) Extracted values of λ from a field scan at T = 56.7 K, with (d) accompanying

baseline amplitude (solid line is a guide to the eye). Dashed lines indicate the

location of the SkL at 56.7 K.
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higher fields. This indicates significantly enhanced spectral density J(ω) around

ω0 ' 3 MHz in the SkL phase. Therefore, we conclude that LF µSR has a char-

acteristic response to the SkL, specifically an increase in relaxation rate compared

to the surrounding magnetic phases.

As variation in the amplitude of the fluctuating field ∆/γµ is likely to follow

the magnetisation, the observed variation in λ likely results from the temperature

dependence of ν, and could reflect: (1) critical slowing down of the magnetic

fluctuations near Tc, typical of a second-order phase transition; (2) reduction in

frequency of the skyrmion excitation modes near Tc; (3) other collective dynamics

of the system occurring on the megahertz timescale. We explore each of these

effects in turn.

(1) Above Tc, the relaxation rate λ is well described by power-law behaviour [100]

typical of critical fluctuations in a 3D Heisenberg magnet [101, 102, 103, 104] with

a fluctuation time 1/ν ∝ |T − Tc|−w
′

with w′ = 0.709, typical for a 3D Heisen-

berg magnet. Below Tc the same critical parameters do not account for λ which

should show a sharp rise very close to Tc [Fig. 4.3(b)].

(2) The skyrmion rotational and breathing modes are expected to broaden

and decrease in frequency (or soften) as T approaches Tc from below (see, for

example, Ref. [79]), contributing to the spectral weight J (ω) centred around

ω0 = γµBext (2π× 3 MHz at our value Bext). Assuming that the time-dependent

magnetisation that results from skyrmion modes determines the relaxation, we

can use typical exponents for a 3D Heisenberg model to predict

λ =
2∆2

0ν0

[
1− (T/Tc)

3/2
]0.73

(1− T/Tc)
1.43

γ2
µB

2
ext + ν2

0 (1− T/Tc)
2.86 . (4.3)

The derivation of this result is discussed in more detail in App. A. Cu2OSeO3

exhibits its lowest frequency skyrmion mode (counter-clockwise rotational) at

ν0 = 2.3 GHz [43], giving the behaviour shown in Fig. 4.3(b), which does not

describe the measured data. Note that ν0 = 10–20 GHz would be a better

match to the data, but this is at least a factor of 3–4 higher than the three lowest

energy modes of the SkL in Cu2OSeO3 [43], but too low in frequency to be the

THz excitations previously observed.
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(3) Alternatively, λ could reflect the occurrence of other low-energy, collective

excitations emerging from the SkL involving individual skyrmions or from motion

of the SkL (e.g. diffusive excitations resulting when the SkL undergoes collective

motion, or where individual skyrmions are created or destroyed.) This is plausible

given that diffusive dynamics for single skyrmions [105, 106] typically occur in

the gigahertz regime, while the motion of Bloch points along skyrmion tubes are

likely to occur at megahertz frequencies. It could also be that ∆ increases near

the transition owing to rapid changes in width of the local field distribution at

the muon sites. In each of these cases a change in the distribution of skyrmions

in the SkL is required.

To further investigate the response to the SkL, LF µSR measurements were

also made as a function of increasing applied magnetic fieldB at fixed temperature

T = 56.7 K after ZFC. These data are also well described by Eq. 4.1, with a field-

independent amplitude ar and a baseline ab that increases with B, as is often

observed in LF µSR. We again observe enhanced values of λ in the SkL phase,

along with discontinuous behaviour in ab marking the transitions in and out of

the SkL phase [Fig. 4.3(c–d)], providing another method of identifying the SkL

phase boundaries. A likely explanation of the observed behaviour comes from

demagnetisation effects which are known to cause the magnetic transition in and

out of the SkL state to occur at slightly different fields for different parts of

the sample [107]. This leads to increased disorder in the field distribution at

the muon sites, resulting in fewer muons stopping with their spin parallel to the

local field, and hence dephasing too rapidly to be observed resulting in a loss

of the total, and hence baseline, asymmetry. It is also possible that, as ab is

correlated with λ in the fitting, that these changes actually represent changes

in the dynamics. Unfortunately it is not possible to globally constraint ab as is

done for measurements that are taken as a function of T , however this would not

change the conclusions drawn here: the field range that stabilises a SkL is clear

from LF µSR.
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4.3.2 Metastable skyrmion lattice

Having addressed the dynamic response of the equilibrium SkL, we now turn

our attention to the metastable SkL, stabilised either through rapid cooling in an

applied field (passing through the equilibrium SkL in the B–T phase diagram), or

via application of an electric field parallel/anti-parallel to the applied magnetic

field. We will start by discussing the internal field distribution, for which we

have employed calculations of the muon stopping sites. We performed TF µSR

measurements on a single crystal of Cu2OSeO3 after ZFC and rapid cooling in

applied field (FC) (≈ 17 K/minute). This rapid FC is expected to stabilise

metastable skyrmions at temperatures that host a conical phase for ZFC [79]. TF

measurements are sensitive to the static internal magnetic field distribution of the

sample at the muon sites, and have been shown to be sensitive to changes in the

magnetic state in this material [98]. Internal field distributions derived from TF

measurements measured after both ZFC and rapid FC are compared in Fig. 4.4

in an applied field of 22 mT. There is a characteristic change in distributions for

the different magnetic states [98], which are observed after both field protocols,

but no significant difference is observed between the two protocols, suggesting

that the local field distribution is similar in both cases. (The peak observed at

22 mT at all temperatures occurs from muons stopping outside of the sample and

precessing in the applied field.)

To model magnetic field distributions for the ordered states in Cu2OSeO3,

muon stopping sites were determined using DFT methods to relax the structure

with an implanted muon. We find different sites to those identified in Ref. [83],

which were determined by finding the minima of the unperturbed electrostatic

potential in the crystal with no muon present. In Cu2OSeO3 we find that the

positions of the muons are clustered into 3 distinct sites shown in Fig. 4.5, with

coordinates given in Tab. 4.2. Sites 1 and 2 are each located approximately

1 Å from the nearest O ion, which is common for muon stopping sites. All

three sites have low relative energy differences, suggesting that they could all be

occupied, however site 3 is notable in that it sits along the Cu–O bond inside the
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Figure 4.5: (a) Muon sites in Cu2OSeO3, with coordinates in Tab. 4.2. (b)

The local environment around muon site 3, showing the Cu ion position in the

absence of the muon (light translucent), and after implantation (full colour).

Image produced with vesta [108].

tetragonal cage of Cu ions and causes significant distortion of the crystal, with

the nearest Cu ion being displaced by approximately 0.7 Å, approximately 35%

of the undistorted bond length. The initial muon positions that relax to this final

site are mostly initialised inside the Cu cage. Due to the large local distortions of

the crystal, it is unlikely an external muon would have sufficient energy to occupy

this site due to the significant energy barrier to entering the cage. It is also likely

that such a distortion to the Cu–O bond length would cause a collapse of the

local crystal structure. We, therefore, conclude that site 3 is unoccupied, leaving

two sites which matches the experimental observations with zero-field µSR of two

magnetic sites [83]. Muon sites 1 and 2 show no significant distortion of the Cu

or Se ions, however the O ions local to the muon are commonly shifted so as to

be closer to the muon, sometimes by up to 1 Å.

I have performed simulations of the magnetic field distribution as seen by the

muon using muesr [96], as discussed in Sec. 4.2. Despite identification of the

stopping sites, DFT methods are not currently able to predict the proportion
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Table 4.2: Calculated muon stopping sites in Cu2OSeO3. Energies are given

relative to the lowest energy site.

Muon site Fractional coordinates Energy (eV)

1 (0.906, 0.590, 0.100) 0.00

2 (0.172, 0.365, 0.319) 0.09

3 (0.224, 0.670, 0.289) 0.15

of muons with will stop in each site; we therefore have to estimate this through

comparison to experiment. In the helical state our calculations predict an av-

erage field in site 1 of 1.04 times the magnitude of that in site 2, close to the

experimentally observed zero-field value of 1.07(2) [83]. Therefore, I have used

the ratio of 1:4 for the occupancies of sites 1:2 for the simulations shown here,

as found in Ref. [83]. It is worth noting that, should site 3 be included in the

simulations, the magnetic field at this muon site is significantly higher than the

field at sites 1 or 2 for all magnetic structures trialled, which is inconsistent with

the measured spectra. This further supports the assertion that this site is not

occupied in experiment.

To simulate the SkL configuration, a Fourier decomposition using the propa-

gation vector formalism of the triple-q model used in Ref. [98] and introduced in

Chap. 2 was performed. (It is not possible to use muesr to calculate the mag-

netic field at the muon site from the triple-q model directly due to the complex

normalisation required.) The triple-q model is given bym(r) = msk/|msk| where

msk(r) = Re

[
3∑

j=1

Sj exp(−iqj · r)

]
. (4.4)

This represents the sum of three helices with propagation vectors q1 = F (1, 0, 0),

q2 = F (−1
2
,
√

3
2
, 0) and q3 = F (−1

2
,−
√

3
2
, 0), where F = 2π/Lsk. We take the

skyrmion wavelength Lsk = 63 nm, similar to the value reported in Ref. [20]. The

Fourier components are Sj = êz + iêj, where êz = (0, 0, 1), ê1 = (0, 1, 0), ê2 =

(−
√

3
2
,−1

2
, 0) and ê3 = (

√
3

2
,−1

2
, 0). Once normalised, m(r) no longer represents

a sum of helices (as written) because 1/|msk| is a function of the propagation
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vectors qi. However, 1/|msk| has the same periodicity as the skyrmion lattice

and can therefore be expressed as a two-dimensional (2D) Fourier series, i.e.

1

|msk|
(x1, x2) =

∑

n,m

cnm exp [−i(nx1 +mx2)] , (4.5)

where xi = qi · r and we have used that fact that q1 +q2 +q3 = 0 to eliminate

q3. In this expansion n and m can take all positive and negative integer values.

We obtain the coefficients cnm via a 2D discrete Fourier transform of

1

|msk|
(x1, x2) =

[
3 + 3

2
cosx1 + 1

2
cos(x1 − x2) + 3

2
cosx2

+ 3
2

cos(x1 + x2) + 1
2

cos(2x1 + x2)

+ 1
2

cos(x1 + 2x2)
]−1/2

.

(4.6)

We can then express m(r) as the propagation vector expansion

m(r) = Re

[∑

n,m

3∑

j=1

cnmSj × exp [−i(nq1 +mq2 + qj) · r]

]
, (4.7)

which represents a weighted sum of all helices whose propagation vectors are

linear combinations of q1 and q2 with integer coefficients.

The simulated field distributions at the muon sites for helical, conical, and SkL

states are shown in Fig. 4.4. The simulations describe the experimental results

reasonably well, with the worst match being for the SkL where, on increasing

field, the rapid increase followed by slow decrease of spectral weight is captured.

but the absolute values do not agree closely. The good match between simulation

and experiment in the helical and conical state show that the static magnetism

in these phases is sufficient to describe the response on the muon timescale. The

greater discrepancy between simulation and experiment in the SkL state provides

further evidence, independently from the LF µSR already presented, that there

is a significant dynamic effect on the muon timescale which affects the internal

magnetic field distribution of the sample.

When employing different field cooling procedures in Cu2OSeO3, one either

stabilises the equilibrium helical/conical state (if cooling in zero-applied field

[ZFC]), or a metastable skyrmion lattice (if cooling in an applied field [FC]) [79].



84 Chapter 4. Megahertz dynamics in Cu2OSeO3

To explain the lack of difference in the distributions observed after ZFC and FC

protocols, one must consider the skyrmion density in the sample, and hence the

proportion of muons that are sensitive to the SkL. Assuming the muon is sensitive

to a magnetic structure when the order is continuous over 10 unit cells [109], the

nature of the domains in the sample will affect the measurement. There are two

limiting cases: (i) where the SkL grows as a single domain, and (ii) where the

SkL forms random domains. For (i), the proportion of muons sensitive to the

SkL will be equal to the number density of skyrmions in the sample Nsk. For (ii)

only muons in sufficiently large domains see the the SkL. I have simulated this

with a 2D hexagonal array of magnetic order and results are shown in Fig. 4.6.

For the majority of muons to be sensitive to the SkL Nsk must approach 0.9.

The real stabilisation mechanism of the SkL is likely to lead to a situation some-

where between these two cases, however, my model suggests that Nsk must be

over 0.5 (and likely significantly higher) for µSR to be sensitive to the SkL. The

lack of difference from TF µSR after different field protocols suggests that the

metastable SkL does not exist over a sufficient proportion of the sample volume

to be detectable with muons. We therefore suggest that the metastable SkL is

not the majority phase through the entire sample. This could suggest that the

metastable SkL is more likely to exist in particular parts of a sample, such as

sample edges or defects. A propensity for skyrmions to form near surfaces would

explain the lack of any muon signal up to an even higher volume fraction than

that shown in Fig. 4.6; since the muons penetrate several microns into the sample

in the measurements, changes to the magnetism at the surface of the sample are

typically not observed.

To further investigate the effect of the SkL when it is not the majority phase

in Cu2OSeO3, we have performed LF µSR measurements on a polycrystalline

pellet of Cu2OSeO3 in the presence of an E-field coaligned with the B-field; this

enhances the region of stability of the SkL in the B-T phase diagram. An E-

field of ±3.6 V/µm was applied across the sample, which is sufficient to cause

significant changes to the magnetic phase diagram measured using other tech-
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types of domain growth. Dashed lines highlight a proportion of 50%, and the

corresponding Nsk for each model.



86 Chapter 4. Megahertz dynamics in Cu2OSeO3

niques [78, 86]. To prevent a build up of charge, the E-field was cycled, between

on (positive polarity), off, on (negative polarity) and off, for 12.5 s periods at

each value of E. All measured spectra were found to be similar to those for the

mosaic of single crystals experiment, showing exponential decay. Different values

of applied E-field within a cycle have little effect on λ; we show the region just

below Tc at 25 mT (cutting through the center of the SkL phase in this sample)

in Fig. 4.7, as this is likely to have the most dramatic change in λ due to the

state changing between SkL and C. The lack of a difference in λ can be explained

given the specific E-field protocol employed. The application of an E-field can

stabilise a SkL where it is not stable without one, so we might expect a differ-

ence. However, if we compare the cycle times and the E-field induced skyrmion

lifetimes (using 40 s as found for (Cu0.976Zn0.024)2OSeO3 [86]) we can estimate the

changes in skyrmion number density during a cycle. For the protocol consisting

of a skyrmion creation period (15 s) followed by an annihilation period (15 s)

we find the number of skyrmions in both creation and annihilation periods make

up around 5% of the volume fraction. The average number of E-field created

skyrmions does not, therefore, change dramatically and is never the majority

phase. Even if these lifetimes are shortened by an order of magnitude (as might

be expected in a pristine material [79]), there is still significantly less than 50%

skyrmion density at all times, which is likely to be too small to give a measurable

difference using µSR. Whilst an effect may be detectable with longer E-field cy-

cle times (leading to a higher proportion of the sample hosting the SkL), charge

build-up prevents this being a viable experiment. In summary, we find that in

those cases where the SkL is not the majority phase its dynamic signature is not

resolved, making it likely that µSR is sensitive to the SkL in this system only

when it is the majority volume phase.

Interestingly, when performing a temperature scan at 50 mT using the same

E-field protocol, there is no peak in λ, which would be characteristic for a second-

order phase transition. This suggests that at 50 mT, under the application of an

E-field, the transition at Tc is smeared out over a wider temperature range.
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Figure 4.7: Relaxation rate λ from fitting LF µSR measurements of Cu2OSeO3

under application of an E-field at 25 mT. Comparison shows the region where

the greatest difference is expected between electric field on and off.
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4.4 Conclusion

In Cu2OSeO3 high statistics LF µSR measurements reveal complex behaviour

in the SkL phase, with clear evidence that there are enhanced dynamics on the

megahertz timescale that are unique to the SkL. These dynamics appear both in

measurements on warming in a fixed applied field, or at a fixed temperature on

increasing magnetic field, and the location in the B–T phase diagram of these

dynamics corresponds well to the location of the SkL as measured with AC sus-

ceptibility. Above Tc the dynamics of Cu2OSeO3 can be well described by critical

slowing down of the magnetic fluctuations that one would expect at a second

order phase transition. In the SkL of Cu2OSeO3 the source of the dynamics

is unclear, but they cannot be well described by the reduction in frequency of

characteristic excitations of individual skyrmions that one would expect near Tc.

We suggest it is most likely that these dynamics reflect diffusive excitations of

the skyrmion state, either through collective motion or the creation or decay of

skyrmions.

Our TF µSR measurements and calculation of the muon stopping sites in

Cu2OSeO3 allow theoretical models of the different magnetic states to be com-

pared to experiment by calculating the local magnetic field at the muon stopping

sites. We find good agreement for the helical and conical states, but show that,

whilst the overall behaviour of the SkL is captured in our simulations, the dis-

tribution of fields is too broad compared to experiments. This likely reflects the

importance of dynamics (which are known to narrow the spectra) when consid-

ering the structure of the SkL. We have performed TF µSR measurements under

ZFC and FC protocols, as well as LF µSR measurements after application of

an E-field for a brief period of time; both of these experiments should stabilise

metastable skyrmions in Cu2OSeO3. The lack of difference when making these

changes in both experiments indicates that the metastable SkL is unlikely to be

found throughout the entire sample, and we suggest that it may be more stable

at boundaries and surfaces.



Chapter 5

Phase separation in

Zn-substituted Cu2OSeO3

In the previous chapter we studied the muon-spin spectroscopy (µSR) response

to the skyrmion lattice (SkL) in Cu2OSeO3, finding that stabilisation of the SkL

leads to enhanced dynamics on the megahertz timescale, most obviously seen by

a sizeable increase in the rate of decay λ of the muon-spin polarisation in longitu-

dinal field (LF) µSR measurements. In this chapter we will extend our analysis

to Zn-substituted Cu2OSeO3, where non-magnetic Zn ions replace magnetic Cu

ions. Despite the initial observation in polycrystalline samples of Zn-substituted

Cu2OSeO3 of multiple distinct SkL phases at different locations in the B–T phase

diagram, we are able to demonstrate with µSR that these pockets are in fact

arising due to spatially separated magnetic domains. Our work, in combination

with magnetometry and x-ray diffraction techniques, therefore concludes that the

splitting of the SkL phase is simply due to a mixture of different Zn-substitution

levels in different grains of the polycrystalline sample.

This chapter is based on work published in Ref. [92]. The samples were

provided by collaborators at the University of Warwick. The µSR data were

measured by myself, alongside collaborators from Durham University and ISIS

Neutron and Muon Source. The analysis of the µSR data is my own, as is the

overall discussion.

89
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5.1 Introduction

There are relatively few distinct skyrmion systems that are currently known, and

even fewer have desirable properties for applications. By chemically substituting

these systems one can tailor the properties to attempt to match those required,

and hence it seems probable that a material used for device applications may

be a substituted system. It is therefore very important to understand the mag-

netism in chemically substituted skyrmion systems. To study these effects at the

microscopic level, we employ LF µSR, where comparison to the results presented

in the previous chapter allow us to gain a greater insight into the magnetism in

related systems. We start by studying Zn-substituted Cu2OSeO3. The interest

in substituted systems is particularly acute due to the observations of dramatic

changes in magnetic properties at relatively low substitution levels; in Cu2OSeO3

these observations include the increased lifetime of metastable skyrmions at mod-

est levels of Zn-substitution [79], and an expansion of the SkL phase upon Ni-

substitution [80]. Perhaps most surprising of all these observations was the split-

ting of the SkL into two distinct phases in Zn-substituted Cu2OSeO3 [110]; it is

this observation we will focus on here.

In Zn-substituted Cu2OSeO3, non-magnetic Zn2+ ions are substituted into the

crystal structure, replacing the Cu2+ ions. The two inequivalent Cu2+ sites in

Cu2OSeO3, discussed in Chap. 4, are denoted as CuI and CuII and are present in

the ratio 1:3, with the spin on each of these sites aligning antiparallel, forming a

ferrimagnetic structure. As Zn is substituted into the system, the magnetic mo-

ment monotonically decreases [110], which is interpreted as the Zn preferentially

substituting on the CuII site. This reduction in magnetic moment is accompa-

nied by a reduction in Tc as the level of Zn-substitution is increased. Above

approximately 2% Zn-substitution in polycrystalline samples, Ref. [110] observed

that the SkL phase splits into two distinct regions in the B–T phase diagram,

and that upon further substitution the separation between these two SkL regions

increases. This observation was repeated in our polycrystalline samples when

measured with AC susceptibility [92]; here we employ µSR to understand the
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microscopic magnetism.

5.2 Experimental Methods

Single crystal and polycrystalline Cu2OSeO3 samples were synthesised and char-

acterised by Geetha Balakrishnan, Ales Štefančič, and Samuel Holt at the Uni-

versity of Warwick, as described in Ref. [92].

LF µSR measurements were carried out at the STFC-ISIS facility, UK. Mea-

surements on powder samples of polycrystalline Cu2OSeO3 where the magnetic

Cu ion is substituted for non-magnetic Zn ions at different concentrations (0%,

6.4% and 10.5%) were performed on the HiFi instrument. In all cases the samples

were packed in Ag foil envelopes (foil thickness 12.5 µm) and mounted on a sil-

ver plate. Transverse field (TF) µSR measurements were performed at the Swiss

Muon Source, Paul Scherrer Institut, Switzerland using the GPS instrument.

Measurements of polycrystalline 6.4% Zn-substituted Cu2OSeO3 were performed.

Regardless of measurement orientation samples were cooled in the absence of an

applied field. Data analysis was carried out using the wimda program [68] and

made use of the minuit algorithm [93] via the iminuit [94] Python interface for

global refinement of parameters.

5.3 Results & Discussion

To enable direct comparison to LF µSR measurements of polycrystalline Zn-

substituted Cu2OSeO3, we have measured the LF µSR response of polycrystalline

pristine Cu2OSeO3. Measurements were performed at two different applied fields,

18 mT (which cuts through the SkL phase), and 35 mT (which does not, stabilis-

ing a conical state at most temperatures below Tc). The asymmetry spectra are

very similar to those shown in Fig. 4.2(b), showing monotonic decay. As for the

single crystal measurements, Eqn. 4.1 well describes the data, and once again the

relaxing asymmetry is constrained to follow Eqn. 4.2. The extracted relaxation

rate λ is shown in Fig. 5.1 for both applied fields, with other fitted parameters
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shown in Tab. 5.1.

Whilst the temperature resolution of the results presented in Fig. 5.1 is not

sufficient to observe such fine structure as the shoulder shown in Fig. 4.3, λ is still

significantly enhanced when cutting through the SkL compared to measurements

at 35 mT. Curiously, there is a more substantial peak at 35 mT than observed on

single crystal measurements at 40 mT, suggesting that the nature of the transition

at these fields changes. As µ0Hext increases the transition becomes more gradual

(reflected in the changing gradient of the conical to field-polarised boundary),

explaining this observation.

Another notable feature of the data is the distance between Tc and the peak

in λ. As already discussed, for critical slowing down typical of a second order

phase transition these two features should coincide. At 35 mT, Fig. 5.1 shows

closer agreement between the extracted value of Tc and the peak in λ than at

18 mT. Whilst these features should again not be over-interpreted due to the

limited temperature resolution, this suggests the model used to fit the data more

closely matches one that would suggest critical slowing down, and hence a lack

of complex dynamics due to the SkL phase, at 35 mT. It is also notable that the

extracted value of k in these fits decreases with increasing applied field, as was

the case in the single crystal measurements in Chap. 4, once again suggesting

that the magnetic transition is more gradual at higher µ0Hext.

LF µSR measurements were also performed on 6.4% and 10.5% Zn-substituted

polycrystalline Cu2OSeO3, which AC susceptibility measurements reveal exhibit

three and two distinct SkL phases respectively. Various external magnetic fields

were applied such that both fields which stabilise the SkL at certain temperatures,

and fields which do not, were measured. The spectra are visually very similar

to those for the pristine material, once again showing monotonic decay (with the

exception of measurements performed in a small applied field, discussed later).

Despite this similarity, the combination of Eqns. 4.1 and 4.2 does not adequately

describe these data. To investigate this observation, we can plot the natural loga-

rithm of the background-subtracted data; examples of this manipulation for both
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Figure 5.1: Relaxation rate λ extracted from LF µSR measurements of pristine

polycrystalline Cu2OSeO3. Measurements were performed under application of

an appropriate external magnetic field to stabilise the SkL at certain temperatures

(18 mT), and at a field which is too large to stabilise the SkL at any temperature

(35 mT). The location of the SkL phase at 18 mT as identified by AC susceptibility

measurements is indicated in light blue, with Tc at each field as extracted with

µSR shown as dashed lines (18 mT: grey, 35 mT: pink). The solid lines are a

guide to the eye.
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Zn-substitution levels are shown in Fig. 5.2. If these data are simple-exponential

decays, as in the previous case, one should obtain a straight line. Irrespective of

the choice of background, it is not possible to obtain a straight line at all temper-

atures for both of the Zn-substituted samples, instead finding two approximately

linear regimes that crossover at 2–4 µs. (At some temperatures a visually linear

result is obtained, suggesting that there are minimal differences in behaviour be-

tween the two regimes identified by the two straight lines. This behaviour would

be expected far from Tc where the relaxation rate should not have significant

temperature dependence.) This demonstrates that a more complex model to fit

these data is required. Note that if the same analysis is carried out on the asym-

metry spectra measured on pristine Cu2OSeO3 then a straight line is obtained at

all temperatures.

The two approximately linear regimes observed suggests that the asymme-

try spectra of the Zn-substituted Cu2OSeO3 samples needs at least two distinct

exponential relaxation rates to describe the behaviour. To observe such relax-

ation, at least two, spatially distinct classes of muon site must be realised in

these samples, and these sites must have different correlation times [111]. If there

were only one muon site subject to fluctuations with multiple distinct correla-

tion times, the slowest one would dominate, leading to a single relaxation rate.

Given that there is significant amplitude in each signal, these classes of muon

site must occur within the bulk of the material (muons stopping near edges, for

example, would not contribute significant amplitude, as discussed previously).

Muons stopping outside of the sample (in the Ag foil or similar) can also be ruled

out due to significant temperature dependence observed in the signal. The most

obvious explanation for these sites is the different muon stopping sites already

reported (see Fig. 4.5 and Tab. 4.2), however the lack of a similar observation of

a complex spectra in the pristine material makes this impossible. We therefore

conclude that there are at least two, spatially distinct classes of muon stopping

site in the bulk of the polycrystalline Zn-substituted Cu2OSeO3 samples.

The most likely explanation for distinct muon sites, each of which is sensitive
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Figure 5.2: Manipulated µSR asymmetry spectra of (a) 6.4% and (b) 10.5% Zn-

substituted polycrystalline Cu2OSeO3, as measured at the indicated temperature

and applied magnetic field. Straight lines are shown as guides to the eye and

indicate that these spectra are not simple exponential decay. This result is robust

under any choice of ab.
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to different magnetic behaviour, is that the different muon sites are in different

regions of the sample which host different Zn-concentrations. As Tc is highly

sensitive to the level of Zn-substitution in the sample, a mixture of different

Zn-concentrations in a single powder sample would explain the observed AC sus-

ceptibility phase diagrams, which can be viewed as the superposition of multiple

phase diagrams, each of which has a different Tc. This also explains why only

one exponential is observed in the pristine sample, where there is only one com-

position, and why the spectra far from any value of Tc in the sample show linear

behaviour when the same analysis as that presented in Fig. 5.2 is employed (as

λ in each composition will be about the same). High-resolution x-ray measure-

ments confirm that the polycrystalline samples are in fact composed of multiple

different Zn-substitution crystallites [92]. This therefore explains the reported

SkL-phase splitting.

With an understanding of the composition of these materials, we can now

establish an appropriate model to fit the LF µSR data with. As the AC sus-

ceptibility measurements can be viewed as a superposition of multiple different

phase diagrams, the µSR data should also be a superposition of distinct contri-

butions from each Zn-substitution level (the advantage of µSR being that, as a

microscopic probe, the effects should be separable). The model that one should

therefore expect to fit the data is

A (t) =
n∑

i=1

ari exp (−λit) + ab, (5.1)

where ari are all given by Eqn. 4.2 with independent parameters. Unfortunately,

due to the very similar values of λi often observed at a particular temperature, it

was not possible to unambiguously fit this model to the data at all temperatures.

Instead, for both 6.4% and 10.5% Zn-substituted Cu2OSeO3 measurements, a

model was used that replaced λi with a single λ, which can be viewed as an average

value. This model provides consistent fits that work well for all measurements,

allowing comparison between different regimes at the cost of making the absolute

value of λ difficult to interpret. The model used was

A (t) = ar exp (−λt) + ab, (5.2)
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where

ar = ar0 +
L1

1 + exp [−k (T − Tc1)]
+

L2

1 + exp [−k (T − Tc2)]
, (5.3)

where parameters have the same meaning as for Eqn. 4.2. Here there are two

independent critical temperatures, and the fractional composition of each Zn-

substitution in the sample can be estimated from Li/(L1 +L2) (discussed later).

In this model it is assumed that the behaviour of the amplitude of the asymmetry

around Tc is similar between different compositions by sharing a single k. Anal-

ysis of the data without this assumption finds values of k that are very similar,

justifying this approximation. This model is appropriate for measurements made

at applied fields that will stabilise the SkL at certain temperatures, and for fields

above that; lower fields were also measured, but need a modification to the model

and are discussed later. Fitted values of λ from 6.4% and 10.5% Zn-substituted

Cu2OSeO3 measurements are shown in Fig. 5.3, with fitted parameters shown in

Tab. 5.1.

The relaxation rates seen in Fig. 5.3 show clear evidence for multiple phase

transitions, consistent with the picture of multiple different Zn-compositions

coexisting within the samples. Considering the 6.4% Zn-substituted sample

[Fig. 5.3(a)], there are clearly enhanced peaks at 18 mT (cutting through the

SkL phases) compared to 35 mT, as one would expect. At 35 mT, rather than

the peaks one would expect from critical slowing down of the magnetic fluctu-

ations, we instead observe step-like features. This may suggest subtly different

transition temperatures at this applied field, leading to a smearing out of the

transition such that a peak cannot be resolved. This could occur if the demag-

netisation effects significantly change the effective field in different grains of the

polycrystalline sample, which leads to the transition from the conical to field-

polarised state to occur at different temperatures. As the demagnetisation field

is proportional to the magnetisation, which is in turn proportional to the ap-

plied field (Bdemag ∝ M ∝ Hext), this effect will be greater at 35 mT than at

18 mT. The smearing out is also seen in the value of k extracted from the fitting,

which decreases with increasing applied field. As this also occurs in the single
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Figure 5.3: Relaxation rate λ extracted from LF µSR measurements of poly-

crystalline (a) 6.4% or (b) 10.5% Zn-substituted Cu2OSeO3. Measurements were

performed under application of an appropriate external magnetic field to stabilise

the SkL at certain temperatures [(a)18 mT, (b) 16 mT], and at a field which is

too large to stabilise the SkL at any temperature (35 mT). The location of the

SkL phase at 18 mT/16 mT as identified by AC susceptibility measurements is

indicated in light blue, with Tc at each field as extracted with µSR shown as

dashed lines (18 mT/16 mT: grey, 35 mT: pink). The solid lines are a guide to

the eye.
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crystal measurements already presented, some of this smearing out is likely an

intrinsic effect (which may be expected due to the decreasing gradient with in-

creasing applied of the conical/field polarised transition line in the B–T phase

diagram). After these measurements were performed, AC susceptibility measure-

ments detected a possible third, lower T SkL phase in these samples [marked in

Fig. 5.3(a)], however these µSR data do not have sufficient T resolution to study

this phase.

In the 10.5% Zn-substituted sample [Fig. 5.3(b)] there are also two clear tran-

sitions that coincide well the location of the SkL according to AC susceptibility

measurements. The most striking feature of these data is the difference in peak

amplitude at the two transitions. This is most likely an artefact of the fitting

model where the extracted λ can be thought of as an “average” of the different

relaxation rates in different compositions. At low T , as some of the sample goes

through Tc, the relaxation rate of the muon-spin-polarisation in the parts of the

sample well below Tc is still substantial, leading to a significant overall peak. At

high T , much of the sample is well above Tc and will lead to very little relaxation,

leading to a reduced overall peak in λ. This can be seen, to a lesser extent, in

Fig. 5.3(a), where each subsequent peak in λ has a lower peak amplitude.

The other notable feature in Fig. 5.3 is the extracted location of Tc. These

values all agree with values extracted through AC susceptibility, appearing to best

correlate with either the top of the SkL (when a SkL is stabilised), which marks

the onset of the transition from magnetic order to disorder, or the transition

between the conical and field-polarised state. Unlike in previous measurements,

particularly in the 6.4% Zn-substituted Cu2OSeO3 measurements, there is not a

clear separation between the peak in λ and the location of Tc. Given the enhanced

relaxation rate consistent with measurements through the SkL, it is possible this

is an artefact of limited T resolution which leads to systematic errors in these

values.

Further LF µSR measurements of Zn-substituted Cu2OSeO3 were performed

in a small applied field (5 mT for 6.4%, 4 mT for 10.5%). In these measurements
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Table 5.2: Additional fitting parameters that are required at for low-applied

field LF µSR measurements. Refined by simultaneously fitting all data for poly-

crystalline Zn-substituted Cu2OSeO3 at a particular applied field.

Zn conc. (%) µ0Hext (mT) a2/(a1 + a2) (%) B (mT) φ (◦)

6.4 5 0.041(2) 4.6(2) −15(7)

10.5 4 0.33(3) 4.5(2) −89(8)

there was still a small oscillatory component resolvable in the data, therefore the

model was adjusted to

A (t) = ar [a1 exp (−λt) + a2 exp (−Λt) cos (γµB + φ)] + ab, (5.4)

where a1 + a2 = 1. The relaxation rate Λ additionally accounts for a distribution

of fields at the muon site centred on B, and φ is a phase offset. Temperature-

dependent extracted parameters are seen in Fig. 5.4, with globally refined tem-

perature independent parameters given in Tabs. 5.1 and 5.2. In both cases, the

oscillatory component is only a small part of the total amplitude, suggesting this

component only accounts for a small fraction of the muons.

The dynamic relaxation rate λ [Fig. 5.4(a–b)] shows similar behaviour to

measurements at higher applied field for both Zn-substitutions. For the 6.4% Zn-

substituted Cu2OSeO3 sample, λ is significantly suppressed compared to measure-

ments at other fields. However, this is not the case in the 10.5% Zn-substituted

Cu2OSeO3 measurements. This may suggest that, whilst the SkL still has dra-

matic effects on the magnetism at 6.4% Zn-substitution (only enhancing λ when

the SkL is stabilised), by 10.5% Zn-substitution the dominant relaxation channels

for the muon-spin are more likely to be occurring due to other magnetism in the

sample. The relevant timescales for dynamic processes in these systems change

with Zn-substitution, as evidenced by the dramatic change in lifetimes of the

metastable SkL in Zn-substituted Cu2OSeO3 [79]. It is therefore possible that

the relaxation channels in the muon time-window change with Zn-substitution,

and that these changes are the explanation for the lack of change in λ between 4
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Figure 5.4: Relaxation rates λ (a–b) and Λ (c–d) extracted from LF µSR mea-

surements of polycrystalline (a,c) 6.4% or (b,d) 10.5% Zn-substituted Cu2OSeO3.

Measurements were performed under application of a weak external magnetic field

such that precession of the muon spin in the local field was resolvable. Values of

Tc, corresponding to the Tc of different Zn-concentrations throughout the sample,

as extracted with µSR are shown as dashed lines. The solid lines are a guide to

the eye.
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and 16 mT in 10.5% Zn-substituted Cu2OSeO3.

For both measured samples, the oscillatory component only appears once a

significant volume fraction of the sample is above Tc (above the lower identified

transition temperature in both cases). This, in addition to the dramatic change in

Λ at the upper transition temperature, suggests that the source of the oscillatory

component is likely associated with parts of the sample remaining magnetically

ordered, whereas other parts have become magnetically disordered. One such

scenario would be that muons stopping in the grains that are magnetically disor-

dered feel a dipolar field from the local magnetically ordered grains, and precess

in this field. This would explain why the amplitude of this component is not as

large as one would expect. Further, the step like increase in Λ at transition tem-

peratures does suggest an increase in the width of the distribution of the field at

the muon site at these temperatures, consistent with this model. In this scenario

one would expect that the relative amplitude of the oscillatory component should

change at the upper transition. Due to the very low amplitude of this component

this cannot be categorically ruled out; holding the relative amplitudes fixed as a

function of temperature produces good fits.

Finally, one can calculate the volume fraction of each different level of Zn-

substitution in these samples by calculation Li/(L1 + L2). The increase in the

relaxing asymmetry around Tc, Li, occurs due to the time resolution in these

measurements typically not being sufficient to observe precession at the muon

site. For a polycrystalline sample, in the absence of an applied field, one would

therefore expect 1/3 of the muons stopping in a particular sample to contribute to

the asymmetry at T � Tc, recovering to all the muons around Tc. Application of

an external field changes the field at the muon site, which subsequently changes

the fraction away from 1/3, as seen in Fig. 3.4. It is therefore difficult, in general,

to conclude much about the magnetism from these values. If however, as is the

case in the Zn-substituted Cu2OSeO3 samples, we have N domains with similar

magnetism, but each with different values of Tc, we can assume that the ‘1/3’

fraction will be the same in each domain. Therefore, the quantity Li/(
∑N

j Lj)
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will give the fraction of muons stopping in each different type of domain, and

hence, in this case, the volume fraction of each different level of Zn-substitution,

where those with lower values of Tc are those with higher levels of Zn-substitution.

Calculated from Li/(L1 + L2), for 6.4% Zn-substituted Cu2OSeO3 46(3)% of

the sample is the low-Tc substitution (corresponding to higher Zn-substitution),

whereas for 10.5% Zn-substituted Cu2OSeO3 this figure is 60.9(2)%. As al-

ready stated, for 6.4% Zn-substituted Cu2OSeO3 these measurements were not

performed at a sufficiently low-T to be sensitive to the lowest-Tc, highest Zn-

substitution phase in this sample, believed to be around 15% of the sample by

weight. The percentage obtained here therefore reflects the relative weights of

the two identified phases. The values for both samples are in excellent agreement

with x-ray and magnetometry measurements [92], and demonstrate that LF µSR

can be used to accurately identify not only magnetic volume fractions, but also

chemical volume fractions, as is widely done in ZF µSR.

To further probe Zn-substituted Cu2OSeO3, we performed TF µSR measure-

ments of 6.4% Zn-substituted Cu2OSeO3 in an applied field of 18 mT. In TF

µSR, rather than simply fitting the asymmetry (which ignores any positrons that

are not detected in the forward/backward detectors) as has previously been done

for the LF µSR, the number of counts in all detectors is fit simultaneously, with

a phase offset on the signal appropriate for each detector. This means that the

polarisation of the muon-spin ensemble is fitted directly. For these measurements,

Px (t) =
2∑

i=1

ai exp
[
−(σit)

2
]

cos (γµBit) + ab, (5.5)

capturing the effect of muons stopping in an ordered field averaging Bi, and each

component has a respective relaxation rate σi. No phase offset on these oscillatory

components was needed to well describe the data in this case. We find that the

two sites can be identified as a high field (above the applied field below Tc) and

low field (below the applied field) site.

Whilst one would typically expect ai to be temperature independent (as it

reflects the number of muons stopping in each site), this is not the case in these

data, as seen in Fig. 5.5. We find that most of the muons stop in the high-field site
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Figure 5.5: Left : Percentage amplitude a2 of the second component needed to

fit TF µSR data measured on 6.4% Zn-substituted Cu2OSeO3 with an applied

field of 18 mT. This shows the fraction of muons stopping in site best described

by the high-field component, which is identified as muons stopping in parts of the

sample that are magnetically ordered. Vertical dashed lines mark the Tc of the

different Zn-compositions in the sample as measured by magnetometry. Right :

Percentage of each Zn concentration in the polycrystalline sample as measured

by x-ray and magnetometry methods [92]. Dashed lines on left panel mark the

percentages on the right panel. Changes are seen to be most dramatic around

the intersection of the vertical and horizontal dashed lines.
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(denoted site 2) at low T , with this fraction decreasing with increasing T . The

values cannot be accurately extracted above Tc, where the fields converge upon

the applied field and hence cannot be unambiguously separated. When compar-

ing the number of muons stopping in high-field site we see close resemblance to

the fraction of the sample known to be each Zn-concentration (as identified by

x-ray and magnetometry methods [92]). We therefore interpret the high-field site

as muons stopping in grains of the sample that are magnetically ordered at that

temperature, with the low-field site capturing the precession of muon-spins that

stop in magnetically disordered grains, precessing in the sum of the applied field

and demagnetisation field from nearby ordered grains. As T is increased through

the Tc of one of the levels of Zn-substitution in the sample, the muons stopping in

these grains transition from precessing in magnetically ordered sites (hence con-

tributing to a2), and instead sit in magnetically disordered grains. This leads to

the observed fractions seen in Fig. 5.5, with the fraction of muons in the high field

site falling as more of the sample becomes magnetically disordered on increasing

T . This gives a measurement of the fraction of the sample volume occupied by

each different Zn-composition that is independent to the above argument based

on Li.

Having understood the origin of the two components, we now turn to look at

the field at the muon site B, and associated relaxation rate σ (Fig. 5.6). We can

first use the measurement of σ2 (corresponding to the magnetically ordered part

of the sample) as a consistency check with AC susceptibility measurements by es-

timating the correlation time of magnetic fluctuations in the SkL phase compared

with surrounding phases. The relaxation rate σ of the oscillating components in

a static, magnetically-ordered phase can be related to the width of the distribu-

tion of magnetic fields at the muon site via σ2 = ∆2/2, where ∆ = γµ 〈B2
i 〉.

Although we know that dynamic effects dominate the width of the spectra in the

SkL phase (Fig. 4.4), hence making this equation not valid, this approximation

should give the correct order of magnitude for ∆. Combining this with the gen-

eral result derived for λ in Chap. 3, Eqn. 3.30, one can obtain the correlation
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Figure 5.6: Fitted parameters extracted from TF µSR measurements of 6.4%

Zn-substituted Cu2OSeO3 with an applied field of 18 mT. (a) The field Bi of

each compoenent in the fitting. Site 1 (2) correspond to muons stopping in the

magnetically disordered (ordered) grains of the sample. (b) The corresponding re-

laxation rates σ for each component. Temperatures at which the SkL is stabilised

at this applied field according to AC susceptibility measurements are indicated

in light blue.
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time τ = 1/ν. In the ordered regime, but outside of the SkL, we find that the

τ ' 0.1 ns (corresponding to an energy ∆E = ~/t ' 10 µeV of the magnetic

fluctuations which most strongly interact with the muon-spin). This is approx-

imately constant with T (once again consistent with a picture of the grains of

the sample acting independently). Inside the SkL the correlation time doubles to

around τ ' 0.2 ns (∆E ' 5 µeV), possibly reflecting an increase in spin stiffness

in the SkL phase compared to the surrounding magnetic phases. This is reassur-

ingly consistent with the decrease in the real part of the magnetic susceptibility

χ′ observed in the SkL phase.

Considering the measured internal field B, we find that the magnetic field in

the low-field site is below the applied field, getting closer to the applied field as

T increases, as one would expect from muons subject to the applied field and an

ever-decreasing percentage of the sample with a significant demagnetisation field.

The high-field site is relatively constant until the highest Tc is reached, where it

begins to collapse. This is consistent with a picture of the static magnetism of

each different Zn-composition in the sample acting independently, if, as previ-

ously suggested [110], the three SkL phases occurred from the same grains of the

sample, one would expect B to have temperature dependence. Interestingly, this

contrasts to the dynamics observed, where by 10.5% Zn-substitution the nature

of λ has changed dramatically. This suggests that, on the muon-timescale, the

most dramatic changes to the SkL happen in the dynamics, not in the static mag-

netism. This is consistent with our previous observations on the single crystal

samples.

5.4 Conclusion

Our measurements of polycrystalline Cu2OSeO3 show consistent results with the

single-crystal experiments presented in Chap. 4, specifically an enhancement of

λ in the SkL phase. Measurements of polycrystalline Zn-substituted Cu2OSeO3

reveal multiple different magnetic environments that are best explained as differ-

ent levels of Zn-substitution in different grains of the sample. Both LF and TF



5.4. Conclusion 109

µSR can accurately extract the respective weights of each of these different Zn-

substitution phases, giving values consistent with x-ray and magnetometry mea-

surements. TF µSR measurements suggest the nature of the static magnetism in

the SkL phases of each different Zn-substitution level phases is relatively similar,

whilst LF µSR shows more dramatic changes with Zn-substitution. This suggests

that, consistent with the measurements on single crystals, on the muon-timescale

dynamic changes to the SkL are far more important than changes to the static

structure. This is consistent with other observations of the behaviour of the SkL

in Zn-substituted Cu2OSeO3, for example the dramatic increase of the metastable

lifetime of the SkL with Zn-substitution [79] is a dynamic effect.



Chapter 6

Skyrmion lattice dynamics in

CoxZnyMn20−x−y

This chapter presents muon-spin spectroscopy (µSR) measurements on materi-

als in the CoxZnyMn20−x−y family, a particularly interesting system due to the

dramatic changes to the magnetic properties that occur through varying x and

y. Known to host various different incommensurate magnetic structures, multiple

topological magnetic states manifest in different compositions of CoxZnyMn20−x−y,

including skyrmions and merons (half-skyrmions). This chapter presents longitu-

dinal field (LF) µSR measurements of several compositions of CoxZnyMn20−x−y,

allowing us to contrast the response to different magnetic states. We find that

there are megahertz dynamics in materials that host topological magnetism.

These dynamics correspond well to the reduction in frequency of the characteristic

excitations of the skyrmion lattice (SkL), identifying the lowest frequency excita-

tion to be ≈ 1–2 GHz. I believe this is the first measurement of the frequency of

the skyrmion modes in CoxZnyMn20−x−y. In Co8Zn8Mn4, transverse-field (TF)

µSR measurements above Tc reveal a change from a system dominated by critical

behaviour just above Tc to paramagnetic behaviour of a metal with fluctuating

moments, as evidenced by a significant Knight shift persisting to high T . Below Tc

LF µSR experiments show enhanced dynamics when the external field is one that

stabilises the SkL over a wide range of temperatures (including at temperatures

110
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where the SkL would not normally be expected to be stabilised). By stabilising

a metastable SkL, we are able to further enhance these dynamics, likely due to

a greater proportion of muons being sensitive to SkL effects. After discussing

several scenarios, we conclude that the most likely source of these dynamics is

the decay of skyrmions.

This chapter is based on work published in Ref. [16]. The samples were pro-

vided by collaborators at the University of Warwick. The µSR data were mea-

sured by myself, alongside collaborators at Durham University and ISIS Neutron

and Muon Source; I have performed the subsequent analysis of the µSR data. I

calculated the muon stopping sites in these materials. The overall discussion is

my own.

6.1 Introduction

Soon after the discovery of the magnetic skyrmion, and the realisation of the

potential for technological applications, the hunt for materials hosting a SkL at

room-temperature began. Unlike the search for room-temperature superconduc-

tivity, the discovery came quickly in the form of CoxZnyMn20−x−y [21], which

have critical temperatures Tc > 300 K. Contrasting many other SkL hosts (in-

cluding already studied Cu2OSeO3) which often crystallise in the P213 struc-

ture [3, 18, 19, 20], CoxZnyMn20−x−y is a metallic system with the β-Mn structure

(shown later in the context of muon site calculations, Fig. 6.1). Despite this dif-

ference, a familiar process leads to the stabilisation of incommensurate magnetic

structures in CoxZnyMn20−x−y. Specifically, the lack of inversion centre aris-

ing from the non-centrosymmetric crystal structure leads to a bulk Dzyaloshin-

skii–Moriya interaction, which then competes with the symmetric exchange.

The magnetic properties of CoxZnyMn20−x−y change significantly with x and

y, leading to different magnetic states in different members of the series. Certain

compositions are not reported to host any topological magnetic state, however

others host a SkL [21] similar to that of Cu2OSeO3. Changing the composition

further can lead to modifications of this SkL. Additional frustrated magnetism
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inherent to the β-Mn structure leads to a disordered SkL in Co7Zn7Mn6, where

the skyrmion tubes deform and point in various directions [112]. In Co8Zn9Mn3

another different magnetic state is reported: the meron-antimeron lattice [113].

This is a lattice of topological magnetic excitations with winding number N =

±1/2, contrasting the SkL where N = 1.

Despite the high Tc of CoxZnyMn20−x−y, and the variety of magnetic states

which can be stabilised, chemical substitutional site disorder inherent in these sys-

tems may prevent this system from being optimal for applications. Broadening,

both in temperature and applied field, of the magnetic transitions due to locally

different crystallographic environments throughout the sample, and dramatic ef-

fects on Tc with relatively subtle changes in composition, are common in these

systems [114]. In this chapter we study the µSR response of CoxZnyMn20−x−y

with (x, y) = (10, 10), (8, 9) and (8, 8), detecting megahertz dynamics that vary

across the series. By studying these three materials we can consider the effect of

increasing crystallographic site disorder (which mainly occurs on the 12d Wyckoff

site) on the magnetism. The level of disorder increases with decreasing y until,

once y . 7, a spin glass ground state is realised [112]. Here we study the regime

where the system remains magnetically ordered.

6.2 Experimental Details

Single crystal and polycrystalline Cu2OSeO3 samples were synthesised and char-

acterised by Geetha Balakrishnan, Monica Ciomaga Hatnean, and Ales Štefančič

at the University of Warwick, as described in Ref. [16].

LF µSR measurements were carried out at the STFC-ISIS Neutron and Muon

Source, UK. Measurements on polycrystalline CoxZnyMn20−x−y were performed

using the HiFi instrument at ISIS. In the case of Co8Zn8Mn4 two different boulles

were used, each of which had slightly different growth procedures. Additional TF

µSR measurements on one of these polycrystalline boulles of Co8Zn8Mn4 were

performed at the Swiss Muon Source, Paul Scherrer Institut, Switzerland using

the GPS instrument. Regardless of measurement orientation, unless otherwise
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stated, samples were cooled in the absence of an applied field (which we refer

to as zero-field cooled [ZFC]). Data analysis was carried out using the wimda

program [68] and made use of the minuit algorithm [93] via the iminuit [94]

Python interface for global refinement of parameters.

DFT calculations were performed to calculate the muon stopping sites in

CoxZnyMn20−x−y using the plane wave, pseudopotential code, castep [76] through

the MuFinder application [115]. Calculations were carried out using the PBE

exchange-correlation functional [95], with the experimentally obtained crystal

structure relaxed with the lattice parameters held constant. Modelling the im-

planted muon as an ultrasoft hydrogen pseudopotential, various initial positions

were used to randomly sample the crystal structure. The structure and the im-

planted muon were allowed to relax until the calculated forces on the atoms were

all < 5 × 10−2 eV Å−1 and the total energy and atomic positions converged to

within 2× 10−5 eV per atom and 1× 10−3 Å, respectively.

6.3 Results & Discussion

6.3.1 Muon stopping sites

To allow comparison between different compositions of CoxZnyMn20−x−y, it is im-

portant to know whether the muon-stopping sites significantly change as the com-

position does. The muon stopping sites in Co10Zn10, Co8Zn9Mn3, and Co8Zn8Mn4

were therefore calculated using DFT methods. To account for site disorder in-

herent for each composition [114], multiple unit cell configurations for each com-

position were trialled, where each atom was randomly assigned to be either Co,

Zn, or Mn according to the probability of each element being at that site. This

results in calculating the muon sites in many different systems with a Mn con-

centration in the range 0–30%. The final stopping sites were considered based

on the symmetry of the parent unit cell (that is, one with multiple occupancy on

each site).

The same muon stopping sites were found for all calculations, as shown in
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Table 6.1: Calculated muon stopping sites in CoxZnyMn20−x−y. Typical energies

of the site are given relative to the lowest energy site. The ranges reflect the fact

that the local environment of each site affects the energy. For sites 2 and 3

the energy ranges only apply for 20% Mn concentration and below, above this

concentration the sites are not realised in the calculations.

Muon site Fractional coordinates Typical energy range (eV)

1 (0.179, 0.571, 0.319) 0.00–0.98

2 (0.344, 0.398, 0.337) 0.31–1.03

3 (0.426, 0.568, 0.073) 0.42–0.97

Fig. 6.1(a) and Tab. 6.1. As the local environment of the muon affects its energy,

each site has a range of energies (depending on the atoms near the site for the par-

ticular simulated structure), complicating any conclusion as to which sites may

or may not be occupied. Site 1 was always the lowest energy and most common

site in each structure, suggesting it is likely always occupied, however some of

the symmetrically equivalent sites (based on the parent cell) were much higher in

energy, sometimes up to 1 eV, suggesting that not all symmetrically equivalent

sites will be occupied due to the different combination of Co and Zn atoms in the

vicinity. Sites 2 and 3 become increasingly uncommon as the Mn concentration

is increased and are not realised in calculations with greater than 20% Mn con-

centration. All realised muon sites were found to be approximately 1.6 Å from

the nearest Zn ion, suggesting this is the most important factor for determining

the muon site, whereas the distance to the nearest Co and Mn ions seems random

with no correlation between distance and site energy. On increasing Mn concen-

tration the distance between the muon site and nearest Zn ion decreases, both in

absolute terms and as a fraction of the lattice parameter [Fig. 6.1(b)].

From these results, we can conclude that the lowest energy muon-stopping

site is unlikely to be significantly affected by the different compositions. Whilst

higher-energy sites are changed, these are likely to have a lower occupancy than

the lowest energy energy site, and therefore will only have a limited effect on
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Figure 6.1: (a) Muon stopping sites in CoxZnyMn20−x−y. All symmetrically

equivalent muon stopping sites are shown, however which ones are occupied will

depend on nearby ions. The unit cell shown here is that of Co8Zn9Mn3. Image

produced with vesta [108]. (b) The distance between the muon stopping site

and the nearest Zn ion (in terms of the lattice parameter a) as a function of Mn

concentration.
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the µSR spectra. We conclude that it is therefore reasonable to assume that any

changes that arise in the µSR spectra of this series are due to changes in magnetic

behaviour (whether that be static or dynamic), and not occurring due to changes

in the muon position.

6.3.2 Co10Zn10

With the muon stopping sites determined, we now turn to consider the muon-

response of various different compositions in the CoxZnyMn20−x−y series, start-

ing with the parent compound, Co10Zn10. Whilst still exhibiting a helimagnetic

groundstate with wavelength λ = 185 nm [21], Co10Zn10 has not been reported

to stabilise a SkL. Co10Zn10 has a particularly high Tc ' 460 K; typically increas-

ing the Mn concentration is the dominant reason that Tc becomes suppressed,

reflecting the reduction in strength of the exchange interaction J with increasing

Mn concentration [21]. This also decreases the periodicity of the helical state in

the compounds, which is proportional to J/D, where D is the strength of the DM

interaction. (See Chap. 2 for more details.) By measuring the LF µSR response

of Co10Zn10, we can study the effect of dynamics in the series in the absence of

any topological magnetism. The measurements have been performed at applied

fields that stabilise complex magnetic textures in other systems to provide the

most direct comparison.

Exponential decay of the LF µSR asymmetry is seen at all measured tem-

peratures and magnetic fields. A weak, temperature-independent relaxation is

observed on the baseline with a rate consistent with Ag (see Tab. 6.2). The data

are fitted to the function

A (t) = ar exp (−λt) + ab exp (λbt) . (6.1)

As for Cu2OSeO3, the relaxing amplitude is constrained to follow Eqn. 4.2, leav-

ing only λ with temperature dependence. The fitted parameters can be seen in

Tab. 6.2, with the resulting relaxation rate λ shown in Fig. 6.2.

We find that measurements at two longitudinal fields have similar tempera-

ture dependence, with the overall shape of λ reminiscent of that measured for
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Table 6.2: Parameters obtained from fitting LF µSR measurements of Co10Zn10

at a particular applied field.

µ0H (mT) ab (%) ar0 (%) k L (%) Tc (K) λb (µs−1)

10 20.57(2) 1.42(3) 0.081(3) 8.21(3) 455.0(6) 0.0027(2)

18 20.47(3) 1.46(7) 0.135(6) 8.24(8) 460.8(3) 0.0026(2)

0

1

2

3

4

5

300 350 400 450 500

λ
(µ

s−
1
)

T (K)

10 mT
18 mT

Figure 6.2: Extracted values of relaxation rate λ from fitting LF µSR measure-

ments of Co10Zn10. The dashed line indicates the average value of Tc as extracted

from fitting the LF µSR data.
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Cu2OSeO3 at 40 mT [Fig. 4.3(a)], i.e. outside the skyrmion phase, where there

is also a transition from the conical to paramagnetic phase. There is no evidence

for any additional dynamics at either field, with the sharp peak likely occurring

due to critical slowing down of the magnetic fluctuations as Tc is approached [c.f.

Fig. 4.3(b)]. Further, we find very similar fitting parameters (Tab. 6.2) at both

applied fields, again suggesting no significant change in dynamics.

There are two notable differences in the field dependence of these parameters

when compared to Cu2OSeO3. Firstly, in Co10Zn10 we observe a small increase

in Tc with µ0H, whereas in Cu2OSeO3 we see the opposite. As we interpret

the extracted Tc in Cu2OSeO3 as the transition from complex, incommensurate

magnetism to field-alignment, it may suggest that the nature of this transition

is slightly different in Co10Zn10. Given the lack of topological magnetism (which

in similar materials is stabilised in an applied field), perhaps this is unsurprising.

Secondly, in contrast to Cu2OSeO3 where k (sensitive to the rate of change of the

relaxing amplitude, and hence static magnetism, around Tc) was seen to decrease

with increasing applied field, here it increases, suggesting a sharper transition

between the two magnetic states. This once again suggests the nature of the

transition with applied field does not behave in the same way as in Cu2OSeO3.

6.3.3 Co8Zn9Mn3

Next we discuss Co8Zn9Mn3, a composition which can stabilise not only a SkL,

but also a meron-antimeron spin texture. Both of these textures have been ob-

served in thin plates [113], however in the bulk only the SkL state has been

reported, with evidence consisting of magnetisation and magnetic entropy mea-

surements [114]. In thin plate samples the region in the B–T phase diagram

stabilising topological magnetic states is dramatically enhanced in both B and T

compared to the equivalent region in bulk materials.

We have performed LF µSR measurements of Co8Zn9Mn3 in two applied

fields: Bext = 10 mT, which stabilises a SkL just below Tc in bulk samples

(321 . T . 326 K), and 18 mT, which gives a field-polarised magnetic
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Table 6.3: Parameters obtained from fitting LF µSR measurements of

Co8Zn9Mn3 at a particular applied field.

µ0H (mT) ab (%) ar0 (%) k L (%) Tc (K) λb (µs−1)

10 21.90(2) 1.20(3) 0.229(4) 8.08(4) 341.58(9) 0.00261(14)

18 21.76(2) 1.20(2) 0.239(3) 8.44(3) 342.06(7) 0.00207(14)

state. The spectra decay exponentially at all temperatures and fields and are

fitted using the same method as above, with λ shown in Fig. 6.3 and the globally

refined fitting parameters shown in Tab. 6.3. The temperature dependence of λ

is different to that found in Co10Zn10: the peak for Co8Zn9Mn3 is significantly

broadened with the peak in λ occurring significantly below the obtained Tc, with

similar behaviour seen at both a field that is expected to stabilise the SkL and

one that is not. The relaxation rate λ at 10 mT is very well described by the

equation previously derived for the coupling to gigahertz excitations, Eqn. 4.3,

derived in App. A. At 18 mT this model reproduces the correct magnitude for λ,

but does not quite capture the correct shape. This suggests there are additional

megahertz dynamics that contribute at this higher applied field. These fits are

shown in Fig. 6.3.

In the derivation of Eqn. 4.3 we assume 3D Heisenberg scaling parameters. If

we choose a different set of scaling parameters we obtain a very similar fit to the

data. This likely occurs as different, physically meaningful scaling parameters

do not dramatically change the overall behaviour of the reduction in frequency

of the gigahertz excitation. µSR is sensitive to the drop of frequency through

the muon time-window, which will be far more sensitive to the zero-temperature

frequency than the exact path the reduction in frequency takes. Note that we

find that the critical behaviour of both ∆ and ν are required to well describe the

data, and that critical behaviour of one parameter alone cannot describe them.

This suggests that the model described by Eqn. 4.3 is likely the minimal set of

assumptions needed to describe the observed effect.

As shown by the fits in Fig. 6.3, this model suggests that ∆T=0 ' 10–20 mT,
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Figure 6.3: Extracted values of λ from fitting LF µSR measurements of

Co8Zn9Mn3. The dashed lines indicate the average value of Tc in the sample

according to the relaxing amplitude. Fits are described in the main text.
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and νT=0 ' 1–2 GHz. This frequency can be identified with the characteristic

excitations in this regime, and is very similar to those found for other SkL sys-

tems [43]. This suggests that there are dynamics occurring over a range of applied

magnetic fields with spectral weight that decreases in frequency with increasing

temperature, passing through the frequency range that µSR is sensitive to just

below Tc. Further evidence for the similarity at both measured fields comes from

the fitted parameters shown in Tab. 6.3; in contrast to those observed in Co10Zn10,

where the fitted parameters changed significantly between 10 mT and 18 mT, the

fitted parameters from measurements of Co8Zn9Mn3 are almost identical at both

fields.

Interestingly, the fits to Eqn. 4.3 are best above T ' 280 K, spanning a far

greater extent in T than the reported stability region of the SkL in bulk samples.

This temperature regime does align with the location in the B–T diagram of

the SkL and meron-antimeron states are reported in thin plates [113]. The wide

range of fields over which we detect enhanced dynamics in these bulk samples

and the contrast in the extent of the SkL in plates might therefore suggest that

the decisive mechanism determining the extent of the phase diagram in the thin

plate samples of Co8Zn9Mn3 is confinement, and that dynamics associated with

the SkL phase persist beyond the equilibrium SkL in these samples. This may

hint at a possible source of megahertz dynamics in these systems beyond the

reduction in frequency of the skyrmion modes shown above. It is this possibility

which we will now discuss by studying Co8Zn8Mn4.

6.3.4 Co8Zn8Mn4

Co8Zn8Mn4 hosts a SkL around room temperature, as shown in Fig. 6.4(a) [23],

with the exact location of the SkL phase dependent on the precise level of Mn

present. We have performed LF µSR measurements on two different polycrys-

talline samples of (nominally) Co8Zn8Mn4. LF µSR measurements on sample 1

again show exponential relaxation. The same fitting procedure is employed as

above, however there was no need to include any relaxation of the baseline in
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Table 6.4: Parameters obtained from fitting LF µSR measurements of

Co8Zn8Mn4, sample 1, at a particular applied field.

µ0H (mT) ab (%) ar0 (%) k L (%) Tc (K)

8 8.958(12) 0.82(2) 0.126(4) 5.01(6) 308.2(3)

26 9.063(8) 0.96(2) 0.144(4) 4.69(5) 308.8(2)

this case. (In the data collected on Co8Zn8Mn4 it was not possible to accurately

estimate αexp, leading to a vertical offset on the data, reflected in the low value of

ab. This does not affect any of the conclusions presented here.) To most clearly

highlight the different behaviours observed, the relaxation rate λ measured in

an applied field of 8 mT and 26 mT is shown in Fig. 6.4(c). Additional data

measured at 15 mT is visually similar to that measured at 26 mT. The fitting

parameters are shown in Tab. 6.4.

At Bext = 8 mT a SkL is not expected to be stable at any temperature.

Although the peak in λ is well below Tc, the overall behaviour looks typical of

previous measurements that do not stabilise a SkL. The behaviour at 26 mT

(which does stabilise SkL just below Tc) is more unusual, with a flattened, broad

maximum, and enhanced values of λ observed over a range of temperatures. The

suppressed peak at Tc is consistent with different grains of the sample under-

going a transition at slightly different temperatures, caused by slightly varied

compositions across parts of the sample. (Mn metal has considerable vapour

pressure at 1025 ◦C, meaning that Mn can migrate toward the surface of the

melt during sample synthesis, forming a gradient in composition as observed in

Ni2MnGa [116].)

We find that the enhanced relaxation rate in Co8Zn8Mn4 is found at those

fields that stabilise the SkL in the B–T phase diagram, even at temperatures lower

than those that stabilise the SkL state. It is notable that individual skyrmion

formation has been reported in MnSi above Tc at those fields that stabilise the

SkL [117]. Both our LF µSR, and these observations in MnSi, therefore report

dynamics/dynamic processes associated with the SkL outside of the equilibrium
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Figure 6.4: (a) Representative phase diagram of Co8Zn8Mn4, showing helical

(H), conical (C) and skyrmion lattice (S) phases, as well as a region of coexistence.

Phase diagram reproduced from measurements in Ref. [23]. (b) AC susceptibility

measurements at 250 K after cooling in zero-applied field (ZFC) and rapidly cool-

ing in an applied field (FC) (in 15 mT) on one sample of Co8Zn8Mn4, indicating

a metastable SkL after FC. Fields measured with µSR in (d) and Fig. 6.6 are

indicated with dashed lines. (c–d) Relaxation rate λ from LF µSR measurements

on two different samples, with Tc indicated. In (d) different field cooling protocols

are employed.
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SkL phase. This suggests that the important parameter for skyrmion creation

in the Hamiltonian is the applied field, with, as is the current consensus [4, 6],

thermal fluctuations stabilising the SkL phase over a significant sample volume.

For further study of Co8Zn8Mn4, again on sample 1. To probe the behaviour

of Co8Zn8Mn4 on the muon timescale, particularly above Tc, we have performed

additional TF µSR measurements on this sample. At low T there is evidence in

our TF measurements for muons stopping in high-field sites and rapidly depolar-

ising, suggesting that there is a distribution of high internal fields with significant

width. The appearance of observable oscillations in the polarisation at high T

indicate that Tc = 300(2) K. We, therefore, parametrise the polarisation of the

muon-spin ensemble above Tc using

P (t) =
3∑

i=1

ai exp (−Λit) cos (γµBit) , (6.2)

which accounts for muons stopping in three distinct magnetic field sites, Bi, in

the proportions reflected by the amplitudes ai. The muon-spin precesses with

the polarisation decaying at a rate Λi determined both by dynamic effects and

also the width of the static magnetic field distribution at each set of muon sites.

Component 3 accounts for muons that stop outside of the sample and is temper-

ature independent with B3 = 15 mT, accounting for about 10% of the muon

stopping sites. The other two components show a temperature independent am-

plitude (a1 ' 70% and a2 ' 20%), with Bi and Λi [Fig. 6.5]. Above Tc the

rates Λ1,2 decrease rapidly with T and do not follow simple power-law behaviour.

By plotting as a function of T/(T −Tc) [Fig. 6.5(a)], motivated by the relaxation

rate of a local probe in a strongly correlated electron system [118], one can see

two distinct regimes of behaviour, one between 300 K and 307 K and another

above this temperature. There is also evidence for these changes in behaviour in

the local field [Fig. 6.5(b)], which demonstrates a significant Knight shift, with

changes in the gradient between about 303 K and 312 K. The crossover may

suggest a change from a system dominated by critical behaviour just above Tc to

paramagnetic behaviour of a metal with fluctuating moments, as evidenced by

the significant Knight shift persisting to high T .
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Figure 6.5: Scaled relaxation rates (a) and internal fields (b) for TF µSR mea-

surements at 15 mT on Co8Zn8Mn4. In (a) the dashed lines are a guide to the

eye. The applied field is indicated with a dashed line in (b).

To further study these dynamics at fields that stabilise a SkL, it is helpful

to perturb the magnetic state, either expanding or contracting the extent of the

SkL phase in the B–T diagram. This can be done through the stabilisation of

metastable skyrmions. We consider the effect of a rapid field-cooled (FC) protocol

in Co8Zn8Mn4, where by rapidly cooling the sample in an applied field that sta-

bilises the SkL at higher T , one can stabilise a metastable SkL over a wide range

of temperature. For these measurements we used a different sample, labelled

sample 2. To confirm the existence of the metastable SkL, AC susceptibility

measurements were performed and are presented in Fig. 6.4(b); the suppression

of χ′, typical of the SkL, is seen over a wide range of fields when employing a

FC protocol. LF µSR measurements were performed after both ZFC and FC

protocols, with λ shown in Fig. 6.4(d). To ensure that the effects seen are real,

and not fitting artefacts, the parameters that are normally globally refined were

shared between both cooling procedures. These parameters are seen in Tab. 6.5.

The higher value of Tc is likely obtained due to a subtly different composition

of sample 2 compared to sample 1 used for these measurements. Specifically,
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Table 6.5: Parameters obtained from fitting LF µSR measurements of

Co8Zn8Mn4, sample 2, at a particular applied field. Note that, at 20 mT, these

parameters were globally refined over measurements made after both ZFC and

FC protocols.

µ0H (mT) ab (%) ar0 (%) k L (%) Tc (K)

20 12.27(2) 1.97(2) 0.168(3) 5.56(2) 347.97(11)

60 14.19(2) 1.66(3) 0.20(2) 4.47(7) 347.3(4)

we expect that sample 2 is Mn deficient, with the differences between samples

likely occurring due to the different lengths of time at which the sample annealed

during synthesis.

The data measured at Bext = 60 mT (see Fig. 6.6) show a peak in λ,

typical of those scans that do not cut through the SkL. At 20 mT, where a SkL is

formed just below Tc, similar behaviour is seen as was found in Fig. 6.4(c), with

a suppressed, flattened peak at Tc for both field protocols. There is, however, an

enhanced response in λ at low T for FC compared to ZFC, suggesting that the

stabilisation of a metastable SkL is affecting the dynamics on the muon timescale

that we observe. Although this contrasts with the results seen for Cu2OSeO3,

it is consistent with the expected higher stability, and hence increased volume

fraction, of the metastable SkL in Co8Zn8Mn4 [23, 79]. This may suggest that the

crystallographic site disorder allows dynamics similar to those observed in the SkL

to persist to lower temperatures. In this case, stabilisation of the metastable SkL

likely makes the dynamics more prominent, leading to the enhanced λ observed.

Having observed a dynamic effect from both the equilibrium and metastable

SkL, we can now consider the source of these dynamics in more detail. There are

three obvious classes of dynamics that one may consider as a potential source of

this enhanced relaxation: (1) dynamics of the SkL, (2) dynamics associated with

the creation of skyrmions, or (3) dynamics associated with decay of skyrmions.

We will discuss each of these in turn.

(1) There could be dynamics from collective motion of the SkL, occurring
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from skyrmions moving in a way that is correlated to the other skyrmions in

the lattice. Given the larger effective mass of the SkL compared to individual

skyrmions, one would expect these dynamics to be lower in frequency than the

gigahertz excitations of an individual skyrmion, and may fall into the megahertz

regime to which we are sensitive to in these measurements. For these dynamics to

exist, there must be a SkL existing over a significant spatial extent. It therefore

seems unlikely that these dynamics can explain the observed enhancement of λ

in Co8Zn9Mn3 at temperatures where there is no equilibrium SkL phase.

(2) The creation of skyrmions can be a relatively slow process, as already dis-

cussed in the case of Cu2OSeO3 (Chap. 4). Reference [86] shows that, in the case

of Zn-substituted Cu2OSeO3, the process of creation of the SkL takes 100s of sec-

onds, indicating that there are likely dynamics over an exceptionally wide range

of frequencies. Whilst this seems like a promising candidate for the megahertz

dynamics, it seems unlikely that these dynamics will occur in the metastable SkL

where, due to the non-equilibrium nature, creation of new skyrmions should be

a rare occurrence, and very unlikely to occur over a significant enough volume

fraction to detect with µSR. We therefore conclude that it is unlikely that the

megahertz dynamics occur due to creation of skyrmions.

(3) Similar to the creation of skyrmions, the decay of skyrmions is a sufficiently

slow process (taking seconds in Zn-substituted Cu2OSeO3 [86]) that one can ex-

pect dynamic effects over a wide range of frequencies, including the megahertz

regime where we are sensitive. However, in contrast to creation, decay occurs in

the metastable and equilibrium SkL phase (where the rate of creation equals the

rate of decay).

It seems most likely that the megahertz dynamics detected with µSR are

dynamics associated with the decay of individual skyrmions. We therefore have

a picture of the decay of skyrmions causing fluctuations in the local field at the

muon site in the megahertz regime that we then detect. These fluctuations will

occur in both the metastable SkL, where there is decay of skyrmions towards zero

skyrmion density, and in the equilibrium SkL, where the rate of skyrmion decay



6.4. Conclusion 129

equals the rate of skyrmion creation.

6.4 Conclusion

Through µSR measurements, we are able to detect a range of behaviour in

CoxZnyMn20−x−y that corresponds to the dramatic differences in magnetism re-

ported through the series. In Co10Zn10 we see relatively simple behaviour consis-

tent with critical slowing down around a phase transition. There is no evidence

for any abnormal dynamic effects, consistent with the comparatively simple mag-

netic phase diagram that is not reported to host any topological magnetic states.

In contrast, we have shown evidence for megahertz dynamics in Co8Zn9Mn3 that

are well described by a model of the reduction in frequency near Tc of the char-

acteristic excitations of the skyrmion, finding coupling to ' 1–2 GHz excitations.

I believe this represents the first measurement of the characteristic excitation

modes of the skyrmion in CoxZnyMn20−x−y. The significant extent of the en-

hanced dynamics in the B–T phase diagram, persisting over a much wider range

than the equilibrium SkL, suggests that confinement effects are key to the sta-

bilisation of the static structure of the SkL, and that dynamics associated with

skyrmions may be far easier to stabilise. In Co8Zn8Mn4 we have shown evidence

for enhanced dynamics over a wide range of temperatures when the external

field is one that stabilises the SkL. Stabilisation of a metastable SkL enhances

these dynamics, likely due to a greater proportion of muons being sensitive to

SkL effects. The most likely source of these dynamics seems to be the decay of

skyrmions, with both lattice and creation dynamics not being able to explain the

observed features.

Considering the series as a whole, we see that as crystallographic site disorder

increases (i.e. as y decreases), so too does the complexity of the dynamic response

on the muon timescale. This suggests that this site disorder plays a role in

stabilising complex excitations. This is consistent with the picture of substitution

in Cu2OSeO3 leading to changes in the stability of the SkL already discussed,

although it should be noted that the extent of the relevant effects in the B–T
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phase diagram suggests it is easier to stabilise complex dynamics than complex

statics. The effect of chemical site substitution, and the role it plays in stabilising

SkL-excitations, will be further discussed in the following chapter.



Chapter 7

The effect of substitution in

GaV4S8−ySey

This chapter presents an investigation of the influence of low-levels of chemical

substitution on the magnetic ground state and Néel skyrmion lattice (SkL) state

in GaV4S8−ySey, where y = 0, 0.1, 0.2, 7.9, and 8. Muon-spin spectroscopy (µSR)

measurements on y ≤ 0.2 materials reveal that the magnetic ground state consists

of microscopically coexisting incommensurate cycloidal and ferromagnetic envi-

ronments, while chemical substitution leads to the growth of localised regions of

increased spin density. The magnetism is more robust to chemical substitution

at the Se-rich end of the series, with relatively minor changes observed with µSR.

µSR measurements of emergent low-frequency skyrmion dynamics show that the

SkL exists under low-levels of substitution at both ends of the series. These

dynamics show two contributions, one from the critical slowing down of the char-

acteristic skyrmion modes of the system, as was the case for Co8Zn9Mn3 in the

previous chapter, and other megahertz dynamics that look qualitatively similar

to those observed for Cu2OSeO3 in Chap. 4. These skyrmionic excitations persist

to temperatures below the equilibrium SkL in substituted samples at both ends

of the series, with an extended region of emergent low-frequency dynamics evi-

dent at low temperatures. This suggests the presence of skyrmion precursors over

a wide range of temperatures. There appears to be additional dynamics at the

131



132 Chapter 7. The effect of substitution in GaV4S8−ySey

lowest measured temperatures in the most heavily substituted systems studied

here, which may be the onset of glass-like dynamics that are observed at higher

substitution levels (where there is no long-range magnetic order).

This chapter is based on work published in Ref. [119]. The samples were pro-

vided by collaborators at the University of Warwick. The µSR data were mea-

sured by myself, alongside collaborators at Durham University and ISIS Neutron

and Muon source. The analysis of the data is my own and utilises muon site cal-

culations performed by a collaborator, Ben Huddart (Durham University), which

I subsequently used to calculate the field at the muon site for various different

magnetic structures. The magnetometry measurements were performed by ei-

ther myself or a collaborator at the University of Warwick, and I analysed the

data. The density functional theory (DFT) calculations were proposed by myself,

and carried out by Zachary Hawkhead (Durham University) with whom I jointly

analysed the results. The overall discussion is my own.

7.1 Introduction

Of the two types of skyrmion with winding number N = 1 found in bulk crystals,

the Néel skyrmion is by far the less common. First introduced in Chap. 2, the

spins across the diameter of the Néel skyrmion form a Néel-type domain wall;

it is this that distinguishes it from the Bloch skyrmion counterpart. Both types

of skyrmion have a propensity for formation in a lattice when stabilised in bulk

materials. To date there are two families of bulk materials that are known to form

a Néel-SkL, GaV4S8−ySey [22, 120] and VOSe2O5 [121]; it is the former family

which is the subject of this chapter.

Given the low number of Néel-type SkL hosts, it is imperative to find other

systems which stabilise the Néel SkL so that these exotic magnetic textures can

be thoroughly studied. As previously discussed, chemical substitution, where

atoms in a particular crystal structure are systematically replaced with distinct,

but chemically similar, elements, is one way to achieve this. Whilst a promising

avenue of research, prior to our work the study of the effects of chemical substitu-
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tion in bulk skyrmion materials has previously concentrated on materials hosting

Bloch SkL states, and substitution of the magnetic ions. This work extends this

to the Néel SkL and chemical substitution of non-magnetic elements.

GaV4S8 and GaV4Se8 are isostructural, both being lacunar spinels [122] which

crystallise in the polar rhombohedral structure R3m below a structural phase

transition at 42 K and 43 K respectively [123]. (The low temperature struc-

ture is shown later in the context of DFT calculations, Fig. 7.8.) Above this

temperature the materials form the cubic F 4̄3m phase, consisting of V4X4 and

GaX4 tetrahedra (X = S, Se) arranged in the NaCl structure [124]. Below the

structural phase transition, there is no centre of inversion symmetry, which leads

to competition between the exchange and Dzyaloshinskii-Moriya interaction and

gives rise to the complex magnetic states observed in the B–T phase diagram.

Also important (particularly in GaV4S8) is the easy-axis anisotropy, which can

be interpreted as an exchange anisotropy [125], with the direction of the easy axis

aligning with the direction of the rhombohedral distortion, where a single V ion

distorts along one of the possible 〈111〉 directions in the V4X4 cluster [22, 123].

Work is ongoing to understand this distortion and the subsequent changes in the

magnetism, however it is believed to be driven by mechanisms such as a coop-

erative Jahn-Teller distortion [126] and charge order of the three V3+ and one

V4+ ions that make up the cluster [127]. This removes some of the degeneracy

of the magnetic d-orbitals. In this thesis we restrict ourselves to studying the

GaV4S8−ySey family in the R3m phase.

A Néel SkL can be found in GaV4S8 when the material is cooled to between

approximately 8 K and 13 K, and an external magnetic field of between approx-

imately 10 mT and 160 mT is applied, with the precise location of the SkL in

the B–T phase diagram dependent on the orientation of the applied field and the

crystallographic axes [22]. Similarly, in GaV4Se8 the Néel SkL is formed below

approximately 17 K (extending down to the lowest measured temperatures), in

an external magnetic field of between approximately 20 mT and 400 mT [120]

once again with precise details depending on crystal orientation. There are of-
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ten limitations when studying GaV4S8−ySey with many experimental techniques;

x-ray based methods are typically unable to reach sufficiently low temperatures

(the required cryostat would block the x-rays), there is significant incoherent scat-

tering from vanadium atoms when using neutrons to probe the material, and, as

Lorentz Transmission Electron Microscopy is only sensitive to the in-plane mag-

netic field, it cannot easily study the Néel SkL. This leads to a necessity for other

experimental techniques which do not have these constraints; here we employ

µSR.

We have previously studied the influence of high-levels of chemical substitution

on the Néel SkL compounds GaV4S8 and GaV4Se8, by investigating y = 2 and 4

compositions in the GaV4S8−ySey series [128]. These compositions do not undergo

the structural phase transition on cooling [127], and hence induce a spin-glass

ground state, which makes it impossible to continuously evolve the magnetic state

of GaV4S8 into GaV4Se8. This lack of long-range magnetic order prevents the

stabilisation of the SkL at this level of substitution. Further, we demonstrated

that, in polycrystalline samples of GaV4Se8, the SkL is confined to a smaller

region of the B–T phase diagram than previously reported in single crystals.

In this chapter we will focus on the effect on the magnetism of low-levels of

chemical substitution in the GaV4S8−ySey series, predominantly by studying the

y = 0.1 and y = 7.9 materials and contrasting them to the y = 0 (GaV4S8) and

y = 8 (GaV4Se8) compounds. We investigate these systems through µSR, AC

susceptibility and first principles calculations carried out using DFT.

7.2 Experimental Methods

Polycrystalline samples of GaV4S8−ySey with y = 0, 0.1, 0.2, 7.9 and 8 were

synthesised and characterised by Geetha Balakrishnan, Ales Štefančič and Samuel

Holt at the University of Warwick as described in Ref. [128, 127, 123].

Magnetisation and AC susceptibility measurements were performed using a

Quantum Design MPMS3, a Quantum Design MPMS-5S and the AC suscepti-

bility option of a Quantum Design PPMS. For AC susceptibility measurements
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an excitation field of 0.3 mT was normally applied, apart from the measurements

on GaV4S8 where 0.1 mT was used. All results are normalised by the relevant

excitation field.

Zero-field (ZF) and transverse-field (TF) µSR measurements were made using

the general purpose surface-muon (GPS) instrument at the Swiss Muon Source

(SµS), Paul Scherrer Institut, Switzerland, whilst longitudinal-field (LF) µSR

measurements were made using the HiFi spectrometer at the ISIS Neutron and

Muon Source, UK. Polycrystalline samples were packed into Ag foil packets and

mounted in a He4 cryostat. For the GPS instrument, the sample was suspended

in the muon-beam on a fork in the fly-past geometry (minimising the contribution

from muons stopping outside of the sample), whereas the sample was mounted

on a silver backing plate for measurements using the HiFi spectrometer. Muon

data analysis was carried out using the wimda program [68] and made use of the

minuit algorithm [93] via the iminuit [94] Python interface for global refinement

of parameters.

First principles calculations using DFT were carried out using the castep

planewave, pseudopotential code [76]. The generalised gradient approximation

(PBE) [95] was used in all calculations. A planewave cutoff energy of 1000 eV

and a 3×3×3 Monkhorst-Pack grid [129] was used to converge the calculations

to a tolerance of 0.01 eV per unit cell. An effective Hubbard U , Ueff = U − J ,

where U is the bare Hubbard repulsion and J is the Hund coupling, of 2.5 eV

was included on the vanadium d orbitals to act as a local Coulombic repulsion.

Various Ueff were tested over the range 0.5–3.25 eV, with 2.5 eV found to be the

minimum value which produced V magnetic moments that did not change upon

further increasing Ueff .

We have used the muon stopping sites calculated in Ref. [128], along with the

muesr code [96] to perform simulations of magnetic field distributions at these

sites for various spin structures in GaV4S8−ySey. We employed λC = 17 nm [22]

when simulating the cycloidal state.
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7.3 Results & Discussion

7.3.1 Magnetometry

AC magnetic susceptibility measurements of polycrystalline GaV4S8−ySey with

y = 0, 0.1, 7.9 and 8 are shown in Fig. 7.1(a–d). Measurements of the AC mag-

netic susceptibility is typically highly sensitive to phase boundaries and hence are

often used to determine the phase diagram of a material. Whilst polycrystalline

samples of GaV4S8−ySey are likely to exhibit a different magnetic phase diagram

to those of single crystals (whose behaviour varies depending on the alignment

between applied field and crystallographic axes), our previous work has shown

that the SkL can be identified unambiguously [128]. Our measurements indicate

relatively small changes in the position of the phase boundaries in the substituted

materials when compared to their pristine counterparts, suggesting the SkL state

is still formed. In the substituted systems, the maximum susceptibility is approx-

imately an order of magnitude greater than in the pristine systems, suggesting

enhanced dynamics at low frequencies.

The magnetisation of these materials, measured in an applied field of 5 mT, is

shown in Fig. 7.1(e–f). The most striking feature at the S-rich end of the series is

the increase in magnetisation of the GaV4S7.9Se0.1 compared to GaV4S8, showing

that the effect of substituting Se in GaV4S8 at these levels is a small increase in

magnetisation of the sample. At the Se-rich end of the series the opposite is true,

with addition of S leading to a reduction in the magnetisation. The splitting

between the zero-field cooled and field-cooled measurements is likely due to the

alignment of magnetic domains and is a fingerprint of magnetic order.

7.3.2 Zero-field muon-spin spectroscopy

To further probe the magnetic states of GaV4S8−ySey we performed µSR measure-

ments in the ZF, LF and TF geometries; example spectra can be seen in Fig. 7.2.

First we consider the measurements obtained with ZF µSR, which probes the

magnetic ground state of the system. In GaV4S8, above Tc = 12.7(3) K we
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Figure 7.1: Real component of AC susceptibility in constant field Bext for (a)

y = 0 (b) y = 0.1, (c) y = 8 and (d) y = 7.9. Lines indicate fields where µSR

measurements were performed, with white highlighting proposed SkL regions as

based on µSR measurements (see text). (e–f) Magnetisation of GaV4S8−ySey,

measured in an applied field of 5 mT. Three field protocols are employed: cooling

in the absence of an applied magnetic field and measuring on warming (ZFC),

measuring whilst cooling in an applied field (FCC), and measuring on warming

after cooling in an applied field (FCW).
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find the muon-spin asymmetry A (t) is parametrised by A (t) = ar exp (−λt) +

ab exp (−λbt), typical of a paramagnet. The first term with amplitude ar reflects

relaxation at rate λ from muons that stop within the sample in the paramagnetic

state, whilst the ab component captures the contributions from muons that stop

outside the sample. It is often helpful to consider the Fourier transforms (FT) of

A (t) in the ordered phase (T < Tc) of a material as it reveals the spectral weight

of internal magnetic fields at the muon sites. Example FTs for GaV4S8 are shown

in Fig. 7.4(a–c). By comparing these FTs to the expected probability distribution

of different magnetic states in the material one can identify the magnetic state.

We have performed simulations of the magnetic field at the muon-stopping

sites using the muesr code [96, 128] for the ground-state magnetic structures

proposed for GaV4S8 [22, 130, 127]. Specifically, we have simulated the muon

response to ferromagnetic-like (FM*) (Fig. 7.3) and incommensurate cycloidal

order by calculating each of the relevant contributions to the field at the muon

site, as introduced in Chap. 3. Whilst the Bdip and BLor terms are calculable

simply from an expression for the vector spin in each different structure, Bdem

and Bcon need slightly more thought. In a polycrystalline sample, such as those

used in this work, each crystal grain, in the absence of an externally applied field,

will be made up of multiple randomly oriented magnetic domains. Hence, in this

case the magnetisation of an individual grain will be approximately zero (due

to multiple unaligned magnetic domains), meaning Bdem will be approximately

zero for the zero-field simulations performed in this work. We found that Bcon

does not have a significant effect on the local field at the muon site, so in the

shown simulations this contribution has been assumed to be zero. In systems

such as GaV4S8−ySey where there are multiple crystallographically distinct muon

stopping sites the experimental spectra will consist of contributions from all sites

with relative amplitudes reflecting the proportion of muons that stop in each

site. This is further complicated when the magnetic structure of the system

leads to crystallographically equivalent muon stopping sites that are magnetically

distinct. Calculating the proportion of muons that stop in each site is still an
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Figure 7.2: Example zero field (a–b), longitudinal field (c–d) and transverse

field (e–f) muon spin spectroscopy measurements on GaV4S8−ySey with y = 0.1

(a,c,e) and y = 7.9 (b,d,f). Some data is shown with an indicated vertical offset

for clarity.
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Figure 7.3: FM* ground state for GaV4S8, V atoms are shown. Image produced

with vesta [108].

open problem (being an instance of a multi-scale, non-equilibrium ion-stopping

problem), hence for the simulations in this work it was assumed that the muons

have equal probability to stop in each of the four lowest energy sites as this well

reproduces the experimental results. The results of these simulations are shown

in Fig. 7.4(a–c).

Our simulations show that the distribution most closely resembles the FM*

state at low-temperatures, and the cycloidal state at higher temperatures. At all

temperatures the spectra have features similar to those of both magnetic struc-

tures, however the data cannot be described by a simple sum of the two simula-

tions as would be expected for spatially separated domains of FM* and cycloidal

order. Our data therefore suggests a continuous evolution of the magnetic ground

state from FM* to cycloidal (rather than an abrupt phase transition) where the
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Figure 7.4: (a–c) Internal magnetic field distributions p(B) for GaV4S8, ob-

tained via the FTs of ZF µSR data at several temperatures, compared to simu-

lations of the ferromagnetic-like (FM*) (Fig. 7.3) and cycloidal (C) states. Pa-

rameters from ZF µSR measurements of GaV4S8−ySeyfor (d–e) y = 0 and (f)

y = 0.1. The extracted internal fields seen in (d) are marked in (a–c). (g) p(B)

for y = 0, y = 0.1 and y = 0.2, with the B3 component marked for y = 0.1

and y = 0.2. The vertical dashed lines indicate Tc.
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Figure 7.5: FT of ZF µSR measurements of GaV4S8. The continuous nature

of the crossover from the FM* to cycloidal phase can be seen as the continuous

changes in the observed peaks.

spins slowly transform from one structure to the other. In fact, this crossover has

been suggested to occur via nucleation and growth of solitons [131, 132], with the

associated cycloidal anharmonicity likely to help explain some of the discrepancies

between simulation and experiment. The precise mechanism is likely to depend

sensitively on the crystalline anisotropy in the system [133]. Our data, therefore,

suggests FM* domains are prevalent at low T , with the possibility of soliton-like

cycloidal domain walls growing continuously with increasing T until a cycloidal-

majority phase is realised. For completeness, additional Fourier transforms of

the ZF µSR data measured on GaV4S8 can be seen in Fig. 7.5, highlighting the

continuous transformation from the FM* to cycloidal-dominated phases.

To investigate the possibility of the spin being localised on the V cluster rather

than the individual atoms in GaV4S8, the cycloidal state was simulated both as
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suggested in Ref. [130], i.e. with the spin localised on the V atoms, and with

the spin localised instead on the V cluster. The latter do not produce spectra

consistent with the results of µSR, suggesting that the spin is indeed localised

on the V atoms. This is consistent with neutron diffraction data presented in

Ref. [127], and our DFT results presented below.

To extract more quantitative information on the ground state of GaV4S8−ySey

it is informative to fit the ZF µSR asymmetry with a model consisting of multiple

relaxing oscillatory functions. In general, at temperatures T < Tc, the asymmetry

A (t) is fitted to

A (t) =
n∑

i=1

ari exp (−Λit) cos (γµBit+ φi) + ab exp (−λbt) , (7.1)

where each component with amplitude ari, and relaxation rate Λi, reflects muons

that stop in local field Bi and precess with phase offset φi. Each muon site con-

tributes ari to the total amplitude, proportional to the number of muons stopping

in each site. The oscillatory signal decays with relaxation rate Λi, dependent pre-

dominantly on the width of the distribution of magnetic fields at the muon site.

The baseline contribution comes both from muons stopping with their spin ini-

tially aligned parallel to the local-field, depolarising due to dynamic effects with

relaxation rate λb, and due to muons stopping outside of the sample in the silver

foil or backing plate.

ZF µSR asymmetry curves of GaV4S8 contain a temperature-independent os-

cillatory component with B = 112.7(5) mT. As this signal does not disappear at

Tc, as would be expected if it was coming from GaV4S8, we attribute this signal to

a low-level secondary phase in the sample, most likely V5S8, an antiferromagnet

with TN ' 35 K. An antiferromagnetic fraction would only contribute to mag-

netisation measurements performed after field-cooling, so may account for some

of the differences seen between the cooling protocols seen in Fig. 7.1(e). From

the amplitude of this component we estimate this contaminant to be 6(2)% of

the total sample volume. The discussion for the rest of this chapter focuses on

the signal coming from muons which stop in GaV4S8.

For the ZF µSR spectra measured on GaV4S8, we require only n = 2 in
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Eqn. 7.1 to capture the behaviour of the signal coming from GaV4S8. This indi-

cates two magnetically distinct components with local field magnitude Bi. Ex-

tracted parameters [Figs. 7.4(d,e)] show that B1 corresponds with the low-field

peak seen in the simulations of both the FM* and cycloidal states [indicated in

Figs. 7.4(a–c) with a black line], with B2 corresponding to the high field peak

(red line). We find that φ1 is approximately zero, whereas φ2 ' 20◦. The

unusual decrease in B2 with decreasing temperature, along with a change in the

fraction of muons subject to this magnetic field, reflects the continuous evolution

of the magnetic state, providing further evidence for a smooth crossover between

the FM* and cycloidal states. The crossover region 5 . T . 9 K [shaded in

Fig. 7.4(e)] reflects the most rapid change of spin structure which leads to the

enhanced AC susceptibility response seen in Fig. 7.1(a).

For the GaV4S7.9Se0.1 material, up to Tc = 11.6(2) K ZF µSR measurements

are well parametrised by Eqn. 7.1 with n = 3, indicating a third, magnetically-

distinct muon environment not observed in GaV4S8 [Fig. 7.4(f)]. Below Tc, the

amplitudes ari are found to be temperature independent, indicating that 13(5)%

of the muons stopping in the sample stop in sites with B1, 32(3)% in B2, and

55(4)% in B3. Interestingly, the phase offsets have changed compared to GaV4S8.

For GaV4S7.9Se0.1, φ1 ' − 35◦, φ2 ' 10◦ and φ3 ' − 70◦. The 45◦

offset between φ1 and φ2 is often an indication of incommensurate magnetic

structures [134, 135], and may suggest the cycloidal phase dominates at all tem-

peratures in GaV4S7.9Se0.1. There are three mechanisms which can explain the

appearance of the B3 component in GaV4S7.9Se0.1. (i) A change in spin struc-

ture. This can be ruled out as B1 and B2 are very similar in magnitude and T

evolution to GaV4S8, suggesting similar underlying behaviour. (ii) An increase in

the magnetic moment m. The field at the muon site Bi ∝ m. As B3/B2 ' 3 this

would imply an increase of moment by the same factor, which can again be ruled

out as there is no evidence for this in B1 and B2. Further, whilst there is a small

increase in the magnetisation of GaV4S7.9Se0.1 compared to GaV4S8 [Fig. 7.1(e)],

this increase alone is not sufficient to explain the ratio B3/B2 ' 3. (iii) A change
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in distance r between the spin density and the muon. As Bi ∝ 1/r3, even a mod-

est change in spin density could lead to dramatic changes in Bi. We therefore

suggest that the most likely explanation of the appearance of the B3 component

is an increase in spin density near the muon sites such that these regions of high

magnetic field condense around the substituent. This is supported by the FT of

A (t) for GaV4S7.9Se0.1 and GaV4S7.8Se0.2 [Fig. 7.4(g)] which show that the signa-

ture FM* peak around 25 mT is further suppressed upon increased substitution,

with spectral weight shifting to the broad, high-field peak not present in GaV4S8.

As the B3 component becomes more pronounced with increased Se substitution

this suggests the increase in spin density is not caused by muon implantation

during the measurements.

In GaV4S7.9Se0.1 the B3 field is observed to follow a power law dependency as

B = B0

(
1− (T/Tc)

3/2
)β
, (7.2)

where B0 is the zero-temperature field value, β = 0.436(11) is the critical

exponent near Tc and the power 3/2 is due to 3D gapless magnons near zero-

temperature. Whilst this value of β is slightly higher than one would expect for

a typical Heisenberg or Ising-type magnet [14], it is likely that Heisenberg-like

behaviour probably well describes this system, as the temperature dependence

of this component is likely to have contributing factors beyond simple critical

scaling.

The extracted values of Λi when fitting Eqn. 7.1 to ZF µSR measurements of

GaV4S8 and GaV4S7.9Se0.1 are shown in Fig. 7.6. The upper-temperature bound-

ary of the crossover regime (where, on decreasing temperature, cycloidal order

gives way to FM* order), is marked by a peak in both Λ1 and Λ2. No such

peak is observed in the data measured on GaV4S7.9Se0.1. This may suggest that

the FM* order does not appear, and that cycloidal order dominates down to the

lowest temperatures, consistent with the 45◦ phase offset observed in these data.

Alternatively, it is possible that the peak in χ′ observed in the AC susceptibility

measurements may also indicate the crossover regime in these materials. Whilst,

in GaV4S8, this peak matches that observed in Λ1 and Λ2, occurring around
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7 K, in GaV4S7.9Se0.1 this peak occurs at the higher temperature of around 10 K,

persisting up to just below Tc. If, instead, the peak in χ′ is interpreted as temper-

atures at which there is competition between phases, this peak may correspond

to the competition between paramagnetism and long-range magnetic order; a

broadening in temperature of a magnetic transition is a common consequence of

chemical substitution. Further work to investigate the nature of this transition

would be beneficial.

The Se-rich end of the series shows more conventional magnetic behaviour,

with µSR measurements of GaV4Se8 suggesting Tc = 17.5(5) K with FT spectra

consistent with simulations of a cycloidal spin structure. These measurements can

once again be fitted with Eqn. 7.1 with n = 2, the extracted parameters can be

seen in Fig. 7.7. For GaV4Se8, 85(2)% of the muons are found to stop in the site

where the field is B1 (with φ1 approximately zero), with the remaining 15(2)% in

the B2 site (φ2 ' − 70◦). Measurements of GaV4S0.1Se7.9 show similar average

fields, but the fitting also requires an additional relaxing component and larger
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relaxation rates, indicating a broadening of the local magnetic-field distribution.

For GaV4S0.1Se7.9 68(3)% of the muons are found to stop in the site with field

B1 (φ1 ' − 70◦), with 25(3)% in the B2 site (φ2 ' − 90◦). The remaining

5.8(5)% of the muons stop in sites which lead to a purely relaxing component.

The oscillatory relaxation rates are presented in Fig. 7.7 and show very similar

behaviour between the compounds, suggesting that the magnetism is more robust

to chemical substitution at this end of the series. The extracted internal fields

demonstrate power law behaviour, see Eqn. 7.2. With β and Tc used as shared

fitting parameters between the two fields in each sample, values of β = 0.40(3)

and Tc = 17.4(2) K were obtained for GaV4Se8, whilst, for GaV4S0.1Se7.9,

β = 0.48(2) and Tc = 16.1(2) K. The fact that both fields in each sample have

the same power law dependency shows that they arise from the same magnetic

order, with just a scale factor due to different muon site positions in the crystal

lattice. Again, relatively modest changes in β suggest the nature of the magnetism

at the Se-rich end of the series is not dramatically affected by this level of chemical

substitution.

7.3.3 Density functional theory

To further understand the effect of substitution in GaV4S8−ySey we performed

first principles calculations using DFT, comparing the pristine materials to sub-

stitution of y = 1 or y = 7 (which are not measured here) by replacing the atoms

on one S or Se site with the relevant substituent. This allows us to simulate the

effect of low-levels of substitution. Whilst the DFT calculations presented here

are on the y = 1 and y = 7 materials, in reality these materials do not form the

rhombohedral phase [127, 123], and hence these calculations are not of a physi-

cally realised system. DFT calculations of lower substitution levels are unfeasibly

expensive. We avoid this issue by imposing the symmetry of the experimentally

realised crystal structure of the y = 0.1 or y = 7.9 materials on a unit cell con-

taining a substitution. This therefore allows investigation of the effects on the

spin density of substitution in the crystal structure this substituent realises for
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low-levels of substitution. The calculations should therefore be interpreted as

indicating the effect of the substitution local to the substituents.

Our calculations indicate an almost ferromagnetic distribution of spin density

(as observed in experiment) for all systems, however the moments obtained are

consistently larger. The magnetic moment is found to be localised on the V

atoms, consistent with the results of our calculations of the field at the muon

site.

To study the effect of substitution, we compare the spin density in electron

bands that dominate the contribution to the magnetism (i.e. those occupied in

only one spin channel), with the difference between y = 0 and y = 1 for the

S3 site shown in Fig. 7.8. Regardless of the site chosen for substitution, more

dramatic changes in spin density are seen at the S end of the series than at the

Se end. Whilst most of the change in spin density retains the expected d-orbital

character, some site substitutions result in an increase in spin density within the

V tetrahedral cluster. Since there are muon-stopping sites around the cluster, this

provides an explanation for the observed large magnetic field B3. The change in

spin density may also lead to altered exchange pathways, which upon increased

substitution could lead to the glass-like magnetic ground state seen for y = 2 and

y = 4 [128] where multiple different exchange pathways (depending on the local

substitution level) cannot be simultaneously satisfied.

It is worth noting that the results presented here do not seem to depend

heavily on the value of Ueff once the magnetic moment has saturated. Previous

work has demonstrated that different values of Ueff can all lead to similar band

structure results in these materials [136, 137].

7.3.4 Muon-spin spectroscopy in an applied field

We next explore the SkL state that appears in an applied field, through TF and

LF µSR. Samples were cooled in zero applied magnetic field, and the measure-

ments were made in field (as indicated in Fig. 7.1) on warming. As discussed

in Chap. 3, TF µSR measurements are mainly sensitive to static disorder along
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Figure 7.8: Difference in spin density between y = 0 and y = 1 for Se substitu-

tion on the S3 site from DFT. Image produced with vesta [108].
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with the component of dynamic fluctuations of the local field parallel to the ap-

plied field, while LF µSR measurements are sensitive to dynamics in those local

fields perpendicular to the applied field. The SkL orientation, determined pre-

dominantly by the crystalline anisotropy, will be randomised in a polycrystalline

sample like ours, even under application of an external magnetic field, and hence

the two techniques are expected to be sensitive to the same dynamic field corre-

lations.

We will consider the TF µSR data first. In all cases an external field was

applied that was expected to stabilise a SkL phase, as indicated by the lowest-

field line on each panel of Fig. 7.1. This corresponds to 50 mT for GaV4S8,

40 mT for GaV4S7.9Se0.1, 95 mT for GaV4Se8, and 70 mT for GaV4S0.1Se7.9.

In a TF µSR experiment, rather than simply fitting the asymmetry (which ig-

nores any positrons that are not detected in the forward/backward detectors),

the number of counts in all detectors is fit simultaneously, with a phase off-

set on the signal appropriate for each detector. This means that the polari-

sation of the muon-spin ensemble is fitted directly. For these measurements,

Px (t) =
∑n

i=1 ai exp (−Λit) cos (γµBit+ φi) + ab, where the number of compo-

nents n will depend on the material being measured. At the S-rich end of the

series we find n = 2, whereas at the Se-rich end n = 3 is the most appropri-

ate. In all cases, the amplitudes of each component (reflecting the number of

muons stopping in a particular class of stopping site) and phases were found to

be temperature independent.

For GaV4S8, 32(1)% of the muons were found to stop in the site with field B1

(φ1 ' − 20◦) and the remaining 68(2)% stop in the B2 site (φ2 ' 10◦). The

origin of these phase offsets can be understood by considering the polycrystalline

nature of the samples studied here. A distribution of angles between the internal

and applied field will be present at the muon sites, giving rise to a distribution of

net magnitudes of the internal field experienced by the muons. This distribution

may not be symmetric, resulting in a phase shift when fit with a single damped

cosine. Similarly, for GaV4S7.9Se0.1, 33(1)% of the muons stop in the site with field
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B1 (φ ' −45◦) and the remaining 67(2)% stop in the B2 site (φ ' 20◦). Despite

the almost identical percentage of muons stopping in each site when compared

to GaV4S8, the significant change in phases does suggest different behaviour.

For GaV4Se8, 80.9(9)% of the muons stop in the B1 site, 10.6(9)% stop in the

B2 site, and the remaining 8.5(2)% stop in the Ag foil (and hence precess at a

frequency corresponding to the applied field). Both φ1 and φ2 were found to be

approximately zero. For GaV4S0.1Se7.9, 61(3)% of the muons stopping in the B1

site, 33 (3)% stopping in the B2 site, and the remaining 6.5(4)% stopping in the

Ag foil.

In all cases, the fields Bi are the most physically revealing on the nature

of the magnetism in these systems. The temperature dependence of Bi will be

discussed alongside the LF µSR measurements below. For completeness, the

transverse field relaxation rates Λi are shown in Fig. 7.9. Λ is very sensitive to

subtle changes in the magnetism of a system, being proportional to both the width

of the distribution of magnetic fields at the muon site, and dynamic fluctuations.

As can be seen from Fig. 7.9, in these measurements the effect of substitution

does not significantly change the magnetism at each end of the series, although a

slight increase in Λ upon substitution is observed. This suggests either an increase

in magnetic disorder at the muon site (leading to a wider distribution of fields at

the site), or an increase in the dynamic response on the muon timescale.

LF µSR measurements were performed on the materials at a minimum of two

different applied magnetic fields, one which is expected to stabilise the SkL at

certain temperatures, and one that is not expected to do so. The fields measured

are marked on Fig. 7.10, where the results are presented. In all the measurements

presented here, the LF µSR data are well described by A (t) = ar exp (−λt) + ab

over the entire temperature range, consistent with dynamic relaxation. The base-

line asymmetry ab was found to be independent of temperature, and the relaxing

asymmetry ar was constrained to follow Eqn. 4.2, as is common throughout this

thesis. Sensitive to the dynamic response on the muon timescale, λ is typically

presented alongside Bi from TF µSR measurements, which shows the good agree-
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ment between these two different techniques.

We start by considering the S-rich end of the series, with results shown pri-

marily in Fig. 7.10. In GaV4S8 a peak in B1 is seen at 9 . T . 12 K

[Fig. 7.10(a)], coinciding with the presence of the SkL. This is consistent with

TF µSR of the SkL in materials such as Cu2OSeO3 [98], where an additional

high-field shoulder is a signature of the SkL. LF µSR measurements performed

in an applied field of 50 mT and 90 mT cut through the SkL state in at least

some crystal orientations [22], as well as showing effects in our magnetometry

measurements [Fig. 7.1], while measurements made at 180 mT do not. The re-

laxation rates extracted from these data [Fig. 7.10(b)] show that the effect of the

dynamics in the SkL state is a significant enhancement in relaxation rate λ below

Tc leading to a large, broadened peak, centred at temperatures within the SkL

state. This is also consistent with LF measurements of the SkL in Cu2OSeO3 and

CoxZnyMn20−x−y, as discussed in previous chapters. Intriguingly, at 50 mT, there

is clear evidence for a shoulder just below 9 K that bares a striking resemblance

to that seen in LF µSR measurements of single crystalline Cu2OSeO3. Fitting

parameters can be found in Tab. 7.1.

To attempt to understand the source of the additional megahertz dynamics in

the SkL we once again apply a model describing the coupling of skyrmion modes

to the muon-spin, as previously used for Co8Zn9Mn3, and derived in App. A.

This model is shown in Fig. 7.10(b), where above Tc critical behaviour typical of

a 3D Heisenberg magnet has been assumed, as for Cu2OSeO3. This model is seen

to well describe the measured λ from LF µSR measurements of GaV4S8 when

cutting through the SkL phase at temperatures around Tc, although it cannot

adequately describe the enhanced shoulder observed at lower T . This suggests

we observe contributions from two different dynamic effects on the megahertz

timescale, (1) the reduction in frequency of SkL modes (consistent with the re-

sults for Co8Zn9Mn3) which dominate just below Tc, and (2) additional mega-

hertz dynamics leading to the observed shoulder (consistent with the results for

Cu2OSeO3 and Co8Zn8Mn4) which dominate at lower T . It seems most likely that
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the dynamics that lead to the shoulder are the same source as those that lead to

the same feature in Cu2OSeO3, and therefore demonstrate the need for further

study to investigate the source of these dynamics. This is perhaps a surprising

result, as on the megahertz timescale the Néel skyrmions in GaV4S8 appear very

similar to measurements on Bloch skyrmions in other materials. From the model

of the reduction in frequency of skyrmion modes, we find the zero-temperature

skyrmion excitation mode frequency is 16.1(5) GHz, consistent with the 3–17 GHz

range observed in Bloch skyrmion materials [43] and in good agreement with the

17–19 GHz range of frequencies measured in single crystals of GaV4S8 [138]. We

also find ∆0 = 23.9(3) mT, which is a similar width to the features in the ZF

µSR spectra (for example, in Fig. 7.4).

The behaviour of GaV4Se8 is similar to that of GaV4S8 with a peak observed

in the TF µSR component B2 [Fig. 7.11(a)]. LF µSR measurements on GaV4Se8

in an applied field of 95 mT, [Fig. 7.10(b)] also show a significantly enhanced

relaxation rate in the SkL state (and peak below Tc) when compared to the

temperature scan with an applied field of 150 mT, where the SkL state is not

stabilised. This confirms the suggestion in Ref. [128] that the SkL in polycrys-

talline samples is confined to a smaller region of the phase diagram than in single

crystal samples. The behaviour at 95 mT is well described by the reduction in

frequency of skyrmion modes, and we find a frequency of 7.9(5) GHz for the zero-

temperature excitation mode, again consistent with other skyrmion materials.

The corresponding ∆0 = 5.7(2) mT. (Note that when fitting the LF µSR data

measured on GaV4Se8 it was required to hold the baseline constant at a best

estimate to obtain a stable fit. This leads to a potential vertical offset on λ that

is constant with temperature, so the absolute values could be slightly different to

those shown here. To account for this, a vertical offset was added to the fits to

the model of the reduction in frequency of skyrmion modes; a different choice of

baseline gives the same results from this model.)

We will next consider the effects of low-levels of substitution at both ends of

the series. TF µSR measurements of GaV4S7.9Se0.1 were performed in an applied
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field of 40 mT, where an enhanced AC susceptibility response [Fig. 7.1(b)] is

consistent with a SkL state existing. Unlike the GaV4S8 case, no unambiguous

signature of the SkL state is observed in the internal magnetic field. In fact, the

field B1 is significantly larger for GaV4S7.9Se0.1 compared to GaV4S8, consistent

with both the additional, larger internal field component observed in our ZF µSR

measurements, and the increased magnetisation. This implies that any peak in

internal field arising in the presence of the SkL state will be masked by these

large fields. The variation in B2 is similar between the samples, suggesting the

underlying behaviour is similar. LF µSR measurements (performed in the same

applied field as TF measurements) on the GaV4S7.9Se0.1 material [Fig. 7.10(d)]

also show significant changes when compared to GaV4S8. The behaviour around

Tc is similar between the two materials, exhibiting a peak that is well described

by the reduction in frequency of the skyrmion modes, however, there is also an

enhancement in λ at lower T . At 80 mT, where AC susceptibility suggests lit-

tle change in the response, consistent with the lack of a SkL, a peak around Tc

is observed, as shown in Fig. 7.12, however the most remarkable feature is the

increase of λ as T is decreased right down to the lowest measured temperatures.

In contrast to the measurements at fields that stabilise the SkL, λ grows contin-

uously with decreasing T . We will discuss the potential origins of these low T

enhancements later.

At the Se-rich end of the series, TF µSR measurements for GaV4S0.1Se7.9 in

an applied field of 70 mT, where an enhanced AC susceptibility response con-

sistent with a SkL is seen just below Tc, were performed. Fits of these data

are shown in Fig. 7.11(c). Although the overall trends in behaviour are similar

to those for GaV4Se8, there is again no resolvable peak in internal field in the

SkL region. However, LF µSR measurements [Fig. 7.11(d)] show that there is a

clear enhanced response in λ at 70 mT compared to 140 mT, consistent with the

realisation of the SkL state at 70 mT. In addition, we again observe a separate

enhancement in the low-temperature relaxation rate, similar to the behaviour ob-

served in GaV4S7.9Se0.1, with a broad peak in the relaxation rate centred around
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T = 8 K.

The second, lower temperature peak in λ that appears upon substitution pref-

erentially at fields at which the SkL is stabilised suggests that there are dynamics

associated with the SkL extending down to lower temperatures. We propose that

these dynamics occur due to skyrmion precursors (as seen in Cu2OSeO3 [139])

that are stabilised by the substituents at both ends of the series. This is con-

sistent with the picture we have for CoxZnyMn20−x−y, where we concluded that

the chemical substitution increased the stability of the SkL. Note that if the dy-

namics were associated with the cycloidal phase one would expect a peak in λ

at all applied fields that stabilise the cycloidal phase; that is not observed here.

The stabilisation of the skyrmion precursors, either due to increased formation

caused by pinning, or to longer lifetimes of metastable states, leads to dynamics

detectable with µSR that are not observed in the pristine materials. Both of

these effects are plausible consequences of the increased substitutional disorder

introduced in these systems. The dynamics likely arise from a reduced frequency

SkL mode due to the ≈ 300 substituents per skyrmion present in the substituted

systems, making the skyrmions less rigid, and hence lowering their characteristic

frequencies.

To model this second relaxation channel for the muon in the lightly substituted

materials, we have assumed that this second relaxation rate also follows the same

Redfield formula (Eqn. A.1) and scaling laws (Eqn. A.2 and Eqn. A.3). In the

case where there are two coexisting frequencies in the muon response window, the

observed muon relaxation rate, occurring due to fluctuations at all muon sites,

is expected to be dominated by the larger of the two frequencies; we model the

scenario as such. We note that the appearance of the second peak cannot be due

a variance in the coupling of different muon sites to the internal fields, as this only

affects ∆, rather than ν0, and thus cannot significantly shift the position of the λ

peak in temperature. Fits for this two-mode model for λ are shown in Figs. 7.10(d)

and 7.11(d). We find that this model well describes both the behaviour around Tc

in both materials, and the low-T behaviour of GaV4S0.1Se7.9. The model misses
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some of the behaviour of GaV4S7.9Se0.1, however we have already established that

at the S-end of the series there are megahertz dynamics that affect the behaviour;

it is likely these dynamics that change the behaviour observed. At both ends of

the series we find that the low-T mode has no significant change in the width of the

local field, however for GaV4S7.9Se0.1 the frequency of this mode is approximately

25% of the high-T frequency, and for GaV4S0.1Se7.9 it is about 2%.

LF µSR measurements of GaV4S0.2Se7.8 were also performed, with results

shown in Fig. 7.13. Whilst there is no clear evidence for SkL-related dynamics, we

observe an increase of λ with decreasing T at both measured applied fields. The

behaviour is very similar to that observed for GaV4S7.9Se0.1 when not stabilising

a SkL. It is possible these dynamics are associated with an increase in magnetic

disorder, that with sufficient substitution will lead to the spin-glass state observed

in the middle of the series [128, 127, 123]. This fact that this effect is seen at lower

substitution levels at the S-end, and more dramatically (with a greater value of λ)

is consistent with the conclusion of the ZF µSR measurements that the magnetism

at the S-end of the series is more dramatically perturbed by substitution.

7.4 Conclusion

In conclusion, these results show that magnetic order is preserved for low-levels

of substitution in GaV4S8−ySey, at both ends of the series, in contrast to higher

levels where spin glass-like behaviour is observed [128, 127, 123]. On the Se-

rich end of the series, the presence of S simply leads to an increase in the width

of the local magnetic field distribution, which is enough to prevent observation

of the effect of the SkL in our TF µSR measurements. On the S-rich end of

the series, where the ZF ordered state is formed from competing FM* and C

order, substitution has a more dramatic effect, creating regions in the sample

which have increased spin density, leading to the observation of high magnetic

fields with µSR. These regions are shown to exist in our DFT calculations of

GaV4S8−ySeywith y = 1 or y = 9. These changes in spin density are likely to

lead to changes in exchange coupling constants, which, in the highly-substituted



7.4. Conclusion 163

0.0

0.1

0.2

0.3

0.4

0.5

0 4 8 12 16 20

λ
(µ

s−
1
)

T (K)

57.5 mT
115 mT

Figure 7.13: Additional LF µSR measurements of GaV4S8−ySey with y = 7.8.

limit, will lead to the observed spin-glass behaviour.

Despite a lack of evidence for the SkL in the local field measured with TF

µSR, there are clear dynamic effects, with signatures in both AC susceptibility

and LF µSR measurements. At both ends of the series LF µSR provides evidence

of enhanced dynamics typical of those observed in Néel SkL states. The shape in

the B–T phase diagrams of these regions is reminiscent of the SkL regions in the

unsubstituted materials. We therefore conclude that a dynamically fluctuating

SkL is realised in these materials with low-levels of chemical substitution. We have

shown further that the zero-temperature frequency of the Néel SkL excitation

modes appear to be similar to those for a Bloch SkL.

Another effect of increased substitution in GaV4S8−ySey is the existence of

a significant dynamic response, detected with LF µSR, at low-T . We attribute

this to the increased stability of skyrmion precursors at temperatures below the

equilibrium skyrmion lattice. As these states only exist at fields at which the

SkL is stabilised, it is clear that the applied field plays a crucial role in allowing
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the formation of skyrmions, whereas temperature simply provides the thermal

fluctuations required to stabilise the lattice. Upon increased substitution we see

dynamics effects which signal the onset of magnetic disorder that will eventually

lead to a spin-glass ground state.



Chapter 8

Energy-gap driven properties in

Cr1/3MS2

This chapter presents a theoretical and experimental investigation into the he-

limagnets Cr1/3MS2 (M = Nb or Ta), which have attracted renewed attention

due to the discovery of a chiral soltion lattice (CSL) stabilised in an applied

magnetic field. We focus on the unusual low-temperature electronic and mag-

netic behaviour of the materials, which originates from previous reports of an

unusual temperature-dependence of the muon-spin precession frequency in trans-

verse field (TF) muon-spin spectroscopy (µSR) measurements, and in Seebeck

and Hall coefficients. In addition to these previously reported experimental find-

ings, we present AC susceptibility and longitudinal-field (LF) µSR measurements

that show similarly unexpected behaviour below T ' 50 K in both materials.

These experimental observations hitherto lacked a unifying explanation. Our

electronic structure calculations demonstrate that Cr1/3MS2 (M = Nb or Ta) are

half-metals whose low-temperature electronic and magnetic behaviour can be ex-

plained by the presence of a gap-like feature (width in range 40–100 meV) in the

density of states of one spin channel. Our magnetometry measurements confirm

the existence of this gap. Dynamic spin fluctuations driven by excitations across

this gap are seen over a wide range of frequencies (0.1 Hz to MHz) with AC sus-

ceptibility and µSR measurements. We show further how effects due to the CSL

165
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in Cr1/3NbS2, as detected with µSR, dominate over the gap-driven magnetism

when the CSL is stabilised as the majority phase.

This chapter is based on work currently under peer review. A preprint of the

work is available [140]. The samples were provided by collaborators at the Uni-

versity of Warwick. The density functional theory calculations were proposed

by myself, and carried out predominantly by a collaborator, Zachary Hawk-

head (Durham University); the interpretation of the results of these calculations

and subsequent boltztrap calculations was done jointly between myself and

Zachary Hawkhead. The magnetometry measurements were performed and anal-

ysed by myself. The µSR data were measured by myself, alongside collaborators

at Durham University and ISIS Neutron and Muon Source. The analysis of the

µSR data is my own, and uses muon site calculations I performed. The overall

discussion is my own.

8.1 Introduction

Transition metal dichalcogenides (MX2, M = transition metal and X = chalco-

gen) have long been the subject of much research effort [141], the reduced di-

mensionality [142] of these semiconductors leads to a suite of exciting electrical,

optical and mechanical properties [143, 144, 145]. Cr1/3MS2, M = Nb or Ta

is based on the same structure as superconducting NbS2, but with Cr atoms

intercalated between M layers (shown later in the context of muon stopping

sites, Fig. 8.5). The intercalation removes the inversion symmetry, leading to

a noncentrosymmetric structure which can host a Dzyaloshinksii-Moriya (DM)

interaction. These materials have attracted attention as rare examples of 2D ma-

terials with helical magnetic ordering, thought to occur due to the competition

between exchange, the DM interaction and spin-orbit coupling (SOC) [146, 147].

Application of a magnetic field perpendicular to the c axis causes the helical

ground state to transform to the chiral soliton lattice (CSL) [148, 149], consisting

of domain-wall-like 360◦ magnetic kinks separated by regions of ferromagnetic

ordering, with a field along a different direction tilting the CSL [45, 150]. The
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existence of the CSL in Cr1/3NbS2 is well established [148], but has only re-

cently been reported in Cr1/3TaS2 [149]. As discussed in Chap. 2, these magnetic

solitons are reduced-dimensional analogues of skyrmions [6], both of which are

topological spin structures. As in the case of skyrmions, there are many potential

technological applications of magnetic solitons [148].

There have been multiple reports of unusual low-temperature transport and

magnetic properties in Cr1/3NbS2, including a sizeable change in the thermal con-

ductivity and Seebeck coefficient around T = 40 K [151], and a rapid increase in

the Hall coefficient below 50 K [152], all suggesting modifications to the electronic

behaviour. Additionally, muon-spin rotation (µSR) identifies an increase in os-

cillation frequency below 50 K [153], suggesting a different local magnetic-field

distribution. The above observations have led to contrasting explanations, includ-

ing a change in the dominant transport mechanism due to spin-orbit-coupling-

induced alterations of the electronic structure [151], or an increased helical length

at low T due to a decrease in the magnitude of the DM interaction [153]. Such

explanations do not account for all of the observations, and whilst an increase in

the helical length below 90 K is observed in lamellae of Cr1/3NbS2 [154], this is

not found in bulk [155].

In this chapter we explain the low-temperature behaviour of Cr1/3MS2 (M =

Nb or Ta) using electronic structure calculations supported by AC susceptibility

and LF µSR measurements. We find that the presence of an energy-gap-like

feature in the density of states can account for the observed phenomena over a

wide range of energy scales.

8.2 Computational Details

In addition to the work presented here, there are a number of additional electronic

structure calculations of Cr1/3MS2 (M = Nb or Ta) that were carried out for

this project that are beyond the scope of this thesis. Details of the calculations

relevant to this thesis are provided here. Full details of all calculations can be

found in Ref. [140].
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The electronic structure of Cr1/3MS2 (M = Nb or Ta) was determined using

the castep implementation of spin-polarised density functional theory (DFT) [76].

The lattice parameters used were a = b = 5.76 Å, c = 11.84 Å and a = b = 5.74 Å,

c = 11.90 Å for Cr1/3NbS2 and Cr1/3TaS2 respectively, close to our experimen-

tally measured values. Exchange and correlation interactions were treated under

the generalised gradient approximation (GGA), using the PBE functional [95].

Ultrasoft pseudopotentials were used to approximate electrons in the atomic core.

The total energy was found using a self-consistent field (SCF) calculation with a

tolerance of 10−5 eV/atom. Calculations were performed with a plane wave basis

cut off of 1400 eV and Monkhorst-Pack SCF k-point sampling of 15×15×15 [129],

leading to convergence better than 0.01 eV per unit cell. Cr1/3MS2 (M = Nb

or Ta) have long period helimagnetic groundstates at low temperature [151, 147]

such that the local arrangement of magnetic moments is approximately ferromag-

netic. We use spin-polarised DFT to realise a ferromagnetic configuration with a

Cr magnetic moment of approximately 3µB, satisfying the necessary condition for

half-metals to have integer spin [156]. This moment matches that found experi-

mentally. Spectral calculations were performed to generate band structures and

densities of states (DOS) for Cr1/3MS2. When calculating the densities of states

a 25×25×25 k-point grid was used for Cr1/3NbS2, and 15×15×15 for Cr1/3TaS2.

The Seebeck coefficients for Cr1/3NbS2 and Cr1/3TaS2 were calculated using

the boltztrap code [157], a program which calculates the semi-classical trans-

port coefficients. The boltztrap calculations are initialised using the electronic

structure calculations described above. Transport properties depend on the tem-

perature of the sample and any applied bias, which has the effect of shifting the

Fermi energy. We calculated the Seebeck coefficient in both materials over a

temperature range of 1–300 K and chemical potential spanning 1.36 meV with

0.14 meV spacing centred around the Fermi level calculated from DFT. To reduce

the effects of noise at low temperatures, we used 100 lattice points per k-point

and 200 lattice points per k-point for Cr1/3NbS2 and Cr1/3TaS2 to account for

their relative k-point densities. We find that the Seebeck coefficient is highly
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sensitive to the choice of chemical potential. In order to best match the exper-

imental Seebeck coefficient in Cr1/3NbS2 the value of Fermi energy was taken

as approximately −18 meV with respect to the Fermi energy predicted by DFT.

This is within the uncertainty of our calculations. Due to the practicalities of

measuring the Seebeck coefficient, it is difficult to ensure that the measurement

is taken at precisely zero bias, this is also reflected in the choice of Fermi en-

ergy. In Cr1/3TaS2 it is expected that the Seebeck coefficient behaves similarly to

that of Cr1/3NbS2 so a value of approximately −6 meV with respect to the DFT

Fermi energy was chosen. Similarly, the Hall coefficient was calculated using the

boltztrap code.

8.3 Experimental Details

Polycrystalline samples of Cr1/3MS2 (M = Nb or Ta) were synthesised as de-

scribed in Ref. [140]. To characterise the bulk magnetic properties of the poly-

crystalline samples, magnetisation and AC magnetic susceptibility measurements

were performed using a Quantum Design MPMS. Measurements were performed

after cooling in zero applied magnetic field from above the transition tempera-

ture. For AC measurements, in addition to the indicated DC magnetic field, a

time-varying magnetic field of amplitude 0.3 mT was applied, with frequencies

ranging between 0.2 and 149 Hz.

LF µSR measurements were made using the HIFI spectrometer at the ISIS

Neutron and Muon Source, UK. Samples were packed into Ag foil packets and

mounted on a silver backing plate and placed in either in a He-4 cryostat or

CCR. Measurements were performed on warming in an applied magnetic field

after cooling in zero applied field. Data analysis was carried out using the wimda

analysis program [68].
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Figure 8.1: (a,b) Contributions from transition metal d-orbitals to the densities

of states in Cr1/3MS2 (M = Nb or Ta). (c,d) Regions around the Fermi level

showing the pseudogap. Spin-up(down) densities are positive (negative).
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8.4 Results & Discussion

8.4.1 Density functional theory

The DOS of Cr1/3MS2 (M = Nb or Ta) according to DFT calculations is shown

in Fig. 8.1. In both materials there is splitting of the spin-up and spin-down

bands with ferromagnetic moments on the Cr ions. The largest contribution to

the DOS at the Fermi level comes from the spin-up channel, with little contri-

bution from spin-down. The lack of spin-down density around the Fermi level,

which, in addition to the integer spin per unit cell [156], suggests both materials

are half-metallic [158]. (Previously Cr1/3NbS2 has been reported as a low carrier

concentration metal or heavily doped semiconductor [151].) In both materials,

there is a reduction to almost zero in the spin-up channel of the DOS at the Fermi

level over a width of approximately ∆E = 80–90 meV. This reduction has pre-

viously been observed in Cr1/3NbS2 and was termed a pseudogap [151], but the

influence of this feature was not investigated. The previous observation, plus the

tendency of DFT to underestimate the size of a gap [159], gives confidence that

this pseudogap is a real feature of the DOS. Additional electronic structure cal-

culations (see Ref. [140]) performed with the inclusion of SOC have no resolvable

impact on the pseudogap.

To understand the low-temperature transport properties in Cr1/3MS2 we cal-

culate the Seebeck coefficient Sµν from DFT using the boltztrap code [157].

The Seebeck coefficient, a measure of the voltage induced across a material that

has a temperature gradient, indicates whether the material has electron- or hole-

dominated transport, thus changes in Sµν indicate changes in the concentration

and/or type of free carriers in the system. Figure 8.2(a–b) shows S = Tr (Sµν) /3,

with a characteristic maximum reflecting the presence of the pseudogap. This

prediction of S for Cr1/3NbS2 qualitatively matches the measurements in the

low-temperature regime [151]. Around Tc the computed behaviour deviates from

experiment due to the onset of the magnetic transition, which is not captured in

our model. The gap found in DFT is slightly larger than the measured gap (see
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below), causing the features in S to occur at higher T than found experimentally.

To better compare to the experimental values, we can adjust the energy scale in

the calculation to that of the measured gap [T → T∆Eexp/∆EDFT, Fig. 8.2(a)],

which then provides a better agreement with the experimental peak position. We

find similar behaviour of S for Cr1/3TaS2 [Fig 8.2(b)], as expected from the simi-

lar electronic structures. Our DFT calculations can also reproduce the observed

rapid increase in Hall coefficient on decreasing T in Cr1/3NbS2 below 50 K [152],

as seen in Fig. 8.3.

The magnetic moment m can be estimated from the difference in the DOS

in the spin-up and spin-down channels. We find, for both materials, d-orbitals

contribute most significantly to m, with around 95% of the total moment coming

from the Cr d-orbitals. We find good agreement between the saturation moment

of our calculations and that found experimentally. The T dependence, m(T ),

caused by thermally-activated changes in band occupation (but excluding critical
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behaviour due to the phase transition at Tc [151, 160]) is given by the difference

in number of electrons in the up and down spin channels. This is predicted by

integrating the DOS weighted by the Fermi-Dirac distribution fFD(E, T ) at a

given temperature,

m(T ) = N↑ −N↓ = µB

∫ ∞

−∞

[
g↑(E)− g↓(E)

]
fFD(E, T ) dE, (8.1)

where g↑(↓)(E) are the spin-up (spin-down) components of the partial DOS. The

change in m(T ) (compared to T = 0) is shown in Fig. 8.4(a–b). As T is increased,

electrons start to populate excited states, leading to a steady increase in m(T ),

with the change being dominated by the M = Nb or Ta d-orbitals, despite their

small overall contribution to the total moment.

Although these changes in m(T ) are likely too small to be detected by a bulk

measurement of the magnetisation, µSR, a local probe sensitive to the magni-

tude of the internal field at the muon site, can detect such small changes. Refer-

ence [153] reports an increase in the local field at the muon site at low T [inset

of Fig. 8.4(c)]. We calculated the muon stopping site in these materials using

DFT methods [115], following the approach for materials in the GaV4S8−ySey
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Figure 8.5: The muon site found using DFT methods in Cr1/3MS2 (M = Nb

or Ta). Image produced with vesta [108].

family [128]. Whilst muon sites have previously been reported for Cr1/3NbS2 in

Ref. [153], they are unphysically close to atoms, and only one frequency is ob-

served with ZF µSR, despite two muon sites being found. Our calculations find a

single muon site in both materials, sat at the centre of the triangle of M atoms,

as shown in Fig. 8.5. Note that although the number of Cr atoms intercalated

between the M layers varies throughout the crystal, all possible unit cells give

the same muon sites with very similar energies. Note also that in the absence of

Cr (i.e. in MS2) there is a possible second muon site in the layer where the Cr

sits; unit cells without Cr within the sample measured in Ref. [153] may explain

the two muon sites detected.

The measured field can be compared to predictions using our stopping sites

to calculate the expected T -dependent dipole field at the muon site due to our

predicted m(T ) [Fig. 8.4(a–b)], calculated using the muesr code [96]. As the in-

commensurate nature of the spin on theM and S atoms was unknown (contrasting

the helical evolution of the Cr moments), the calculations were performed using
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the dipolar field component only of a ferromagnetic configuration for all atoms.

This will closely approximate the dipolar field for the long-period helimagnet

known to exist in Cr1/3NbS2, where the Lorentz field (due to the contribution of

spins far from the muon) should be zero. (Note that including the Lorentz field

merely shifts the field at the muon site up or down in magnitude, so would not

affect the conclusions drawn here.) In these calculations there was assumed to

be no hyperfine interaction and negligible demagnetisation effects.

The field at the muon site is highly sensitive to both the amount of Cr in-

tercalated in the material, and to the precise location of the spin density with

respect to the muon, neither of which are easy to accurately estimate. Therefore,

our calculation of the absolute magnitude of the field at the muon site, as well as

the size of the increase with temperature, does not quantitatively match exper-

iment. There are three main reasons for the quantitative disagreement: (1) the

hyperfine interaction is not captured by this model. As this contribution gen-

erally points collinear to the dipolar field, inclusion of this term would increase

the magnitude of the effect, more closely matching experiment. (2) The model

takes the spin density according to DFT and creates a localised moment at the

centre of the nucleus. In reality, as we know from the half-metallic property of

the material, the spin will be somewhat delocalised over the unit cell. (3) The

atom and muon positions are not perfectly known. Allowing the atom and muon

positions to move up to 0.15 Å from their high symmetry positions (within the

error of the muon site, and less than 10% of atom separation) can double the

maximum difference in internal field as a function of temperature, and change

the zero-temperature field by 40 mT, over 25% of the value found. This highlights

the sensitivity of the muon to very small changes in the unit cell, as expected,

as the internal field is inversely proportional to the cube of the distance between

the moment and muon. Hence it is not surprising that the changing internal field

with temperature is only captured qualitatively.

Despite these limitations, we predict the same trend in Cr1/3NbS2 as found

Ref. [153] [Fig. 8.4(c)], with a sharp increase in the field at the muon-site at low
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Figure 8.6: Magnetisation (a,d) and AC susceptibility (b–c, e–f) measurements

of Cr1/3NbS2 (a–c) and Cr1/3TaS2 (d–f) at constant applied field. Measurements

are performed after cooling in zero applied magnetic field. Magnetisation mea-

surements are shown normalised by the applied magnetic field. AC susceptibility

measurements were performed in an external DC magnetic field, with an oscil-

lating AC field of magnitude 0.3 mT and frequency 79 Hz.
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T . It is notable that the moment of all elements must be considered to obtain

this effect; considering the moments on the Cr atoms alone does not reproduce

the trend. As the moment on the Nb atoms (less than 5% of the total moment

of the unit cell) must be included to get the shown effect we know that the

spin throughout the unit cell is important, emphasising point (2) above. Our

calculations also suggest significant shifts in B at the muon site compared to the

applied field. This is consistent with the B field extracted from LF µSR at all

measured fields as seen later.

Our first-principles electronic structure calculations therefore explain the pub-

lished observations of unusual low-temperature electronic and magnetic proper-

ties. The existence of the pseudogap, and thermally activated transitions across

this gap, are key to these findings. As the previously published work has all

focused on static, average properties of the system, in the next section we will

discuss experimental measurements of the dynamic magnetism that occurs due

to the pseudogap.

8.4.2 Magnetometry

To confirm the influence of the pseudogap on the magnetism, we performed

magnetisation and AC susceptibility measurements on polycrystalline samples

of Cr1/3MS2 (M = Nb or Ta). The critical temperature Tc of each material

matches previous reports [147], although the field required to induce the forced-

ferromagnetic state is lower for both materials [161], implying a smaller DM

interaction (likely due to different levels of Cr intercalation affecting the bonding

and charge transfer between the M ions, and hence the magnetic properties). De-

spite these differences, single-crystal samples of Cr1/3NbS2 prepared in the same

way as our samples show a CSL in Lorentz transmission electron microscopy

measurements [162].

Magnetisation and AC susceptibility measurements of Cr1/3MS2 (M = Nb or

Ta) can be seen in Figs. 8.6 and 8.7. Using the approach of Ref. [161], we can

construct magnetic phase diagrams for the two materials (Fig. 8.8). Ref. [149]
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are performed after cooling in zero applied magnetic field. AC susceptibility mea-

surements were performed in an external DC magnetic field, with an oscillating

AC field of magnitude 0.3 mT and frequency 79 Hz.
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sation measurements. Indicated phases are helical (H), SL-I/II (soliton lattice,

with the spacing between solitons greater in II than I), field-polarised (FP), and

paramagnetic (PM). Sketches are shown in (c–e). There has been a preliminary

report of the existence of a CSL in Cr1/3TaS2, however it does report the two

phases we observe [149]; we therefore denote this phase SL (*). Dashed lines

indicate the low-temperature feature T ∗ and Tc.

reports a CSL in Cr1/3TaS2, however it does not report the two distinct phases

we observe.

Both Cr1/3NbS2 and Cr1/3TaS2 exhibit three regimes of behaviour: (i) T . T ∗,

(ii) T ∗ . T < Tc, and (iii) T > Tc, where the low-temperature crossover

T ∗ ' 20 K for Cr1/3NbS2, and T ∗ ' 45 K for Cr1/3TaS2. In region (iii) the

materials are paramagnetic, transitioning to long-range order when the samples

are cooled into region (ii). On cooling to region (i), changes are seen most clearly

in the phase lag φ between the applied time-varying magnetic field and the AC

susceptibility response. This suggests dissipative processes [52] determined by
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fluctuations across the pseudogap. Cr1/3NbS2 shows a peak in φ around T ∗,

whereas Cr1/3TaS2 exhibits an decrease in this quantity. For Cr1/3NbS2 the be-

haviour is well described by a Gaussian peak with a vertical offset, whereas a

sigmoid function with a vertical offset is most appropriate for Cr1/3TaS2. Both

functions allow the extraction of a characteristic temperature T ∗ (the peak loca-

tion of the Gaussian, or the inflection point of the sigmoid). Fig. 8.9(b,d) shows

that T ∗ follows an Arrhenius law, with the gradient giving an activation energy

Ea consistent with the pseudogap ∆E = 80–90 meV identified in the spin-up

DOS. [In Cr1/3NbS2 the gap is slightly smaller than identified via DFT, and this is

the value used to rescale S in Fig. 8.2(a).] The observed dynamics are therefore

consistent with moment fluctuations caused by temperature driven transitions

across the gap.

8.4.3 Muon-spin spectroscopy

To further probe dynamic fluctuations around the pseudogap, we performed LF

µSR measurements on Cr1/3MS2 (M = Nb or Ta), which are sensitive predom-

inantly to megahertz dynamics (i.e. much higher frequencies than the < 150 Hz

dynamics probed with AC susceptibility). Both materials show changes in the

initial asymmetry A0 near Tc for all applied fields, indicating the magnetic tran-

sition. Example spectra are shown in Fig. 8.10.

We first look at Cr1/3NbS2. A small applied field will decouple the nuclear

contribution to the spectra leaving us sensitive to electronic fluctuations. An

example spectrum for T < Tc is shown in Fig. 8.11, where µ0Hext = 2 mT. A

reduction in A0 is observed at low T [Fig. 8.11(a)]. Extrapolating the Arrhe-

nius behaviour seen with AC susceptibility to frequencies appropriate for µSR

(γµBext), gap driven effects should be observed around T ∗ = 35 K (marked as

a dashed line in Fig. 8.11); it is below T ∗ where changes in A0 are observed. A

reduction in A0 indicates a larger proportion of the muons stopping in sites where

there is a component of the magnetic field perpendicular to the initial muon-spin,

causing precession too rapid to be observed in the experiment. This suggests an
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described in the text. The central position of these fits is shown in (c–d). Fitting

these data gives the activation energies Ea indicated.
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metry spectra of Cr1/3MS2 (M = Nb or Ta). Some data is shown with an indi-
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increase in the internal field at low T , as seen with ZF µSR [153] in Fig. 8.4(e). As

the external field is increased, this increased internal field becomes less important,

which is reflected in the reduced resolution of this effect in A0.

The LF µSR spectra measured on Cr1/3NbS2 at all applied fields were fitted

with

A (t) = a1 exp
(
−σ2t2

)
cos (γµBt) + a2 exp (−λt) + ab exp (−λbt) , (8.2)

where the first term accounts for muons in sites where the average internal field

is not parallel to the initial muon-spin, leading to precession in the effective LF

field B, the second term accounts for muons in a purely longitudinal average

magnetic field, leading to relaxation from dynamic fluctuations, and the third

term accounts for muons that stop outside the sample and weakly relax due to

the presence of Ag nuclear moments. This model should only be applicable below

Tc, however we find it describes the data well over the entire temperature range

since it also approximates the expected LF Kubo-Toyabe behaviour above Tc that

occurs due to relaxation from disordered electronic moments. As typical, the two

regimes are separated by a peak in λ around Tc. We find at each field, λb and σ
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are T -independent, therefore we fix them to λb = 0.005 µs−1 and σ = 0.28, 0.55,

0.52 µs−1 for 2, 4, 10 mT respectively. The T -independence of σ ∝ 〈(B − 〈B〉)2〉
suggests the distribution of magnetic fields at the muon site does not significantly

change. Fitted parameters extracted from the 2 mT measurements are shown in

Fig. 8.11(b–d).

The main result from our µSR is that the observed megahertz dynamics are

consistent with the pseudogap-driven magnetism. As shown in Fig. 8.11(c), there

is a clear peak in λ at T ∗. This occurs due to the same dynamic fluctuations

of the moment size as are responsible for the behaviour observed in AC sus-

ceptibility measurements. As T is increased the fluctuation rate ν increases in

frequency, passing through the muon time-window. Since we expect the relax-

ation rate to evolve via λ ∝ ν/
(
ν2 + γ2

µB
2
ext

)
, where γµ = 2π × 135.5 MHzT−1 is

the gyromagnetic ratio of the muon, this leads to a peak in λ around T ∗ corre-

sponding to ν (T ∗) = γµBext, as predicted from the Arrhenius behaviour of the

AC susceptibility.

We have additionally performed LF µSR measurements in applied field of

4 mT (where we expect a significant volume fraction of the sample in the CSL

state), and 10 mT (where the solitons in the CSL have large separations, account-

ing for a lower volume fraction of the sample). Measurements at these fields were

found to be well described by the same model as at 2 mT, with results seen in

Figs. 8.12 and 8.13. At 10 mT, where the effect of CSL is minimal, the behaviour

of all fitted parameters was found to be very similar to 2 mT, however more

dramatic changes are observed at 4 mT. Most notably, the dynamic changes at

T ∗ observed through λ are not seen at 4 mT [Fig. 8.11(d)], but are recovered at

10 mT. It is possible that since the topologically-protected CSL has a large energy

barrier preventing changes to the static structure, the more robust magnetism in

this phase might prevent the effects of energy-gap driven magnetism being mea-

surable. Other differences are seen in the effective local field B [Fig. 8.11(b)],

which at 2 mT remains fairly constant at slightly less than the applied external

field (with a deviation at Tc). However, at 4 mT there is a sizeable reduction
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Figure 8.12: Parameters extracted through fitting LF µSR asymmetry spectra

of Cr1/3NbS2 collected at 2 and 4 mT. Dashed lines indicate Tc (high T ) and T ∗,

extrapolated from AC susceptibility data (low T ).
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compared to the applied field, with B decreasing continuously with decreasing

temperature, perhaps suggesting a continuous evolution in the size of the static

field at the muon site in the CSL. Below Tc at 10 mT, where the CSL is expected

to occur with reduced volume fraction, B is approximately constant at a value

significantly reduced compared to the applied field.

LF µSR measurements of Cr1/3TaS2 were performed in an applied field of

1.5 mT, however as can be seen in Fig. 8.10 much of the asymmetry is relaxed

out too rapidly to be seen on with the time resolution available at ISIS, suggesting

a much higher field at the muon site than in Cr1/3NbS2. As this is not observed

in our muon-site field calculations, this suggests delocalised electrons leading to

magnetism that is not well described by a classical model, consistent with the

results of DFT calculations (see Ref. [140]), and the assertion of the importance

of this in the muon-site field calculations. Whilst there are subtle hints in the

data that the same model as used for Cr1/3NbS2 may be appropriate to fit these

data, it could not be fitted reliably, so A (t) = a exp (−λt) + ab was used. The

fits have a temperature independent relaxing asymmetry a, with a = 0.69(2) %.

Although a would normally be temperature dependent, changing dramatically

at Tc, due to the rapid depolarisation of the muon-spin this effect cannot be

decoupled from ab. The temperature dependence of λ and ab can be seen in

Fig. 8.14. Changes in λ are seen around Tc, although oddly there is no peak.

As for Cr1/3NbS2, low-T changes concentrated in the region below T ∗ can be

seen, with an enhancement/peak in λ (suggesting dynamic changes), and a subtle

change in the rate of change of ab with T (suggesting static changes). This

suggests similar underlying magnetic behaviour.

8.5 Conclusion

In conclusion, the results of electronic structure calculations explain the low-

T properties of half-metallic Cr1/3MS2 (M = Nb or Ta); all published low-T

observations can be explained by considering electrons transitioning across the

small pseudogap in the spin-up channel. These effects do not require the inclu-
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(extrapolated from AC susceptibility data) are indicated with dashed lines.

sion of SOC in the calculation, and do not imply a change of DM interaction,

or a change in the helical length, as previously suggested. We have measured

the pseudogap using AC susceptibility, finding good agreement with DFT, while

our measurements reveal dynamic transitions across the gap occur over a wide

range of fluctuation frequencies (0.1 Hz to MHz). In Cr1/3NbS2, µSR suggests

that the CSL masks the low-T effects. The similar electronic and magnetic be-

haviour of Cr1/3MS2 (M = Nb or Ta) is consistent with the realisation of a

CSL in Cr1/3TaS2, a recent report [149] has provided the first direct evidence of

this. Our work demonstrates that, even in materials where topological magnetism

leads to desirable properties for applications, the magnetic properties cannot be

considered in isolation, and a thorough understanding of the electronic structure

is essential.



Chapter 9

Conclusions and further work

The results presented in this thesis demonstrate that muon-spin spectroscopy

(µSR) is a very helpful tool in the study of materials hosting topological mag-

netic states. Unique insights into the static magnetic configuration, dynamic

behaviour, and electronic structure have all been demonstrated with the µSR

technique. A particular strength of the technique is the frequency range to which

µSR is most sensitive; for the work in this thesis we are typically probing the

megahertz regime. This is a frequency range that is difficult to access with other

techniques (Chap. 3) where comparatively little is known about the topological

magnetic states (Chap. 2). By applying µSR to many different systems, we have

observed some behaviour that seems to be consistent across the materials, whilst

others are material-specific. This allows insight into behaviours we can associate

with the topological magnetic states, and can therefore expect to observe in other,

as-yet unstudied materials.

More specifically, we have studied the behaviour of materials hosting both a

Bloch skyrmion lattice (SkL), Cu2OSeO3 and CoxZnyMn20−x−y, and those host-

ing a Néel SkL, GaV4S8−ySey. We find a dynamic response that is remarkably

consistent; when performing a temperature scan at an applied field sufficient to

cut through the SkL phase we observe a greatly enhanced dynamic response com-

pared to surrounding phases, demonstrating that the SkL is highly dynamic on

time muon-timescale, typically in the megahertz regime. (It is worth noting that

190
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we are not restricted to studying the megahertz regime with µSR, that just hap-

pens to be the most appropriate dynamic range for µSR in these systems.) In the

case of CoxZnyMn20−x−y (Chap. 6) and GaV4S8−ySey (Chap. 7) we see that the

dynamic response of the SkL can at least partially be explained by the reduction

in frequency of the characteristic gigahertz single skyrmion modes, as derived

in App. A. This does not tell the whole story through, with other contributions

to the dynamic response unique to the SkL evident, especially in Cu2OSeO3

(Chap. 4). By studying the SkL phase out-of-equilibrium, both as a metastable

skyrmion lattice stabilised after rapid field cooling, and through application of an

electric-field to multiferroic Cu2OSeO3, we show that these additional dynamics

are most likely associated with the decay of skyrmions.

This thesis demonstrates that a particular strength of the µSR technique is

the application to materials which have some degree of chemical substitution.

The most comprehensive example of this is the study of GaV4S8−ySey in Chap. 7.

We find that magnetic order is preserved for low-levels of substitution, at both

ends of the series, in contrast to higher levels where spin glass-like behaviour is

observed [128, 127, 123]. We are able to see dramatic differences in the behaviour

at each end of the series; at the S end of the series substitution creates regions

in the sample which have increased spin density, leading to the observation of

high magnetic fields with µSR. Contrastingly, the magnetism at the Se end of

the sample was demonstrated to be more robust to substitution effects. Density

functional theory (DFT) calculations of these materials were able to confirm these

effects. The enhanced dynamic response of the SkL is preserved under low-levels

of substitution at both ends of the series, and we conclude that a dynamically fluc-

tuating SkL is realised in these materials with characteristic excitations similar

to those in Bloch skyrmion systems. Perhaps most interestingly, at low tempera-

ture in the slightly-substituted systems an enhanced dynamic response suggests

the stabilisation of skyrmion precursors. This forms a consistent picture with

the results of Chap. 6 on CoxZnyMn20−x−y, where as crystallographic site disor-

der increases, so too does the complexity of the dynamic response on the muon
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timescale. Taking these results together, it suggests that in multiple systems

crystallographic site disorder plays a role in stabilising complex excitations, and

possibly the SkL itself.

Another substituted material to which µSR was applied was polycrystalline

Zn-substituted Cu2OSeO3 (Chap. 5). This work demonstrates the strength of

µSR in these systems alongside other experimental techniques, in this case magne-

tometry and x-ray diffraction. This holistic view of the system was able to reveal

multiple different magnetic environments that are best explained as different lev-

els of Zn-substitution in different grains of the sample, explaining the previously

reported splitting of the SkL phase in the B–T phase diagram [110]. µSR was

able to extract the relative weights of the different Zn-substitution phases in each

sample, giving values consistent with other measurement techniques. We also

reveal that, consistent with the measurements on single crystals, on the muon-

timescale dynamic changes to the SkL are far more important than changes to the

static structure. This is consistent with other dynamic behaviours of the SkL in

Zn-substituted Cu2OSeO3, for example the dramatic increase of the metastable

lifetime of the SkL with Zn-substitution [79], and once again demonstrates the

importance of crystallographic site disorder on the stability of the SkL.

The ability to probe spin excitations with µSR was once again utilised for the

study of chiral soliton lattice (CSL) hosts Cr1/3NbS2 and Cr1/3TaS2, in Chap. 8.

We identify a small pseudogap in these materials through magnetometry and

DFT, demonstrating that this feature provides an explanation of the low-T trans-

port and magnetic properties in this system, with all published experimental ob-

servations able to be explained by considering electrons transitioning across the

small pseudogap in the spin-up channel. Having measured the pseudogap in both

materials using AC susceptibility, finding good agreement with DFT, µSR is able

to probe excitations across this gap at megahertz frequencies. We find consistent

behaviour over a large dynamic range. In Cr1/3NbS2, µSR suggests that the CSL

masks these low-T effects.

The unifying question for the work presented in this thesis was whether µSR
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was a useful tool for the study of materials hosting topological magnetic states.

The answer is a resounding yes, with myriad insights into a wide range of be-

haviours that are uniquely accessible with µSR. The results in this thesis pose a

few unresolved questions which further research would be beneficial. The most

significant one is the source of the megahertz dynamics observed in many SkL

hosting systems. Whilst we provide strong evidence for the origin being asso-

ciated with the decay of the skyrmion, to the author’s knowledge there are no

theoretical studies that demonstrate these effects, nor are there direct experi-

mental measurements of these phenomena. Both of these approaches would be

beneficial. Understanding these dynamics is essential if skyrmions are to be used

technologically.

Another area in which further work would be advantageous is in the study of

the GaV4S8−ySey series, and in Cr1/3TaS2. In both cases, µSR (and other tech-

niques presented in this thesis) suggests that currently unidentified topological

magnetic states may exist. In the case of GaV4S8−ySey we see evidence for low-

temperature skyrmionic precursors in substituted systems. In Cr1/3TaS2 our work

finds no significant difference between the electronic and magnetic behaviour of

Cr1/3NbS2. There have been recent initial reports of a CSL in Cr1/3TaS2 [149],

however they do not report the splitting of this phase in two, as this work shows.

µSR is not a q-resolved probe, and cannot image these states in real-space, there-

fore other techniques (such as small angle diffraction experiments, Lorentz Trans-

mission Electron Microscopy, or x-ray holography) can be beneficially applied to

these systems to further investigate these potentially new states.

Despite these unresolved areas of research, we have seen that µSR is a very

useful tool for the study of materials hosting topological magnetic states. This

thesis demonstrates a body of work that has advanced the application of µSR in

these areas, and revealed new insights into the materials studied. It is the hope

of the author that this work can be built upon by other researchers to continue

to advance the study of topological magnetic states, and the µSR technique.



Appendix A

Muon coupling to skyrmion

modes

Throughout this thesis, a regularly employed model is one of coupling between the

characteristic excitations of individual skyrmions to the muon-spin, which leads to

relaxation of the muon-spin polarisation. Specifically, we consider the reduction in

frequency of the skyrmion modes as the temperature increases towards the critical

temperature Tc. The main idea behind this model is that excitations around

γµBext most strongly relax the muon-spin polarisation, and therefore, despite the

characteristic excitations of the skyrmion typically being in the gigahertz regime,

as Tc is approached, critical behaviour will lead to contributions over a wide range

of frequencies.

In a longitudinal field (LF) muon-spin relaxation (µSR) experiment spin-

polarised positive muons are implanted in a sample in the presence of an external

magnetic field Bext parallel to the initial muon-spin direction. Implanted muons

interact with the local magnetic field at the muon site, which is a sum of the

external and internal fields. In the fast-fluctuation regime, typical for an ordered

magnet, exponential decay of the muon-spin polarisation is often observed with

a relaxation rate

λ =
2∆2ν

ω2
0 + ν2

, (A.1)

where ν is the characteristic frequency of fluctuations of the local field B, with
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Figure A.1: The muon-spin polarisation relaxation rate λ (normalised by the

amplitude of magnetic fluctuations ∆) as a function of the fluctuation frequency

according to Eqn. A.1. The muon-spin polarisation is most effectively relaxed by

fluctuations at a frequency near ω0 = γµBext.

corresponding amplitude ∆ = γµ
√
〈B2〉. The precession frequency of the

muon is given by ω0 = γµBext, where the gyromagnetic ratio of the muon

is γµ = 2π×135.5 MHz T−1. The fluctuations themselves can be described by

a spectral density J(ω), which represents the Fourier transform of the autocor-

relation function of the magnetic field at the muon site(s). In cases where J(ω)

is broad in frequency, the muon spin polarisation will be most effectively relaxed

by the part of the spectral density at frequencies close to ω0 = γµBext, which

typically lies in the megahertz regime for values of Bext applied in the measure-

ments presented in this thesis. This is most clearly seen in Fig. A.1, which shows

the relaxation rate λ (normalised by a constant ∆) as a function of the frequency

of fluctuations.

To understand the dynamic response of the SkL, we model the response on
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Figure A.2: A diagrammatic representation of the mechanism leading to the

peaks in λ according to the model discussed in this section. (a) Frequency ν

of modes undergoing softening on increasing temperature. Two different modes

are shown, showing how these would separately contribute to λ. The region of

frequencies over which there is a significant µSR response (centred on γµBext) is

shown in grey. (b) Resultant peaks in λ from modes within the muon response

window.

the muon timescale of skyrmion excitation modes with frequency ν (such as the

low-frequency rotational and breathing modes in the SkL plane [43]) that soften

(decreasing in frequency) as T increases towards Tc [163, 164]. As these modes

cross through the frequency window where µSR is sensitive the relaxation rate

increases. We can see this diagrammatically in Fig. A.2, where different modes

contribute to λ at different temperatures.

To model the temperature dependence of λ according to Eqn. A.1, we apply

power-law behaviour, assuming ∆ and ν follow universal scaling laws. The scaling

law for the divergence in ν at Tc is

ν = ν0

(
1− T

Tc

)ζz
, (A.2)

where ν0 is the zero-temperature autocorrelation frequency, ζ is the correlation-

length critical exponent, and z is the dynamical critical exponent. The scaling



Appendix A. Muon coupling to skyrmion modes 197

law for the internal field distribution width, which we assume is proportional to

the mean internal field magnitude B, is

∆ = ∆0 (1− (T/Tc)
α)
β
, (A.3)

for T ≤ Tc. Whenever we apply this model in this thesis, we use typical

values of the critical exponents for the 3D Heisenberg universality class, α =

3/2, β = 0.365 [14, 165], ζ = 0.7048 [166], and z = 2.035 [102]. This gives,

ν = ν0 (1− T/Tc)
1.43 and ∆ = ∆0

(
1− (T/Tc)

3/2
)0.365

. Substituting these into

Eqn. A.1 in turn gives

λ =
2∆2

0ν0

[
1− (T/Tc)

3/2
]0.73

(1− T/Tc)
1.43

γ2
µB

2
ext + ν2

0 (1− T/Tc)
2.86 . (A.4)

It is this equation which we regularly employ throughout the thesis.
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[9] G. Finocchio, F. Büttner, R. Tomasello, M. Carpentieri, and M. Kläui,
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S. Mühlbauer, C. Pfleiderer, S. Buhrandt, et al., Unwinding of a skyrmion

lattice by magnetic monopoles, Science 340, 1076–1080 (2013).

[33] H. S. Park, X. Yu, S. Aizawa, T. Tanigaki, T. Akashi, Y. Takahashi, T. Mat-

suda, N. Kanazawa, Y. Onose, D. Shindo, et al., Observation of the mag-

netic flux and three-dimensional structure of skyrmion lattices by electron

holography, Nature Nanotechnology 9, 337–342 (2014).

201

https://doi.org/10.1126/science.aau0968
https://doi.org/10.1038/s41467-019-13675-4
https://doi.org/10.1038/s41467-019-13675-4
https://doi.org/10.1016/j.mtphys.2020.100189
https://doi.org/10.1016/j.mtphys.2020.100189
https://doi.org/10.1038/s41565-020-0684-7
https://doi.org/10.1038/s41565-020-0684-7
https://doi.org/10.1103/PhysRevB.93.144419
https://doi.org/10.1103/PhysRevB.93.144419
https://doi.org/10.1038/nnano.2013.243
https://doi.org/10.1126/science.1234657
https://doi.org/10.1038/nnano.2014.52


[34] S. Seki, M. Garst, J. Waizner, R. Takagi, N. D. Khanh, Y. Okamura,

K. Kondou, F. Kagawa, Y. Otani, and Y. Tokura, Propagation dynam-

ics of spin excitations along skyrmion strings, Nature Communications 11,

1–7 (2020).

[35] P. G. De Gennes and J. Matricon, Collective modes of vortex lines in super-

conductors of the second kind, Reviews of Modern Physics 36, 45 (1964).

[36] G. Derrick, Comments on nonlinear wave equations as models for elemen-

tary particles, Journal of Mathematical Physics 5, 1252–1254 (1964).

[37] Y. Tokura and N. Kanazawa, Magnetic skyrmion materials, Chemical Re-

views 121, 2857–2897 (2020).

[38] X. Yu, Y. Onose, N. Kanazawa, J. H. Park, J. Han, Y. Matsui, N. Nagaosa,

and Y. Tokura, Real-space observation of a two-dimensional skyrmion crys-

tal, Nature 465, 901–904 (2010).
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M. N. Wilson, M. Gomiľsek, B. M. Huddart, S. J. Clark, M. R. Lees, et al.,
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