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The reconstruction and calibration algorithms used to measure missing transverse momentum
(E%“iss) with the ATLAS detector utilise energy deposits within the calorimeter and tracks
reconstructed in the inner detector and the muon spectrometer. The performance of the E™*
reconstruction algorithms is evaluated using data collected in proton—proton collisions in
2015 and 2016 at a centre-of-mass energy of 13 TeV. Results are shown for a data sample
corresponding to an integrated luminosity of 36 fb~!'. The performance of Efr“iss built with
jets reconstructed using a particle flow algorithm is presented and compared to that built
with calorimeter jets. Various strategies are used to suppress effects arising from additional
proton—proton interactions, called pileup. The tracking and vertexing information is used to
distinguish contributions from pileup entering the E;“iss calculation. The modelling of E‘TniSS in
simulated events containing a Z boson decaying to two charged leptons (electrons or muons)
is compared to data, and estimates of the systematic uncertainties in the E}“iss measurements
are presented.
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1 Introduction

The Large Hadron Collider (LHC) produces proton—proton (pp) collisions at a center-of-mass energy of
up to 13 TeV, the by-products of which are measured by the ATLAS detector [1]. Momentum conservation
in the plane transverse to the beam axis! implies that the transverse momenta of all particles in the final
state should sum to effectively zero. Any momentum imbalance may indicate that particles invisible to the
detector systems were produced in the collision, such as neutrinos or possibly new particles introduced
by physics beyond the Standard Model. This momentum imbalance is known as missing transverse
momentum (E%“iss).

The E;niss is reconstructed from the signals of all detected particles in the final state, and as such strongly
depends on the energy scale and resolution of the reconstructed and calibrated “hard objects”: electrons,
photons, muons, hadronically decaying 7-leptons, and jets. Reconstructed momentum flow not attributed
to any hard objects are reconstructed as the Efrniss “soft term”. Perfectly reconstructed E%“iss should be equal
to the transverse component of the sum of the momenta of invisible particles in the event. However, as E™*
is a complicated event-level quality constructed using many different signals in all detector subsystems, it
is susceptible to many imperfections. Object momentum mismeasurement, miscalibration, and particles
going through un-instrumented regions of the detector all impact E%"iss reconstruction. Momentum
contributions from pileup interactions can enter into the Ef™** calculation, contaminating the true E"
of the hard scatter interaction of interest. The fake E{™* arising from these effects creates distorted
distributions compared to true E{™* signatures. The performance of ET"* reconstruction algorithms
is studied with derived quantities such as the mean, the width and the integral of the tail of the Ef™*
distribution.

The Efr“iss reconstructed with different algorithms is studied in both data and Monte Carlo (MC) simulation
for different event topologies. Fake EI"* is studied using a leptonically decaying Z boson sample which
is expected to have no true? ET"™. In MC simulation, the Ef™* from each algorithm is compared to the
true £, defined as the magnitude of the vector sum of the pr of stable?® invisible particles from the
hard-scatter collision.

The E;niss reconstruction algorithms developed by ATLAS for 7 and 8 TeV data from 2010 through 2013
are summarized in Reference [2, 3]. These algorithms were further developed for the 13 TeV data in
2015 and are documented in Reference [4]. This note presents studies evaluating the performance of
the E}niss reconstruction algorithms in 2015 + 2016 data, and additionally documents the performance of
ET"™ built with Particle Flow jets [S], new techniques for reducing the E™* resolution dependence on
pileup, improved strategies for resolving jet and electron or photon energy deposits, and a new strategy
for rejecting fake jets arising from calorimeter noise.

This document is organised as follows: Section 2 describes the systems forming the ATLAS detector.
Sections 3 and 4 describe the samples and event selections used in the various studies. Sections 5, 6, and
7 give an overview of the EF™ definitions and reconstruction strategies.

I ATLAS uses a right-handed coordinate system with origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upwards. Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle 6 as = — Intan(6/2).

2 Some true E%‘iss does arise from neutrinos produced in heavy flavour decays; however, this effect is very small compared to
the true E{.“iss in ZZ — €€vv events.

3 ATLAS defines stable particles as those with an expected laboratory lifetime 7 corresponding to ¢t > 10 mm.



The event cleaning strategy is documented in Section 8, and the jet selections used in the E;“iss reconstruc-
tion are discussed in Section 9. Section 10 discusses methods used to determine systematic uncertainties
associated with the E%mss measurement. Section 11 presents the resulting E}“iss performance.

The summary and outlook are in Section 12.

2 ATLAS detector

The ATLAS experiment [1] is a multipurpose particle physics detector with a forward-backward symmetric
cylindrical geometry. It covers almost the whole solid angle around the collision point with layers of
tracking detectors (up to || = 2.5), calorimeters (up to || = 4.9), and muon chambers (up to || = 2.7).

The inner detector (ID) is used to reconstruct tracks from the passage of charged particles. The ID has
complete azimuthal coverage and spans the region || < 2.5. It consists of layers of high-granularity
silicon pixel detectors and silicon microstrip detectors (SCT). A transition radiation tracking detector
(TRT) provides coverage for || < 2.0 for additional tracking and particle identification. During the LHC
shutdown between Run-1 and Run-2 the Insertable B-Layer (IBL) [6] was added between the previous
innermost pixel layer and the beam pipe. A solenoid magnet provides a uniform magnetic field of 2 T
inside the tracking detectors, generating track curvature which can be used to determine charged particle
momenta.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters cover the pseudorapidity
range |n| < 3.2. The regions || < 1.37 and 1.5 < |n| < 1.8 feature thin LAr pre-samplers in front the
electromagnetic calorimeter. The hadronic calorimetry in the range |r| < 1.7 is provided by a scintillator-
tile calorimeter (Tile), which is separated into a central barrel and two smaller extended barrel cylinders,
one on either side of the central barrel. In the end-caps (|| > 1.5), the LAr technology is also used for the
hadronic calorimeters (HEC), matching the outer |n| limits of the electromagnetic end-cap calorimeters.
The LAr forward calorimeters (FCal) extend the coverage to || = 4.9 with electromagnetic and hadronic
energy measurements.

The muon spectrometer (MS) surrounds the calorimeters. It consists of three large superconducting
air-core toroid magnets, precision tracking chambers providing accurate muon tracking out to || = 2.7,
and fast detectors for triggering in the region |n| < 2.4.

A two-level trigger system is used to select events. A low-level hardware trigger reduces the data rate, and
a high-level software trigger selects interesting final state events.

3 Data and Monte Carlo samples

3.1 Data

The dataset consists of proton-proton collisions at a centre-of-mass energy of 13 TeV, recorded by the
ATLAS experiment at the LHC in 2015 and 2016. Requirements to ensure the quality of beam conditions,
detector performance and data are imposed [7-9], as well as additional event cleaning criteria described
in Section 8. After application of these criteria, the dataset corresponds to a total integrated luminosity of
36fb7!.



3.2 Monte Carlo Samples

All samples of simulated events are passed through the ATLAS detector simulation [10] based on
GeaNT4 [10] and are reconstructed with the standard ATLAS reconstruction software. The effects of
pileup from multiple interactions in the same and nearby bunch crossings are modelled by overlaying
minimum-bias events, simulated using the soft QCD processes of PyTria 8.186 [11] with the A2 [12] set
of tuned parameters (tune) and MSTW2008LO [13] parton distribution functions (PDF). For all samples
of simulated events, except for those generated using SHerprA [14], the EvtGen v1.2.0 program [15] is
used to describe the decays of bottom and charm hadrons. A summary of all the generators used for the
simulation of the signal and background processes is shown in Table 1.

Simulation of Z bosons decaying to a pair of opposite sign leptons (e, u, 7) is produced by SHErPa2.2.1 [14,
16, 17], and the simulation is normalised to the next-to-next to leading order cross-section [18]. The parton
showering and hadronization are performed with SHERPA2.2.1 [19, 20]. The SHERPA Z boson simulation is
considered as the default simulation throughout most of this note, except where mentioned otherwise. The
PowHEG-Box v2+PyTHIA8 [21] and MADGRrRAPHS_aMC@NLO 2.2.0+PyTHIAS [22] Z boson simulation
are used to compute the systematic uncertainties on the E%ni“ soft term as discussed in Section 10. In
addition to the full GEanT4 simulation of the ATLAS detector, dedicated systematic uncertainties are also
derived for samples coming from fast calorimeter simulation (AFII) [23].

Table 1: Generators, cross-section normalizations, PDF sets, and MC tunes used in this analysis.

Sample VA NAA Z -t Z -t W -ty
Generator Suerpa2.2.1 [14, 16, 17] Pow‘f;ﬁ?;ﬁ? ;;PEIZ’Z? (211 MADGR‘;;‘%—EI\;]C @NLO | g, erea2.2.1

Use Signal Systematics Systematics Background
Cross-section order NNLO [18] NNLO NNLO NNLO

ME PDF set NNPDF3.0NNLO [13] CT10 [25] NNPDF2.3LO [26] NNPDF3.0NNLO
PS and Hadronization || Suerpa2.2.1 [19, 20] PyTHia 8.186 [11] PyTHiA 8.186 SHERPA2.2.1

UE Model Tune Default AZNLO [27] Al4 [28] Default

Sample tr s-channel top t-channel top Wt-channel top
Generator PowneGg-Box v2 Powneg-Box vl [29] Powneg-Box v1 PownEec-Box vl [30]
Use Signal and background Signal and background Signal and background Signal and background
Cross-section order NNLO+NNLL [31, 32] NLO [33] NLO [34] NLO [35]

ME PDF set CT10 CT10f4 CT10f4 CT10f4

PS and Hadronization || PyTHIA 6.428 [36] PyTHIA 6.428 PyTHIA 6.428 PyTHIA 6.428

UE Model Tune P2012 [37] P2012 P2012 P2012

Sample WHW~- - vty ZZ - ttvy WZ - tvtt VBFH - WW*
Generator PowneG-Box v2+PyTHIA8 | PowHEG-Box v2+PyYTHIAS PowneG-Box v2+PyTHIA8 | POWHEG +PYTHIAS
Use Background Background Background Signal
Cross-section order NNLO NNLO NNLO NNLO

ME PDF set CT10NLO CT10NLO CT10NLO NNPDF30NNLO
PS and Hadronization || PyTHiA 8.186 PyTHIA 8.186 PyTHIA 8.186 CTEQG6L1 [38]
UE Model Tune AZNLO AZNLO AZNLO AZNLO




4 Event selection

The performance of E}ni“ is studied in different event topologies. In particular, E}ni“ signatures are gener-
ally distinguished between true E;"* signatures, in which the momentum imbalance is caused by prompt
non-interacting particles escaping the detector, and fake E;"* signatures, caused by mismeasurement
effects or similar.

4.1 Z — ¢ event selection

The Z — {¢ event topology is particularly convenient to study the fake E;“iss effects. The leptonic decay
of the Z boson is not only extremely easy to trigger but also abundantly produced in pp collision and well
modeled in the current ATLAS simulation. The Z — £ event selection criteria are:

* The lowest unprescaled (pr > 24 GeV in 2015 and pt > 26 GeV in 2016) single lepton (muon or
electron) trigger is fired and at least one of the leptons matches to the trigger.

* The event contains exactly two opposite sign same flavor leptons consistent with the hard scatter
interaction, passing “Medium” particle identification (PID) [39, 40], “Loose” isolation, and associ-
ated to the hard-scatter primary vertex (PV). The leading lepton in the pair is required to have pt >
30 GeV and the sub-leading one pt > 20 GeV.

* No additional electrons or muons wth pt > 7 GeV and passing “Loose” PID are identified.

* The invariant mass of the di-lepton pair is consistent with the Z boson measured mass estimation
within a window of 15 GeV: |mge — mz| < 15 GeV. Sections 6.6.1 and 10 use a window of 25 GeV
to increase the sample size.

* Events with 1 or more jets after overlap removal with hard objects and failing the “BadLoose” criteria,
which relates to jet cleaning as defined in Reference [9], are removed in data and simulation.

» Event cleaning from Section 8 is applied to data only.

4.2 H —» WW event selection

The vector boson fusion (VBF) H — WW event topology is useful to study the performance of E%ni“
in topologies with forward jets. Studies are performed in MC simulation only; thus the absence of
background allows for very loose selection criteria. The following selection is applied:

* The lowest unprescaled (pr > 24 GeV in 2015 and pt > 26 GeV in 2016) single lepton (muon or
electron) trigger is fired.

* The event contains exactly two opposite-sign same-flavor leptons, which are identified with “Me-
dium” PID and “Loose” isolation selection criteria with pt > 25 GeV.

* No additional electrons or muons wth pt > 7 GeV and passing “Loose” PID are identified.



S Definitions and reconstruction of E'TniSS

Different algorithms have been developed to reconstruct the E%“iss in ATLAS. They differ in the information
used to reconstruct the pr of the particles, using either energy deposits in the calorimeters, tracks
reconstructed in the ID or different combinations of both.

The E%“SS reconstruction estimates the amount of missing transverse momentum in the detector using
calibrated detector signals corresponding to muons (u), electrons (e), photons (), hadronically decaying
7-leptons, and jets. The missing transverse momentum vector E%niss is calculated using the components
along the x and y axes:

where each term is calculated as the negative vectorial sum of transverse momenta of energy deposits
or trajectories of charged particles. Energy deposits in the calorimeters and tracks are matched to
reconstructed objects in an order chosen to minimise double-counting of detector signals. The most
commonly used order for the E%mss reconstruction sequence for the hard-object contribution starts with
muons, electrons, followed by photons, then hadronically decaying 7-leptons, and finally jets. Muons are
principally reconstructed from ID and MS tracks alone, with corrections based on their energy loss in the
calorimeter, leading to little or no signal overlap with the other reconstructed particles in the calorimeter.
Details on the treatment of these small overlapping signals are presented in Section 6.6.2. The signals not
associated with reconstructed objects form the soft term, whereas those associated with the reconstructed
objects are collectively referred to as the hard term.

The vector E}“iss provides the amount of the missing transverse momentum via its magnitude E;“i“ and
its direction in the transverse plane in terms of the azimuthal angle ¢™"*S,

The total transverse energy in the detector ), Et quantifies the total event activity. It is an important
observable for understanding the resolution of the E;niss, especially with increasing pileup contributions,
and is defined as the scalar sum of the transverse momenta of reconstructed objects and soft-term signals
that contribute to the E%‘iss reconstruction:

DEr= P+ Y ps > ok Y ph Y P Y et )

5.1 Definition of E}"* resolution

The E™S and E;niss are expected to be approximately Gaussian distributed for Z — £¢ events as discussed
in Reference [2], with deviations arising from noise and events with large }; Et. However, because these
distributions have non-Gaussian tails, the root-mean-square (RMS) is used to estimate the resolution. The
RMS includes important information about the E%“iss tails which would be lost if the result of a Gaussian
fit over only the core of the distribution is used. The resolution of the E{"** distribution is extracted using
the RMS from the combined distribution of E;™* and E™*. For processes with real Ef™*, the true E;™*
and EJ™ are subtracted from their reconstructed quantities in simulation.



6 The E‘Tniss hard term

Each reconstructed hard object has its own dedicated calibration, translating the detector signals into a
fully corrected four-momentum. A subset of these reconstructed particles are then selected for physics
analysis using quality or isolation criteria in order to reject fake or otherwise problematic signatures. The
hard term of the E;niss is computed from the selected muons, electrons, photons, hadronically decaying
7-leptons#, and jets in each event.

The specific particle and jet selections in a given analysis must be reflected in the E‘Tniss for a consistent
interpretation of a given event. For example, the electron selection applied in a given analysis must be
applied consistently also to the E%“i“ reconstruction. The selection of reconstructed non-jet objects are
interpreted (and therefore calibrated) as electrons rather than as hadronic jets in the EJ™** reconstruction.
The selection criteria used in this note and defined below are typical but not universal. The performance
measurements for the E}niss as defined and presented in this note are therefore representative of most
ATLAS searches and measurements.

The prescriptions for using reconstructed photons and hadronically decaying 7-leptons are discussed.
However, no reconstructed photons nor hadronically decaying 7-leptons are used in the definition of
the E%“SS in this note, which means that their corresponding detector signals are treated as if arising
from hadronic jets. The topologies considered do not have a large production of either object, so their
contributions were found to be negligible in the core as well as the tails of the distributions in this
note. However, in analyses specifically requiring these objects they will typically use them in their E;niss
definition. Some EF"* distributions built using these objects can be found in References [41] and [42].

6.1 Muons

Muon candidates are identified by matching an ID track with an MS track or segment [40]. Muons are
required to satisfy pr > 10 GeV to be included in the E;niss reconstruction. Since muon track pr is
corrected for energy losses in the detector as described in Section 6.6.2, any muon energy deposited in the
calorimeter is taken into account using either parameterised estimates or direct measurements to prevent
double-counting [4, 40].

6.2 Electrons

Electrons are reconstructed from clusters in the electromagnetic (EM) calorimeter which are associated
with an ID track [39]. Electron identification is restricted to the range of |n7| < 2.47, excluding the transition
region between the barrel and end-cap EM calorimeters, 1.37 < || < 1.52. They are calibrated at the EM
scale> [43] as well as additional simulation-based and in-situ corrections [44]. Electrons satisfying the
“Medium” likelihood [39] and “Loose” isolation selection criteria with pt > 10 GeV are included in the
E%niss reconstruction for the studies presented in this note.

4 This term consists of reconstructed 3-prong and 1-prong hadronically decaying 7-leptons.

5 The EM scale is the nominal signal scale for the ATLAS calorimeters. It accounts correctly for the energy deposited by EM
showers in the calorimeter, but it does not consider energy losses in the un-instrumented material or invisible energy deposits
in hadronic showers.



6.3 EMTopo jets

Jets are reconstructed from three-dimensional topological clusters (topoclusters) [45] of energy deposits
in the calorimeter using the anti-k, algorithm [46] with a distance parameter R = 0.4. The topoclusters are
calibrated at the EM energy scale. The jets are fully calibrated using the EM+JES scheme [47] including a
correction for pileup [48]. These EMTopo jets are required to have pt > 20 GeV after the full calibration.
The matching of tracks with jets is performed via ghost association, where tracks are clustered as ghost
particles into the jet, as described in Reference [3] and based on the approach outlined in Reference [49].

Jets are further filtered using a tagging algorithm to select hard-scatter jets [48]. The jet vertex tagging
(JVT) algorithm provides a likelihood discriminant® using observables derived from the tracks matched
to each jet. In the calculation of the JVT discriminant the total amount of pr carried by tracks from the
hard-scatter vertex and matched to the given jet is related to the total amount of pt carried by all matched
tracks, among other inputs, to tag jets from the hard-scatter interaction. After proper jet calibration
and reconstruction, this quantity is used to reject pileup for jets by requiring JVT > 0.59 for jets with
pr < 60 GeV and |n| < 2.4.

The forward-jet-vertex tagger (fJVT) [50] is an approach to remove jets with || > 2.5 and 20 < pr <
50 GeV coming from pileup interactions. The fJVT uses the angular kinematics of other jets in the event
to associate forward jets, which do not have tracking information, to pileup vertices by minimizing the
other vertex’s reconstructed E‘Tniss. In this note, the fJVT selection criteria is not used unless specified, as
in Section 9.

6.4 PFlow jets

Particle Flow (or PFlow) reconstruction of objects is particularly useful for the E%‘iss measurement as it
reflects the use of the highest quality signals from the calorimeter and the ID. This approach combines
the measurements from the inner detector and calorimeter to reconstruct the energy flow of the event to
improve jet measurements as opposed to simply using track based corrections in the jet calibration.

The PFlow algorithm suppresses calorimeter energy deposits arising from charged pileup particles and
takes the momentum estimation from tracks whenever the tracker resolution is better than the calorimeter
resolution. PFlow jets are constructed with the anti-k, algorithm with a R = 0.4 radius using charged
constituents associated with the primary vertex and neutral PFlow constituents as inputs. This strategy
offers significant improvements of the jet energy resolution, reduced pileup jet rates, and a more accurate
jet direction in the (1, ¢) plane. The PFlow algorithm is described in detail in Reference [5]. After proper
jet calibration and reconstruction, the PFlow jets are associated to the hard-scatter interaction with the
JVT required to be larger than 0.2 for jets with pr < 60 GeV and || < 2.4. This selection criteria has
the same pileup jet rejection as the tighter JVT selection for EMTopo jets with a higher hard-scatter jet
efficiency.

The E%niss may be built with either EMTopo jets or PFlow jets. As tracks associated to electrons or

muons are not considered in the PFlow shower subtraction, no differences are expected for the E;n(l;;“

and E ;Izl;;e components with respect to the EMTopo E;“iss. On the other hand, the jet and the soft term
can significantly benefit from the utilisation of PFlow constituents as defined in Section 7.2. These terms
represent the major changes of PFlow Ef* with respect to the EMTopo EM™S.

6 The JVT score ranges from O (pileup-like) to 1 (hard-scatter-like).



6.5 Definition of the E‘T‘rliss operating point

The Loose E%"iss working point, which is used throughout this note unless otherwise indicated, uses the
same jet selection as in Reference [4], and includes all jets with pt > 20 GeV that also pass the JVT
criteria when the jet has || < 2.4 and pr < 60 GeV. This applies to E%ﬁss built with both EMTopo and
PFlow jets.

6.6 Overlap removal

In the calculation of E‘TniSS and ) Et the contributing objects need to be reconstructed from mutually
exclusive detector signals to avoid multiple inclusions of the same signal in constructed observables.
Energy deposits in the detector systems need to be correctly assigned to the particles or jets that generated
them. When hard objects are produced close-by in the detector, shared or overlapping energy deposits
must be resolved, and their treatment is specified in Sections 6.6.1 and 6.6.2.

Topoclusters from jets are matched to other objects using a AR matching. For hadronically-decaying
7-leptons, topoclusters within a AR < 0.2 of the jet used to seed the hadronic T reconstruction are
matched. For electrons and photons, the matching is more complex and uses an iterative procedure. For
topoclusters with AR < 0.1 of the electron or photon candidate the subset of topoclusters that match best
to the candidate’s energy is chosen. The best-matching procedure proceeds as follows starting from the
highest pr topocluster and iterating to the lowest pt one:

» Topoclusters are associated to a candidate if they have energy less than 1.5 times the candidate’s
energy and if adding the topocluster energy to a running sum reduces the difference between the
sum of topocluster energy and the candidate’s energy.

* If no topoclusters have energy less than 1.5 times the candidate’s energy, then only the topocluster
with energy closest to the candidate’s energy is associated to the candidate.

6.6.1 Jet and e /y signal ambiguity resolution

All electrons passing the selection described in Section 6.2 enter the E;niss reconstruction as the highest
priority signature in the calorimeter. The lower-priority reconstructed particles (y, 7-leptons, and jets
added in order of priority) are fully rejected if they share their calorimeter signal (e.g. topoclusters are AR
matched to the hard objects as described above) with a higher-priority object that has already entered the
E%niss reconstruction. Generally, jets are rejected if they overlap with accepted higher-priority particles.
As such, the jet contribution to Ef™* is dependent on the signal ambiguity resolution. Fake missing
transverse momentum can arise in cases where electrons, photons or hadronically-decaying 7-leptons are
close to jets. In previously used E%“i“ definitions [4], the quantity that decided the amount of a jet’s energy
signature that was treated as a real jet and assigned to the EI™ jet term was the ratio foverlap Of the electron

(photon or hadronically decaying 7-leptons) energy EeE(l\fT) to the jet energy Ejlif/[:
Eety)
foverlap = % (3)

jet

with both energies calibrated at the EM scale. The variable fovenap represents the electron (photon,
hadronically decaying 7-lepton) energy fraction in a given jet, and it is used to determine the amount of

10



the jet energy signatures that should be used in the E%niss reconstruction. The case of foverap < 0.5 may
arise from a higher pr jet near an electron, and the jet is included in E{™* reconstruction with its pr scaled
by foverlap- FOT foverlap > 0.5 the jet was assigned to the soft term, and only the tracks associated with the
jet were included in the E%“SS calculation.

This procedure is problematic if both the jet and electron, photon or hadronically decaying 7-lepton are
real and overlapping, as the soft term in this note is track-based only and does not account for neutral
particles. Neutral energy is lost and manifests as spurious E}“iss. Here the overlap between electrons and
jets is discussed primarily, but the procedure is applied similarly to y and hadronically decaying 7-leptons.
For electrons and jets with AR(e, jet) < 0.4, the E%niss tails above 200 GeV are dominated by jets with
Joverlap > 0.5 because around half of the jet pr was not being included in the EF"™ reconstruction.

The E‘TniSS calculation may be improved by reducing the number of real jets that are wrongly assigned

to the soft term. This was studied in simulation. An additional discriminating variable Ap?M’e(%T)’jet,

defined in Equation 4, is used, represents the unique pt of the jet and is calculated as the pt difference at
the EM scale of the jet and electron:

EM.e(y,7).jet _ EM,jet  EM.e(y,
Ap; e(:7).je = pi je g er.7). )
EM,e(y,T),jet

A scan is performed for selection criteria on foverlap and Ap . The optimisation is performed on

data and simulation applying the Z event selection from Section 4.1.

Using foverlap < 1.0, and A}r)?\/l’e(y’ﬂ’jet > 20 GeV as condition for the jet to be treated as a real jet and put

into the jet term, the tails are significantly reduced, as shown in Figure 1. The reduction of the E%“SS tails
above 200 GeV is found to be about 30% in Z— ee simulated events.

6.6.2 Jet and u signal ambiguity resolution

Muons experience energy loss in the calorimeters, but only non-isolated muons overlap with other hard
objects, typically jets or hadronically decaying 7-leptons. Tagging jets using JVT efficiently retains those
from the hard-scatter primary vertex for E%niss reconstruction and rejects jets generated by pileup. However,
a muon overlapping with a pileup jet can lead to a mis-tag, because the ID track from the muon represents
a significant amount of pr from the hard-scatter vertex and thus increases the JVT value. In this case the
pileup jet pr contributes to E}niss, degrading both the E}“i“ response and resolution due to the stochastic
nature of its contribution.

Muons can also occasionally experience a significant energy loss in the calorimeter which is reconstructed
as a hard-scatter jet from the primary vertex. This jet is found in close proximity to the ID track associated
with the muon. Inclusion of such a jet into ETmiSS reconstruction leads to double-counting of the transverse
momentum associated with the muon energy loss, as the fully reconstructed muon pr is already corrected
for this effect.

To reject contributions from pileup jets and jets reconstructed from muon energy loss, the following
selection criteria are applied:

* the ID track of the muon is “ghost”’-associated to the jet using the anti-k, algorithm [46] ;

. p’T'_ID / ﬁ'TeHD > 0.8 — the transverse momentum of the ID track associated with the muon ( p’T’_ID)

represents a significant fraction of the transverse momentum p];t_ID, the sum of the transverse
momenta of all ID tracks emerging from the hard-scatter PV associated with the jet;

11
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Figure 1: Comparison of E;“iss performance between old (red) and new (blue) jet and electron/photon/hadronically
decaying 7-lepton overlap removal (OR) procedure in Z — ee simulation. The E}niss tails are diminished with the
new technique, indicating that fake E%“iss has been reduced.
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. pj]?t / pﬁ_m < 2 —the overall transverse momentum pijof the jet is not too large compared to p"T‘

* Ny <5 - the total number of tracks N,_ ', associated with the jet and emerging from the hard-

scatter PV is small.

All jets with overlapping muons meeting all of these criteria are considered to be either from pileup or a
catastrophic muon energy loss and are rejected for Ef™* reconstruction. The corresponding muons enter
into the EM calculation.

Another consideration for muon contributions to E%“iss is Final-State Radiation (FSR). Muons can radiate
hard photons at small angles, which are typically not reconstructed as photons because of the nearby
muon ID track violating photon isolation requirements. They are also not reconstructed as electrons,
due to the mismatch between the ID track momentum and the energy measured by the calorimeter. The
calorimeter signal generated by the FSR photon is reconstructed as a jet with an associated muon ID track.
As the transverse momentum carried by the FSR photon is not recovered in muon reconstruction, jets
representing this photon need to be included in the E}niss reconstruction. Such jets are characterised by
the following selections, which are highly indicative of a photon in the ATLAS calorimeters:

¢ the ID track of the muon is “ghost’-associated to the jet using the anti-k, algorithm [46] ;
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o NPV < 3 _ the jet has low charged-particle content, indicated by a very small number of tracks
from the hard-scatter PV;

* fem > 0.9 — the jet energy Eje is largely deposited in the electromagnetic (EM) calorimeter, as

expected for photons and measured by the corresponding energy fraction fgym = E JE%VI Eje;

. pj]?t PS5 2.5GeV - the large transverse momentum contribution of the jet in the presampler (PS)

calorimeter ( pJTet PS) layer indicates an early starting point for the shower;

* Wiet < 0.1 —the jet is narrow, with a width wje; comparable to a dense electromagnetic shower; wie
is defined as:

i ARipri
Wigg = S P )
Y
where AR; = +/(An;)? + (A¢;)? is the angular distance of topocluster i from the jet axis, and pr; is

the transverse momentum of this cluster;

. pjTet_ID / p’;_ID > 0.8 — the transverse momentum pj;’t_m carried by all tracks emerging from the
hard-scatter PV and associated with the jet is close to pf;_ID.
Jets are accepted for E%‘iss reconstruction when found to be consistent with an FSR photon as defined by
meeting all of the above selection criteria. Their energy scale is set to the EM scale to correctly reflect
the interpretation as a photon.

7 The E‘TniSS soft term

The soft term is a necessary but challenging ingredient of the E%“i“ reconstruction. It is comprised of all
detector signals not matched to the reconstructed objects defined previously and may contain contributions
from the hard scatter as well as the underlying event and pileup interactions.

7.1 The track-based soft term for EMTopo E 'T“iss

Several algorithms used in the past have been designed to reconstruct the soft term [2, 3], but all E%“i“
definitions described in this note use a track-based soft term (TST). The TST includes contributions from
tracks not associated to hard objects.

Tracks are associated to the hard scatter vertex by considering the longitudinal and the transverse impact
parameters dy and zo defined with respect to the hard scatter vertex position. dy is defined as the shortest
distance in the transverse plane from a track to the beam line, and zy is the z-coordinate of the track point
closest to the beam line. The selections are summarised in Table 2.

pr > 0.4 GeV
|n] < 2.5 (ATLAS detector coverage for the ID tracking volume)

do
|0'(d0) <2

|20 sin(0)| < 3.0 mm

Table 2: Track selections for the TST.
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These criteria provide excellent track-to-vertex matching for the soft term. By not including the neutral
contributions, the track-based reconstruction entirely removes the out-of-time pileup contributions that
affect neutral soft term algorithms [2, 3].

To avoid double counting particles, the tracks matched to the high-pt reconstructed objects defined in
Section 6 need to be removed from the soft term. All of the following classes of tracks are excluded from
the soft term7:

* tracks within An < 0.2 and A¢ < 0.05 around electrons and photons?;

* tracks within a cone of size AR = 0.2 around hadronically decaying 7-leptons;

¢ ID tracks associated with identified muons;

* tracks matched to jets using the ghost association technique described in Section 6;

* isolated tracks with pp > 120 GeV (> 200 GeV for |n| < 1.5) having estimated relative resolution
on their pr larger than 40% or having no associated calorimeter energy deposit with pt larger than
65% of the track pr°. This is a cleaning cut to remove mismeasured tracks.

7.2 The track-based soft term for PFlow E ‘Tniss

The E;niss built using PFlow jets instead of EMTopo jets uses a slightly different definition of the TST.
Analogous to the standard track-based soft term reconstruction, the PFlow-based soft term (PFlow TST)
uses tracks associated to charged PFlow constituents which are not associated to any well-identified
reconstructed object and surviving the track-to-vertex association. Tracks entering in PFlow TST have
similar requirements to the ones used in the EMTopo-based approach including the same track-to-hard-
object association as described in Section 7. Any differences are due to the different tracks quality
requirements considered by the PFlow algorithm and also to the different track-to-vertex association.
However, a comparison between the EMTopo-based and the PFlow-based TST showed minimal differences
between these two terms. The different track quality requirements are summarised as follows:

e pr > 0.5 GeV,
e || <2.5,
* |zosin(@)| < 2.0 mm.

No requirement on the transverse track parameter dy is applied for PFlow TST or in the PFlow algorithm to
avoid biases on displaced jets. The increased track pt threshold from 0.4 GeV in Section 7.1 to 0.5 GeV for
the PFlow TST does not have a significant impact on the performance of the soft term reconstruction.

7 The photon and hadronically decaying r-leptons are shown for illustration but are not used in this note.

8 The precise selections are more stringent than radial distance selections, and the details are given in Reference [51].

9 The pt thresholds are chosen to ensure that muons failing quality requirements or not in the coverage of the MS, for example
in the gaps between detectors, are still included in the soft term.
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8 Electronics saturation in electromagnetic end-cap calorimeter

In high pileup data collected in 2016, the bunch train structure, which included 8 filled followed by
four empty bunches, introduced saturation in the electronics of the inner wheel of the electromagnetic
calorimeter end-cap (EMEC-IW), which lies in the region 2.5 < || < 3.2. This phenomenon occurred at
the end of the bunch train with the electronics remaining in a saturated state for the start of the next bunch
train. The electronics then recovered over the first few bunch crossings.

This results in two effects. First, the calorimeter energy is observed to be lower for the first two crossings.
Second, as the EMEC-IW readout electronics recover, large electronic noise is observed in next few
crossings. The first effect is small for jets and corrected for in electron energy calibration. However,
the second effect results in many fake jets being reconstructed in the corresponding 7 region in a small
fraction of data from the beginning of bunch trains, and spurious jets result in fake E?iss. This effect is
not present in the simulation. Figures 2(a) and 2(b) show the n of the sub-leading jet in events more than
four jets in data and simulation and the jet multiplicity in data and simulation. Greater numbers of jets are
observed in data for this region of the detector.

A cleaning criterion is defined to remove these events in both EMTopo and PFlow jets and to reduce
the corresponding spurious E}niss tail. Problematic clusters are identified by requiring pEM > 0.5 GeV
and (Qpa;) > 0.2, where (Qpa;) is the energy-squared weighted average of the cells liquid argon quality
[9]. Events which contain more than 20 of these clusters within 2.5 < |g| < 3.2 are vetoed to remove
events suffering from EMEC-IW saturation. The cleaning criterion is applied to data only and not to
simulation.

The efficiency of this cleaning criterion is measured to be 98.34% in Z — uu, a topology which exhibits
no significant bias to calorimeter problems. This cleaning criterion effectively reduces the luminosity by
(1.7 = 1.1)% where the uncertainty arises from the dependence of the efficiency on the physics process.

The effectiveness of the EMEC-IW cleaning can be seen in Figure 2(c) where the n spectrum of the
sub-leading jet in events with more than four jets is shown with the cleaning applied. The ratio of data
to simulation differences in the relevant n region are reduced. The increasing trend in the ratio of data to
simulation for jet multiplicities larger than seven, as shown in Figure 2(b), is removed after applying the
cleaning as seen in Figure 2(d). The E%niss is affected by these spurious jets, and Figure 2(e) shows the
E%mss distribution with the “Loose” E¥“SS definition, as defined in Section 6.5, for events with more than
four jets with and without this additional cleaning. The events with EF"* of about 100 GeV are reduced
by about 40% while events with higher E™* of more than 200 GeV, which mostly come from real Ef™*
processes, are largely unaffected.

9 Working points for E %‘iss

The selection of jets used to calculate the E}niss has a large impact on E‘TniSS performance. To offer different
working points for physics analyses with different requirements, a few alternative E{™* definitions are
studied.

As defined in Section 6.5, the Loose E}niss working point includes all jets with pt > 20 GeV that also pass
the JVT criteria when the jet has || < 2.4 and pt < 60 GeV.
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Figure 3: Distributions of the E%’iss resolution versus Npy for E%“iss built with three different forward jet selections
ina Z — uu (left) and VBF H — WW (right) simulation. TST E%“iss denotes the E%liss built with the standard
selection for jets as previously defined. The E%“iss resolution is defined in Section 5.1.

A second Tight working point was developed to reduce the pileup dependence of E‘Tniss. Tight E;niss is
calculated without including forward jets with || > 2.4 and 20 < pr < 30 GeV. This tighter threshold
removes regions of phase space that have more pileup jets than hard scatter jets. However, because hard-
scatter jets may also be removed, the scale of the reconstructed E%“iss would be degraded. Additionally,
the resolution is worse at low pileup when a larger fraction of the removed jets are hard-scatter jets.
Nevertheless this method can offer improved E%"iss resolution in high pileup conditions.

In Section 6.3 the fJVT algorithm is described, and it suppresses forward pileup jet contamination. A third
Forward-JVT (fJVT) [52] E%niss working point is also available to suppress tails in the E}mss. The fJIVT
ET™ keeps the jet pr requirement of greater than 20 GeV but is calculated without including forward jets
with |n| > 2.5, 20 < pt < 50 GeV and failing the “Loose” fIVT criteria, as defined in Reference [52].
The JVT requirement is applied to jets with || < 2.4 and pr < 60 GeV.

These modifications to the EMTopo EX are studied in two topologies, shown in Figure 3. The EfM
resolution, defined in Section 5.1, is studied in events with zero true Ef™" in Z — pu simulation in
Figure 3(a) and in events with forward hard scatter jets with a vector boson fusion (VBF) H — WW
simulation in Figure 3(b), following the event selections described in Sections 4.1 and 4.2, respectively.
In both event topologies, raising the forward jet pr cut to 30 GeV reduces the slope of the E%“iss resolution
versus Npy. The loose operating point of the fJVT also improves the ET™* resolution. In the VBF
H — WW simulation at low Npy, increasing the forward jet pr cut to 30 GeV removes hard-scatter jets
from the VBF physics process and degrades the E}m“ resolution.

10 Systematic uncertainties

As E‘TniSS is a topological event quantity, the E;niss uncertainty is computed using the systematics associated
to each object entering the E;"™ reconstruction. For the hard component, systematic uncertainties on
each reconstructed object are propagated to the E%mss as part of E;mss reconstruction. However, the soft
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term estimation is fully specified by the E%“iss reconstruction and a specific systematic uncertainty must
be evaluated. This section discusses this uncertainty in the context of the track based soft term and the
additional track Ef* systematics.

10.1 TST systematics for EMTopo E,‘l‘,liSS

The uncertainty on the soft term is characterised by how well it is modeled in simulation. In an event
topology with zero true E%‘iss, the soft term momentum p°™ is expected to be perfectly balanced against

T
p}T‘ard. Detector resolution effects spoil the equality between pl{“rd and p‘fr"ft. Different projections of p%"ﬂ
along p}Tlarcl in data and MC can be used to study the modelling of the soft term. Three projected quantities

illustrated in Figure 4 are studied:

soft

* The parallel scale (Ar), representing the mean value of the parallel projection of p3;

The component from the projection is labelled pTlof‘.

¢ The parallel resolution (o)), defined as the root-mean-square (RMS) of p

along p}T‘*‘Id.

soft

I
e The transverse resolution (o, ), defined as the root-mean-square (RMS) of the perpendicular

component of pSTOft with respect to pl%ard. The component from the projection is labelled pS°t.

soft

ﬁ%oft

_soft,true

PT

Figure 4: Sketch of the track-based soft term projections with respect to p?’rd for the calculation of the TST systematic

uncertainties.

The transverse scale is not of physical interest as it is consistent with zero in data and simulation as found
in Reference [3].

The systematic uncertainty is computed from the maximal disagreement between the 2015+2016 data
with respect to different Monte Carlo generator plus parton shower models for a certain set of plTlard bins.
To account for any differences between event topologies with large numbers of jets and those without any
jets, the total systematic is additionally split into jet-inclusive and jet-veto selections and merged later as
the maximal variation of these two cases. In addition the fast detector simulation, called ATLFAST2 [53,
54], does not require any additional systematic uncertainties and is labelled AFII. Figure 5 shows the
three projected quantities for the jet-inclusive and jet-veto cases. The resulting systematic envelope (see
Table 3) is shown centered on data, and by construction, all the considered Monte Carlo generators plus
parton shower models are covered by this systematic envelope. The resolutions in simulation are typically
smaller than that observed in data as seen in Figure 5.

To apply the systematic uncertainties from Table 3, the projection of the soft term is smeared by a Gaussian
of the width corresponding to its p" value for the resolution uncertainties. The scale variation adds the

T
value corresponding to its pl%ard to the pT|°f‘ and it is subtracted for the opposite variation.
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P4 bin [GeV] o[GeV] oL [GeV] Ar[GeV]

0-10 1.87 2.00 0.25
10-15 1.77 1.97 0.50
15-20 1.73 1.98 0.63
20-25 1.91 2.09 0.71
25-30 2.20 224 0.75
30-35 221 2.29 0.85
35-40 2.36 2.36 0.96
40-50 2.69 2.38 1.07
50-200 3.71 3.04 1.96

Table 3: TST systematic envelope computed as the maximal differences between data and Monte Carlo samples for
the parallel scale Ay, parallel and transverse resolutions o, 0.

10.2 TST systematics for PFlow E'S

In analogy to the EMTopo E}m“, the TST systematics of Particle Flow E%“i“ are computed following
the same procedure described in Section 10.1. The validation plots obtained from the application of the
Particle Flow systematic envelope (Table 4) to the Monte Carlo simulation samples are shown on Figure 6
for the various soft term projections. Because EMTopo-based and the Particle Flow-based TST have very
similar definitions, the good agreement observed between the two systematic envelopes is expected.

P4 bin [GeV] o[GeV] 0. [GeV] AL[GeV]

0-10 1.80 1.92 0.21
10-15 1.82 1.89 0.44
15-20 1.80 1.85 0.51
20-25 2.01 1.96 0.62
25-30 2.30 2.11 0.83
30-35 2.59 2.29 0.97
35-40 2.80 2.27 1.12
40-50 3.23 2.46 1.35
50-200 4.68 2.81 2.07

Table 4: PFlow TST systematic envelope computed as the maximal differences between data and Monte Carlo
samples for the parallel scale Ay, parallel and perpendicular resolutions o, o .
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Figure 6: Parallel scale, parallel and transverse resolution plots for the Particle Flow track based soft term (PFlow
TST). The pink band represents the resulting systematic uncertainty applied to the Z — uu Monte Carlo simulation.
It is shown centered on data.
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11 Modelling and performance of E%’iss

In this section, the modelling of the E‘TniSS distributions is shown in a Z — {¢ selection by comparing
simulation to data, and comparisons between the EMTopo and PFlow E{™* definitions are made. In
addition, the E{™ resolution versus the number of pileup interactions per proton bunch crossing as well
as an estimation of the ET"* scale are shown.

11.1 Modelling of E,‘l‘,liSS

In this section, basic E%“SS distributions are shown in a Z — ¢{ selection in both data and simulation.
All distributions in this section include the dominant systematic uncertainties on the high-pt objects, the
soft E%"iss term (described in Section 10) and pileup modelling [55]. These are the largest systematic
uncertainties in the ET" for Z samples. The combined jet energy scale (JES) and p-intercalibration
systematic uncertainties [47] are the largest contribution to the systematic uncertainty band, and their
contribution to the total is shown separately.

The distributions of the EMTopo E%"iss are shown in data and simulation for Z — ee and Z — uu event
selections in Figure 7. The PFlow E™* distributions are similarly shown in Figure 8. After normalisation
of the simulated distributions with the generator cross-sections, the agreement between data and simulation
is generally within the assigned systematic uncertainties for both Z — ee and Z — uu event topologies.

In both Figures 7 and 8, the JES uncertainty is large, and the agreement between data and simulation is
degraded near E}ni“ of around 100 GeV. The JVT threshold requirement is applied only for jets with both
pr below 60 GeV and [n| < 2.4. This allows pileup jets with py < 60 GeV to be added into the ET"™ if
the JES systematic variations push their pt above the 60 GeV pr threshold requirement.

The distribution of the track-based soft term is shown for the Z — ee and Z — upu event selections in
EMTopo E%niss in Figure 9. The dominant systematic uncertainty bands come from generator differences
in the modelling of the underlying event as discussed in Section 10, and this systematic uncertainty on the
E%niss soft term is shown separately to indicate its shape and contribution size. The Z — ee and Z — uu
event topologies have similar levels of agreement between data and simulation.

11.2 Comparisons of EMTopo and PFlow E’T‘fliss distributions

The EMTopo and PFlow E%“iss distributions are compared in Z — pu simulation in Figure 10 for different
jet selections. For the inclusive jet selection, the PFlow ET™ has a slightly narrower distribution. The
differences are much larger in the selection with no jets with || > 2.4 because the reconstruction differs
more dramatically for jets with || < 2.4. The PFlow E}niss has around half of the number of events at
ET"™ = 100 GeV. These performance improvements are attributed to the superior pileup mitigation of
central PFlow jets, especially for jets pr larger than 60 GeV where no vertex association is applied for
EMTopo jets. Lastly, the O-jet selection leads to a very similar distribution between EMTopo and PFlow
E%niss. The PFlow E%ﬁss distribution has more 0-jet selection events because pileup rejection is better with
PFlow jets. Jet efficiency improves for PFlow jets below around 40 GeV. At lower jet pt, the EMTopo jets
have worse pileup rejection. Small differences (of at most 10%) between the different E%niss definitions
are observed because of differences in event selection. The tail of the EF™* distribution is mostly due
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Figure 7: Distributions of the EMTopo E}mss using the Loose E;“iss operating point are shown in data and MC
simulation for events satisfying the (a) Z — ee and (b) Z — uu selections. The lower panel of the figures
shows the ratio of data to MC simulation, and the bands correspond to the combined systematic and MC statistical
uncertainties. The largest contribution to the systematic uncertainty band comes from the combination of the jet
energy scale (JES) and n-intercalibration systematic uncertainties, and it is shown in a dotted line. The far right bin
includes the integral of all events with E;“iss above 600 GeV.

to muon mismeasurement or jets misidentified as electrons. This effect is effectively independent of jet
reconstruction algorithm.

11.3 Resolution of E ,‘r“iss

The resolution, as defined in Section 5.1, for the E}niss is presented for the Z — uu event topology in
Figure 11 as function of the number of reconstructed primary vertices in the event. The vertical error bands
indicate the hard object uncertainties and the soft term systematic uncertainties discussed in Section 10
added in quadrature. For data, the error bars indicate the statistical uncertainty on the RMS. The data and
simulation agree across the full range of Npy and average interactions per proton bunch crossing {(u). The
E;niss resolution increases roughly linearly at approximately 0.24 (0.13) GeV/{u) for the Loose (Tight)
ET" operating point. The increasing amount of pileup activity degrades the E"** resolution from around
12 GeV at Npy = 1 to around 22 GeV at Npy = 30 for the Loose E™* operating point in Figure 11(b).
The Tight Ef™* operating point in Figure 11(d) has a smaller degradation from around 12 GeV at Npy = 1
to around 18 GeV at Npy = 30. Deviations from linearity for the resolution a function of Npy are due to
an increase in vertex merging as pileup increases [56]. The PFlow E%“iss improves the E;“iss resolution
consistently across the full range of Npy.
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Figure 8: Distributions of the PFlow E}niss using the Loose E}niss operating point are shown in data and MC simulation
for events satisfying the (a) Z — ee and (b) Z — pu selections. The lower panel of the figures shows the ratio of data
to MC simulation, and the bands correspond to the combined systematic and MC statistical uncertainties. The largest
contribution to the systematic uncertainty band comes from the jet energy scale (JES) systematic uncertainties, and
it is shown in a dotted line. The far right bin includes the integral of all events with E%ﬁss above 600 GeV.
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Figure 9: Distributions of the EMTopo E}‘“SS using the Loose E}‘“SS operating point soft term are shown in data and
MC simulation for events satisfying the (a) Z — ee and (b) Z — uu selections. The lower panel of the figures
shows the ratio of data to MC simulation, and the bands correspond to the combined systematic and MC statistical
uncertainties. The largest contribution to the systematic uncertainty band comes from the soft term systematics, and
it is shown in a dotted line. The far right bin includes the integral of all events with soft E}“iss above 150 GeV.
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Figure 10: Distributions of the EMTopo and PFlow E%liss using the Loose E%niss operating point are shown in
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far right bin includes the integral of all events with E%niss above 120 GeV.
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. miss . V4
11.4 Measuring E"* recoil versus p7

In events with Z — ee decays, the pr of the Z boson defines an axis in the transverse plane of the ATLAS
detector, and for events with O-jets, the ET”liss should balance the pt of the Z boson (ﬁ% ) along this axis.
The component of the ETmiss along the ﬁ% axis is sensitive to biases in detector responses [57]. The unit
vector of ﬁ% is labelled as Ay and is defined as:

> £F > ("

P tpT

-, (6)

Az =
N >
lpr +pr |

- £t - {~
where pT[ and pr are the transverse momentum vectors of the leptons from the Z boson decay.

The average of the ETmiSS projected in A direction is labelled as (ETmiSS - Az). In principle this quantity
should be zero for all p%. However, the calibration of p% and lack of calibration of the soft terms means
that any differences are mostly due to miscalibrations of the E%“iss. The (ETmiSS - Az) is shown versus
p% in Figure 12 for EMTopo E{Piss in data and MC simulation. The hashed band indicates the size of the
systematic uncertainties. For p% > 20 GeV, the (ETmiss - Az) returns toward zero as the jet terms start to
dominate over the soft term, which is most relevant at lower p%. The scale of the track-based soft term is
not perfect due to the missing neutral particles. The data and MC simulation agree within the assigned
systematic uncertainties. While the (ET““SS - Az) plateaus between —4 and —6 GeV, the systematic band
covers the differences with zero above 200 GeV in p%.

The Tight E;ni“ working point, which raises for the jet pt threshold from 20 GeV to 30 GeV for || > 2.4

has around 1 GeV lower (E™ - A) for pZ larger than 100 GeV. The fJVT EM* working point lies
between the Loose and Tight E%niss working points.
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Figure 12: The average E}“iss projected onto Az for EMTopo E}“iss is shown versus p% in data (circular marker)
and MC simulation (square marker). The Loose E1"** working point is used, and the small non-Z backgrounds are
included in the simulation. The pink band indicates the size of the detector level systematic uncertainties, which also
cover variations associated with eta dependence and pileup. The largest individual systematic uncertainty comes
from the jet energy scale (JES). The size of the band reflects the sensitivity of the E™* projection to variations in
object calibration, as a small uncertainty can result in a large offset for large p% . At low p% the (ETmiSS ~Ag) is
much less than zero because the ET"™ is mostly represented by the TST, which does not capture the neutral energy.
As p% increases more of the hadronic recoil is reconstructed as calibrated hard objects and (ET“““ - Az) recovers
toward zero.
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12 Conclusion

The object-based E}ni“ reconstruction in ATLAS is used in a large number of physics analyses to reject
backgrounds without real ET", estimate missing neutrino transverse momentum, and search for new
invisible particles. This note presents the performance of the EJ"** reconstruction evaluated with proton—
proton LHC collision data acquired in 2015 and 2016 with the ATLAS detector at ys = 13 TeV and
corresponding to 36 fb~!.

The E%‘i“ performance is studied using two different jet definitions as inputs to the E}“i“ reconstruction:
EMTopo and PFlow jets. This note presents the first study of E{"** built with PFlow jets. A degradation of
the E™* resolution is observed for increasing () and Npy due to pileup and detector resolution effects,
regardless of input jet collection. However, PFlow E™* shows less degradation for increasing pileup
compared to EMTopo E7™*. Additional performance measurements considered in these studies include
the estimate of tails in the ET"** distribution. PFlow E™* distributions show smaller tails, reflecting a
lower sensitivity to residual pileup entering the jet contribution to ET™.

Different E%niss object selection and jet reconstruction techniques were studied and their impact on E%ni“
performance evaluated. Reducing the number of low-pr forward jets included in the E™ reconstruction
markedly improves the ET"** resolution dependence on pileup. A new technique for resolving electron-jet
overlap reduces the amount of fake ET™ in the tails, and a new jet cleaning definition removes events with
fake jets from the E7™* input.

The systematic uncertainty contribution from the soft event to the reconstructed E%“i“ is determined with
Z — pu and Z — ee final states with and without jets. The MC simulation tends to underestimate the
perpendicular resolution and overestimate the scale and parallel resolution, in each case differing from data
by at most 20%. The performance evaluation of E}niss response and resolution for the inclusive Z — pu
sample shows that data and MC simulations agree within the assigned systematic uncertainties.

The many improvements and new definitions documented in this note offer ATLAS analyses new E%ni“
definitions and a wide array of configurations and working points for various analysis needs. Refined
signal ambiguity resolution, better performance at higher pileup, and reduced fake E}niss all have the
potential to improve searches for new physics and Standard Model measurements across the ATLAS
physics program.
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