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Abstract

Quantum Chromodynamics (QCD) is the prototypical strongly interacting Quantum
Field Theory (QFT). It is the interaction that yields the strong nuclear force that
binds protons and neutrons together. The underlying mathematical picture of QCD
is known exactly: it is an SU(3) gauge theory coupled to six flavors of fermions
(the quarks). Despite this, it remains difficult to compute QCD observables because
QCD is strongly-coupled, and typical perturbative methods used in QFT only work
in specific regimes of validity for QCD. The most successful ab initio method to
study QCD is Lattice Gauge Theory (LGT). This computational formalism computes
observables by discretizing spacetime to render the path integral tractable. The
primary focus of LGT in the 40 years since its inception has been the study of QCD,
as the theory has direct physical relevance to so much of our universe, and the desire
to understand QQCD has driven many conceptual breakthroughs and advancements in
LGT. Despite the focus on QCD, lattice methods find significant utility in studying
other strongly-coupled gauge theories related to and unrelated to QCD.

This thesis will focus on applying LGT to strongly-coupled physics inside and
outside of QCD and on developing techniques within LGT that may be used to bet-
ter understand said theories. First, the spectral function reconstruction problem in
LGT is considered, and a new method for spectral function reconstruction in LGT is
presented. Spectral functions describe the energy states of a theory: bound states,
resonances, and continuum thresholds. The presented reconstruction method uses the
analytic properties of the retarded Green’s function to constrain the full set of spectral
functions that may be reconstructed from LGT data using the Nevanlinna-Pick inter-
polation problem. Next, two theories will be numerically studied using LGT. The first
is the Standard Model Effective Field Theory (SMEFT). The SMEFT process that
is considered is neutrinoless double 8 (0v3) decay, a hypothetical decay of two neu-
trons into two protons and two electrons. LGT is used to compute non-perturbative
matrix elements for the unphysical 7= — 7Fe~e~ transition, which contributes to
nuclear Ov(33 decay, and for the decay of the dinucleon n’n® — p*pte~e~. Connec-
tions to Effective Field Theory studies of Ov35 decay will also be discussed. Finally,
adjoint QCD (QCD,), the theory of a Majorana fermion coupled to a SU(N) gauge
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field in the adjoint representation in 1+ 1 spacetime dimensions, will be studied using
LGT. QCD, is a well-studied QCD-like theory whose properties have been crucial in
the study of confinement. Lattice methods are used to compute the static quark po-
tential, string tensions, and the low-lying spectrum of the theory, which will provide
input that may be used to understand better QCD, and the confinement mechanism
in general.

Thesis Supervisor: Phiala E. Shanahan
Title: Associate Professor
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CHAPTER 1

INTRODUCTION

The development of the Standard Model of particle physics in the mid- to late-20™
century was an incredible triumph for the high-energy physics community. The Stan-
dard Model describes the building blocks of nature: the quarks, leptons, gauge bosons,
and the Higgs boson. The theory explains the interactions between all these parti-
cles in a way consistent with their symmetries and has remarkable predictive power.
It is known that the Standard Model does not provide a Theory of Everything, as
phenomena such as dark matter and neutrino masses have been observed that cannot
be predicted within the context of the Standard Model. Nonetheless, the theory is
remarkably useful and remains the theoretical description of nature that best matches

the empirical evidence.

The specific component of the Standard Model that will be focused on in this
thesis is Quantum Chromodynamics (QCD), the theory of the strong nuclear force
that describes the interactions between quarks and gluons. QCD is a confining theory;,
meaning that lone quarks and gluons are not found in nature; instead, the rich struc-
ture of QCD manifests as hadronic states, composite particles made up of quarks and
gluons. The theory describes the individual quarks and gluons themselves. Hadronic
operators may be written down, but the complicated structure of QCD as a gauge
theory makes the computation of hadronic observables impossible with conventional
field-theoretic means like perturbation theory. The only systematically-improvable
ab initio method for understanding QCD is lattice gauge theory (LGT), which com-
putes QCD observables by discretizing spacetime to render the path integral finite-
dimensional. LGT is an inherently numerical method based on Markov Chain Monte
Carlo techniques for evaluating high-dimensional integrals. It provides a framework
to compute estimators for QCD correlation functions in a systematically improvable
way. These correlation functions may then be analyzed to extract estimators for

underlying quantities of interest in the theory.
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§ 1.1. Publications

LGT was first formalized in the 1970s to study strongly-coupled field theories from
a non-perturbative lens. As computational power has increased and more sophisti-
cated algorithms for LGT have been developed [6] [7], it has become tractable to use
LGT to study QCD directly. Since then, the LGT community has focused primarily
on studying QCD because of the phenomenological value of the theory. However,
there remains value in studying strongly-coupled theories that are not QCD using
LGT. Such theories often provide a simpler setting to study interesting physics than
full QCD, or allow one to focus their attention on the consequences that specific prop-
erties have on the structure of a field theory. The canonical example is the Schwinger
model, the theory of a single Dirac fermion coupled to a U(1) gauge field in 1 + 1
spacetime dimensions [§], which provides a toy model of confinement that is easier
to study analytically than four-dimensional SU(3) Yang-Mills theory. Other exam-
ples include Beyond the Standard Model (BSM) theories, with many applications
seeking to understand theories of supersymmetry [9] and dark matter [10]. My doc-
toral research at MIT has used LGT to understand the physics of strongly-coupled
gauge theories both inside and outside of QCD, which will be outlined in Sections
and

1.1 Publications

Throughout my PhD I have contributed to several publications, which I have listed

below:

1. W. Detmold, M. Illa, D. Murphy, P. Oare, K. Orginos, P. Shanahan, M. Wag-
man, F. Winter, Lattice QCD constraints on the parton distribution
functions of *He. Phys. Rev. Lett. 126, 202001 (2021) [1].

2. W. Detmold, W. Jay, D. Murphy, P. Oare, P. Shanahan, Neutrinoless Dou-
ble Beta Decay from Lattice QCD: The Short-Distance 7= — e e™
Amplitude. Phys. Rev. D 107 (2023) 9, 094501 [2].

3. T. Bergamaschi, W. Jay, P. Oare, Hadronic Structure, Conformal Maps,
and Analytic Continuation, Phys. Rev. D 108 (2023) 7, 074516 [3].

4. D. Hackett, P. Oare, D. Pefkou, P. Shanahan, Gravitational form factors of
the pion from lattice QCD, Phys. Rev. D 108 (2023) 11, 114504 [4].

5. Z. Davoudi, W. Detmold, Z. Fu, A. Grebe, W. Jay, D. Murphy, P. Oare, P.

Shanahan, M. Wagman, Long-Distance Nuclear Matrix Elements for
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§ 1.2. Outline

Neutrinoless Double-Beta Decay from Lattice QCD, Phys. Rev. D
109 (2024) 11, 114514 [5].

Although most of my research contributions will be outlined in this thesis, I have
left out a discussion of Refs. [I, [4]. My primary contribution to these works was the
calculation of the renormalization of the quark energy-momentum tensor, which is

described in each manuscript.

1.2 Outline

This thesis contains five content chapters. The first two are background chapters, first
on QCD and the Standard Model (Chapter, and second on LGT (Chapter. These
chapters should provide the tools to understand the following three chapters, which
detail my research contributions. Each research chapter begins with a discussion of
my specific contributions to each project.

Chapter [4] defines the notion of a spectral density in quantum field theory and the
role that the spectral density plays in the theory of thermal Green’s functions. The
reconstruction of a spectral density from LGT data for correlation functions is an
ill-posed inverse problem. This chapter presents a new method for the reconstruction
of smeared spectral functions developed by Thomas Bergamaschi, William Jay, and
myself [3], based on the Nevanlinna Analytical Continuation method of Ref. [11]. Our
method is based on the analytic properties of retarded Green’s functions and allows
for constructing a rigorous bound on where the smeared spectral density may lie. The
chapter presents simulations where the method is rigorously tested and concludes with
a discussion of the application of our method to noisy Monte Carlo data.

Chapter |5 describes the calculation of neutrinoless double 8 (0v35) decay matrix
elements with LGT. Ov3p3 decay is a hypothesized decay mode of two down quarks
into two up quarks and two electrons that is being searched for in experiments world-
wide. If observed, Ov53 decay would have many interesting corollaries, including the
definitive proof that the Standard Model neutrino is a Majorana particle. Ov33 decays
generally fall into two categories: long-distance decays, mediated by the exchange of a
light Majorana neutrino, and short-distance decays, mediated by heavy BSM physics.
This chapter will outline LGT calculations of long- and short-distance matrix elements
in two systems: 7= — 7wte”e” and n’n® — pTpte~e. It will present the current
status of our work, which in particular has presented calculations of the short-distance

7~ — mte"e” decay [2[] and the long-distance n®n® — pTpte~e~ decay [5].

'The long-distance 7~ — 7te~e™ decay calculation was performed by David Murphy and Will
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Chapter [6] details an ongoing project studying two-dimensional adjoint QCD
(QCD,), the theory of a Majorana fermion coupled to an SU(N) gauge field in the
adjoint representation. QCD, has been a toy model for the study of confinement
for the last 30 years, which, in particular, has provided numerous insights into the
mechanism that underlies confinement. In particular, the rich symmetry structure
of QCD, implies it confines when the Majorana fermion has mass but deconfines
when the Majorana fermion is taken to be massless. The strongly-coupled nature
of this theory makes it a natural candidate for a LGT calculation. We have com-
puted the static quark potential, string tensions, and the ground state energy in the
pseudoscalar sectors on ten ensembles drawing from a discretized QCD, action with
N = 2 colors.

Detmold in Ref. [12].
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CHAPTER 2
QUANTUM CHROMODYNAMICS AND
THE STANDARD MODEL

Modern understanding of particle physics is encoded in the Standard Model, a renor-
malizable quantum field theory (QFT) that has proven remarkably robust in de-
scribing the universe. The Standard Model has yielded many celebrated predictions,
including a prediction of the W and Z bosons [13] 14] and the top quark [15]. Despite
the basic structure of the Standard Model having been mapped out in the 1960s and

1970s, the theory is still the subject of a large amount of active research today.

One particularly vibrant area of research is quantum chromodynamics (QCD),
the sector of the Standard Model which describes the strong force that binds nuclei
together. QCD is a challenging area of study because it is non-perturbative at the
low energies (e.g., at nuclear energy scales) and cannot be studied with perturbation
theory, the predominant tool used to study most QFTs. At these energies, QCD
must instead be matched onto an effective field theory (EFT) or studied with non-
perturbative means like lattice gauge theory (LGT). The LGT approach is the subject

of this thesis and will be extensively detailed.

The Standard Model is a triumph of modern physics but has shortcomings. Many
phenomena have been observed beyond the Standard Model (BSM)—i.e., neutrino os-
cillations [16], dark matter [I7], and matter-antimatter asymmetry [I8]—that cannot
be described solely by the Standard Model. Furthermore, gravity cannot be added to
the Standard Model in a renormalizable way, so although one can naively write down
a quantum theory of gravity, it cannot be completely described by a finite number of
input parameters. Whatever physical theory underlies the universe must answer all
these questions. It is thus essential to identify possible channels for BSM physics and
study these channels theoretically and experimentally to constrain whatever theory

lies beyond the Standard Model.
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§2.1. The Standard Model

2.1 The Standard Model

The Standard Model is a non-abelian gauge theory with gauge group SU(3) x SU(2) x
U(1). The different factors of this gauge group encode different physical phenomena
with different dynamics. The SU(3) factor describes QCD and is often called SU(3),
(“SU(3)-color”), while the SU(2) x U(1) describes the electroweak force, and is often
called SU(2), x U(1)y (“SU(2)-left times U(1)-hypercharge”). Each factor of the
gauge group has a corresponding gauge coupling, a set of generators that implement

the symmetry, and a spin-1 gauge boson that transforms in the adjoint representation

8
a=1"

of its respective gauge group: SU(3). has coupling g, generators {t* and gauge
bosons G; SU(2)y, has coupling ¢', generators {T' A13 |, and gauge bosons Wlf‘; and
U(1) has coupling gy, a single generator Y, and gauge boson B,,.

The fermionic content of the Standard Model is contained in three generations of
particles. Each generation contains five fields q;,, ug, dg, ¢1, and eg, with transforma-
tion properties under SU(3). x SU(2);, x U(1)y and the Lorentz group SO(1, 3) given
in Table 2.1} Across generations, particles transform in the same way and are only
distinguished by their mass and couplings. Fermions that transform in the fundamen-
tal of SU(3). (qr, ur, and dg) are called quarks, and fermions that transform as a
singlet of SU(3). ({1 and eg) are called leptons. The last particle that makes up the
Standard Model is the Higgs boson H. This scalar field only transforms non-trivially
under the electroweak symmetry [19, 20], with charges given in Table 2.1]

Field | SU(3). SU(2), U(1)y | Lorentz

qr 3 2 1/6 | (1/2,0)
Up 3 1 2/3 1 (0,1/2)
dr 3 1 —1/3 | (0,1/2)
r 1 2 -3 | (1/2,0)
er 1 1 —1 | (0,1/2)
H 1 2 1/2 (0,0)

Table 2.1. Charges of each Standard Model fermion field in a given generation,
and the Higgs boson. Note that only the left-handed fermion fields (the (1/2,0)
representation of the Lorentz group) transform non-trivially under SU(2), hence
the nomenclature “SU(2)-left”.

We can express the Standard Model Lagrangian as the sum of four parts,

LSM = LGauge + ['Fermion + LHiggs + LYukaway (21)
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§2.1. The Standard Model

each of which can be written in terms of the defined fields. The gauge sector Lgayge

is simply a Yang-Mills Lagrangian for each of the respective gauge fields,

a va 1 A VA 1 v
Lcange = 4GWG“ — ZWWW“ — ZBWB“ , (2.2)
where here for each gauge boson A, € {G,,W,, B,} with coupling g4 € {g,¢,9v}
and structure constant feb, the field strength is defined as A%, = 9,A% — 9, A% +
gaf®cAb Ac. The indices a and A respectively parameterize the SU(3) and SU(2)
generators, a € {1,...,8} and A € {1,2,3}. The fermion sector Lpemion describes
the kinetic terms of each Standard Model fermion and will be expanded in terms of

a QCD fermion sector and an electroweak fermion sector

»CFermion =1 Z @IVMDISLM ‘Cge(rjglon ‘CFermlon (23)
Y

where ¢ sums over each fermion field in Table (qr, ur, dgr, £r, and eg) for each

generatlonﬂ Here the gauge covariant derivative is defined as DSM Op — igGRt* —
g WfTA 1gyY, and L% and LEW

Fermion

Formion are defined as

ﬁ%ﬁﬁm—zzw (0, — igGat™)y —zZ@wvﬂDQCD

_ . (2.4)
Fermlon =1 Z ZZJ'Y Zg/W:lTA - zng)@/)

The advantage of this definition is that electroweak symmetry breaking (EWSB) will
£9cp

Formion Untouched.

only affect LEV . and leave

Fermion

The Higgs sector Lpyigs is responsible for EWSB [19] 21, 22],
Litiggs = |DINH” + > H'H — \(H'H)?. (2.5)

where 1, A are couplings. The potential for the Higgs, V(H) = —p?HTH + \(HTH)?,
is minimized when the Higgs field has norm [(H)| = v = “—/\2, which induces EWSB.
This is the vacuum expectation value (vev) for the Higgs. In nature, the electroweak

symmetry breaking scale is v = 247 GeV. At energies are below v, SU(2), x U(1)y

!The structure constants of a gauge group define its Lie algebra. For a Lie group generated by
algebra elements {t%}, the structure constants are defined as [t?,°] = febete.

2The fermion fields in Table are Weyl fermions, although Dirac conjugation is only defined for
Dirac fermions. This notation will be abused to embed Weyl fermions into Dirac spinors whenever

necessary; for example, if 1) = ¢, one considers ¥ to be the left-handed Dirac spinor <qOL )
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§2.1. The Standard Model

is spontaneously broken to a subgroup U(1)gy generated by the electric charge @
Q=Y +T° (2.6)

The natural basis for the gauge fields after EWSB is the photon A, the Z boson Z,,,
and the charged W bosons Wj, given by

A, cosf, sinéb, B, " 1 1 txr9
— W* = — (W, FilW 2.7
(Zu> (— sinf, cos 9w> (Wj) a V2 ( wT “) (2.7)

where 6, is the weak mixing angle, with value sin? 6, ~ 0.223 [23, 24]. The photon is
the gauge boson corresponding to the unbroken subgroup U(1)gm C SU(2), xU(1)y,
and hence remains massless at all energies, while the Z and W bosons are massive

with masses given in Table [2.3]

After EWSB, the SU(2) doublets ¢q;, and ¢ are often written in terms of their

individual components,

0= (ZZ) = (Z) , (28)

as the pairs (ur,ug), (dr,dgr), and (er,er) have the same quantum numbers under

the unbroken subgroup SU(3). x U(1)gm. In terms of these fields, the electroweak

EW

Fermion 1S Tecast as:

fermion Lagrangian £
g 3

’Cg(}ymion :E Z <ﬂLW+dlL + VEWJreZL + hC)
i=1

(2.9)
TN "L PL — Qusin0,)0 + €Y QuibAu
P P

cos 0,

where Qy is the eigenvalue of @ = Y + T? acting on 1, and can be read off from
Table .11

The Yukawa sector Lyyawa couples the fermion fields to the Higgs and gives the

fermions mass at energies < v,
Lvukawa = —yijZLHe;% — yijiLdeé — yquifeabH*bu{{ + h.c., (2.10)
where yf;, yfj, and yj; are the Yukawa couplings. The SU(2) doublets ¢, and ¢, are
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§2.1. The Standard Model

often written in terms of their individual components,

= (ZZ) = (:ﬁ) , (2.11)

as the pairs (ur,ug), (dp,dgr), and (e, er) have the same quantum numbers under
SU3)e x U(1)gm. After EWSB, the Higgs takes its vev |(H)| = v, which induces
Dirac masses for the fermions u, d, and e. To see this, the mass term from Lyuawa

may be expanded as

mass o T v (eLyer + duy’dr + Tryur), (2.12)

where generation indices are suppressed in favor of matrix-vector notation.

The matrices ¢, y%, and y* may be diagonalized by rotating the fermion fields,

Y — Ky (2.13)

where ¢ € {dp,ur,er,dg,ur,er}. This new (rotated) basis is called the mass basis,
while the original basis is called the flavor basis. The remainder of this work will
assume the fermion fields are written in the mass basis unless otherwise specified.
In the mass basis, observe that the Yukawa terms induce Dirac masses for up-type
quarks, down-type quarks, and electron-type leptons. Each mass m,, is related to the
corresponding diagonal Yukawa coupling by my = yyyv/ V2, with Yy corresponding
to the diagonal component of the Yukawa matrix for the fermion ¢, i.e. either yy,,
yffjw, or yy,- These particles are interpreted as massive Dirac fermions u, d, and e
at energies < v, while at high energies 2 v, they are interpreted as massless left- or
right-handed Weyl fermions. The generations and names of each fermion are listed in
Table[2.2] and the mass of each massive Standard Model particle is given in Table. [2.3]
Note that the only fermion that remains massless is the neutrino v ; the neutrino is
known to be a massive particle because of neutrino oscillations [25], but the neutrino
is massless within the context of the Standard Model. The role of the neutrino will
be discussed further in Section 2.3

The Standard Model Lagrangian is only affected by rotation from the flavor to
the mass basis in one place: the couplings between the quarks and the W bosons,

which are given by the first term in Eq. (2.9). Because K,, and K;, do not need to
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Generation \ u-type quark d-type quark e-type lepton v-type lepton
1 Up (u) Down (d) Electron (e)  Electron neutrino ()
2 Charm (c) Strange (s) Muon (u) Muon neutrino (v,)
3 Top () Bottom (b) Tau (1) Tau neutrino (v,)

Table 2.2. Standard Model fermion content after EWSB. Each generation consists
of: an up-type quark (u, ¢, t); a down-type quark (d, s, b); an electron-type lepton
(e, , 7); and a neutrino-type lepton (ve, v, v;).

e u d s 1 ¢ T b W Z H t
511k | 2.2M | 4.7M | 93M | 110M | 1.3G | 1.8G | 4.7G | 80G | 91G | 125G | 172G

Table 2.3. Mass hierarchy of the Standard Model. Units are listed in electron
volts, i.e., 511k corresponds to 511 keV. Masses are sourced from the Particle Data
Group’s Review of Particle Physics [26]. Note that although neutrino oscillations
prove neutrinos have mass, in the Standard Model, neutrinos do not have mass,
hence m,, is set to zero.

be the same, in the mass basis, this term transforms to
p 3
—i ity g iyt i
LEermion 2 E Z (ULW Vermdy, + v W ey, + h-C~) (2.14)
i=1

where Vo is the Cabibbo-Kobayashi-Maskawa (CKM) Matrix [27, 28], de-
fined as
VCKM = KlLKdL' (215)

The CKM matrix mixes quark flavors, enabling flavor-changing processes like d —
uW =, which will become important later when neutrinoless double beta decay is
considered in Chapter 5] Note that there is no corresponding CKM-like matrix for
the leptons (e,v) in the Standard Model because the Standard Model neutrino is
massless; hence, there is no need to rotate it between its flavor and mass bases. If

neutrinos are given a mass, then a corresponding matrix mixes lepton flavors; this
will be discussed in Chapter [2.3]

While the gauge symmetries of the Standard Model have been extensively dis-
cussed, its global symmetries are also important to consider. There are four ac-

cidental symmetries| in the Standard Model Lagrangian [29]: baryon number,

3These symmetries are called “accidental” because, unlike gauge symmetry, they are not imposed
in the theory in its construction. Instead, the Standard Model Lagrangian just happens to have
these symmetries; however, they are important to consider nonetheless.
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§2.2. Quantum Chromodynamics

electron number, muon number, and tau number. The accidental symmetry group is
Ul)pxU(l).xU1),xU(1),, (2.16)

and each subgroup is respectively generated by the operators B, L., L,, and L.

These generators act on Standard Model fields in the following way:

e Bg = %q, Bg = —%q for any quark field ¢q. B annihilates any lepton field.
Baryon number B is normalized so that baryons, composite states of three

quarks, have charge +1.
e [L.e =e, L.e = —e, where e is the electron field. L. annihilates any other field.
o L,p=p, Lt = —p, where i is the muon field. L, annihilates any other field.
o L.T=r7,L,T=—7, where 7 is the tau field. L, annihilates any other field.

Although each lepton number L., L,, and L, is separately conserved, only total
baryon number B is conserved. This is because there is no CKM-like matrix for
leptons in the Standard Model, as Standard Model neutrinos have no mass. When
neutrino masses are added, separate lepton numbers are no longer conserved, and

instead, only the total lepton number
L=L.+L,+ L, (2.17)

is conserved.

This story holds at the classical level but changes when quantum effects are in-
cluded. Several mixed gauge-global anomalies affect the accidental symmetry group
Ul)pxU(1)exU(1), xU(1), [30]. The non-anomalous symmetries of the Standard
Model are B - L, L, — L,, L, — L, and L. — L,.. When neutrino mixing is consid-
ered (Section , there is only a single remaining non-anomalous symmetry: baryon

number minus lepton number, B — L.

2.2 Quantum Chromodynamics

QCD is the study of the strong force; more precisely, it is the study of the SU(3).
sector of the Standard Model gauge group. It is a simple theory to write down—
six fermions (quarks) coupled to SU(3). in the fundamental representation— but it

boasts perhaps the richest dynamics of all the Standard Model sectors. This force
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§ 2.2.1. The Static Quark Potential and Confinement

confounded scientists for decades, and it was the last of the three fundamental Stan-
dard Model forces (electromagnetic, weak, strong) to be understood as a quantum
field theory. Quantum electrodynamics (QED), the quantum field theory describ-
ing the electromagnetic force, was primarily worked out in the 1940s by Feynman,
Schwinger, and Tomonaga [31H33]. The weak force, although first understood as an
effective theory by Fermi in 1934 [34], was unified with the electromagnetic force with
contributions from Glashow, Weinberg, and Salam in the 1960s [23] 35l 36]. In 1962,
Anderson proposed a mechanism for superconductivity based on spontaneous symme-
try breaking that could give rise to the Meissner effect in superconductors [37]. This
work was reformulated in a particle physics context in 1964, when three works— led
by Higgs; Brout and Englert; and Guralnik, Hagen, and Kibble— proposed a variant
of Anderson’s mechanism, the Higgs mechanism, as a way to give the fermions mass
in a gauge invariant way |19, 21], 38]. Note that although these theories were written
down, they were not experimentally confirmed until later; the W and the Z bosons
were not discovered until 1983 [13] 14} [39], and the Higgs until 2012 [20]. Although
QCD was written down as a Yang-Mills theory in the 1960s, it was not understood
as governing the strong force until the 1970s, when the discovery of asymptotic free-
dom [40, 41] led physicists to be able to interpret QCD as the description of the strong
force. In the 2010s, LGT calculations had matured enough to reproduce the low-lying

hadronic spectrum, which had previously only been known from experiment [42].

2.2.1 The Static Quark Potential and Confinement

A unique feature that distinguishes QCD from the other Standard Model sectors is
confinement. QCD describes the interactions of gluons with quarks and antiquarks;
however, unlike leptons like the electron or the muon, lone quarks have never been
observed in nature. Instead, quarks are bound together in hadrons, composite par-
ticles made of constituent quarks. Anytime a quark is found in naturelz_f], it can be
seen as a constituent particle of a hadron.

QCD is confining because of the nature of its potential, which is best explored in
pure SU(3) Yang-Mills theory. Unlike the QED potential V' (r) o 1/r, the static quark
potential in SU(3) Yang-Mills theory has an additional linear term that dominates
as 1 increases |44, [45]:

Vetatic quark(r) D = + o, (2.18)

where a and o are proportionality constants. The Coulomb part of the potential falls

4Except highly energetic scales where phases of matter like quark-gluon plasma can be found [43].
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§ 2.2.1. The Static Quark Potential and Confinement

off as r — oo, but the linear part grows stronger. Consider two particles charged
under a gauge theory, first with a Coulomb potential and second with a Coulomb +

linear potential.

1. V(r) o< A/r. As these particles are separated, they eventually become free and
do not interact; the force between them scales as 1/r%, which goes to zero as

they become infinitely far apart.

2. V(r) o< A/r + or. As these particles are separated, they do not become free.
Although the Coulomb part of the potential dies off, the linear part does not;
the force between the particles stays constant. No matter how far these particles
are separated, they still feel the influence of one another; there is a constant

force between them.

Henceforth one only considers the Coulomb + linear case, which will describe specific
regimes of the QCD potential.

In such a potential, the Coulombic piece dominates at short-distances, and the lin-
ear piece dominates at long-distances. In terms of the parameterization of Eq. ,
“short” and “long” mean relative to some inverse energy scale, which may be written
in terms of a and 0E| This energy scale is called Aqcp: a mass scale generated by
QCD that sets the scale of the hadronic interactions.

Quarks will interact strongly with one another, regardless of distance apart, un-
less they are screened by other quarks or antiquarks. As quarks transform in the
fundamental representation 3 of SU(3), tensoring together the appropriate copies of
3 and 3 determines if a combination of quarks and antiquarks can produce a color-
neutral singlet. Any such state is called a hadron. For example, consider a quark ¢
and an antiquark g, which are respectively in the 3 and 3 representations of SU(3).
The composite ¢g state lies in the tensor product 3 ® 3, which can be decomposed as
follows [46]:

33=18. (2.19)

The ¢g state can lie in a singlet under SU(3) or in the adjoint representation of SU(3).
The color-neutral singlet forms a type of hadron called a meson, a hadron formed
from a ¢g pair. Another useful color-neutral combination of quarks is to consider
three quarks:

3323=30(3396)=168®8®10 (2.20)

°In QCD, A may be computed in perturbation theory, and ¢ using LGT techniques that will be
described later in this thesis.
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§ 2.2.1. The Static Quark Potential and Confinement

The color-singlet combination gqq is called a baryon. Given three quark fields
q1,Q2,q3, a baryon can be explicitly constructed with the Levi-Civita tensor € as
€abe 47 47 G-

The pieces may now be put together, which will be illustrated for the case of
a qq pair in full QCD, for simplicity. Without an external force, the ¢ and g will
bind together into a color-neutral meson. Suppose now that the ¢ and g particles
are pulled apart from one another. The ¢ and g will still strongly interact with one
another because of the long-range nature of the QCD potential. This long-range
interaction is mediated by gluons and is called a flux tube, or a QCD strinéﬂ, as
depicted in Fig. 2.1 As the ¢g pair is separated further and further, eventually, it
becomes energetically favorable for the QCD vacuum to pair-produce another quark-
antiquark pair ¢'¢’ and create two mesons: ¢’ and g form a meson, and ¢ and ¢’ form
a meson. In this way, the string breaks and becomes two different color-neutral
particles. Note this phenomenon does not occur in pure SU(3) Yang-Mills theory, as
this theory cannot pair produce fundamental matter. Classically, one can compute
the distance R, the string will break at, in terms of the mass m, of the lightest meson
containing a ¢ quark, and the string tension o, of the ¢g pair:

2m,=0R, = R, = %. (2.21)
T4

R, is an estimate for an inherently quantum quantity but Eq. provides a useful
back-of-the-envelope estimate to gain an intuition for the string-breaking scale.

When string breaking occurs, the ¢ and g no longer feel the confining force between
one another: each is screened by the respective particle that was created to bind it
into a meson. The static quark potential is no longer in a linear regime but instead in
a flat regime: after string breaking, the ¢ and g will feel no force between one another.

To summarize, the QCD potential acts qualitatively different in three regimes:

1. Short-range, r < Aéch. The Coulombic potential a/r dominates in this regime,
and QCD is perturbative in this sector.

2. Mid-range, AééD < r < R,. The linear potential or dominates in this regime.

Here, qq pairs form flux tubes, and the theory is non-perturbative.

3. Long-range, &, < 7. The potential in this region is constant. This sector

describes the potential after string breaking, where the individual quarks are

6This name for the flux tube originates from Effective String Theory, which describes QCD flux
tubes as string degrees of freedom [47H49].
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Figure 2.1. Cartoon depiction of string breaking. At time ¢, (Figure, a qq pair
is created and subsequently pulled apart. When the distance between the valence
quarks is < R, (time t,, Figure , a flux tube of gluons and sea quarks (not
depicted) is created between the valence quarks. As the distance between the quarks
reaches R,, the string breaks, and it is energetically favorable for the ¢g pair to split

into two mesons (time 3, Figure [2.1c).

screened and no longer interact with quarks outside their respective hadrons.

2.2.2 Asymptotic Freedom

The Minkowski space QCD action is

1 a rva N b=
San = [d (—jGnem i Y wDie), e
q€{u,d,s,c,bt}

where DSCD is the QCD covariant derivative defined in Eq. . Correlation func-
tions of local operators O;(z), ..., O,(z) may be defined with respect to the QCD
action via the path integral, which is a functional integral over the fields 1, 1), G,
defined as,

Co(21, oy ) = (O1(21)...00(2)) = l/Dw D DG, 52t PClO, (1) - O, ().

Z
(2.23)
Here Z is the partition function of QCD, and the path integral measure D is formally

the infinite-dimensional measure [50],

/Dw :/ I dv(x), (2.24)

rER4
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§ 2.2.2. Asymptotic Freedom

with equivalent definitions for D and DG. Eq. allows one to compute any
information that is desired from the theory.

Despite the compact and deterministic form of Eq. , QCD is not a solved
theory. One may write down the equation describing any correlation function, but
explicitly evaluating the path integral that defines the correlator is often extremely
difficult. A particularly well-studied way to evaluate the path integral (Eq. ) is

by performing a perturbative expansion in the strong coupling,

2

g
=2 2.25
s = - (2.25)

and computing Feynman diagrams to a given order M in perturbation theory in «j.
Perturbative approaches yield a solution for C,,(x1,...,x,) as an asymptotic series in
a, truncated at order oM. If oy < 1, this truncated perturbation series approximates
the actual result. However, if oy <€ 1, then the perturbation expansion breaks down;
either the perturbation series expansion converges too slowly and C, (1, ..., ) must
be calculated to higher order M than is computationally tractable; or the perturbation
series does not converge at all, and this technique does not allow for the calculation
of Cy(z1,...,x,) at all.

After renormalization the strong coupling as(p) runs with energy scale, p, with
its running described by the QCD [-function S,

u%as(u) — Bu(o). (2.26)

The strong coupling a,(u) is determined at all energies by fs(as) and by its experi-

mentally measured value at the Z boson mass my [26, [H1H54]
as(my) = 0.1179(9). (2.27)

The QCD [-function was first computed independently by Gross and Wilezek [40]

and Politzer [35] to one-loop in perturbation theory, with the result

Bs(a) = L (ENC — ng) o?, (2.28)

where N, is the number of colors (N, = 3 for QCD) and Ny is the number of active
quark flavors (Ny = 6 for QCD at high energies). As p passes each quark mass

"For compactness an integral over the additional degrees of freedom in ) (z) is suppressed, i.e.,
dy(xz) =11, , dv&(x) where a, a range over the spinor and color components of .
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threshold in Table 2.3} the respective quark is integrated out of the theory, and Ny
decreases by one. For Ny < 6, observe that %(3) — %N F>0, henc

Bs(as) < 0. (2.29)

As the scale p increases, a,(p) will grow smaller, while as p decreases, a(p) will
increase. This behavior can be seen in Fig. [2.2) which shows the strong coupling as a
function of energy scale. This property of QCD is called asymptotic freedom. The
QCD coupling is small at high energies © > 1 GeV, and the theory is perturbative
at these scales. At lower energies u < 1 GeV, the coupling will become large and

non-perturbative; for example, a,(1 GeV) ~ O.Eﬂ

0.35 . - . —
[ T decay (N3LO) i |
[ low Q2 cont. (N3LO) ]
03¢ Heavy Quarkonia (NNLO) e 7]
; HERA jets (NNLO) —+ ]
0.25 k e*e jets/shapes (NNLO+NLLA) —— ]
U e*e” Z0 pole fit (N3LO) e~ |
'S [ pp/pp jets (NLO) == 1
S o02F pp top (NNLO) +e—
5 [ pp TEEC (NNLO) I
0.15 [ §
01 - 7
[ — o (my?) = 0.1180 + 0.0009 e
0.05 — ) — — -
1 10 100 1000
August 2023

Q[GeV]

Figure 2.2. Status of determinations of the running coupling «a;, as a function of
the energy scale @, as of August 2023. Each data point represents a method of
determining «, at a given energy scale, with the order of perturbation theory used in
the extraction denoted in parentheses next to each method. This figure is taken from
the Particle Data Group’s 2024 Review of Particle Physics [26].

The renormalization group equations for a(p) imply that it will become infinite

8Note that although Eq. is only calculated to one-loop, this statement is general and holds
to all orders in perturbation theory.

9Throughout this thesis, strong coupling will be run to different scales using the RunDec 3 [55]
package, which integrates the renormalization group equation for ay (Eq. ) at 3-loop order
from ag(myz) = 0.1179(9) to the desired scale.
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§ 2.3. Neutrino Physics

at some finite scale y; it has a Landau pole. This scale y is called Agep, and in MS,
has a numerical value of about Agep ~ 200 MeV [56]. This is called dimensional
transmutation: QCD generates a new mass scale independent of the quark masses,
which approximately sets the scale of hadronic interactions. For example, the mass
of the rho meson, the lightest hadronic vector resonance, is 770 MeV, which is the
same order of magnitude as Aqcp.

Understanding QCD, therefore, requires non-perturbative methods to compute
QCD observables at low energies. This thesis will focus on one particular method,
LGT, which discretizes QCD on a Euclidean spacetime lattice and evaluates the path
integral numerically. LGT will be discussed in detail in Chapter [3]

2.3 Neutrino Physics

The Standard Model does not tell the entire story of the neutrino. In the Standard
Model, neutrinos are forbidden from having a mass term because of gauge invariance:
Standard Model masses are generated via the Higgs mechanism, and there is no
gauge-invariant Higgs coupling to the lepton doublet that can produce a neutrino
mass. However, it is experimentally known that neutrinos have mass, indicating that
BSM physics must generate the neutrino mass. It is unknown whether the neutrino
mass is Dirac or Majorana, or even how many of the Standard Model neutrinos are
massive: all that is known is that some of these neutrinos have mass.

There are a host of other mysteries about the nature of the neutrino. It is the
only chiral fermion in the Standard Model. Each other fermion has left- and right-
handed species that couple to one another to produce a massive Dirac fermion, and
the neutrino is the only particle with no such chiral partner. Every Standard Model
neutrino is left-handed, and every Standard Model antineutrino is right-handed [57].
Many BSM theories postulate the existence of a right-handed neutrino that is not
charged under SU(3) x SU(2);, x U(1) [58]. Such a particle is called sterile, as

conventional Standard Model probes may not detect it.

2.3.1 Neutrino masses

The origin of neutrino masses is not known, but it is enlightening to briefly sum-
marize a few mechanisms via which neutrino masses may be added to the Standard
Model. Suppose three generations of sterile right-handed neutrinos v are added to

the Standard Model. As stated, the presence of vz cannot be detected under probes

36



§ 2.3.1. Neutrino masses

other than gravity or the Higgs. The right-handed neutrinos can be added to the
Standard Model Lagrangian via the Yukawa couplings:

L, = iﬁRv“DEMVR - yszaieabHTbué + h.c.. (2.30)

After spontaneous symmetry breaking, Eq. (2.30) generates a Dirac mass term for
the neutrino
vrmyVg + h.c. (2.31)

where the generation matrix m, can be computed as usual in terms of the Yukawa

y” and the Higgs vev v.

There are two types of Lorentz-invariant mass terms that a spinor may have: a
Dirac mass term couples a fermion to its corresponding antifermion, and is invariant
under all symmetries the fermion is charged under; a Majorana mass term couples a
fermion to itself, and is not invariant under the symmetries the fermion is charged
under. These masses are explained further in Appendix [B.4, A Majorana mass term
may be added to the Standard Model Lagrangian depending on the quantum numbers
of the right-handed neutrino. If vg is charged under lepton number (if lepton number
is conserved), then adding a Majorana mass term is forbidden, and the Lagrangian
describing the theory is Lgm + £,,. The neutrino is then a Dirac particle whose

right-handed components are not charged under the Standard Model gauge group.

If, instead, the right-handed neutrino is not charged under lepton number, then a

Majorana mass may be added to the theory

Ly = —Ml-je‘byﬁlug’ +h.c., (2.32)

a

and the full theory is described by the Lagrangian Loy + £, + L. Here € is the
2 X 2 antisymmetric tensor, and the spinor dot notation is detailed in Appendix [B.4]

Embedding the Weyl spinors v, and vg into Dirac spinors

b
Di vy, Di €apV
VL rac " a Z/R 1rac a. R (233>
Eabny ) V%
Lb
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§ 2.3.1. Neutrino masses

makes it clear the effect that the Majorana mass term M has on the neutrino mass:

Ly, + Ly D —(VLam,,le%a +h.c.) — v Mg,
M

_ _§(nguyR +Urmuvr) — VRS VR (2.34)

-3 () ()

where the generation indices are suppressed for brevity. When m, and M are diago-
nalized (the neutrinos are rotated into the mass basis), the light and heavy particles

have masses on the order of:
My light ~ My heavy ~ M (235>

This is called the seesaw mechanism: the light mass eigenstates are the left-handed
neutrinos which have been observed, and the heavy eigenstates are the sterile right-
handed neutrinos [59, [60]. When the mass scale M increases, the heavy particle gets
heavier, but the light particle gets lighter.

The seesaw mechanism provides an elegant solution to the naturalness problem of
why the left-handed neutrinos have such light masses [61], 62]. M is naturally a large
parameter: it is coupled to a dimension-3 operator sensitive to the theory’s UV cutoff.
The Yukawa couplings y” should naturally be expected to be on the same order of
magnitude as the other Yukawa couplings v¢, y¢, and y*, indicating that the masses
of the neutrinos should be the same order of magnitude as the masses of the other
Standard Model fermions. If the right-handed neutrinos were not sterile, or if they
were charged under lepton number, it would not be possible to add a Majorana mass
term to the Lagrangian, and the left-handed neutrinos would have mass of order m,,.
However, when a Majorana mass term is present, the mixing between the left- and
right-handed neutrinos lowers the mass of the light neutrinos to be very small, in line
with what is observed experimentally, and consistent with naturalness expectations.

Right-handed neutrinos do not need to be added to the Standard Model to de-
scribe neutrino masses. Left-handed neutrinos can still generate their mass from the

dimension-5 Weinberg operator [63], 64]:

Cs

ALsy = e (eali H')(ccal s HY), (2.36)
where €7 is the 2-dimensional antisymmetric tensor with €' = —€?! = 1. The heavy

scale A is the UV cutoff of the theory. It provides a natural reason for the light
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§ 2.3.2. Neutrino oscillations

neutrino mass: the order 1 Wilson coefficient ¢5 is suppressed by the heavy scale

C5
A

generated by integrating heavy right-handed neutrinos out of the theory. In this

A, as the neutrino mass will be proportional to The Weinberg operator is also

case, the scale A is identified with the Majorana mass of the right-handed neutrinos,
Eq. .

The existence of neutrino masses implies the Pontecorvo-Maki-Nakagawa-
Sakata (PMNS) matrix [65] 66], the leptonic analog of the CKM matrix, is non-
trivial, as it describes the difference in flavor eigenstates for electrons and neutrinos.
In the Standard Model, the PMNS matrix is trivial because there is no barrier to ro-
tating the neutrino flavors in the same way as the electron flavors, as Standard Model
neutrinos have no mass coupling that prevents this. The PMNS matrix has the same
physics as the CKM matrix and describes couplings between the electrons and the
neutrinos but is conventionally defined differently than the CKM matrix. Recall the
CKM matrix is defined as the difference in rotations between the mass and flavor
eigenbases for the up and down quarks. In contrast, the PMNS matrix U is defined

as simply the rotation that takes neutrinos into their mass eigenbasis:
Va) = Uailvi) (2.37)

where the a € {e,pu, 7} index denotes flavor and the i € {1,2,3} index denotes
mass eigenstate. Note that the mass eigenbasis {|1;)}2_; is not necessarily ordered

according to mass; the neutrino mass ordering is discussed next.

2.3.2 Neutrino oscillations

The smoking gun that proved the existence of non-zero neutrino masses was the
observation of neutrino oscillations [67H69] by the Super-Kamiokande Collabora-
tion [16] in 1998 and the Sudbury Neutrino Observatory (SNO) Collaboration [70]
in 2002. Neutrino oscillations are flavor-mass eigenstate oscillations that neutrinos
undergo as they propagate from one place to another. They are detected by studying
a known source of a single neutrino type and seeing how these neutrinos interact
with the same lepton type (i.e., a v, source interacting with electrons) after they
have traveled a far distance; if some of the neutrinos have changed flavor, there will
be fewer interactions with this lepton source than one would expect. A small but
nonzero mass is needed for this phenomenon to occur because the neutrino’s flavor
eigenstates will differ from its mass eigenstates.

The frequency of neutrino oscillations is proportional to the mass-squared differ-
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§ 2.3.2. Neutrino oscillations

ence Am; = m; — m? between the neutrino mass eigenstates |v;) and |v;). The
mass-squared differences are known through experiments and are known to be non-
zero. This does not provide an absolute value for any neutrino mass, only a mass
difference between the different mass eigenstates. Different neutrino sources allow
experimental access to study the different mass-squared mixings, Am?j. There are

two main types of natural neutrino sources.

1. Solar neutrinos [71] are predominantly electron neutrinos v,, produced from
fusion reactions in the sun, p*pt — dTe'v, where d* is a deuteron. SNO first

observed oscillations in solar neutrinos.

2. Atmospheric neutrinos [72]| are produced from cosmic ray interactions and are
primarily muon neutrinos v, because of the decay 7 — p*v,. Super-Kamiokande

first observed neutrino oscillations in atmospheric neutrinos.

Neutrino oscillation data for atmospheric and solar neutrinos is consistent with the
initial neutrinos oscillating only into a single other flavor, not both remaining flavors
(i.e., solar neutrino oscillations imply the electron neutrino oscillates primarily with
either the muon neutrino or the tau neutrino, but not both), hence each corresponds
to a single value of the mass-squared matrix Am?j. Two conventions are typically
adopted in the definition of the mass eigenstates: first, that they are ordered so that
the solar neutrino mass probes the mass difference Am?2,; and second, that m; < ma,
i.e., Am?, > 0. Atmospheric neutrino oscillations either correspond to AmZ, or Am3,;
data shows that this splitting is much larger than Am3, [73]. This means that the

neutrino masses have two possible hierarchies:
mi; < mog <K Ms ms < mp < mo. (238)

The first hierarchy is called the normal hierarchy (NH), and the second is called
the inverted hierarchy (IH) [74]. Estimates of Am3, and Am2, from Ref. [73] are

given in Table 2.4

Am3, (eV?) AmZ2, (eV?), NH | AmZ, (eV?), IH
7.501012 x 1075 | 2.45870:098 x 1073 | 2.44870917 x 1073

Table 2.4. Mass splittings between the different neutrino mass eigenstates assuming
a NH and TH. The mass splitting Am2, is independent of which hierarchy is assumed.
Results are sourced from Ref. [73].

Many specifics about the nature of the neutrino remain unknown. The only way
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§ 2.3.2. Neutrino oscillations

to answer these questions is to experimentally understand the neutrino’s properties.
As such, many theoretical efforts to understand the neutrino focus on interpreting
experimental results and establishing pipelines to determine the physics that can be
extracted from hypothesized experimental results. Perhaps the largest such effort
underway is the search for neutrinoless double 5 (0v53) decay, a hypothetical
decay that, if observed, would definitively prove that the neutrino is a Majorana
particle. OvBp decay has been a large focus of my thesis research, which will be

discussed extensively in Chapter 5]
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CHAPTER 3

LATTICE GAUGE THEORY

Lattice gauge theory is a formalism that allows for the non-perturbative computa-
tion of matrix elements by explicitly evaluating the path integral numerically. This
chapter will define LGT and discuss some of its fundamental features. The canonical
example used throughout this section will be QCD. Section introduces LGT and
its degrees of freedom. Section discusses discretizations of the fermion field. The
fermion doubling problem will be introduced, and some basic actions that circumvent
the doubling problem. Section introduces the basics of spectroscopy in LGT,
and Section discusses sampling of gauge fields. This chapter concludes with a
discussion of statistics in LGT calculations (Section [3.5).

3.1 Introduction to LGT

3.1.1 Discretization

Consider the path integral for an arbitrary QCD correlation function, Eq. (2.23)),
1 o _
(@1, 0) = 3 / Dy DY DG, e~ %o Gl O (1)) -+~ O, (x,)  (3.1)

where Sqcp is the Euclidean action of the theory. This path integral is formalized in
Euclidean space after Wick rotationE] in order to use Euclidean geometry and have
an exponentially decaying action e=°@cv. The remainder of this thesis will work in
Euclidean space unless otherwise specified. The advantage of working in Euclidean

space is that the density %DzﬂD@DGH e~5acpl¥¥.Gul hecomes a probability density,

!Here Wick rotation means the redefinition of the time variable, t — i7, in order to make the
metric Euclidean. After this variable redefinition, the theory is defined via its analytic continuation
from the imaginary axis to the real axis, hence the name “rotation”. The variable ¢ denotes Euclidean
time unless otherwise specified.
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§ 3.1.1. Discretization

and correlation functions become integrals against this probability distribution. The
difficulty lies in the dimension of this distribution: as formulated, it is an integral
over an uncountable number of dimensions (each point z,, in spacetime, Eq. (2.24)))

with no closed form solution.

To evaluate Eq. (3.1)), lattice methods discretize Euclidean spacetime (R*) with a
4-dimensional lattice of spatial size L € Z, and temporal size T' € Z, , with isotropic

lattice spacing a between the siteg’}
A = {a(ng,ny,n.,n) € (aZ)* 11 <ngynyn, < L1 <n <T }. (3.2)

Note that A is equivalently indexed by n € A and an € A; this notation will often
be abused WLOG. LGT calculations primarily use lattice units, where the lattice
spacing a defines the length scale and is set equal to 1. Upon discretization, the path

integral measure becomes finite-dimensional:

/D¢ —>/ I dvn) (3.3)

an€A

where 1(n) represents the value of the field at site x = an € A. The correlation
functions of interest (Eq. (3.1)) may now be explicitly computed with numerical
methods like Markov Chain Monte Carlo (MCMC), which is explored in Section [3.4]

Note that the lattice theory simultaneously makes two approximations: the finite-
volume approximation and the discretization approximation. As the box size V =
vol(A) = L3 x T is made larger and the lattice spacing a is made smaller, the ap-
proximation to the continuum path integral becomes better. The tradeoff is that this

increases the path integral’s dimensionality, making it more difficult to compute.

The volume V' and the lattice spacing a must be removed from the calculation to
compute quantities in the continuum and infinite-volume limitﬂ To do this, the de-
sired observables O(a, V') are explicitly computed in the discretized theory, at several

different values for the lattice volume and spacingﬂ These different samples are then

2This thesis will only consider isotropic lattice geometries, where the lattice spacing in the spatial
direction equals the lattice spacing in the temporal direction. Anisotropic and random geometries
have also been studied and are discussed in Refs. |75, [76].

3 Additional parameters like the quark mass are often modified in the lattice action as well, and
extrapolated to their physical values at the end of the calculation alongside a and V.

4Note that lattice simulations on a computer are inherently dimensionless and work with lattice
units @ = 1. In order to compare to experiment or other lattice calculations, the scale a is deter-
mined by comparison of a chosen observable to experiment or theory. This is discussed further in

Section
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§ 3.1.2. Lattice Degrees of Freedom

used to extrapolate the result to the continuum, infinite-volume limit,

‘I/ITI(ElO 1;{51 O(a, V), (3.4)

which defines the infinite-volume, continuum limit observable that one could extract
if the path integral of Eq. (3.1 could be computed analytically.

3.1.2 Lattice Degrees of Freedom

The degrees of freedom one considers in LGT differ slightly from those of continuum
theory. For concreteness, consider continuum QCD, which has three fields of interest:
the quark field 1 (), the anti-quark field ¥(z), and the gauge field G, (z). The quark
field ¢ (x) and antiquark field ¢(z) transform respectively in the fundamental and

antifundamental representation of SU(3) under gauge transformation 2 € SU(3) as,

() = Qa)y(2), U(@) = P(2)QM (). (3:5)

The gauge field acts as a connection and allows one to parallel transport the quark
field to different positions with the Wilson line:

W(x.y) = Pexp (Z / "z, G“(z)) | (3.6)

The Wilson line transforms under a gauge transformation Q(x) € SU(3) as W (z,y) —
Q(z)W (z,y)Q'(y), which ensures that a quantity like W (x, )¢ (y) transforms under
SU(3) like ¢(x).

On the lattice, it is advantageous to instead consider an analog of the Wilson line
as the fundamental degree of freedom for the gauge field, as this is easier to work with
and makes gauge invariance more manifest. Because the lattice spacing a provides
a natural unit of length and a finite number of directions that are traversable from

each point on the lattice, we work with the link variables U, (n):
Un(n) = W(an, a(n + 7)) (3.7)

where /i € {0,1,2,3} is the unit vector in the p direction. Link variables transform

under the gauge transformation Q(n) = Q(x = an) € SU(3) as
Ua(n) 2 Q(n)U,(n)Q (n + ). (3.8)
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§ 3.1.2. Lattice Degrees of Freedom

Note that when evaluating lattice-valued fields, notation will be abused and indexing
the field at n will correspond to indexing the continuum field at x = an. One can

likewise define a negative orientation for the link variables,
U_,(n) = W(an,an — afi) = U;j(n — 1), (3.9)

which satisfies the gauge transformation property U_,(n) LN Q(n)U_,(n)QT(n — ),
as one would expect. The relation U_,(n) = U (n— fi) implies that U,(n) and U_,(n)
are not independent gauge fields; rather, U_,(n) is simply a variable redefinition of
U,(n) that is often used for convenience. The field U,(n) is referred to as the gauge

field, as it contains the same information as G, (an); they are related as

n

an+afl ]
U,(n) =Pexp <z/ dzHGu(z)) B0, giaGulan) — 1 4 jq G(an) (3.10)

where the equality on the right-hand side is only valid in the a | 0 limit.

The natural gauge-invariant quantity one can construct from the gauge field is the

plaquette, the ordered product of the links around each square on the lattice,

Pou(n) = Up(m)Us(n + @)U (n + i+ 9)U- (n + 9)

(3.11)
= U,(n)U,(n+ @)U (n + 0)US(n).

The plaquette is defined on each square in the lattice, and the set of all plaquettes
is {Puw(n) : n € A,u < v}. Each plaquette measures the circulation of the gauge
field around each closed loop, which has the appealing interpretation as the gauge

flux through each loop on the lattice,

Pu(n)| = e Fulan+0@@) (3.12)

The plaquette contains information about the continuum field strength. The simplest

action for a gauge field is the Wilson gauge action [77],

SlU1 =8>3 (1 - %Re Tr Pw(n)) . (3.13)

neA p<v

To summarize, fermion fields live on the links of the lattice and are much the same
as their continuum counterparts. However, the algebra-valued continuum gauge field

G.(an) is replaced on the lattice with the group-valued gauge field U,,(n), which lives
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Figure 3.1. Lattice gauge theory setup. Here ¢(n) (green) is the fermion field that
lives on the sites of the lattice, U,(n) (orange, magenta) is the gauge field which lives
on the links of the lattice, and P, (n) (red) is the plaquette and lives on the faces of
the lattice.

on the links of the lattice. The continuum field strength F,, (an) is likewise replaced
with the plaquette P, (n), which lives on each square of the lattice. The lattice setup
is depicted in Figure 3.1]

3.2 Discretizing the QCD action

Now that the degrees of freedom have been introduced, the QCD action must be
discretized. The basic ideas of discretization can be found in a simpler example:
discretizing the derivative of a field ¢. Recall the definition of the derivative in the

continuum:

0,(x) = lim bz + a/f; )=o) (3.14)

A discretization of the derivative is defined as any operator 6,(,,a) that has the correct

continuum limit:

lim 906(n)| = O,0(a). (3.15)

The simplest possible discretization of 9, removes the limit in Eq. (3.14]) and defines
the derivative at finite lattice spacing as
a _ ¢(n+p) — ¢(n)
OWe(n) = . (3.16)

a
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§ 3.2. Discretizing the QCD action

This is a valid discretization of the derivative because it has the correct continuum

limit.

The definition of the discretized derivative, Eq. (3.16]), is not unique. This can be

immediately seen because the symmetric derivative,

O p(n) = : (3.17)

has the correct continuum limit and does not equal Eq. (3.16). There are an infinite
number of discretizations of d,¢(n) because given a valid discretization, one can
arbitrarily add additional terms to the discretization as long as they go to zero in the

continuum limitf]

Although there are infinite possible discretizations of 0, there are usually reasons
to prefer one definition. Although all discretizations approach the continuum defini-
tion as a | 0, each discretization (and each observable for a given discretization of the
action) approaches this limit differently. Some definitions approach the continuum
limit quickly, while others take much longer. Choosing a definition that approaches
the continuum limit quickly is often beneficial because it means that the a | 0 ex-
trapolation will be simpler to perform and that the results of a calculation at finite

lattice spacing may look more directly like the continuum calculation.

Consider the difference between 9\”¢(n) and 9 ¢(n) as a | 0. Each definition
may be Taylor expanded to determine its approach to the continuum limit. For the
forward derivative, one determines the corrections to the continuum definition of 9,¢

by Taylor expanding the definition:

(6(n) + adug(n) + 30°0;6(n) + O(a*)) — ¢(n)

a

O $(n) = — 9,6(n) + O(a). (3.19)

The $a’2¢(n) term is the first correction to the derivative and enters as an O(a)
correction to the continuum definition. However, upon performing the same expan-

sion with the symmetric derivative, observe that the corrections to the continuum

SFor example, for n € Z~q and ¢ € C, the operator
8l(f) +ca” (3.18)

is a discretization of 9,,, because as a | 0 the polynomial terms in a vanish.
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§ 3.2.1. A First Discretization: the Doubling Problem

derivative begin to appear at higher order in a:

W ep(n)
_ (#(n) + adud(n) + 50*26(n)) — (6(n) — adud(n) + 5a*26(n)) + O(a®)
2a

= d,0(n) + O(a?).
(3.20)

The %a283¢(n) terms cancel out, so the leading order corrections to the continuum
definition enter at O(a?). This definition is O(a?)-improved; for small a, the sym-
metric derivative provides a better discretization than the forward derivative. One
can extend this argument to higher-order in @ and define a derivative improved to a
given order in the lattice spacing.

The same ideas hold when discretizing the QCD action. There are infinitely many
possible discretizations, which will have advantages and drawbacks. This thesis will
explore the naive discretization of the QCD action, then two types of discretizations:
Wilson and Wilson-Clover.

3.2.1 A First Discretization: the Doubling Problem

The first discretization of the QCD action that is considered is the naive discretiza-
tion, obtained by simply discretizing the covariant derivative with a symmetric dif-

ference and the integral with a discrete sum,

T=an Uu(”’)w(n + /l) - U;E(Tl - ﬂ)lp(n - ﬂ)
2a ’

D, (x)

/d4xﬂ>a4z.

neA

(3.21)

The gauge fields U,(n) appear in order to enforce that the derivative is well-defined
and that D, (z) transforms covariantly as ¢(x). With these replacements, the dis-

cretized fermion action ¢ (y*D,, + m) becomes

n)(n+ ) —Ul(n — p)v(n — [ —
Snaiveza‘*Z(E(n)wa“( Jb(n + 1) — Ut(n — i) “)+mw(n)¢(n)>

2a
neA

=a' Y Pu(n)Da(n,m)dg(m).

n,meA
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§ 3.2.1. A First Discretization: the Doubling Problem

The operator Dg% (n,m) is the Dirac operator for the naive discretization. It is the
kernel that allows the action to be written as a bilinear in ¢/ and v, which explicitly
allows the fermions to be integrated out of the theory in LGT calculations (this will be
discussed further in Section . Each discretization will have its own Dirac operator,

vital to implementing the calculation.

It is illuminating to Fourier transform the Dirac operator and study its momentum-

space behavior:

D(p,q)

> e e D(n,m) = 5% (p — q)D(p) (3.23)

an,am

where D(p) is the result after splitting off the J-function,

D(p) =m + 2 > 4" sin(ap,). (3.24)

Periodicity of the position-space Dirac operator implies periodicity of the momentum-
space Dirac operator: the domain of the momentum-space Dirac operator is called
the Brillouin zone. For antiperiodic boundary conditions on a L3 x T lattice, the

Brillouin zone is [7§]

2T
pu €N = { (aT(ku + bu))
1

where L, = (L,L,L,T) and the vector b, = (0,0,0, %) accounts for the antiperiodic

boundary conditions in time. The inverse of the Dirac operator is the propagator

L
cR': k, € {—7“ +1,.., L, — 1,LM}} (3.25)

I

S(p); poles in the propagator give particle masses in the theory (not considering mass

renormalization), which are equivalently zeroes of the Dirac operator.

Consider the massless Dirac operator. When p, takes a value of either 0 or =

in any component, sin(ap,) vanishes identically. This implies that at any of the 16

Py € {(0,0,0,0), (0,0, 0, f), (0,0,3,0),..., (f, ,f,f) } (3.26)
a a a a a

the Dirac operator (Eq. (3.24)) has a zero, and this represents a particle in the

theory. The analysis begins in the continuum case with only a single massless particle

values

S

(corresponding to a pole at (0,0,0,0) in momentum space) which thence produces

15 additional particles. These extra particles are called doublers, and they are an
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§ 3.2.2. Wilson and Wilson-Clover Fermions

artifact of the discretization of the theory. Despite attempting to write down a theory
with a single particle, the periodicity of the lattice has yielded these extra unphysical

modes.

3.2.2 Wilson and Wilson-Clover Fermions

The Wilson discretization of the QCD action removes the doublers from the theory
by explicitly gapping them out: this can be done by augmenting the Dirac operator
D(p) with an additional term that removes the zero at each of the 15 unphysical
modes. Explicitly, one adds the Wilson term to the naive Dirac operator to form
the Wilson-Dirac operator [77],

Duv (n,m) = D(n,m)— 2 S (U ()0 g — 260m + Ul(n— 1)0n_pm) , (3.27)

2 2a?
o

where here r € (0,1] is a free parameter. The Wilson term is a discretization of the

covariant Laplacian,

- %ED% (3.28)

which is an irrelevant operator that may be added to a lattice action without affecting

the continuum limit. The corresponding momentum-space Dirac operator is

Du(p) =m+ = S sin(an) + -3 (1 —cos(ap,)). (329

I

Observe the effect the Wilson term has on the theory: it lifts the degeneracy of the
doublers. In the massless theory, the 15 doubler modes with pﬂ(’“ble #(0,0,0,0) and
P> = (0,0,0,0) mod I no longer specify a zero of the Dirac operator: instead,
Dy (pl°™) is non-zero. The Wilson action describes only a single particle rather
than 16 particles.

The Wilson action finds utility in its simplicity: it is easy to implement and un-
derstand and efficiently removes the doublers from the theory. However, it does leave
several properties to be desired. The Wilson term explicitly breaks chiral symmetry,
even for m = 0. The naive massless Dirac operator D couples left-handed quarks to

left-handed quarks, and vice versa for right-handed quarks:

VDY = D, + Y Dig. (3.30)
For the Wilson-Dirac operator, this symmetry breaks. Expand Dy = D + 6Dy,
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§ 3.2.2. Wilson and Wilson-Clover Fermions

where dDyy is the discretization of the covariant Laplacian given in Eq. (3.27)). This
term couples together left-handed quarks with right-handed quarks,

Y0Dw = 0Dk + Y 0Dy, (3.31)

which breaks chiral symmetry. In general, it remains a difficult problem to formu-
late a discretization of QCD with chiral symmetry and remove the doublers from the
theory because of the Nielsen-Ninomiya no-go theorem [79]. The theorem states that
it is impossible to have a fermion action on a four-dimensional lattice that respects
chiral symmetry, is local, and has no doublers. Attempts to introduce a fermion dis-
cretization that respects chiral symmetry must circumvent one of the assumptions
of the no-go theorem. A clear example of this is the domain-wall fermion dis-
cretization, which realizes four-dimensional chiral fermions as edge states living on a
five-dimensional bulk space [80, 81]. Domain-wall fermions will be used in Chapter

because of their chiral symmetry properties.

The Wilson action is not improved: corrections to the continuum QCD action
enter at O(a). From the Wilson action, one can construct a O(a)-improved action: it
is known as the Wilson-Clover action. Two additional dimension-5 operators can
be added to the Wilson action to remove the O(a) discretization artifacts: PP,
and the Pauli operator EUWF #q). The first term provides no additional information,
as PI) = D* + %UWF # hence to improve the action, one thus must consider adding
a discretization of EJWF #) with the appropriate coefficient to remove the O(a)

artifacts.

The field strength F), can be discretized with the clover term Q,,(n),

Funl) =~ (Quu(0) = Quu()) (3:32)

The clover term is a sum of plaquettes oriented in a “clover” geometry around the site
n?

Qu(n) =Pur(n) +Py_u(n) +P_,—n(n) +P_yu(n). (3.33)
The clover term is depicted in Figure 3.2}

The full O(a?) improved action yielded by the addition of the Pauli operator is

the Wilson-Clover action, with Dirac operator

Dwc(n,m) = Dy (n,m) — 82_.6LCSW Z %JW (Quw(n) — Quu(n)). (3.34)

pu<v
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§ 3.3. Spectroscopy

The coupling cgy is called the Sheikholeslami-Wohlert coefficient [82]. It is chosen
to eliminate the O(a) term in the Taylor expansion of the continuum action to yield

a O(a?)-improvement.

/N

Figure 3.2. The clover term (pink) at n € A (green), Q,.,.(n) = P,.(n) +P, _.(n)+
P_p—v(n) +P_,,(n) (Eq. (3.33)). The clover term is a sum of the positive-oriented

plaquettes around the point n and acts as a discretization of the field strength tensor

F,., as in Eq. (3.32).

3.3 Spectroscopy

The remainder of the thesis will use lattice units, where a is set to unity, unless
otherwise specified. This choice will be discussed further in Section [3.3.4]

Lattice gauge theory provides a framework to non-perturbatively calculate the
correlation functions of operators. The correlation functions of a theory encode all
the information about the theory and can be used to compute observables of interest.
This section will discuss the calculation of correlation functions and work through the

explicit example of mass spectroscopy.

3.3.1 Extracting the Energy Spectrum

Let {|n)} denote the energy eigenstates of a theory, and let |0) denote the interacting

ground state. The charges of an operator under the symmetries of a theory are called

u
its quantum numbers. For example, if ¢ = (d) is the quark isospin doublet, the
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§ 3.3.1. Extracting the Energy Spectrum

quantum numbers of the operator

Xs(2) = q(z)y59(x) (3.35)

are spin zero, charge zero, parity odd, and isospin zero. Let |0) denote the vacuum
state of the interacting theory. The operator O(z) may be used to determine in-
formation about the energy states of the theory with the same quantum numbers:
the matrix element (n|OT(z)|0) may only be non-zero if the state |n) has the same
quantum numbers as O(z), where |n) is the n'' energy state of the theory. The
state OT(x)|0) is thus a superposition of states in the theory with the same quantum
numbers as O(z)ff]

The operator x5(z) (Eq. (3.35)) is an example of an interpolating operator [83].
In a given LGT calculation, one typically wants to study a specific state or set of
states with given quantum numbers, denoted by {|k)}. An interpolating operator
is any operator that excites the desired set of states. There is freedom to choose
between different interpolating operators, and the best interpolator to use to study
the states {|k)} is the interpolator x(z) that maximizes the overlap onto these states,
(k|x"(2)]0).

One is typically interested in states of definite three-momentum p, as this rep-
resents a particle with definite momentum and energy (note that p = 0 denotes a
particle in its rest frame). To excite states with momentum p, one momentum

projects the interpolator x(x):

Xp(t) = D e Py(x,1). (3.36)

The state xp(t)]0) is interpreted as a combination of states with the same quantum
numbers as the operator y, all at time ¢ with definite momentum p.

To explicitly see the interplay of the different components, recall the resolution of
the identity,

1=y Q}En In)(n| (3.37)

where {|n)} denotes all the energy eigenstates in the theory, and the eigenstates
are relativistically normalized according to (n|n’) = 2E,,0,,,,,. The resolution of the

identity allows us to spectrally decompose any state or correlation function in the

6Note that although any state |n) with the same quantum numbers can potentially be excited by
Of(z), it does not have to be; such a state could have zero, or very small, overlap with the operator
Of(z), i.e., (n|OT(z)[0) ~ 0.
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§ 3.3.1. Extracting the Energy Spectrum

basis {|n)} of energy eigenstates:
T010) = 15000) = 3 - ol 010) (3.38)

The overlap factor Z, , = (n|x},(¢)|0) is the weight of the state |n) in the decomposi-
tion of the state x1,(¢)[0). To study a specific state, one chooses an interpolator that
maximizes its overlap with said state. The decomposition of Eq. also clarifies
that operators only excite states with the same quantum numbers. If |n) and xp (%)
have different quantum numbers, the matrix element (n|x},(¢)|0) vanishes identically,

hence |n) will not be present in the superposition of states x},(¢)|0).

Two-point correlation functions will provide the basic ingredient to determine the
spectrum of a theory. Consider the two-point function of the interpolator xp (%),

separated by time t¢:
Co(t; p) = (01Xp(£)X5(0)[0) (3.39)

Cy(t; p) is a function of ¢ at fixed p. Recall that in Euclidean space, the Heisenberg

picture evolution of an operator (with spatial indices suppressed) is:
O(t) = ™ O(0)e 1, (3.40)

where H is the Hamiltonian. Inserting a resolution of the identity into Cs(¢; p) yields
(denoting by F,, the energy of state |n)),

xt:p) = 3 g Ol (K010
—22E (016 Sp(0)e " ) (n K (0)]0)
—Z (nlh(O)0) [ e~

_Z |Z 7P‘ fEnt

(3.41)

The spectral decomposition of Cy(¢; p) shows that it is a sum of decaying exponentials

in t, each weighted by the energy of the corresponding state in the tower.

Suppose that the states are labeled in terms of energy, i.e., Fy < Fy < Fy < ...
(with no degeneracies, for simplicity). Although the sum in Eq. (3.41)) has an infinite

number of terms, as t — oo the lowest-lying states dominate the correlator because
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§ 3.3.1. Extracting the Energy Spectrum

higher-energy terms are exponentially suppressed:

|ZO;p‘26—EOt.

3.42
2E, (3.42)

tlgglo Co(t;p) =
This is an explicit parameterization of the large-time behavior of Cy(t;p) in terms
of the system’s ground state energy F,. Computing and analyzing the correlator
Cy(t; p) in the large-time limit allows one to estimate the ground state energy Fy
from the exponential decay rate. One can also fit additional exponential corrections
to the model of Eq. to model excited-state dependence; this will be discussed
further in Chapter [5

A simple way to extract the ground state energy Ej from a two-point correlator
C(t) (here the p dependence is suppressed) is to construct the correlator’s effective

mass, defined as

me(t) = log (%) . (3.43)

In a correlator satisfying the asymptotic limit of Eq. , the effective mass asymp-
totes to the desired value, Ey, as t — co. When there is a gap A between the ground
state and first excited state such that A/Ey <« 1 (i.e., the ground state and first
excited state may be well-distinguished), Monte Carlo data for meg(t) will plateau
when 0 < t < T'/2. The value of this plateau is an estimator for Ey. The effective
mass is a useful heuristic, but it may be improved by considering boundary condi-
tions. When the spectral decomposition (Eq. (3.42))) is applied with finite temporal

boundary conditions, a backward-propagating state becomes apparent when ¢t &« T,

‘ZO;p’2

—Ept —Eo(T—t
2B, (e Pof £ e P70 (3.44)

lim Cy(t;p) =
t—o00
The sign 4+ depends on the system (see Section for further discussion). This sign
modifies the behavior of the effective mass, and from the decomposition of Eq. (3.44)),
the proper quantity to compute for a symmetric (+) correlator is the cosh-corrected

effective mass,

(3.45)

i (£) = axccosh (0@ +1)+ Ot — 1)) |

C(t)

This variant of the effective mass correctly accounts for the boundary conditions in

the system.

The calculation of Cy(t; p) is a simple example but illustrates the general principle
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§ 3.3.2. Calculating Correlators in LGT

that LGT uses to extract observable quantities from the theory. To calculate an
observable, one decides on a set of correlation functions to compute and shows that in
specific limits, a combination (often a ratio) of these correlation functions asymptotes
to the desired observable. The next thing to consider is the computation of correlation
functions in LGT.

3.3.2 Calculating Correlators in LGT

Let {U, o (2)}¥, be an ensemble of N gauge field configurations that sample the Boltz-
mann distribution for some lattice QCD gauge action, and suppose that one wishes
to compute correlation functions on each gauge configuration. This computation be-
gins with the partition function to illustrate the basic ideas and then computes an
arbitrary n-point correlation function.

Let D[U] be the discretized Dirac operator, so the full action S may be expanded

in terms of a fermion piece and a gauge part Sy[U]:

S[6, 3, U] = / d*z d*y () DU (2, y)b(y) + S,[U] (3.46)

Recall that the Dirac operator D[U] = D[U]4}(x,y) is a matrix in spin-color space,
as well as on the discrete spacetimdﬂ The advantage of the representation of the
fermion action as ED[U | is that the path integral is explicitly a Gaussian integral
over the Grassmann-valued fields ¢ and ), which may be explicitly evaluated before

integrating over the gauge degrees of freedom. This yields a fermion determinant,
Z= / DUDy Dy e~ ] d'#dy (@ PUI@ueu)=S,[U] — / DU e~ %W Det[D[U]], (3.48)

where Det denotes a functional determinant. The main takeaway is that the fermion
degrees of freedom may be explicitly integrated out of the path integral, reducing
the path integral to an integral solely over the gauge degrees of freedom. The gauge
integral may be computed numerically with Markov Chain Monte Carlo (MCMC) [84].
Explicit implementation details for MCMC in LGT will be discussed in Section [3.4}

When operators are inserted into the path integral, expressions become more

complicated. Still, the core idea holds: evaluate the fermion path integral analytically,

7 Note that these inner products will often be abbreviated with matrix-vector notation, for
example

DD = / dhz dy T () DU (x, 50l (). (3.47)
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§ 3.3.2. Calculating Correlators in LGT

then use MCMC to numerically estimate the path integral over the gauge degrees of
freedom. Suppose one wishes to compute the correlation function (O;(z1)...Ok(zk)).

As before, this may be reduced down to an integral over gauge degrees of freedom:

(O1(z1)...O0(x1)) = / DUDy D e~ | @2 dye@PUNzn)vw) =51 O, (1)...O ()

- /DU e~ (Det D[UY) (O1(21)...0x(24)) £ [U].
(3.49)

Here, Eq. (3.49) introduces the notation () z[U] to denote the fermion expectation

value of an expression:

(O1(21)-..Op (1)) £[U] / Dy D e~ [ W T@PUIEYW) O, (2,).. Op(z4).

(3.50)

Splitting the integral into these two pieces clarifies how the computation proceeds.

= Det D[U]

The fermion expectation value is first evaluated analytically, and then the resulting

path integral over gauge degrees of freedom is evaluated with MCMC.

When the operators O;(z) are polynomials in 1 (x) and v (z), the fermion expec-
tation value can be evaluated with Wick’s theorem [85] since Eq. computes
the moments of a Gaussian path integral. Wick’s theorem says that the fermion
path integral may be computed by summing over all possible Wick contractions in

an expression:

(O1(21)-.Op(x))r[U = Y D,UL.DUI. (3.51)
(a,b,...,c,d)eWick

Here, the indices (a,b,...,c,d) are multi-indices that package together each inverse
Dirac operator’s spin, color, and spacetime indices. A Wick contraction is any way to
connect a field with its anti-partner. For example, if ¢ is a quark field, the expression
(qq) has one possible Wick contraction: there is one way to connect ¢ with g. This is
denoted by (gg). In the more complicated example of O; = Oy = O3 = Gq, there are
six possible Wick contractions (the spacetime argument is written as a subscript to

avoid clutter):

— M 1] = 1] —

(092G, 9y T=4=) (0920, 9y T=4=) (0929, 9yT=4=)
1 T Inmpnl T
(0,920, 9y7-4-) (02920, 9y7-4-) (029:3,9,9-4-)- (3.52)
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§ 3.3.2. Calculating Correlators in LGT

]
Here the Wick contraction (g,...q....) denotes that the field g, should be contracted
with the field ¢,, (anti)commuting all necessary fields in order to form the propagator

L
(q:G,--.) = DHU](...). As an explicit example,

zx

—~ —~ 1

where the two factors of —1 come from anticommuting g, past q,, and ¢, past each
other field in the correlator. Computing the correlation function (O;(x)O2(y)Os(z))
hence requires six different contractions of D~!, each corresponding to one set of
Wick contractions. Fields can only contract with anti-partners of the same type. For
example, there is only one Wick contraction of (udd), which results from contracting
u with @, and d with d. The inverse of the Dirac operator is called a propagator,
often denoted by S. Propagators describe the probability amplitude for a particle
to propagate between x and y. Note that in the case where some subset of the
operators O;(z) contain the gauge field (for example, Oy(z) = >, _, >, P (), or
O(x) = >, ¥(x)Uu(x)(x + 1)), one simply factors these gauge factors out of the
fermion expectation value (...)p, as the fermionic path integral can be evaluated

without considering gauge observables. So, for example,

<Z (@)U, (z)(x + ﬂ)>

U) == DeyialUlUu(2). (3.54)

After computing the Wick contractions for the given correlation function and fac-
toring out the pure gauge observables, the correlation function is obtained by taking
the gauge average over (O;...Oy)r[U]. Naively, one would do this by using a Markov
chain to sample {U®} ~ DU e=%IUl compute Det D[UD](O;(z1)...0k (1)) r[UP] on
each sample, then average this quantity over all samples. The problem with this is
the fermion determinant, Det D[U®]. Computing the determinant of a n x n matrix
is a O(n?) operation. This is prohibitively expensive for even modest lattice sizes

(e.g., 16% x 48).

Instead of direct evaluation of the determinant of the Dirac operator, one absorbs
the fermion determinant into the definition of the probability measure. Rather than

—54[U]

sampling gauge configurations from the density DU e , one samples configura-

tions from the density
{UD} ~ DU e~ %Y Det DIU]. (3.55)

The exact details of how this sampling is implemented and its limitations are described
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§ 3.3.3. Dirac Operators and Propagators

in Section Once the configurations {U"} are generated, the fermion expectation
value (Oy(x1)...0k(24)) #[UP] is computed on each configuration and averaged over
configurations. All work described in this thesis will use dynamical fermions.

To summarize, the workflow to calculate a correlation function (O (xy)...Ok(xx))
in LGT is thus as follows.

1. Specify an action and set of correlation functions to compute.

2. Generate an ensemble of gauge configurations corresponding to the desired ac-

tion.

3. Compute the fermion expectation value (O;(z1)...Ok(zx)) U] of each correla-
tion function by performing all possible Wick contractions and factoring out

factors of the gauge field.

4. Compute (O;(x1)...Or(xx)) p[U] on each gauge configuration in the ensemble to

determine a Monte Carlo estimate of (O;(x1)...Ok(xy)).

3.3.3 Dirac Operators and Propagators

Given a Dirac operator fo’ﬁ(x, y), the propagator is defined as its inverse Saﬁ(x Y),

ZD“C x,z) S ZS“C T,z Dvﬁ 2,Y) = 6,0%0W (2 — y) (3.56)

zEA zEN

On the lattice, the Dirac operator D%(x,y) is explicitly a (N. x Ny x L* x T) x
(N. x N, x L3 x T) dimensional matrix, so theoretically the matrix can be inverted
numerically. However, the size of a matrix in a large-scale LGT calculation almost
always makes direct inversion of Dg%(a:,y) prohibitively expensive; for example, a
QCD Dirac fermion in d = 4 on a lattice of size 482 x 96 has a Dirac operator matrix
of size ~ 10® x 108, which is much too large to invert or store numerically.
Conventional LGT methods circumvent this problem in a variety of ways. In addi-
tion to being the inverse of the Dirac operator, the propagator also has an appealing

interpretation as a two-point function of the quark field:

Sap(@.y) = (01T {qa(x)75(y) }0). (3.57)

Eq. ( shows that Saﬁ(x y) is the amplitude for a particle to propagate from
the multl—mdex (y,3,b) (the source) to the multi-index (x,«,a) (the sink). The
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§ 3.3.3. Dirac Operators and Propagators

full propagator is called an all-to-all propagator because it contains propagation

amplitudes from all sources to all sinks.

The Wick contractions describing a given correlation function (e.g., Eq. (3.51])) de-
construct a given correlation function into a superposition of propagator components
that connect specific source and sink points that are compatible with the symmetries
of the desired correlation function and underlying theory. As such, for a given cor-
relation function, the full all-to-all propagator is not necessary to compute: one can
instead focus on computing propagation amplitudes between specific source and sink
points, which significantly reduces the computational complexity of the problem: in
simpler terms, it is easier to compute a row or column of a matrix inverse than to

perform the full matrix inversion.

The discrete system has translation invariance in the limit of infinite statis-
tics. One can use translation invariance to reduce the number of inversions required
for the calculation by fixing the source or sink to the time-slice at 0. Computing
S((x,t); (y,0)) instead of S((x,1); (y,s)) reduces the number of inversions by a factor
of T', which can speed up the computation greatly. One can likewise use symme-
tries to reduce the number of propagator inversions. For example, if one considers
an amplitude describing the interaction between two parity-even particles, only the

parity-even components of the propagator need to be computed.

A particularly important symmetry of the Dirac operators considered in this thesis

is 75-hermicity. A Dirac operator D(n,m) is vs-hermitian if

Here, - is applied to the color-spin blocks of the Dirac operator so that the right-
hand side may be regarded as a full Hermitian conjugate over the full set of color,
spin, and spacetime indices. A useful property of ys-hermicity is that it relates a
forward-moving propagator to a backward-moving propagator: this can significantly

cut down on the number of inversions required to compute a correlation function.

To compute a specific superposition of propagator components, one first chooses
a source o%(x) to invert the propagator on. The source describes the initial state of

the system before propagation. The following linear system is solved for M Bb(y),

> D, ) Mi(y) = oa(w), (3.50)
b,8.y
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which is a specific superposition of propagator components dictated by o:
Mi(z) =Y (D) (wy)ohy) = D Sz, y)oh(y). (3.60)
y y

Eq. is typically solved using a numerical inversion algorithm like the Conjugate
Gradient Method [86].

Several important sources will be considered in this thesis, each of which corre-
sponds to specific initial states. This list is not exhaustive; any field ¢%(z) can be

used as a source.

e A point source at (v, ¢, 2):
ga(x) = 60y, Mg(z) = S5t (2, 2). (3.61)

Inverting from a point source isolates the column of the propagator correspond-
ing to the index (v, ¢, 2); the field M?(z) contains the propagation amplitude
for a particle to propagate from the source (v, ¢, z) to any sink (o, a,z) on the

lattice.

e A three-dimensional wall source at time ¢35 with momentum p:

a6 ((x,1)) = P>y, Mi(z) = ePYSt(x, (v, 1)) (3.62)
B,by

The three-dimensional wall source describes a particle with fixed momentum p
at time ty. It can also be used with a Dirac and color structure to excite specific

Dirac and color components to this momentum.

e A four-dimensional wall source, with four-momentum p:

oh(a) = e Mi(e) = Y Sleye ™ (3.63)
Bby

The four-dimensional wall source projects the source to definite four-momentum

p and is conventionally used in non-perturbative renormalization calculations.

3.3.4 Lattice Units and Scale Setting

The inputs to a LGT calculation are the couplings, masses, and the lattice size L3 x T..

The lattice spacing a is not an input parameter to the calculation; on the lattice, all

62



§ 3.3.4. Lattice Units and Scale Setting

dimensionful quantities come in factors of lattice units. The spacing a cannot be
measured directly on the lattice but can only be determined by comparison to a
benchmark. In the case of Standard Model field theories, this benchmark can be
taken to be a physical quantity that has been experimentally measured. This may
not always be possible in lattice field theories other than QCD, as there may be no
experimental measurements to compare to. This will be discussed in Chapter [f in

the case of 2-dimensional adjoint QCD.

On a given ensemble, lattice quantities are computed at fixed spacing a, and the
scale is set by matching a dimensionful observable M (e.g., the proton mass m,)
computed on the lattice to its experimental value [87]. Let aM,; be the value of M
computed on the lattice, and Mcy, the experimentally known value of M. The lattice

spacing is determined as

aMlat
= . 3.64
A VA (3.64)

Note that different choices of M will yield different values for the lattice spacing.
Depending on the precision that aM,; and My, are known to, the statistical precision

that aj; is known to will vary.

There are many important considerations when choosing an observable M to set
the scale. The lattice spacing a should have as little statistical and systematic error
as possible, as it enters every calculation that has a mass scale. Thus, M should be
chosen as a quantity that can be computed to high precision on the lattice, and is
known to high precision through the experiment. The computational cost of com-
puting aM,; should also be factored into the choice of M: cheaper quantities are
preferred over more expensive ones. Finally, all LGT calculations are done at finite
lattice spacing and volume, and many are performed at unphysically heavy quark
masses. One should pick an observable for M that has little dependence on the lat-
tice spacing, volume, and quark mass. Useful choices for scale setting to experiment

are the pion decay constant f,, the proton mass m,, and the €2 baryon mass mgq [8§].

Comparison to experiment is not always needed: it is often useful to only com-
pare the lattice spacing between different ensembles, without regard for the absolute
physical scale. This is called indirect scale setting. In this case, other observables can
be used to set the scale that are not experimentally measurable, but can be measured
precisely and cheaply in a lattice calculation. Often, these observables are solely
functions of the gauge fields and do not require the inversion of quark propagators,
like f, or baryon masses. The various projects discussed in this thesis will use two

different scale-setting parameters: the Sommer parameter r,[89, 90|, and the Wilson

63



§ 3.4. Generating Gauge Configurations

flow scale wy [91].

3.4 Generating Gauge Configurations

One important bottleneck in LGT calculations is sampling the desired probability
distribution on the space of gauge fields. The gauge fields must be generated according
to the probability distribution P specified by the desired choice of action, and they
must be independent and identically distributed (iid):

(UM S p, (3.65)

Gauge fields will be sampled from this distribution with a Markov Chain, which is
a chain of configurations U® — UM — U® — . that are sampled from the law
P. The variable i is called the computer time, and this specifies the number of

iterations the chain has been run for.

Given a configuration U@, the Markov Chain describes how to compute the next
state in the chain U1, The Markov Chain requires an initial configuration U to
begin; once it is seeded with this configuration, it can be run to produce more samples.
Typically, the initial configuration is either randomly sampled from the space of gauge
fields (a hot start) or set equal to the identity field (a cold start). The law of the
chain at small computer time will depend on the initial configuration U, and as
such, will not obey the desired distribution P. However, after a sufficiently long time,
the law of the chain will converge to the measure [P [84], regardless of where the chain
was started. This process is known as thermalization. The thermalization time
Tiherm Of the chain is the computer time required to make the law of {U®};5,
equal PP in distribution. One can compute Tiperm by performing a hot and cold start

and seeing when the distribution of the two Markov chains appear equal. Once Tiperm

is computed, one drops all configurations generated with computer time ¢ < Tiperm.

Depending on the updating scheme, the configurations in the chain may not be
independent over short computer time separations: configuration U*Y is typically
highly correlated with configuration U®. These correlations must be removed to
generate independent configurations. To determine the correlation length, one
picks a set of gauge observables {x} that is easy to compute on each configuration (for
example, the sum of all plaquettes and the topological charge). For each observable

X, one computes the autocorrelation Corr[y(U®), x(U+)] which can be shown
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to decay as an exponential in the computer time separation o
Corr[x(UD), x(UTFN)] o e (3.66)

The maximum value of 7, over all observables (rounded up to the next integer) is the

correlation length of the system

T = SUp Ty (3.67)

X
This is the computer time that must separate configurations if they are to be sam-
pled with little or no autocorrelation. To generate independent configurations, one
subsamples all configurations {U (i)} and only uses configurations that are at least 7

apart in computer time: that is, the set
(U™} = (U} (3.68)

for k € Z-o. The configurations U’® produce the desired iid distribution after

thermalization. The ’

superscript on U will be dropped, and this thesis will only
refer to the original, non-independent links if the gauge generation process is being
discussed.

Any Markov chain is characterized by a transition probability T
TUlU =P [UY =U|UY = U] (3.69)

which is the probability of the chain evolving to the configuration U from configuration
U ﬁ The transition probabilities are chosen to make the desired probability measure
P an invariant measure for the Markov chain. Once the law of the Markov chain
becomes P (after the chain thermalizes), further transitions within the Markov chain
will continue to have the law IP. This is encoded in the definition of the invariant

measure as the eigenvectors of the transition matrix with unit eigenvalue [92]:

P[U] = T[U|U' P[] (3.70)

The transition probabilities are constrained to satisfy a balance equation that

determines there is no net probability flux. In other words, the probability of transi-

8Note the Markov property implies that chain is completely characterized by its current state:
the transition probabilities only depend on the configurations they connect, not on the computer
time each configuration was sampled at.
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§3.5. Statistics for LGT

tioning into a state equals the probability of transitioning out of a state. The balance
equation is:
S TUURL] =Y TV U] (3.71)
U’ U’

Here, the left-hand side represents the probability of transition from any state into
U, and the right-hand side represents the probability of transition from U into any
state. If the balance equation is satisfied, the invariant measure of the Markov chain
will be P. Typically, in LGT, the stronger condition of detailed balance is imposed,

in which the balance equation holds configuration-by-configuration:
TU|U'PU'] = T[U'|UP[U]. (3.72)

Any transition probability satisfying Eq. will fulfill Eq. , the balance
equation, although it is not a necessary condition to satisfy the detailed balance
equation.

State-of-the-art LGT calculations with dynamical fermions use Hamiltonian Monte
Carlo (HMC) [93, 94] to construct a Markov chain satisfying the detailed balance
equation. The general principles behind HMC will be discussed in Section [6.4.3] in

generating gauge configurations for two-dimensional adjoint QCD.

3.5 Statistics for LGT

At the heart of LGT lies the statistical analysis of Monte Carlo data. LGT calculations
generate correlatedﬂ Monte Carlo samples for correlation functions: these samples
must be fit to different models to extract estimators of physical quantities. Assume
that one has an ensemble of n.s gauge field configurations U @) and a family of
correlation functions {C,ii) (t)} computed on each configuration. Here k € [K| indexes
the number of correlation functions that are computed, and ¢t € T parameterizes each
correlation function, where 7 is a finite indexing seﬂ. Note that for any n € N, this

work adopts the notation

n] ={1,...,n}. (3.73)

9Note that here “correlated” refers to correlations between different correlation functions. For
a given correlation function, the Monte Carlo samples are independent, as one assumes that the
Markov Chain U® is sampling independent samples.

10This suggestive notation is picked because the parameter ¢ is often the time separation of the
correlation function, in which case 7 = [T] indexes all the time-slices on the lattice. However, the
general techniques in this section can be applied to any parameterization of correlation functions,
particularly in cases like non-perturbative renormalization (NPR) where ¢ is a four-momentum and
T is the set of all four-momenta accessible on the lattice.
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§ 3.5.1. Resampling and the Bootstrap

This gives us an ensemble of correlation functions
{(J,g“(t) L0 € [neggs), k € [K], t € T} , (3.74)

which is the starting point for LGT data analysis. Furthermore, the samples C,Ef) (t)
are assumed to be independent in i because the gauge fields U are all separated by
a computer time of at least the autocorrelation length in the original generation of
the Markov chain.

3.5.1 Resampling and the Bootstrap

Resampling methods generate new samples from the existing data measurements:
they provide an efficient way to compute statistical estimators when given a correlated
data set. There are two primary advantages of resampling the data, both of which

are beneficial in the context of a LGT calculation [95]:
1. Resampling makes it very simple to track correlations.

2. Resampling allows one to compute standard errors of statistical estimators with

simulation without an explicit closed form for the estimator.

This work will primarily consider a resampling method called the bootstrap [96],
although the jackknife method [97] is also often used in LGT calculations.

For simplicity, fix £ and t and consider only the samples for one part of one
correlation function, C) = C,gi) (t); this will extended to the full set of correlators
later. The best guess of the distribution from which C'® is drawn is the empirical
distribution of C¥, which evenly distributes mass at each observed sample. The

empirical distribution has PDF

femp(c) =

5 (c—C"). (3.75)

Nefgs i—1

A bootstrap sample C? is the average of n.gys samples drawn from the empirical dis-
tribution. In practice, this means that C? is constructed by uniformly sampling with
replacement ngs times from C® and averaging these samples together. This pro-
cedure is repeated independently B times to form a bootstrap distribution {C°}Z,,
where B is the size of the resampled distribution. B is a hyperparameter in the anal-
ysis and is typically chosen to be the same order of magnitude as ncgs, but can be

increased or decreased depending on the specifics of the calculation.
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§ 3.5.2. Fitting correlated data

To extend the bootstrap to the full set of correlation functions {C’,gi) (t)}, one
generates a bootstrap ensemble for each correlation function Cj(t). Note that the
correlation between Cj(t) and Cy(s) must be preserved for each choice of k, ¢, ¢, and
s: as such, each bootstrap sample must be drawn in a correlated way. For each
bootstrap b € [B], one thus draws negs samples with replacement {7y, ..., incfgs } from

the set [negs, and CP(t) is the average

Ncfgs
1

Ch(t) = i) (). (3.76)

n
cfgs =1

This retains the correlation between the measurements and constructs the bootstrap
distribution {C?%(t)}.
One computes several important estimators from the bootstrap distribution. One

first defines the sample mean of a bootstrap distribution:

BCk (] = Culr) = 5 > Clt). (3.77)

This notation is used interchangeably: first, to emphasize that this quantity is an
estimator of the mean of the random variable Cj(t); and second, to emphasize that
this quantity is the sample mean over bootstraps of Ci(t). The unbiased sample

covariance of the distribution is also defined,

Cov[Calt), Culs)] = 5 3 (CL1) ~ Tu(t) (CHs) ~ Culs)) . (379

The diagonal elements of the covariance matrix are the variance of the respective

random variables C';(t),

Var[Cy(t)] = % 3" (Ch(t) — Thlh))” = Cov[Ci(t), Crl(B)]. (379

3.5.2 Fitting correlated data

Suppose one measures correlation functions Ci(t), and that B bootstrap samples
{Cb(t)}B., are constructed from the data. Each correlation function Cy(t) must be
fit to a model fi(¢t;pr). The models f; are determined by analytic methods, for
example, the spectral decomposition of a correlator, or derived in EFT, and the p;

are undetermined parameters for the k" model determined through the fit procedure.
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§ 3.5.2. Fitting correlated data

Let aj be the number of parameters in model k, i.e. ||px|| = ax, and let o =
Zszl oy denote the total number of fit coefficients. For example, for a 3-state multi-

exponential fit to a single correlation function C(t), one has six unknown parameters,
P = (Zl, E17 ZQ, EQ, Zg, E3>, Wlth

3
ftip) = Ze B, (3.80)
k=1

where the interpretation is that this model describes a theory with three energy
states of energy {E)} and with ground state overlaps of the interpolating operator
{Z}. Typically, one assumes that the data obeys the given model for some range
t € Tewn € T and not for the entire domain 7, as many models are only valid for a
subset of the entire fit range consistent with assumptions on the theory in which they
were derived]

The fitting question asks how to determine posteriors on the parameters {py}
that are consistent with the statistical fluctuations on the input data {C?(¢)}. One
typically assumes that the full vector of coefficients p = (py, ..., px) follows a normal
distribution, p ~ N (g, Xk ), where pp is the mean of the distribution and ¥, is the
a X « covariance matrix. The goal is to estimate pp, and X, from the {C%(¢)}, along
with a metric of “how consistent” the final statistical model is with the input data.

Given a model f;(; px) and data with mean C},(¢) and covariance @/[Ck(t), Ci(s)]
(Egs. (3.77) and (3.78))), the x? goodness-of-fit parameter [98] is defined as

V() =30 6ut:pe) Cov  [Cu(t), Cels)] s, pe). (3.81)

t,s ki

Here 0y (t; pr) is the difference between the mean of the data and the model, evaluated

at a given set of parameters py,

0k(t; Pr) = Clt) — fult; Pr). (3.82)

The parameters p* which best fit the data, equivalently the coefficients that best esti-
mate the mean p;, of the distribution obeyed by the parameters p, are the minimizers
of the x? [99]

p* = argmin *(p), (3.83)
P

HUMany models are derived from EFT. The validity of such a model breaks down when the power-
counting parameters in the EFT become large, for example, in chiral EFT at large values of the
quark mass.
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§ 3.5.2. Fitting correlated data

while the covariance 3, is estimated from the data as the derivative of the x?,

82

= — *(p). 3.84
apgapz p:p*x (p) ( )

o b
Xp(Pk: Pr)
Various packages exist to perform this minimization numerically; the one I primarily

used throughout my Ph.D. research is Peter Lepage’s lsqfit package [100].

When the measurement errors are assumed to be normally distributed, the x? test
statistic (Eq. (3.81])) follows a x? distribution with d degrees of freedom [10T]. The
degrees of freedom of a fit is defined to be the difference in the number of data points

and the number of fit parameters,
d=|T| - K. (3.85)

This distribution is denoted x?2, formally defined as the distribution resulting from
summing the squares of d iid standard normal random variables. The p-value of the

fit is then obtained from the x? distribution,

P :/ dx x3(z) (3.86)
x*(p*)

where x3(z) denotes the PDF of the x% distribution. The p-value tests the null

hypothesis Hy : {The data is drawn from the model f;}.

The p-value does not tell the entire story because it cannot detect overfitting. The

reduced Y? (x? per degree of freedom) for the best-fit parameters p*,

p%) = (") (3.87)

is a test statistic that can be used to roughly estimate the fit’s quality. A “good fit”
has a x?(p*) of around 1: this means that the (normalized) deviations of the data
from the model are order one and are due to statistical noise, not due to a model
mismatch. If x?(p*) > 1, there are large deviations between the model predictions
and the data that are unlikely to be unaccounted for by statistical fluctuation. This
is called underfitting. The other case is when x?(p*) < 1. Naively, this seems like
the desired case because the model almost perfectly predicts the data measurements.
However, because the data is randomly sampled from the model with some amount
of error, x?(p*) < 1 represents a case where the model fits the data too well: the

statistical fluctuations that one would expect if the data were sampled from the model
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§ 3.5.2. Fitting correlated data

are not present. This case is called overfitting. Figure depicts the three possible

cases of underfitting, overfitting, and a good fit.

¢ Data f

R

— x>1

Figure 3.3. Example of underfitting, overfitting, and a good fit. Generated data
with 1o error bars are shown in red. The orange curve is overfit: the curve’s value at
each point exactly equals the mean of the data and is not consistent with statistical
fluctuations in the data. The green curve is well fit, with x? &~ 1. In this case, the
residuals from the fit are relatively small but are consistent with the error bars on
the data. The final case of the blue curve is underfit: the model does not account for
the fluctuations in the data, even considering that the measurements are drawn from
a statistical distribution with non-trivial variance.

It is often the case that one wishes to select the “best model” from a set of N
models M for a fit to the data. The “best model” should minimize the x? of the
fit, but not at the expense of overcomplicating the fit; it is therefore desirable to
reduce the x? with the simplest (least number of parameters) model possiblﬁ. This
condition is encapsulated in the Akaike Information Criterion (AIC) [102]. Given
a model m, the AIC of m is defined as

AIC(m) = x*(m) + 2K (m) (3.88)

where x?(m) is the minimum of the x? (previously denoted x?(p*)) for the model m,

and K (m) is the number of parameters in m. Suppose WLOG that M is parameter-

12To see why, suppose the set of models is the set of polynomial models, indexed by degree n € N.
For a finite data set as n — co, the Stone-Weierstrauss theorem implies that the data can be perfectly
fit once sufficiently many polynomial terms are included, so infinitely many models have XZ = 0.
These high-order polynomial models completely overfit the data available, so they should not be
chosen as the “best model” despite fitting the data perfectly.
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§ 3.5.2. Fitting correlated data

ized by [N] in order of complexity,
M={m, :ne[N]|st. k<l = K(my) < K(my)}. (3.89)

The AIC is used to select the best model from M. The model with the largest grading
(my) will have the lowest x?2, as it has the most parameters. However, one wishes
to select the simplest model that fits the data well. The best model is denoted m*.
To iteratively construct this model, initialize m* < m; to be the first model. For

ke€{2,3,..., N}, accept model my, as the current best model if and only if
AIC(my,) — AIC(m*) < —Ad(my), (3.90)

in which case m* < my, and the iteration continues. The iteration is terminated when
the next model is not accepted, or all models are exhausted. In Eq. (3.90), d(mj+1) is
the number of degrees of freedom of model k4 1 and A € [0, 1] is a hyperparameter.
Larger values of A emphasize simpler models, as it takes a larger reduction in the
AIC to accept the next model.
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CHAPTER 4

SPECTRAL FUNCTIONS FROM LATTICE
(GAUGE THEORY

This chapter discusses spectral function reconstruction from LGT and presents a novel
method for spectral function reconstruction. I worked on this project with William
Jay and Thomas Bergamischi. Will had the idea for this project in 2022, which was
to take a technique recently developed in the Condensed Matter Theory community,
called Nevanlinna Analytical Continuation [11], and use it in LGT calculations. We
began working together to understand the theory and, along the way, learned that
other aspects of the Nevanlinna-Pick theory could be brought to field theory. This
work culminated in the Wertevorrat (Section [£.5.5)), which is the capstone of our
method and distinguishes it from all other spectral reconstruction methods. Along
with developing the theory with Will, I also wrote the majority of the code base for
the project, which can be found in the Github repository here.

This chapter begins with a general introduction to spectral densities in QFT
(Section and then presents analytic properties of thermal Green’s functions (Sec-
tions and . Section details a new method for spectral reconstruction, the
Nevanlinna-Pick Spectral Reconstruction method [3], which is tested via simulation
in Section [4.6] Section [4.7] discusses applying this method to noisy Monte Carlo data,
which is an active area of research: the problem is precisely formulated, and one

potential solution is presented.
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4.1 Introduction: the R-Ratio

The spectral functions of a quantum field
theory encode a wealth of information
about the structure of energy states in
the theory. The conventional approach
to spectral functions is through current-
current correlators in inclusive processes,
where an inclusive process is defined as
any scattering process where the final

states are summed over. The canoni-

cal example of such a process is inclusive

ete” scattering, ) ‘
Figure 4.1. Inclusive ete™ — hadrons

scattering. Here, |X) denotes any final
hadronic state and is summed over. The
hatched circle denotes the hadronic inter-
This process is typically studied through action with the electromagnetic current

the hadronic polarization tensor p,.,(q), Jen, which is defined non-perturbatively
through the matrix element of Eq. (4.2]).

ete” — hadrons. (4.1)

defined as a momentum-projected com-

mutator of two electromagnetic currents,

1 BT ST s .
) = o [ 'z QI @), G 0))0). (1.2
Here, |0) denotes the vacuum state of the interacting theory. The tensor p,, describes
the hadronic interaction with the electromagnetic current and can be expanded in
terms of a scalar structure function p(¢?) multiplying a tensor structure dictated by

symmetry,

P (@) = (0.0 — ° ) p(¢7)- (4.3)

The function p(g?) is called the spectral function of the process.
The cross-section of this process is conventionally defined in terms of the R-
ratio [103, 104], which is the ratio of the inclusive cross-section to the tree-level

ete™ — putp~ cross-section at center-of-mass energy /s,

o(ete” — hadrons)
Tiree(€te™ — ptu™)

R(s) = = 127%p(s). (4.4)

The R-ratio encodes the same information as the spectral function p(s). Experimental
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§4.1. Introduction: the R-Ratio

data for R(s) is shown in Figure The R(s) data shows resonances near the vector
mesons p,w, ¢, and J/1) and its excited states. Clear steps in R(s) can also be seen:

for example, the step in R(s) between 4 and 5 GeV is due to the ¢¢ creation threshold.

Davier-Hoecker-Malaescu-Zhang, 2019

Tn\ 6 B T T T T T T T T T T T I T T T T I I_
E{ B pl||w]o T
5H— |
41— |
3 |
21— |
= BE= e'e - hadrons data
I~ (HVPTools compilation) I
1— ?BES |
B { KEDR ]
L —— pQCD (massless) -
0 u 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 | 1 I_
0 1 2 3 4 5

(s [GeV]

Figure 4.2. Experimental data for the R-ratio R(s), compiled in Ref. [105].

Any inclusive process has a spectral function that similarly encodes its hadronic
information. Delta functions in the spectral function correspond to bound states in
the theory; extended peaks correspond to resonances, with the width of the peak pro-
portional to the particle’s decay width; and steps in the spectral function correspond
to kinematic thresholds. The spectral function contains all the kinematic informa-
tion about the inclusive process at hand, and as such, it is vital to understand how to
compute spectral functions. Computation of the spectral function in non-perturbative
QFTs requires the use of lattice gauge theory, where a zero-temperature FEuclidean
time correlation function ¥g(7) is related to a corresponding spectral density p(w) by
the Laplace transformation [106],

Gr(T) = /000 dwe " p(w). (4.5)

Given p(w), solving for ¥5(7) requires inverting the Laplace transformation. This is an
ill-posed inverse problem: the Euclidean correlator ¥5(7) is known at a finite number
of points, whereas the spectral function p(w) is a function, defined at an uncountable

number of points. There is no analytic inversion method to solve Eq. (4.5)), and many
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§4.2. Thermal Green’s Functions

LGT groups are working on different methods to solve this inverse problem [I07HIT3].

4.2 Thermal Green’s Functions

The formal definition of the spectral density is in terms of the thermal Green’s func-
tions of the theory, which is now reviewed from Ref. [106]. Consider a QFT at finite
temperature 1/4 with Hamiltonian H. The density matrix describing this theory is,

b= exp (M), (4.6)

where Z is the partition function of the theory. Operator expectation values are

formally defined with respect to p as
(01...0,) =Tr [pO...0,)]. (4.7)
For an operator A(t), define the following correlation functions,
9 (t) = (A(t)A(0)) Ge(t) = i{{A(t), A0)}+) (4.8)

where {-, -}, ({-,-}_) is the anticommutator (commutator) which arises for fermionic
(bosonic) operators A(t). The Euclidean Green’s function of Eq. (4.5)) is defined in

terms of the Green’s function ¢ (t) by evaluation on the imaginary axis,
Gy(1) =9 (—iT). (4.9)

Note that 7 € R is the real-valued Euclidean time, although it evaluates ¥4(¢) at an

imaginary time. The Fourier coefficients of the Euclidean correlator are computed as
) ’ '
Gy = / dr e Gp(T), (4.10)
0

where w, are the Matsubara frequencies of the system,

2‘% bosons
Wy = y , (4 1 1)
% fermions

defined for ¢ € Z. The notation used for the Greens functions in this thesis is

summarized in Table 11
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§4.2. Thermal Green’s Functions

Symbol Description Definition

¢.(t) Real-time Green function Eq. (4.8

9p(t) Euclidean-time Green function Eq. E

G+(w) Retarded Green function, w € R Eq. (4.12

G+(z) Retarded Green function, 2 € C* Eq. (4.12

G+(¢) Retarded Green function, ( € D Egs. (4.55] [4.58)

Table 4.1. Notation for the Green’s functions appearing in this thesis. Bosonic and
fermionic Green’s functions are distinguished by the sign + of the commutator or
anti-commutator.

The retarded, or causal, correlator is the Fourier transform of ¢, (t),

Gi(w) = / dt e G, (t), (4.12)
0
for w € R. This definition is analytically continued to the upper half-plane
Ct={2€C:Imz >0} (4.13)

to define a map G4(z), evaluated at complex energies z € C*. The maps G4 (w) and
G+ (z) will both be referred to as the retarded correlator, with the domain understood

from context. Viewed as a map on C*, G4 is an analytic function
G.:CT—=Q.CCF (4.14)

with image €., which will be specified shortly. This object lies at the heart of the
theory of spectral functions. It is related to the Fourier coefficients of the Euclidean
correlator, Eq. (4.10)), by evaluation on the imaginary axis,

GV = G (iw,) (¢ #£0), (4.15)

which will be explicitly derived in the next section. One regards G'+(z) as the analytic

continuation of the Fourier coefficients G%) to the entire upper half—plan. From the

'Note that because Gg) is only defined at a finite number of points, its analytic continuation to
an open subset of C is not uniquely defined: it has infinitely many analytic continuations. Carlson’s
theorem [I14] may be used to define a unique analytic continuation to an open domain given the
function values on a countable subset of C along with growth constraints on the function. However,
one would still require knowledge of G%)
these mathematical details further.

at an infinite number of points. Section m will discuss
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§4.3. Green’s Functions in Finite Volume

retarded correlator, one defines the spectral function as the Fourier transform of ¥, (t),

p+(w) = % /OO dt e G, (t)
= o (Galw) — Ga()) (1.16)
= I [G ()]

for w € R, which is proportional to Im [G+(w)]. The equality pi(w) = 1Im [G4(w)]

o

is conceptually very useful and is depicted in Figure for an example spectral

function.
0.4
0.3 I
Qo

0.11 \k

0.0 \\
04 0.6 08 1.0 12 14 R

w (GeV)

(a) Example spectral function. (b) Spectral function in the complex plane.

Figure 4.3. Example spectral function viewed (left, Fig. |4.3a)) as a function of energy,
and viewed (right, Fig. 4.3b)) in the complex energy plane. The spectral function is

related to the imaginary part of the retarded Green’s function by evaluation on the

real axis, pi(w) = 2Im [G1(w)]. The specific form of this spectral function is from

o

the parameterization of the R-ratio, Eq. (4.120]), from Ref. [104].

4.3 Green’s Functions in Finite Volume

Section [1.2) made no assumptions about the underlying QFT other than the finite-
temperature assumption. Consider now the case where the QFT of interest is defined
in a finite box of spatial volume V' = L3. In finite volume, the spectrum of the theory
becomes discrete, and the resolution of the identity is given by Eq. . Inserting
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§4.3. Green’s Functions in Finite Volume

Eq. into the definition of ¥, (¢) (Eq. . yleldﬂ

2
(e7PFm £ e7PEn) | (4.17)

where E,,, = E, — E,, is the energy gap between states |n) and |m), and the operator

matrix elements are A,,, = (m|A|n). Likewise, using the identity

/0 dt et iEnmt — j (4.18)

for E,,, € R and z € C*, the finite-volume retarded correlator may be expanded as,

1Amn]* -y _BE —1
m e BBy 41
Z iE, B, e ") r— B (4.19)

The retarded correlator is a sum of poles at each energy gap in the theory and is

analytic on C*.

The finite-volume spectral density may be determined by expanding G4 (z) near
the imaginary axis as z | R. Let € > 0 be given, and let z = w + ie with w € R. The
pole term in Eq. (4.19) becomes,

1 —1 1 €

—I = — 4.2

e (w+i€) — Eum (W= Epm)? + € (4.20)
= 0c(w — Enm), (4.21)

where 6. (w— FE,,,) is the Poisson kernel [IT5], which smoothly approximates the Dirac
0 distribution,

leif% de(x) = d(x), (4.22)

where the convergence is understood to be as a sequence of distributions [116]. Ex-

panding the poles in Eq. (4.19)) yields the representation of the finite-volume spectral

2This thesis has adopted the relativistic normalization of states, 1 = ﬁm)(n\, Eq. (3.37).
Much of the presentation of the Green’s function formalism (i.e. [I06]) uses the normalization 1 =
>, In)(n|, hence these equations presented in this thesis may differ from external sources by factors
of 1/2FE,,. This does not affect any conclusions of the work and is purely cosmetic.
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function as a sum of poles,

| Apn|® o—BEm | o~BEn
Z4E o +e )(5(w—Enm)

n,m

ﬁHOO |A0n|
Z A5, ~ E,) £6w+E,)).

(4.23)

Note the parity of p4, which is independent of the system’s temperature: the spectral
function is even for fermionic systems and odd for bosonic systems. The second line of
Eq. is the zero-temperature spectral function. In this case, the fermionic and
bosonic spectral functions only differ by a relative sign between each pair of poles
(although the energy levels E, may shift between different fermionic and bosonic
systems).

The Poisson kernel (Eq. (.21))) defines a natural smearing kernel for the spectral

function,

P4 (w) = /dw'ée(w —w)py(W). (4.24)

The smeared spectral function p§(w) is now a well-defined function rather than a
distribution like the original, unsmeared spectral function. Integrating . in Eq. (4.24)
against the finite-volume representation of p. (Eq. (4.23)) yields the identity,

1
P (w) = ;Im Gy (w + ie), (4.25)

which holds for arbitrary z = w+ie € C*. The smeared spectral function p< (w) thus
has the interpretation as the imaginary part of the retarded correlator, evaluated on
the shifted real axis R 4 ie = {w + i€ : w € R}. Observe that ¢ does not need to be
small for Eq. to be valid; this identity holds for arbitrary € > 0.

To reconstruct the spectral function from a Euclidean correlation function, one
expands the Buclidean correlator %(7) (Eq. (4.9)) and the Fourier coefficients G%)
(Eq. (4.10)) in finite volume,

e_ﬂEm e_Ean |A

1 mn|2 J4 .
=z Z B , G’(E) = G4 (iwy). (4.26)

This confirms the identity of Eq. (4.15]) and shows that the retarded correlator G4 (z)
is the analytic continuation of the Fourier coefficients Gg), evaluated at the Matsubara

frequencies {iw,}, to the upper half-plane. Furthermore, note that Eq. (4.26]) may be
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expanded in terms of the finite-volume spectral function (Eq. (4.23) as

oo eTwWT 1 efw(ﬁfﬂ')
— [ 4
9e(r) = [ dopeto) [

N (4.27)
o / dw py(w)e ™.

0
This provides an explicit derivation of Eq. : the FEuclidean Green’s function is
the Laplace transformation of the spectral function at zero temperature. At finite
temperature for a fermionic (bosonic) system, ¥g(7) is given by integrating pi(w)

against a Fermi-Dirac (Bose-Einstein) distribution.

The image 21 of G4(2) is crucial to understanding the analytic structure of G.
From Egs. , one immediately sees that the fermionic retarded correlator
G has strictly positive imaginary part, Im G, (z) > 0 for each z € C*. This implies
that €2, , the image of GG, is the upper half of the complex plane,

Q, =Ct. (4.28)

An analytic map from C* — C7 is called a Nevanlinna function, named for the
mathematician Rolf Nevanlinna, who pioneered the study of such functions in the
early 20th century [I17, I18|. In contrast, the image of the bosonic Green’s function
G_ is not a Nevanlinna function. It is an odd function, and the expansion of Eq.
shows that its imaginary part is positive in quadrant I and negative in quadrant II of
C*. Symmetry implies that Im G_ can only vanish on the positive imaginary axis, I*.
Note that for y > 0, Re G_(iy) > 0, hence on this half-axis G_ only takes positive real
values. This makes it clear that the image of GG_ is all of C, except for the negative
real axis R~ = {z € R: 2 < 0}, hence

O_=C\R". (4.29)

The method presented in Section will reconstruct the smeared spectral function
p% by explicitly mapping the retarded correlator G4 to the unit disk

D={zeC:|z| <1} (4.30)
Knowledge of the image €2, is essential in order to define the maps into .
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4.3.1 Preparing the Fourier Coefficients Gg) from LGT Data

It is useful to discuss the computation of the Euclidean Fourier coefficients Gg)
(Eq. (4.26])) from the correlation function ¥z (7). Naively, one would expect to simply

evaluate G%) via a discrete Fourier transform of {¥5(7)}°Z,

=

' ,
/ a7 TG (r) S G (7). (4.31)
0

t

Il
o

While this approximation works well in some instances, it is not always the best way

to prepare G%) from lattice data.

To illustrate this, consider a bosonic Euclidean Green’s function for a single state
of mass m,
Gy(1) =™ 4 eI, (4.32)

The discrete Fourier transform of this correlator is

81 —BmY
Z g () = (1—e?m) smh(ma)7 (4.33)

cosh(ma) — cos(wja)

where factors of the lattice spacing a have explicitly been included. The right-hand
side immediately presents a problem if it is directly interpreted as G (iwy). It is not
analytic in the upper half-plane, as required of the retarded correlator. In addition
to the expected pair of poles at w, = ££m, there are additional poles at +m + 27wiaZ
due to the periodicity of the cosine. Regardless, the continuum limit has the correct

analytic structure,

_ p—BmY ¢
lima(l e~?™) sinh(ma) _ 2m

= . 4.34
a—0 cosh(ma) — cos(wea) M2+ w? (4:34)

This suggests a better method to construct the Fourier coefficients than Eq. ,
namely to perform a Fourier transform closer to the continuum limit than the naive
LGT data ¥ (7). Because the Euclidean correlator 95(t) (Eq. (4.32)) is smooth (in
the sense that data is drawn from a smooth curve in the continuum) and monotonic
for t € R, it can be interpolated, and this interpolation can be evaluated on a finer
grid and Fourier transformed to produce the Fourier coefficients G%). In practice, this
is done by fitting a polynomial spline to log¥g(7), as log ¥g(7) varies much slower
than g (7). This interpolation procedure is shown in Figure |4.4|for a grid refinements
with N € {1,2,5,25}/3/a points. As expected, finer refinements yield results for the
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Fourier coefficients G%) that agree much more closely with the continuum correlation
function. This is expected to hold for any finite-volume system as the refinement

becomes infinitely fine, as spectral densities in finite-volume are the sum of poles.

101
. —— Exact
: e N=1B/a
] N =2B/a
100 A N=05p/a
S ; R * N=25B/a
5 ] *‘7(- .o
o ] e o
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0 /2 m 3mr/2 2mn
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Figure 4.4. Numerical evaluation of the Fourier coefficients Gg) using different inter-
polation densities, using a Euclidean correlator Gg(7) = e ™" + e~m(B-7) (Eq. )
with § = 96 and m = 0.25. Results are shown for every third Matsubara frequency,
and the different marker types show different interpolation refinements. The blue
circles show the coarsest refinement, which directly evaluates the discrete Fourier
transform (Eq. (4.33)). These agree well with the exact Green’s function for small wy
but deviate as aw, approaches the boundary of the Brillouin zone. The red stars de-
pict the Fourier coefficients obtained from the finest refinement of ¥5(7), N = 254/a.
These results agree with the exact continuum results to the sub-percent level.
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§4.4. Spectral Reconstruction from Euclidean Correlation Functions

4.4 Spectral Reconstruction from Euclidean Corre-

lation Functions

4.4.1 Infinite-Volume Spectral Reconstruction from LGT

The ultimate goal of LGT calculations is to extract continuum and infinite-volume
physics. It is thus important to consider how the finite-volume spectral densities
reconstructed on a finite Euclidean lattice relate to their infinite-volume counterparts.
In the infinite-volume continuum, the momentum space for each field is indexed by
a continuous variable p € R3, the three-momentum of the particle. Suppose one
discretizes a continuum theory onto a spatially isotropic lattice with L spatial sites in
each direction. Momentum space becomes discretized, and the continuous p becomes
a discrete variable,

2 2
Pn=- sin (%) = - sin k,, (4.35)

where n € Z3. The momentum space is {p, : n € (ZN[0,2L))3}, and in particular
is a discrete, finite variable that takes (2L — 1) values, as Eq. (4.35)) is periodic in n.
Let the set of possible energies arising from this discrete momentum space be denoted

{w;}E |, where K is the total number of unique energies allowed in ﬁnite—volumeﬂ.

Let p(w) be an extended spectral feature to be discretizedﬁ Upon discretization,

p(w) becomes a J-train,

K

pw) = pr(w) = Zwid(w — w;) (4.36)

i=1
i.e., a sum of d-functions placed at each finite-volume energy w; with weight w;. Note
the dependence of p;, on the spatial size L is made explicit, while the energy modes
w; implicitly carry a dependence on L. The weights w; are chosen so that the finite-

volume feature p;, converges in distribution to the infinite-volume feature p,

pr 5 p, (4.37)

3Each finite-volume momentum p,, yields an energy via the dispersion relation w(p), for example
the single-particle dispersion w(p) = p? + m2. One reindexes {w(pp) : n € Z3} = {w;} to avoid
duplicates that arise when p2 = p2, for n # m.

4For example, a square root cut starting at a mass threshold or a Breit-Wigner peak describing
a resonance.
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§4.4.1. Infinite-Volume Spectral Reconstruction from LGT

where convergence in distribution means that for any smooth test function f,

/ puldr) f(z) 2% [ pdn) f(a), (4.38)

where pr(dz), p(dx) are the measures respectively induced by the push-forward of

the Lebesgue measure dz on R from the distributions pr, p.

The convergence of Eq. is defined in distribution but is not defined almost
surely (a.s.) or in measure. Indeed, this is clear because the locations of each ¢ func-
tion in pr(w) moves as L increases, although the density of the § functions increases.
The set

{weR: pr(w) 4 plw)as L — oo} (4.39)

certainly does not have measure zero since there is no point-wise convergence of py,
to p anywhere. A similar argument holds to show that p; does not converge to p in

measure.

Consider now the numerical procedure that one would use to extract p(w) from
data pr(w) at a finite number of spatial sizes L. One would ideally define p(w) as the
point-wise limit of py(w),

p(w) = lim pr(w). (4.40)

L=00

But, p; does not converge almost surely to p, so in practice, this would not work, as
this limit is not defined anywhere. It is possible to choose the spatial sizes L so that
the existing energy modes w; do not move, for example, L = 2" for n € Ny, where
N.g is the natural numbers (originating at 1 to avoid confusion). In this case, the
point-wise limit will formally exist on the dense subset {2 : n € Nog,k € Z} C R
and can be continued to a continuous function. However, this would not work in
practice, as the lattice’s spatial size cannot be taken to be arbitrarily large because
of computational reasons; even lattices with L = 64 or L = 128 are extremely costly

to generate.

A more efficient and stable way to achieve the desired infinite-volume limit via a
point-wise extrapolation is to smear the finite-volume spectral function. Let d.(w)
be a smearing kernel, defined to be a positive function . > 0 with normalization one

which converges to the ¢ function in distribution,
5. Ly 5asel0. (4.41)

The parameter € is called the smearing width of the kernel. A popular smearing kernel
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is the centered Gaussian with variance €2,

1 w?
e exp (—?) (442)

but the kernel can generally be any normalized bump form [119]. The smearing kernel

primarily used throughout the remainder of the chapter will be the Poisson kernel
defined in Eq. because of its relation to the analytic continuation of the thermal
Green’s function.

Given a smearing kernel ¢, one defines a smeared finite-volume spectral density

as

pr(w) = (0 * pr)(w) = Z Wil (W — w;), (4.43)

where * denotes convolution. This definition “smears out” the finite-volume spectral
density; the divergences caused by the J train have been regulated, and p¢ is much
better behaved than py. In particular, at finite smearing width e, it converges a.s. to

the smeared, infinite-volume spectral density pS_,
p5 =2 pS as L — oo. (4.44)

The well-behaved limiting behavior of the smeared spectral density, Eq. (4.44]),
makes it desirable to formulate the infinite-volume extrapolation of the spectral den-
sity as follows. First, Eq. (4.44]) implies that the definition,

pf(w) = lim pf(w), (4.45)

L—oo

is well-defined almost surely. This limit is numerically stable and can be used to
extract the smeared infinite-volume spectral density. The smeared, infinite-volume
spectral densities are then used to extract p(w) [112],
= lim lim pf(w). 4.4
plw) = lim lim o (w) (4.46)

The order of the limits is important; if they are interchanged, one will be left with
all the problems discussed above.

Reconstructions of the spectral function in LGT focus on extracting smeared,
finite-volume spectral densities from the Euclidean correlator data. As the targets
of LGT calculations are infinite-volume theories, it does not matter if one does not

know the exact finite-volume spectral density. Rather, the smeared finite-volume
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spectral density is computed at various values of L and ¢, then extrapolated to the
infinite-volume limit using Eq. (4.46)). In practice, it is also easier to reconstruct
smeared finite-volume spectral densities rather than unsmeared finite-volume spectral

densities.

4.4.2 The Inverse Problem: Mathematical Considerations

The inverse problem of extracting the smeared spectral density p¢(w) from Euclidean
correlator data G%) is one of analytic continuation. Given data (iwy, G%)), the spectral
density is obtained by analytic continuation of (iwy, G’g)) to a thermal Green’s function
G(z) on C*, whose evaluation on the shifted contour {w + ie : w € R} yields p(w).
The difficult part of this prescription is the analytic continuation (iwy, Gg)) —
G(z). Suppose a complex-valued holomorphic function fq is defined on a subset 2 C
C*. The analytic continuation of fo on C* is any holomorphic function f: Ct — C

which extends f to C*, i.e.,
f19 = fo. (4.47)

It is commonly known that when € is an open subset of C*, the analytic continuation
of fq is a well-defined mathematical concept: there is a unique analytic continuation
of fq to CT.

The assumption that €2 is open is too strong. This can be lifted in many cases;
for example, for 2 = R, there is a unique analytic continuation of fg(x) = €* to C
given by f(z) = €* (the complex exponential). However, this is not true in general:
unless Q and fq are chosen with specific properties, an arbitrary subset Q C C* is not
guaranteed to support a unique analytic continuation of fo to C*. One may consider
the space of holomorphic functions on C* that restrict to fo on €; this space will
typically have cardinal greater than one.

The discussion will now be restricted to the case when 2 is a discrete subset of the
positive imaginary numbers, I = iR, as is the case for the analytic continuation
of Euclidean correlation function data. Carlson’s theorem [114, [120] is a uniqueness
relation about analytic continuation that may be applied if fo, formally stated]] as

follows:

Theorem 4.4.1 (Carlson). Suppose that fq has an analytic continuation f on C and

5Note that Carlson’s theorem applies to C, not C*. However, the identical theorem holds for
analytic continuations to CT by analytic continuation from C* to the entirety of C. Suppose that
fc+ is an analytic continuation of fq to CT satisfying Eqs. (4.48] [4.49)), with C replaced by CT.
Then fc+ may be analytically continued to f on C satisfying Eqs. (4.48}|4.49)), and Carlson’s theorem
implies this is unique.
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that the following assumptions hold.

1. 9C, 7 € R such that for each z € C,
/()] < Ce (4.48)

In this case, one says f is of exponential type [121].

2. 37" < m such that for each y € R,

|f(iy)| < Ce™ vl (4.49)

3. Q — Z.N>0.
Then, the analytic continuation of fg to C is unique.

Carlson’s theorem heuristically says that if the function’s value is known on Ny
and the function does not grow too fast at infinity (sub-exponentially), then a unique
analytic continuation of this function exists. This is useful when considering spectral
reconstructions, as the spectral density and thermal Green’s function can be shown to
grow polynomially at infinity [122]. This implies that if the Euclidean Green’s function
is known at each point in iN(, then it may be uniquely analytically continued, and
it corresponds to a unique spectral densityﬂ

When (2 is a finite subset of It (as in the case of spectral function reconstruction),
Carlson’s theorem does not apply, and no analog of the theorem implies a unique
analytic continuation of the data. Nonetheless, Carlson’s theorem provides valuable
information about the structure of the problem. As the number of Matsubara fre-
quencies increases (i.e., by increasing the number of sites in the temporal direction),
the number of solutions to the spectral reconstruction problem decreases. In the limit
where the correlator is evaluated at infinitely many Matsubara frequencies, a unique
spectral function that is consistent with the Euclidean data exists. Carlson’s theorem
has also been used as the basis for a novel method of spectral function reconstruction,
as in Refs. [124] [125].

There are infinite solutions to the spectral reconstruction problem for a given Eu-
clidean correlation function computed in LGT, even if the points are known to infinite

precision. Any inverse problem with this property is called ill-posed: such problems

6The assumptions in Carlson’s theorem are overly stringent and can be lifted slightly, as done by
Rubel [123]. One technically only requires €2 to be an unbounded, infinite subset of iN<( (e.g., 2
must provide information about the function’s value as it tends towards infinity).
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are ubiquitous in physical sciences and extremely difficult, even impossible, to solve,
because the formal problem statement lacks a unique solution [126, 127], with appli-
cations in fields ranging from astrophysics [128| to computational photography [129].
That such a problem does not have a unique solution means that one must impose
priors onto the solution space to determine a “best” solution to the problem. Different
methods often incorporate different priors, leading to entirely different approaches to
solving the inverse problem. Given the same input data, different approaches will
thus typically produce solutions that are not equal numerically. One therefore hopes
that the qualitative features of the solutions from different methods are similar, rather
than the exact numerical details. In the case of spectral function reconstruction, ex-
amples of features that one would ideally like to reconstruct faithfully are the location

of peaks, number of peaks, and shape of extended spectral features such as thresholds.

4.5 Nevanlinna-Pick Spectral Reconstruction

The work presented in this thesis (Ref. [3]) will reconstruct the spectral density pi(w)
from the Euclidean correlation function G%) by exploiting the analytic relations be-
tween pi(w), Gi(2), and G’g) that have been hitherto discussed in Section E As
opposed to directly inverting the Laplace transform in Eq. , this method presents
an algorithm that takes as input the Fourier coefficients G%) (which may be computed
in LGT) and constructs all possible analytic continuations G4 (z) which are consis-
tent with this input data. The smeared spectral function p% (w) is then constrained
by evaluating each possible analytic continuation on the contour R + z¢. For the
reader’s convenience, the existing Green’s function definitions have been summarized
in Table [4.I] This method is called Nevanlinna-Pick Spectral Reconstruction
(NPSR), for reasons that will be discussed shortly.

To state the spectral reconstruction problem, assume that one has preciselylj
computed N Euclidean Fourier coefficients {G(EZ)}éV: , at the Matsubara frequencies
{we} ;. The reconstruction algorithm will be presented assuming that the Euclidean
correlator is known at the first N Matsubara frequencies; however, the algorithm
remains valid when the inputs {w,}*, and {G(EZ)}éV: , are replaced with data taken at
an arbitrary cardinal M subset of the Matsubara frequencies {wy, })Z, and {ng ) iy

The spectral reconstruction problem is to reconstruct the set A({G%)}) of all possible

"The presentation of this method assumes there is no statistical error on the inputs, even though
any LGT calculation for {Gg)} will have finite statistical errors. The extension of this algorithm
to LGT data with finite statistics is underway. The current state of this work will be detailed in

Section @
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analytic continuations G4 (z) for the data {Gg)}: in other words, to construct the

space of analytic functions consistent with {(iwy, Gg))}é\le,

A{GYY) = {Gi . C* — Q. analytic

V0 € [N], Gy (iwy) = GSQ} . (4.50)

Let € > 0 be a smearing parameter. The function space A({Gg)}) is then used to
construct the space SFE({G%)}) of all spectral functions consistent with the data,

SF,({GY1) = {w — Gi(w+i€): Gy € A({G%)})} . (4.51)

The spaces A({G%)}) and SFg({Gg)}) were first parameterized in fermionic condensed
matter systems in the seminal work by Fei, Yeh, and Gull [I1},[130]. The NPSR uses an
identical approach to parameterize A({Gg)}) and SFE({Gg)}) for fermionic systems,
but presents a novel approach to parameterize these spaces in bosonic systems. The
following sections will keep precise the contributions of Ref. [11] and emphasize where
the NPSR method differs from this reconstruction method. Moreover, the NPSR also
allows one to construct an explicit bound (pP"(w), p%(w)) on the space of smeared

spectral functions, in the sense that

max

P < py < PP almost everywhere (4.52)

for each py € SFE({G%)}). This is in contrast to conventional spectral function
reconstruction methods that choose some “best” spectral density ppest € SFE({G%)}),
where “best” means that ppes; extremizes a heuristically chosen loss function [T07HIT3].

The NPSR method is based on the formative work of Rolf Nevanlinna [131], 132]
and Georg Pick [133] in the early 20th century, who first studied an analogous in-
terpolation problem, named the Nevanlinna-Pick problem, in the unit disk . The
Nevanlinna-Pick problem will be rigorously defined in the following sections. Much
of the modern understanding of the mathematics behind the interpolation problem
has been presented by Arthur Nicolau [134], whose notation is adopted in this work
whenever possible. Additional detail about the underlying complex analysis can be
found in Refs. [135], [136].

4.5.1 Mapping the problem to the unit disk

The NPSR method relies on the properties of the finite-volume retarded correlator
G+(z) (Eq. (4.19)), which are used to map the analytic continuation problem onto a
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well-studied interpolation problem on the open unit disk ). Recall the image of G4

is Q4 computed in Eqgs. (4.28] [4.29)),
0, =C* Q_ =C\ Re. (4.53)

The Cayley transform C : Ct — D is a conformal bijection between C* and D:

C(z) = z;z C(C) = —i (%) | (4.54)

To clarify the domains, z will refer to a variable in C*, while ¢ will be used for
variables in . The Cayley transform is used to lift the fermionic Green’s function
from Hol(C™) to the Hol(DD), where Hol(.S) denotes the space of holomorphic functions
on a domain S C C. One defines the map G, : D — D,

G-(Q) = (CoGy 0 CT)(O). (4.55)

which is clear from the commutative diagram,

Cl lc (4.56)

The Cayley transform is represented pictorially in Figure

For the bosonic Green’s function with image 2_ = C\ R™, one can likewise define

an associated conformal bijection C:C \R™ — D,

O(z) = % G1(¢) = G%g) | (4.57)

The Green’s function G_ maps C* onto C\ R™, so defines the associated map G_ on
Hol(D) by lifting the domain of G_ with C~! and projecting the image with C,

G-(¢)=(CoG_oCT)(Q), (4.58)
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which is shown in the commutative diagram,

ct = C\R-

Cl l@ (4.59)

]D)LHD),

and depicted in Figure [4.5b]

To streamline notation, one packages together the C' and C transforms into a

single transform %%,

c. . =C
* , (4.60)

(gi:Qi—)D ~
¢ =C

with the analogous definition for €z'. With this notation, the transformed Green’s

function may be written in both cases as

G+(¢) = (€0 GLoCTH)(C), (4.61)

and summarized in the diagram,
cl l(g (4.62)
—

The transformed Green’s functions G+ are elements of the Schur class of analytic

functions,
S ={f:D—D: fis analytic}, (4.63)

where D denotes the closure of I, the closed unit disk. The Schur class comprises
constant functions on D and non-constant, analytic functions D — . Further de-

tails about the mathematical structure of the interpolation problem are discussed in
Appendix [E]

To reframe the reconstruction problem entirely on the unit disk, one must also
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%/ /%/ i+ // ;

(a) Cayley Transform C': C* — D. (b) C Transform C: C\ R~ — D.

Figure 4.5. Diagrammatic representation of the Cayley transform C' : Ct — I and
the inverse transform C~! : D — C*. The real line is mapped to the boundary of the
unit disk, while the upper half-plane is mapped to its interior.

map the inputs {iw,} C Ct, {G+(iwe)} C Q4 to corresponding points {(,}, {w,} C D,

D> Cg = C(iwg)

(4.64)
D 3w, = €4 (G (iwy)),

with the transform %7 defined in Eq. . The interpolation problem is now to
determine the space of all possible functions G, € . (Eq. ) consistent with the
input data,

G+(¢r) = wy. (4.65)

For given € > 0, each G yields a transformed smeared spectral function by evaluation
on the contour C({w + i€ : w € R}) C D, which is then lifted to the corresponding

P (w) with the inverse €y transform,
Pi(w) = € (G(Cw +ie))). (4.66)

This reformulates the interpolation problem as an interpolation problem on the unit
disk . The setting for the Matsubara frequencies and the evaluation axis is summa-
rized in Figure[£.6] The Matsubara frequencies {iw,} and their images in D, {(,}, are
depicted in red, and the transformed evaluation axis {C'(w + i€) : w € R} is depicted

in blue.
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Wy .
' 4/C—l
{w+ie:w e R}

ol >

Figure 4.6. Analytic structure of the interpolation problem. The Cayley transform
(Eq. (£.54)) maps the Matsubara frequencies {iw;} C C* to {¢;} C D (depicted in
red), and maps the evaluation contour for the smeared spectral function R + ie =
{w + i€ : w € R} to the contour {C(w + i€) : w € R} (depicted in blue). The same
mapping to the disk has been considered in Refs [130] [137] (cf. Fig 1 in Ref. [137])
for fermionic correlators.

4.5.2 The Nevanlinna-Pick Problem

The preceding section (Section 4.5.1)) mapped the objects of interest for the interpo-
lation problem to the unit disk ). The problem now remains to construct a valid
interpolation function for the data {((,, we)}Y., C D?; that is, to construct an analytic

function f that interpolates these points,
f:D—D f(C) = wy. (4.67)

The space of all such interpolants f immediately yields the space A({G%)}) by pulling
each function back to a map between the domains C* — 4, using the inverse
transformation to Eq. (4.61)). This function f is a member of the Hardy space H®°,

defined as the space of functions f on D whose sup-norm is finite,
[[llec = sup |f(2)] < oo. (4.68)
ze

Additional information about Hardy spaces are given in Appendix [E.I, with more
detail given in Ref. [I38|. This interpolation problem is known as the Nevanlinna-
Pick interpolation problem, first considered independently by mathematicians

Rolf Nevanlinna and Georg Pick. Nevanlinna’s contribution to the problem was the
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construction of a valid interpolation function that parameterizes the space of all
possible solutions in H*° [131] 132]. In contrast, Pick studied the existence of an
interpolating function, given an arbitrary set of input data [133]. Both approaches
provide valuable insight into the structure and solution to this interpolation problem.
When appropriate, the problem of constructing a solution f to Eq. is referred
to as the Nevanlinna problem, and the problem of determining if such an f exists as
the Pick problem.

The Nevanlinna construction of an interpolant is formulated in terms of Blaschke
products. For a € D\ {0}, the Blaschke factor centered at « is defined to be the
analytic map b, : D — D given by

al a—C

ba(¢) = %1_a*c, (4.69)
and conventionally define by = idp. A product of Blaschke factors is known as a
Blaschke product. Blaschke products play a privileged role in the theory of complex
function interpolation because of the properties they satisfy. First, for any a € D,
the Blaschke factor b, € Aut(ID), where Aut(D) denotes the automorphism ring of
the unit disk. Second, Eq. clearly implies that b,(a) = 0. These facts may be
applied in conjunction with the maximum modulus principle [I39] to “factor out” the
zeros of a function. Suppose that g : D — D is analytic and has a zero at a € D. The

maximum modulus principle then implies that ¢ may be written as

9(¢) = ba(C)g(¢) (4.70)

where g : D — D is another analytic function on ID. This fact will be used to construct
the Nevanlinna interpolant for the problem. Further properties of Blaschke products

and visualizations are presented in Appendix [E.3|

The following will provide a convenient notation for continued fraction composi-

tion,

alC) b(C) _ a(Q)h(Q) +b(Q)
(C(C) d(()) o) = (OR(C) +d(C) (4.71)

Here, a,b,c,d, and h are analytic functions on D. This matrix-vector notation co-
incides nicely with the composition of continued fractions: two continued fraction
expansions correspond to matrix multiplication, and inverting a continued fractions

expansion corresponds to matrix inversion. Further details and proofs of these prop-
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erties are in Appendix [E.2]

4.5.3 Solving the Nevanlinna Problem: The Schur Algorithm

Nevanlinna’s approach to constructing an interpolation function expanded on ideas
from Issai Schur [I40] published in 1918. As such, the interpolation algorithm to
solve the Nevanlinna problem is called the Schur algorithm. The Schur algorithm’s
central pillar is using Eq. to strip off each zero and iteratively construct a
solution. To build intuition, consider the Nevanlinna-Pick problem with N = 1.
Suppose that f : D — D is a solution to Eq. , which simply means f((;) = w;.
The function ¢ — SO pag a zero at (1 (the normalization guarantees this function

1—wj f(2)
has codomain D), hence Eq. (4.70) implies that this function may be written as

f(¢) —wn

1—wif(Q) = b, (€) f1(¢) (4.72)

where f; € H* is an arbitrary function. Solving for f(() yields the expansion,

f(¢) =

B QA () +w 1 b (¢)
wibe, (O fi(Q) T 1 |

=0OSO Q== o) 1
(4.73)

where the matrix-vector notation is used in the equality f({) = Ui(¢)f1(¢). The
normalization of U;(¢) by 1/+/1 — [w|? is conventional and guarantees det U;(¢) =
b¢, (€), with no effect on the continued fractions expansion (c.f. Appendix [E.2). This
expansion makes it clear that any function f; € H* will yield a valid interpolating
function f({) defined by Eq. since f1(¢) is always multiplied by a Blaschke
factor be, (¢) which vanishes at (5.

The general solution to the Nevanlinna problem for N points is a generalization
of this idea. To fix f((2) = w2, one continues to expand f({) as a continued fraction.
Using the expansion of Eq. (4.73), the interpolation condition f((s) = ws yields,

_ b (G2) f1(C2) +wn
v =) = A G) + 1 (4.74)
which is rearranged for f;((2) to yield,
FlG) = s i = ! (0.7

bCl(C2> 1- wTwQ
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Imposing the interpolation condition f((3) = ws enforces a constraint on f;. The

N

zero at (3 in the function % can again be factored out using Eq. (4.70) to
O

strip off a Blaschke factor,

fO —w” b (Q)f2(Q) + wf”
—u g OR  A = om0 +1

(4.76)

where fo € H* is an arbitrary function. As before, any fo € H* will yield a valid
interpolant f({), and in fact any analytic f : D — D that interpolates ((;,w;) and
(Ca,wy) must be able to be expanded as Eq. (4.76]).

The extension to the N-point Nevanlinna problem becomes clear by formulating
the expansion for the zero at (5 in terms of the matrix-vector notation of Eq. .
The first interpolation point yields f(¢) = U;(¢) f1(¢), where f; is an arbitrary func-
tion and U is defined in Eq. . The interpolation constraint f((y) = ws can be

expanded with this notation,

wy = f(G) = U1(&) f1(G) = f1(¢e) = Ur(G) ™ ws (4.77)

w
where ws is considered as the column vector < 12>. Note that this is indeed the

definition of wél), and one can confirm that U;(¢;) tw, indeed equals Eq. by
computing the matrix inverse and matrix-vector product. The key point is that the
matrix-vector notation simplifies the complicated continued fractions expansion for
wgl) (the value f; takes at () into the compact expression of Eq. ([4.77). The zero
in f1(¢) — wél) can then be factored out with a Blaschke product to produce the

expansion in Eq. (4.76]). The expansion for f; of Eq. (4.76]) yields,

b, Q) w!
wgl)*b@ (C) 1 .

KO =R (0= ;)' (

(4.78)
1 — Jws

This is the same form as U;(¢), with (; — ( and w; +— wél). The matrix-vector

notation makes it simple to expand f in terms of fs,

f(€) = U(Q)U2(C) f2(¢) (4.79)

as continued fraction composition corresponds to matrix multiplication.
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The general case is clear: the function

f(Q) = Ui(Q)--Un(€) S (<) (4.80)

solves the N-point Nevanlinna problem, with fy € H* an arbitrary function, where
for each ¢ € {1,..., N}, the matrix Uy({) is defined as

Y
Ui(¢) = ! p ( (fﬁ"(o ‘ ) (4.81)

1 ol el (O

(1)

Here w € D are defined recursively in terms of the previously defined f, € H* as

wy) = fo(G), (4.82)

defined for 1 < ¢ < k. The explicit value of w,(f) is computed in terms of w, and the
values U1(Ck), -, Un(Gr),

wi = f(G) = Ur (G- Un(Ge)w'?

(O _ 10 -1 o (4.83)
= wy,’ = U, (G)U; 1 (G) - Uy () ws

Moreover, Eq. (4.80) not only solves the Nevanlinna problem but also any solution
to the Nevanlinna problem may be written in this form for some fy € H*>. It is

conventional to define the Nevanlinna coefficients Py, Qn, Ry, Sy : D — D as

(PN<<> Qn (<)
Ry(C) Sn(Q)

) = U, (O)Us(C)...UN(C). (4.84)

The Nevanlinna coefficients are analytic functions on D and contain all the informa-

tion about the interpolation problem { (s, w)},. They will be discussed further in

Section [4.5.9

To prove the previous claim, one proceeds by strong induction on N, which has
already been shown for N = 1,2. Suppose that f(¢) = Ui(()...Un(¢)fn(¢). To

include a point ((y41,wn+1) into the interpolation, one expands

wyi1 = f(Cvi1) = Ui(Cvgr) - Un(Cvgr) fv (Cve)- (4.85)

This immediately yields wml = fn(Cni1) = Un(Cya1) 1 Un(Cvar) "ty . Note
that w](\,]\ﬁr)l is constructible from the current data, as the U;((), ..., Un(() are assumed
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to have already been computed. As before, Eq. (4.70) is used to expand

_ @)
fN<<>(N)*wN+1 = by (Ofn1(Q) = fn(Q) = Unir(Ofna(Q)  (4.86)
- wN+1fN(O

with Uyy1(C) defined as in Eq. and fyy1 € H* an arbitrary function. It is
clear that this implies f(¢) = U1(()...Un(¢)Un+1(C) fn+1(C) as claimed. Conversely,
any such interpolating function must likewise satisfy these identities because of the
interpolation condition f((y4+1) = wny1, so any such f(({) solving the N + 1-point
interpolation problem can be parameterized in this way. This completes the induction

and proves the claim.

The Schur interpolation algorithm is specified by Eqs. (4.80H4.83). The algorithm
iteratively constructs the U,(¢), and therefore wi™ | in terms of Ur(C) for 1 <k <

n — 1. The expansion of f({) = Ui(()...Un({)fn(¢) (Eq. (4.80)) parameterizes the
full space of analytic functions D — I that interpolate the points {(,, w,)}2_,. This

presents an explicit parameterization of A({Gg)}) and SFe({G%)}) (Egs. 1 )
by the Hardy space H*°. The parameterization for A({G%)}) is

A{GY) = {€ o (Ur..UxfN) 0 C: fy € H®) (4.87)

where the matrices U, (¢) are constructed as stated, and the function (U (¢)...Un fn)(¢) =
Ur(€)...Un(C) fn(€), which yields the corresponding parameterization for SFe({Gg)})

SF.({G}) = {w s (€7 o (Uy..Uxfn) 0 C)(w +i€) : fy € HX} . (4.88)

This parameterization is the first result of the NPSR method, which was first written
down by Fei, Yeh, and Gull in Ref. [II] for fermionic systems. The NPSR method

extends their work to bosonic systems by introducing the transform € : Q. — D.

That the space of analytic continuations A({G%)}) is parameterized by the func-
tion space H* shows that the inverse problem is ill-posed. Given a set of data
{(iwy, Gg))}, there are an infinite number of possible analytic continuations of this
data to a retarded correlator G1(z) that is consistent with the analytic properties
of Section (Eq. ) However, the interpolation problem constrains the set of
solutions to the problem: although fy € H® is an arbitrary function, the matrices
U1(€), ..., Un(€) (equivalently the Nevanlinna coefficients Py ((), Qn(C), Ry (€), Sn(C))
contain the information about the interpolation problem, and constrain the behavior
of the interpolant Uy (()...Un(C) fn(¢) regardless of the choice of fy((). This param-
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eterization may be used to determine a “best” spectral function that satisfies the
interpolation data, which will be discussed in the next section.

This parameterization is theoretically sound, but it does not immediately tell one
about the behavior of an arbitrary spectral function pS (w) that is consistent with
the data. Section will present the second part of the NPSR method, which
will construct an envelope that any reconstructed smeared spectral function must be
found in. Such an envelope is more valuable than a parameterization of SFe({Gg)})
because it yields information about the geometry of the entire space rather than a

specific element in the space.

4.5.4 Optimization of fy

As discussed, the connection between spectral reconstruction and Nevanlinna-Pick
interpolation was first made explicit by Fei, Yeh, and Gull [11]. Here the method of
spectral reconstruction presented in Ref. [11] is summarized, which involves searching
the space SFE({G%)}) of all possible smeared spectral functions for a “best” smeared
spectral function (p%).(w) by extremizing a cost functional. This section will suppress
the &+ subscript on p< (w), and denote the “best” smeared spectral function as pS(w).

To formalize this, one chooses a cost functional that is consistent with the prop-
erties desired by the reconstructed spectral function. The most immediate example
of this is to enforce that p(w) is smooth and non-oscillatory, which is equivalent to
the second derivative (p¢)”(w) having a small L? norm. Consider, for example, the

cost functional,

By[p] = (1 —/dwp(W)>2+A/dw (" (@), (4.89)

where A < 1 is a regulator that enforces the relative importance of the second term
that damps oscillations, [(p”)?, compared to the first term that enforces normaliza-
tion of the spectral function, (1 — [ p)2. The “best” spectral function p¢ is chosen to
minimize F)[p]

€

p, = argmin F\[p]. (4.90)
peESF({G'))

Note that the reconstructed spectral density pS is implicitly a function of the specified

cost functional F). The cost functional F\[p| is arbitrary and, as mentioned, can be

modified to include whatever properties of p° one wants to enforce. Eq. uses

a Tikhonov regularization [I41), [142] on p” to enforce the output spectral density is
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smooth. Ideally, one would desire pS to be independent of the choice of F), but in
practice, this is not the case; the reconstructed spectral density can heavily depend
on F), indicating this reconstruction method may rely too heavily on heuristics.
There are many additional choices of F)\ that would impose different properties
on the spectral density. A physically well-informed constraint that may be used as
a regulator comes from sum rules [I43] that the spectral density is known to satisfy
analytically. Sum rules constrain the moments of the spectral density; an arbitrary

sum rule has the form,
/dw P (w) = 1M, (4.91)

where n and I, are known analytically [144]. Enforcing this constraint amounts to

adding the term,
2
Bl & (10 [ @) | (4.92)

to the cost functional, where 0 < &, < 1 is a hyperparameter. Note that here the
deviation between the n'® moment of p and I, is squared in order to make the term
differentiable. One can add an arbitrary number of sum rules to the cost functional,
but additional regulator terms increase the complexity of the optimization problem.
In particular, as each regulator has its own hyperparameter, tuning the hyperparame-
ters may bottleneck the calculation if a large number of sum rules are enforced. Given
a set of input Euclidean correlation function data {G%)}, the full space SFG({GS;)})
is not mathematically guaranteed to satisfy the sum rules, and in general, one should
only consider the subset of SFE({G%)}) that is consistent with all applicable sum rules
for a given system.

The optimization of Eq. can be simplified in terms of the Hardy space H>.
Recall that any p° € SFE({G%)}) may be expanded as

P fn](w) = €71 (U (w + de)...Un (w + i€) f (w + i€)) (4.93)

for fy € H*®. The domain of the optimization problem is hence reduced to searching

over the Hardy space H*,

fn = argmin F) [p°[fn]] (4.94)
fNEH®™>®

Note that because H>* C H? for 1 < p < OOEI, moments of fy(¢) and its derivatives
are well-defined. The optimization of Eq. (4.94) is a functional optimization over

8The pt" Hardy space H? is defined as the space of holomorphic functions on D whose angular
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the full Hardy space H* and is hard to implement generally because the dimension
of H* is countably infinite. Computationally, the simplest way to implement this
optimization is to instead restrict the optimization to a finite-dimensional subspace
of H*. One expands fy in a basis for this finite-dimensional subspace and optimizes
the finite number of basis coefficients, turning the problem into a tractable convex

optimization in Euclidean space.

In order to define a square-integrable norm that can be optimized, fy is considered
as an element of the Hardy spacd’| H2. A basis for H? is {g, g;}3°, (the functions g,
and their complex conjugates) given by [145],

i
2\/m

with k£ € {0,1,2,...}. The function fy(¢) is expanded with the first 2 elements of

the Hardy basis and is written as

k(<) (¢ —1)¢". (4.96)

Q) =" (eugalQ) + Bigi(€)) (4.97)

k=0

This expansion reduces the functional p¢[fx] to a function p¢({(ay, Br) }L,) of 2M +2
real parameters {(ay, Ox) }oL,, which recasts the optimization problem into a problem
on finite-dimensional Euclidean space R**2 with cost function (note € > 0 is fixed

and not optimized over)

Am%mM%ozﬁ—/mﬁm%mmmwﬂ

(4.98)
+>\/dw (r°({(, Br) }ilo)" (@)

2

The solution to this optimization is not the “best” choice of fy over the space of

integral
»

a .
sup ( / 2|f(7"e“9)|”) (4.95)
ref0,1) 51 4T

is finite; for more details, refer to Appendix

9Note that the mathematical formalism presented thus far has considered fy € H™, while
Ref. [11] considers fy € H?. Although H>* C H?, it is my view that fy € H™ is a necessary
constraint for the resulting interpolating function f to be a valid analytic map D — D. Expanding
fn in a basis for H? may produce results of the Nevanlinna interpolation that are not analytic
functions D — D, since elements in H?\ H° may not necessarily satisfy the constraints in the Schur
algorithm. The resulting functions f(¢) will still interpolate the correct points, but they may have
image(f) € D. This is likely a small concern, as the elements in H> \ H? are pathological.
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all functions fy € H®, but rather the “best” choice of fy in the space spanned by
{90, 95, - 9rr, ghy b which is a subspace of H2.

4.5.5 Nevanlinna Coefficients and the Wertevorrat

Recall the functions Py,Qn, Ry, Sy : D — C defined in Section [4.5.3] are called
Nevanlinna coefficients. They lie in the Smirnov class of functions (see Appendix
for more details) and determine the possible solutions to the Schur interpolation
problem.

The Nevanlinna coefficients satisfy many properties directly from their defini-
tion (Eq. (4.84)) [146, 147], which are stated here for convenience. The functions
Pn(C),Qn(C), Rn(C), Sn(C) are rational functions by construction, and they have
poles at 1/¢;. The Nevanlinna coefficient matrix satisfies a constraint on its determi-

nant,

Pn(€)SNn(C) — Qn(C)RN(C) = By (C), (4.99)

where By(¢) is the Blaschke product By(¢) = [, b, (¢) (Appendix [E.3). This
result is immediate because each Uj;(¢) is normalized to satisfy det U;(¢) = b, ()
(Eq. [@81)), hence det(ITY Ui(¢)) = [V det U;(¢) yields the result. Additionally, for

¢ € D, one has the following relations between the sizes of the coefficients,

[Sn (O] = 1, [Sn(Q)] = max{Py(C), Qn(C), Bn(C)}, (4.100)

and the following constraints on the coefficients themselves,
Pn(¢) = Bn(¢)Sn(1/C), Qn(C) = By (Q)Ry(1/¢7). (4.101)
Egs. (4.100} [4.101)) are proved in Ref. [134].

A remarkable fact about the Nevanlinna coefficients is that they may be used to
compute an explicit bound on the output interpolation function f(¢) for arbitrary
fn(€), which in turn extends to a rigorous bound on the values that the smeared

spectral function p% (w) can take. Recall that for any fy € H*, the function

Py(Q)fn(6) +Qn(S)
Ry(€)fn(C) + Sn(C)

solves the Nevanlinna-Pick interpolation problem (Eqs. (4.80} |4.84]). Conversely,
any solution to the Nevanlinna-Pick interpolation problem may be parameterized
as Eq. (4.102) for some choice of fy € H*. Varying fy over all possible functions

f(¢) = (4.102)
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in H* gives an envelope for f containing all possible solutions to the interpolation

problem.

The Wertevorratm is defined for each ( € D as

AN ={f(Q): fe H®st. Y e{l,...N}, f({) =we}, (4.103)

which is a closed subset of D. In other words, the Wertevorrat at ( is the set of all
possible values an interpolating function consistent with the input data can take at (.
Knowledge of the Wertevorrat directly quantifies how ill-posed the inverse problem
is. If the Wertevorrat can be computed, the uncertainty associated with the inverse

problem can be precisely constrained.

The key to the NPSR method is that Ay () can be directly quantified in terms
of the Nevanlinna coefficients and the N-point Blaschke product,

By (¢) = [ ] be.(<). (4.104)

Let ¢ € D be fixed. To compute the Wertevorrat Ay(¢), the main idea will be to
vary fy(C) in the expansion of Eq. (4.102)), since |fx(¢)| < 1. The Wertevorrat may

be rewritten as,
AN(C) = {TN,C(w) W E D}, (4105)

where Ty : D — D is defined as

Py(Qw + Qn ()
Ry(Qw + Sn(C)’

Tyc(w) = (4.106)

because fy(¢) € D can take on an arbitrary value in the disk as fy is varied over
all of H*. The map w +— Ty ¢(¢) is a Mdbius transformation [I48], which has the

property that it maps circles to circles. Hence, Ay ({) must be a disk.

It remains to compute the center and radius of this disk. To compute the center of
this disk, note that T (—Sn(¢)/Rn(¢)) = oo in the extended complex plane. The re-
flection property of Mobius transformations implies that Ty maps —(Ry(¢)/Sn(())*

10The codomain of a function f : A — B is called the “Wertevorrat” in German. The terminology
is meant to evoke the codomain of a function, as the Wertevorrat is the space of values that the
analytic continuation can possibly take on.
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to the center of Ayx((), hence the disk is centered at

Pul€) (—Ru(O)/Sx(O)) +Qn(©)
N = T (CRw(c S+ 51(0 (4.107)
Qn(OS4(0) — Pu(QB3(Q) 0s)

1SN (O = [Bn(Q)?

The radius of the disk is given by the distance between any point T ¢(e”) on the
boundary of Ay (¢) and the enter ¢y (¢), which evaluates to

[ By (9]
S8 (Q1? = [Rn (O

ry(C) = (4.109)

where the Blaschke product is the result of the Nevanlinna determinant, Eq. (4.99).

To summarize, at fixed ( € D, the Wertevorrat is a Euclidean disk Ay (¢) € D with
center cy(¢) (Eq. (4.108)) and radius rn(¢) (Eq. (4.109)). This is a remarkable result:
it means one has a direct measure of how “ill-posed" the reconstruction problem is
via the Wertevorrat. When the radius 7 (() of the Wertevorrat is small compared to
its center cy(C), the reconstructed smeared spectral function is easily resolvable, and
any reconstruction that singles out a specific Poisson-smeared spectral function must
lie in the Wertevorrat. In this way, the Wertevorrat itself can be used as a proxy for

the reconstructed spectral function.

4.5.6 Constraining p(w) from Ay(¢)

The Wertevorrat Ay (¢) C D is inherently a subset of the unit disk . For physical
interpretation, it must be pulled back to the correct domain and codomain wherein
the smeared spectral function resides. Given an interpolating function G, : D — D,
one maps G, back to a retarded correlator with the transform ¢ (Eq. (4.60))

Gi:(C+—>Qi

(4.110)
Gi(2) = (€L 0Gr 0o O)(2)

The Wertevorréitdﬂ are pulled back to the upper half-plane in a similar manner,

Dy(2) = (€L o Ay o O)(2). (4.111)

HEverything I have learned about how to pluralize German words comes from my collaborator
and friend William Jay.
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For each z € C*, the retarded correlator G4 (z) must lie inside the domain Dy (z) C
Q. to be a valid interpolating function for the Nevanlinna-Pick problem. The set
Dy (z) is indeed a domain (an open, connected subset of C) because it is the preimage
of an open, connected set (a disk). Recall that for any interpolating function G4 (z),

one extracts the spectral density via evaluation on the shifted real axis,
€ 1 .
p5(w) = ;Im Gy (w + ie). (4.112)

The uncertainty in the reconstruction of p¢ (w) induced by the ill-posed inverse prob-
lem is, therefore, the size of the Wertevorrat, mapped back to the correct domain
and pulled back through Eq. , which is the full width of the imaginary part of
Dy (w + ie),

! [sup Im 0Dy (w + i€) — inf Im 0Dy (w + i€)], (4.113)

opS(w) = -

where 0Dy (z) denotes the boundary of Dy(z). The computation of dp¢ (w) is sum-
marized in Figure . Numerically, dp% (w) is computed by uniformly sampling the
circle OAN(C(w + i€)) at 1,000 points, pulling each point back through the transfor-
mations of Egs. , , and computing the maximum and minimum of these

samples.

z = w + e fixed, L7 RIS

(=C()

Figure 4.7. Interpretation of the Wertevorrat Ax(() as the uncertainty on the
smeared spectral function pS (w). The Wertevorrat is mapped back to CT with the
transform ¢! and then projected onto its imaginary component. The resulting
projection is proportional to the uncertainty in the smeared spectral density 0p (w).
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It is insightful to study the behavior of the Wertevorrat D(w+i€) as one approaches
the real axis from above, € | 0, which is equivalent to studying Ay (¢) as ( — ID.
The following lemma, proved in Ref. [3], is helpful.

< 1

Lemma 4.5.1. Let w, z € C with w*z # 1. If |2| < 1 and |w| < 1, then |*==

1—w*z
If |z = 1 or [w| =1, then [{“==| = 1.

This implies that when || = 1, the Wertevorrat is the full unit disk Ay (¢) = D.
As €71 (D) = Qu, this means that as the smearing e approaches 0, the spectral

function is unconstrained by the interpolation,

pL(w)| = o0. (4.114)
€l0

This means the unsmeared spectral density cannot be directly reconstructed from the
interpolation data, even with analytic guarantees on G4 (z). The smaller the smearing
width €, the larger the Wertevorrat will grow, until it eventually fills the entire space,

at which point the interpolation procedure yields no information.

4.5.7 Summary of the NPSR method

The NPSR method presented in this section takes the following steps to reconstruct

a smeared spectral function.

1. From Euclidean correlator data ¥g(7), compute the Fourier coefficients Gg)
for each desired Matsubara frequency w, via Eq. (4.10) and the discussion in
Section [4.3.1] The pairs {(iwg, G\)} are the input data to the algorithm.

2. Transform the data {(iwg,Gg))} to D with ¢, = C(iw,) and w, = %@(G%))
(Eq. (4.64)).

3. Construct the Nevanlinna coefficients Py (¢), @n(¢), Rn(¢), Sn(¢) from the data
using the Schur algorithm, Eqgs. (4.80H4.83)). Use the Nevanlinna coefficients to

compute the center cy () and the radius ry(¢) of the Wertevorrat, Eqgs. (4.108]{4.109)).

4. Pull back the Wertevorrat to Dy (z), evaluated on the domain of interest 2.
for the system at hand, using Eq. (4.111)).

5. Compute the space of smeared spectral functions dp% (w) using Eq. (4.113]). The

true smeared spectral function is rigorously guaranteed to lie within dp (w).
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The presented algorithm treats the bosonic and fermionic cases exactly the same,
other than the transforms that are applied to map the data to the disk (%%), and
where the Matsubara frequencies iw, € C* lie (Eq. ) This can be exploited
in the zero-temperature limit, where the finite-volume spectral function (Eq. (4.23))

satisfies the relation,

p4(w) = sgn(w)p_ (w). (4.115)
This implies that the fermionic and bosonic smeared spectral densities must converge
to the same result as the smearing parameter € | 0,

lim p, (w) = sgn(w) lin% p< (w). (4.116)
€E—

e—0

The fermionic and the bosonic reconstructions contain the same information at zero
temperature as the smearing goes to zero, and the choice of which to use is a ques-
tion of ease. These methods can be used in conjunction to take the zero-smearing
limit, as they both converge to the same unsmeared spectral density (up to sgn(w)).
Section explores this idea in a numerical example.

It is illuminating to discuss the differences between the NPSR method and other
recent work in this area, namely with the Nevanlinna Analytical Continuation (NAC)
approach to spectral reconstruction developed by Fei, Yeh, and Gull [I1], which heav-
ily influenced many of the ideas in the NPSR method. The NAC method uses the
Nevanlinna property of fermion correlation functions G4 (z) to map the problem to the
disk using the Cayley transform C' : C* — D (Eq. (4.54)). While the NPSR method
uses the same approach for fermionic correlators, it is generalizable to bosonic corre-
lators via the map C : C \R — D (Eq. (£.57)). Our perspective is that the unique
property of fermionic correlators is not that they are Nevanlinna but rather that they
can be conformally mapped to the unit disk. The prerequisite for the NPSR is that a
conformal map exists between the image of the retarded correlator and the unit disk
to apply the theory of Nevanlinna-Pick interpolation. A follow-up to Ref. [11] is the
work of Nogaki and Shinaoka [149] in 2023, which uses the “hyperbolic tangent trick”
to transform a bosonic system to a system of auxiliary fermions, at which point the
method of Fei, Yeh, and Gull can be applied to the system.

Another essential difference between the NPSR and the NAC is the existence of the
Wertevorrat, which allows the NPSR to rigorously constrain the full space of smeared
spectral functions consistent with the data. The algorithms of Refs. |11l 149} [150]

output a single smeared spectral function p¢(w) that extremizes some chosen cost
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functional (c.f. Section . In contrast, the NPSR method outputs the full space
dp%(w) that the smeared spectral function is rigorously guaranteed to lie in. While the
optimization step of the NAC outputs a spectral function with nicer properties than
the naive reconstruction resulting from choosing fy € H* to be some random element
of the Hardy space, to our knowledge there is no rigorous field-theoretic reason why
the smeared spectral function should extremize the cost functional of Eq. . One
can modify this cost functional to add in desired properties of the output smeared
spectral function, and in particular, one can add in constraints from field theoretic
identities like sum rules [143]. The authors of Ref. [II] added constraints on the
moments of the retarded correlator to the cost functional [144] and did not find any
significant improvement to the reconstruction. Our perspective is that choosing a cost
functional to filter through the space of possible smeared spectral functions induces
an uncontrolled systematic into the reconstruction problem. For LGT calculations,
statistical error and uncertainty must be precisely controlled, which is not possible
via the optimization step of the NAC. The advantage of the Wertevorrat is that it
can be identified with the reconstruction error and allows for a conservative estimate

of the unavoidable error induced by the inverse problem.

The interpretation of Gi(w + i€) as a Poisson-smeared spectral function is ap-
pealing in that the smeared spectral function is directly computable from the main
analytic object of the study, the retarded Green’s function. However, a down-
side of this method compared to other works like the Hansen-Lupo-Tantalo (HLT)
method [112], 113] is that the smearing kernel cannot be chosen and manipulated:
it is fixed to a Poisson kernel. While the Poisson kernel is a valid smearing kernel,
dealing with other kernels like the standard Gaussian is mathematically more chal-
lenging. For example, the moments of the Poisson kernel are infinite, while other
distributions behave better. While this does not influence the reconstruction of the
smeared spectral function, the presence of a non-negligible amount of mass far away
from the center of the distribution may make it harder to extrapolate the smeared

spectral function to the infinite-volume limit.

One intriguing possibility for infinite-volume spectral reconstruction currently be-
ing explored by T. Blum, W. Jay, L. Jin, and D. Stewart is the possibility of “tri-
angulating” the unsmeared infinite-volume spectral function using different smearing
kernels. Each smearing kernel will have a different trajectory to the infinite-volume
spectral density, but the limit should be independent of which smearing kernel is
used. This idea would allow the NPSR method to be used in conjunction with the
HLT method [112] 113], which takes the desired smearing kernel as input and jointly
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extrapolates the smeared spectral densities to the infinite-volume limit. One poten-
tial difficulty with this idea is that, as mentioned previously, the HLT method only
produces a single smeared spectral function consistent with the data; it does not yield
a Wertevorrat-like object that specifies where the reconstruction can lie. As a result,
it is difficult to quantify the error of the spectral reconstruction due to the nature of
the inverse problem. Hence, errors from the extrapolation in the HLT method may

undershoot the true error.

4.6 NPSR Method Simulations

The NPSR method (Section is tested on simulated data to establish proof-of-
concept when the FEuclidean correlation function, Eq. , is known precisely. Even
when known exactly, the nature of the inverse problem implies that there is not
a unique smeared spectral function pS (w) corresponding to the input data, but an
entire family of possible solutions. The goal of the simulations is to provide numerical
evidence of the claim that the Wertevorrat indeed rigorously bounds the smeared

spectral function when the ¥z (7) is known precisely.

Simulation data is generated by fixing a ground truth finite-volume spectral func-
tion, which extends uniquely to a retarded correlator G4 (z) by analytic continuation
once either a fermionic or bosonic system is specified. Both systems will be considered
in each simulation. The spectral density is expanded using its finite-volume decom-
position, Eq. . In the case with extended features, this representation will be

on a discrete mesh with mesh size AE. The corresponding spectral weights are

E,+AFE
Ao = [ dwple), (4.117)
En

where E,, are the energies in the mesh. The retarded Green’s function G (z) is then
computed via Eq. , and the Euclidean Fourier coefficients G%) follow from the
evaluation of G4(z) at the Matsubara frequencies iw,. These coefficients, along with
the Matsubara frequencies, are then input into the NPSR method.

Simulations were run in four different representative systems: a discrete sum
of three poles (Section , a sum of Gaussians (Section , a parameteriza-
tion of the R-ratio (Section , and an example from a toy theory of interacting
scalars [112) [113] (Section [4.6.4). This section concludes by discussing numerical
precision in Section [4.6.5]
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§4.6.1. Simulation 1: Isolated poles

4.6.1 Simulation 1: Isolated poles

Consider a fermionic spectral density with three poles placed at {aw,} = {0.2,0.5,0.8},
p(w) =d(w—10.2)+ d(w—0.5) + d(w — 0.8). (4.118)

The corresponding Euclidean Green’s function is computed at § = 64 Matsubara
frequencies iwy, both in the fermionic and bosonic cases. Figure depicts the recon-
structed Wertevorrat and the exact smeared spectral density in both cases for smear-
ing widths € € {0.06,0.08,0.1,0.12}. The upper (lower) panel shows the fermionic
(bosonic) reconstruction result. In all cases, the exact smeared spectral density rig-
orously lies within the Wertevorrat; in the fermionic case, the Wertevorrat is so small
that it is difficult to see visually. Observe that as the smearing width is made smaller
(as one approaches the real axis from above, in evaluating Gi(w + i¢)), the size

of the Wertevorrat increases. This is also seen in the remainder of the numerical

simulations (Sections [4.6.2} 4.6.3 and [4.6.4) and is the expected behavior from the
discussion surrounding Eq. (4.114)).

4.6.2 Simulation 2: Gaussian Peaks

The next considered example tests the NPSR method against extended spectral fea-
tures. Although finite-volume spectral functions are discrete delta trains, nothing
in the formalism of the NPSR method prevents one from considering a continuous

spectral density. The spectral density considered is the sum of two Gaussians,

p(w):zi: ! exp (-M) (4.119)

V2o, 207

with = {0.25,0.75} and 0 = {0.1,0.1}. Euclidean Fourier coefficients are generated
as discussed at § = 48 Matsubara frequencies and input to the NPSR algorithm.
Reconstructions from the simulated data are again performed for the fermionic and
bosonic methods at smearing widths € € {0.08,0.1,0.12,0.14}. Fermionic (bosonic)
reconstructions are shown in the upper (lower) panel of Figure The fermionic
and bosonic reconstructions are also extrapolated at fixed w (aw = 0.16) using a
polynomial model to the € | 0 limit (Eq. (4.116)). The results of this extrapolation
are shown in Figure [4.10] with the fermionic extrapolation in orange, the bosonic
extrapolation in blue, and the exact value of the unsmeared spectral density at w =

0.16 denoted with a star. Jointly extrapolating both sets of data to the unsmeared
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0.00 025 050 0.75 1.00
w

Figure 4.8. Results from the simulated reconstruction of the three-pole spectral
density, Eq. (4.118), with 3 = 64. The fermionic (bosonic) reconstruction is shown in
the upper (lower) panel. The smearing parameter € is varied in {0.06,0.08,0.1,0.12}
as shown in the legend. In each reconstruction, the exact smeared spectral function
(dashed line) lies rigorously within the bound provided by the Wertevorrat. In the
top panel, the thickness of the Wertevorrat is comparable to the thickness of the
dashed line.
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limit helps to reduce the error on the extrapolation.

0.7
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0.00 025 0.50 0.75 1.00
w

Figure 4.9. Results from the simulated reconstruction of the Gaussian spectral
density, Eq. (4.119), with 5 = 48. The fermionic (bosonic) reconstruction is shown in
the upper (lower) panel. The smearing parameter € is varied in {0.08,0.1,0.12,0.14}
as shown in the legend. In each reconstruction, the exact smeared spectral function
(dashed line) lies rigorously within the bound provided by the Wertevorrat.

4.6.3 Simulation 3: The R-Ratio

A parameterization of the R-ratio data (Figure is presented in Ref. [104] in terms
of a phase space factor (with a non-trivial branch cut) and a sum of Breit-Wigner

curves with parameters chosen to match the data in the PDG’s Review of Particle
Physics. The formula for R(s) is

273/2
R(s) = 0(v/s — 2m,)0(4.4m,, — ﬁ)% {1 - 4’;‘”} (0.6473 + fo(V/5))0(V's — 4.4m;)

<0t v8) (R ) + 508 43 (G + 20005 -

(4.120)
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1.0
% Exact p(w)le=o
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Figure 4.10. Joint extrapolation at fixed w = 0.16 to the unsmeared € | 0 limit for
the fermionic (orange) and bosonic (blue) reconstructions of the Gaussian spectral
density, Eq. (4.119)). The curve shows the result of a polynomial fit to the ¢ > 0
data, and the black star denotes the exact value of the unsmeared spectral density at
w = 0.16.
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with f;(v/s) = CiT?/ (4(\/s — M;)? + I'?) simulating a resonance centered at M; with
width I'; and relative height C;. Here for i € {0,1,2,3}, M;, I';, C; are parameters
that are determined by fits to experimental data, with explicit values given in Table
1 of Ref. [104].

Numerical data for Gg) was computed for this spectral density using the meth-
ods described above with § = 96 Euclidean data points. The energy range of the
parameterization was rescaled to fit in the unit interval, which places the peak of the
p(770) resonance at aw = 0.25. This corresponds to a lattice spacing of a =~ 0.07 fm,
a typical value of a that appears in recent calculations of the anomalous magnetic
moment of the muon [I5IHI60].

The reconstructions are shown for several smearing widths € in Figure for
both fermionic (top panel) and bosonic (bottom panel) reconstructions. The bosonic
reconstruction is physical, and the fermionic reconstruction is used as an additional
test case, as one can define an exact fermionic system with the R-ratio as its spectral
density for positive w. The peaks from the p(770)/w(782) and from the ¢(1020)
resonances are clearly identifiable in both cases. In all cases, the exact smeared

spectral densities lie within the Wertevorrat.

4.6.4 Simulation 4: Toy Model of Interacting Scalars

The final proof-of-concept simulation is a toy model of scalar fields 7, ¢, and K from
Refs. [112, T13]. These fields have masses 3m, < 2mg < my, and interact via the
Lagrangian
_ gn 3 9K 2
L==>=¢(z)r(x) + —2¢(z) K (x), (4.121)
6 me
where g, and gx are couplings. A correlation function in Ref. [I12] was computed

with associated finite-volume spectral density,

gEmy, 3 §(E —2Ex(p))

pulE) = 2(mnL)3 AF2 (p)
(4.122)
g72r 5<E - Ew(p) - Eﬂ'(q) - Eﬂ'(p + q)
48m3 LS £ E.(p)E:(q)E:(p+q)

with E2 = m2 + p? (similarly for Fx) and L the number of spatial sites in the lattice.
The sum on momenta runs over each finite-volume mode p = %’Tn with n € N3, In
the infinite-volume limit, the discrete poles converge (distributionally) to a continuum

spectral density with kinematic factors involving multi-particle branch cuts (i.e., the
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Figure 4.11. Results from the simulated reconstruction of the R-ratio, Eq. ,
with 8 = 96. The fermionic (bosonic) reconstruction is shown in the upper (lower)
panel. The smearing parameter e is varied in {0.06,0.07,0.08,0.09,0.1,0.15,0.2,0.25}
as shown in the legend. In each reconstruction, the exact smeared spectral function
(dashed line) lies rigorously within the bound provided by the Wertevorrat. The peaks
from the p(770)/w(782) and from the ¢(1020) resonances are clearly identifiable in
both the fermionic and the bosonic reconstructions at sufficiently small smearing.

116



§4.6.5. An Aside: Numerical Precision

first sum of Eq. is proportional to W@(E —2my)). The explicit
infinite-volume limit of Eq. is given in Refs. [112] 1T3].

To simulate the theory, the particle masses are chosen to be m, = 0.066, myx =
3.55m,, and my = 7.3m,, as in Ref. [I12]. The volume is taken to be L = 64, and
B = 2L points are sampled. Three-particle interactions are neglected (g, = 0) as
they are volume-suppressed, and the coupling gx is set to unity; the input spectral
density is hence the first line p,(E) in Eq. ([{.122).

This reconstruction only considers the bosonic case because this is a theory of
interacting bosons. The smearing widths are taken to be € € {0.2,0.225,0.25}, and
the reconstructions are shown in Figure [£.12] The finite-volume energy levels of the
system (corresponding to the sum of Eq. (4.122))) are denoted by vertical lines on the
plot with height proportional to the corresponding spectral weight. As in all previous
examples, the exact smeared spectral function rigorously lies within the Wertevorrat

for each smearing width.

4.6.5 An Aside: Numerical Precision

The mathematical identities satisfied by the Nevanlinna coefficients (Eqs.
provide insight into the numerical stability of the algorithms. Many spectral function
reconstruction methods rely on extended-precision floating point numbers to perform
the reconstruction because of the poor condition number of the Laplace kernel, as
discussed in Section [£.4] This section uses an example of a spectral reconstruction
from two isolated poles at aw € {0.05,0.1},

p(w) =d(w —0.05) + §(w — 0.1), (4.123)

to provide further context on why extended-precision floating point arithmetic must
be used in the NPSR method.

Recall that the Nevanlinna coefficients Py ((), Qn(C), Rn(C), Sn(¢) of the the-
ory, Eq. satisfy a number of identities. The Nevanlinna determinant identity,
Pn(€)Sn(C)—Qn(¢)RN(C) = Bn(¢), Eq. ([.99), relates the determinant of the Nevan-
linna coefficient matrix to the Blaschke product By = Hévzl b¢,, and must be satisfied
by the Nevanlinna coefficients. Simulated data is computed from the spectral density
at double precision, Eq. , as described previously in this section, and com-
puted at 8 = 48 Euclidean points. The first 20 nonzero Matsubara frequencies and
their corresponding Fuclidean correlator values are input to the NPSR algorithm, but

identical results are obtained if all 48 data points are input to the algorithm.
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Figure 4.12. Results from the simulated bosonic reconstruction of the scalar toy
model spectral density, Eq. , with § = 96. The smearing parameter € is
varied in {0.2,0.225,0.25}. The finite-volume energy levels of the system are denoted
by the vertical black lines, with height proportional to the spectral weight of the

corresponding state.

In each reconstruction, the exact smeared spectral function

(dashed line) lies rigorously within the bound provided by the Wertevorrat.
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The resulting Nevanlinna determinant Py (¢)Sy(¢)—Qn(()Rn(¢), computed with
the NPSR algorithm using double-precision floats, is shown in Figure[4.13|in red, and
the exact value of By(() is denoted by the dashed black line. Both curves are plotted
on the contour ((w) = C(w + i€) for w € R and € = 0.01, with w € [0,0.2]. At small
w, the identity is confirmed precisely by the data for the Nevanlinna determinant.
However, at large w, there is a discrepancy, and the Nevanlinna coefficient begins to

rapidly fluctuate off its predicted value of By (((w)).

The rapid fluctuations in the Nevanlinna determinant in Figure are numerical
artifacts due to truncation error for the floating point numbers used in the compu-
tation. This can be confirmed by computing the Nevanlinna determinant for this
problem to extended precision. In this case, 128 bits of precision were used, imple-
mented with the GNU MPC library [I61]. Identical input data at double precision to
the previous case was used for this reconstruction: these double precision inputs were
padded with zeros to create extended precision inputs. The results of this computa-
tion are shown in Figure [4.14] The rapid fluctuations in the Nevanlinna determinant

data are gone, and the curve lies directly on top of its predicted value of By ({(w)).

The result of this experiment indicates that extended precision is needed for the
mathematical guarantees of the NPSR method to hold. Despite using identical input
data, the double-precision arithmetic used in the reconstruction introduces enough
round-off error into the algorithm that the mathematical identity of Eq. did
not hold. It is important to stress that this error is not due to double-precision
input data, as the algorithm was run on identical input data. Although the double-
precision data does not equal the analytic value of the correlator at arbitrary precision,
the reconstruction with double-precision input is still mathematically a well-posed
problem, and the mathematical guarantees of the NPSR method will hold if the
Nevanlinna coefficients are computed at sufficiently high precision. This suggests a
necessary[)] check to see if the Nevanlinna coefficients have been constructed to high

enough precision: namely, anytime a new set of Nevanlinna coefficients are computed,

to verify they satisfy Eqs. (4.99| |4.101)).

12But not sufficient, as there is a chance other mathematical identities or guarantees require higher
precision in the calculation.
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w
Figure 4.13. Evaluation of the determinant of the Nevanlinna coefficients,

Pn(Q)Sn(C) — QNn(CQ)RN(C), plotted against the theoretical value of the determinant,
Bn((), on the contour {C'(w + i€) : w € R} with e = 0.01. These Nevanlinna coef-
ficients were determined at double precision using simulated data generated from a
spectral function p(w) = 6(w—mq)+d§(w—my) with am; = 0.05 and ams, = 0.1, using
a lattice with temporal extent § = 48, and the first 20 nonzero Matsubara frequen-
cies as input to the reconstruction algorithm. At large w (w 2 0.1), the computed
Nevanlinna determinant deviates from its theoretical value due to round-off error.

120



§4.7. Outlook: Monte Carlo Data and The Pick Criterion
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Figure 4.14. Same setup as Fig. , but for 128-bits of precision. In this case, the
Nevanlinna determinant Py (¢)Sy(¢) —Qn(¢)Rn(() agrees with its predicted value of
By(¢). The extra precision is required to verify Eq. numerically, and the large
deviations at w 2 0.1 due to round-off error are no longer observed, as in Figure [£.13]

4.7 Outlook: Monte Carlo Data and The Pick Cri-

terion

As discussed, the simulations performed in this work were done at extended precision
with the input data known precisely. For practical use in LGT calculations, the NPSR
method must be robust enough to handle uncertainties in the input data that arise
from the Monte Carlo calculation. This is an ongoing area of research, the basis of

which will be detailed in this section.

4.7.1 The Pick Criterion

Section [£.5] has discussed solving the Nevanlinna problem at length, but this is
only half the story. The Pick problem asks the following question: given data
{(Co,wp) }Y., € D2, when does there exist an interpolating function f € .7 Indeed,
not every data set has a valid interpolating solution, illustrated in a simple example

from Ref. [136]. Consider the Schwarz Lemma from complex analysis [162].
Lemma 4.7.1 (Schwarz). Let f € . s.t. f(0) = 0. Then |f(2)| < z for each z € D.

Suppose an interpolant f € . solves the Pick problem for N = 2 points: (0, 0),
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and (Ca, w2). Then the Schwarz Lemma implies that |wy| < [(3|. This constraint on
the values of ¢, and w, shows that not every data set will satisfy the Pick problem,
even in the simplest possible case. In a sense, the Schur class .7 is extremely well-
behaved, so members of . cannot take on arbitrary values: this is encoded in the

constraint |wy| < |(y] for this specific example.

Georg Pick generalized this idea to the full Pick problem in 1915 [133], where he
proved an existence condition for the full problem with an arbitrary number of points
{(¢o,wp)}2,. The Pick matrix is the N x N matrix defined from the data as

1-— wiw;

1 — GG

Pi; (4.124)
Pick proved that there is an interpolating function f € . if and only if the Pick
matrix is positive semi-definite,

P >0, (4.125)

i.e. if P has only non-negative eigenvalues. Furthermore, there is a unique interpolant

if and only if the Pick matrix has a zero eigenvalue, equivalently
det P = 0. (4.126)

The conditions of Egs. constitute the Pick criterion. Note that the
Schur algorithm does not assume the Pick matrix is positive semi-definite. As pre-
sented, the algorithm will always construct a valid interpolating function for the data
regardless of whether the data satisfies the Pick criterion. The key is that the pre-
sented interpolant will only lie in the Schur class . if the Pick criterion is satisfied
by the data. If the Pick criterion is not satisfied, the image of the interpolant will not

be contained in D.

For physical problems, it is expected that the Pick criterion always holds, at
least if the input data is specified to sufficient precision, because the existence of a
retarded Green’s function satisfying the constraints of Section should always yield
a valid interpolating function in the Schur class for the data (once G4 (z) is mapped
to the correct domain). However, the Pick criterion need not be satisfied for LGT
calculations with noisy Monte Carlo data, which was also observed in Refs. [11], 130].
If the data is specified to arbitrary precision, the Pick criterion must be satisfied,
but with finite statistical error bars, the data need not satisfy Eq. . In this
case, the mathematical guarantees of the NPSR method need not hold, and the

constructed interpolating function may not have the correct codomain. Numerical
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examples suggest that the Wertevorrat still provides guidance on where the smeared
spectral density lies, even when the data does not satisfy the Pick criterion; however,

it is not formally guaranteed.

4.7.2 Reformulations of the Pick Criterion

It is insightful to explore the Pick criterion through different lenses. This section will
consider two different perspectives on the Pick criterion: first, through the Wertevor-
rat, and second, through the interpolation parameters w,(ffl) of Eq. .

Recall the Wertevorrat Ay [wy, ..., w,)(¢) defined in Eq. (#-103)[7]is the full space
of solutions to the Nevanlinna-Pick problem. The Pick matrix and the Wertevorrat
both tell us about the existence of solutions to the problem. Clearly, if (s, wy) does
not satisfy the Pick criterion, there must exist ¢ € D such that Ay[wy, ..., w,|(z) = 0.
If the data satisfies the Pick criterion, then Ay[wy, ..., w,] is non-empty everywhere
and can be computed from the Nevanlinna coefficients defined in Eq. . If the
problem is extremal (detP = 0), then the Wertevorrat only contains a single point
at each ¢ € D, ie., |Alwy,...,w,](¢)] = 1. The correspondence is summarized in
Table 1.2

The second perspective to consider is through the coefficients wée_l), defined in
the Schur algorithm in Eq. . When a Nevanlinna interpolant exists, it is clear
that

w™eD (4.128)
as wéeil) = fr—1(¢) and f,_; has image contained in D. The converse holds as well.
Lemma 4.7.2. There exists a Nevanlinna interpolant for the interpolation problem
with points ((, we) if and only if wy_l) €D for each 1 < /¢ < n.

Proof. The forward direction is immediate from the Nevanlinna theorem: given data
that satisfies the Pick criterion, Nevanlinna proved the existence of the interpolant
(Eq. (4.80))), which in particular constrains wéé_l) € D. The backward direction is

also straightforward: suppose that wéf_l) € D. Regardless of the assumption that

13This section will make the dependence of the Wertevorrat on the input data {w;} explicit with
the notation Ap[wy, ..., w,](¢). Note that the Matsubara frequencies {(y} are assumed to be fixed,
hence Ay is only considered a function of the {w,}. Likewise, the pullback of the Wertevorrat to
the Q4 domain, Dy, is denoted

DN[G1, o Gl(2) = €N AN[EL(GL), oo, G (G)(C(2))). (4.127)
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wéeil) € D, the function f(¢) = U1(¢)...U.(¢) f,(¢) will always be a valid interpolant
of the points {((s, wy)}; it remains to show that when wée_l) € D, this interpolant
maps D — D.

To prove this, consider the following claim: if wyfl) € D and a(¢) € D, then
Ui(¢)a(¢) € D, where U,(¢)a(¢) denotes the continued fractions matrix multiplication
of Eq. . Note that proving this claim will complete the proof because this fact
can inductively be applied, first to f,(¢) € D, then to U,(¢) acting on the iterated
product Uy 1(C)...Ur(C) fr(C), for any 1 < ¢ < k < N. The proof now proceeds by

direct computation:

be, (€)a(¢) —l—wy_l) ’
@y Ve, (Qal¢) + 1
_ ba(Qa(Q) +wy " b_@<c>-<o+—“‘” (4.129)
o, e, (Qa(C) + Luy” %Cé( 1a(0) +
_ 1bg(Q)al¢ O2 + 2Refw Vbe, (O)al¢ )]+|w£ D2
™V 12[be, (Q)a(Q)]? + 2Re[@y Ve, (C)a(C)] + 1

Ue(Q)al(¢)|* =

This is < 1 iff the numerator is less than the denominator: in other words, iff

Ibe, (C)al¢ >\2 +wl VP < VP (Qa(Q))? + 1

= VR = [bg, (Qa()?) < 1= |be,()alC))? (4.130)
= |wf 2 |2 < 1.

We have now reduced this to the assertion that wyfl) € D: this proves the claim and

completes the proof of the theorem. O

Lemma and the Nevanlinna theorem now imply three equivalent ways to
reformulate the Pick criterion. This correspondence is also explicitly summarized in
Table .2

Theorem 4.7.3. Let (w,) € D". The following are equivalent:

1. (wy) satisfies the Pick criterion, i.e. the Pick matrix P is positive semi-definite.
2. The Wertevorrat Ay|wy, ..., wy](¢) is non-empty for each ¢ € D.

3. The wézfl) defined recursively in the construction of the Nevanlinna interpolant,

Eq. (4.82)), satisfy

w™ e D. (4.131)
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Nevanlinna-Pick Solution? det P An(¢) wl(ck—l)

No solution detP <0 ICeDst. A()=0 Tk s.t. wl(gkfl) ¢D
Unique solution det’P =0 IA(Q)] =1 Ik st w,(f_l) c oD
Infinite solutions detP >0 IA()| = o0 vk, wl(ck—l) c D°

Table 4.2. Correspondence between the Pick criterion, the Wertevorrat, and the
w!Y parameters. Note that the dependence of the Wertevorrat on the input inter-

polation points has been suppressed, i.e., Ay(z) represents Ay[wy, ..., wy|(2) for some
fixed wy, ..., wy € D.

4.7.3 Monte Carlo Data and the Pick Space

To solve the Nevanlinna-Pick problem in the presence of numerical noise, it is crucial
to understand the space of valid inputs to the Nevanlinna-Pick theorem. In the
NPSR reconstruction problem, the Cayley-transformed Matsubara frequencies ({)
are fixed, and the reconstruction takes the transformed correlator data (wy) as input.
Each possible input to the problem is a vector (w,) € D", and the space of inputs

that are compatible with the Pick criterion is defined as
P:= {(wg) € D" : Plwy,...,w,| > 0}. (4.132)

In other words, IP is the set of input transformed correlator data that satisfies the
Pick criterion and can be viewed as a subset P C D”. The space P is called the Pick

space in D".

The general approach to inputting Monte Carlo data to the NPSR method will
be to “project” the Monte Carlo data onto the Pick space. The sample mean of the
Euclidean Fourier coefficients (w,) will typically not lie in the Pick space, as it is not
required to because of the statistical fluctuation. However, in the infinite-statistics
limit (w,) should approach P. Rather, (@,) will be an element of D" \ P. Using the
NPSR method with this Monte Carlo data first requires valid input to the method:
the best input is the projection (w)) of (w,) onto P,

(wy) = projp(wy,) € P. (4.133)

The projected data (w,) can then be input to the NPSR algorithm. Defining the
projection operator projp : D" — P is the difficult part of the problem: one may
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abstractly write down projp as the L? projection,

projs(w,) = min_ [|(@) — (@))]]3, (4.134)
(wy)€eP
but without a numerical understanding of the Pick space, the projection is impossible
to implement.

Current ideas on defining the projection operator rely on convex optimization to
search the Pick space for the element with minimal L? norm to the data. Fortunately,
the Pick space P is convex due to the convexity of the underlying space D". To prove
this, let (wy), (v,) € P, and ¢ € [0,1]. One must show that the convex combination
(twe + (1 —t)v,) € P. Note that this implies that there exist Nevanlinna interpolants
f,g: 1D — D such that

f(Ce) = wy 9(Ce) = ve. (4.135)

Because D is convex, note that the function

h(¢) == tf(Q) + (1 = 1)g(¢) (4.136)

maps D — D. In particular, h is a Nevanlinna interpolant of (twy + (1 — t)vy):

h(Ce) = tf(C) + (1 —1)g(Cr) = twe + (1 — t)vy. (4.137)

This implies that (twy + (1 — t)ve) € P, which completes the proof.

For numerical implementation, a specific projection operator projp to the Pick
space must be defined. This is the crux of the difficulty of handling Monte Carlo
data; the Pick space is non-parametric, so defining such an operator is a difficult
problem. Research is ongoing into defining such an operator, which will allow the
NPSR method to be extended to handle noisy Monte Carlo data.

4.8 Conclusion

This chapter has presented a novel method for spectral density reconstruction in
LGT. Reconstructing a finite-volume spectral density from a Euclidean correlator is
an ill-posed inverse problem: given (infinitely precise) data for the Euclidean correla-
tion function at the Matsubara frequencies, there are an infinite number of spectral

functions that are consistent with the Euclidean correlator. Spectral reconstruction
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methods in LGT typically focus on reconstructing the smeared finite-volume spec-
tral density. This problem is still ill-posed but numerically much easier than naively

attempting to reconstruct the full spectral function.

Spectral density reconstruction has many mathematical difficulties, but it is an
extremely useful tool worth understanding. Typical spectroscopic methods in LGT
only allow for the extraction of the low-lying spectrum of a theory and assume a
parametric dependence of the correlation function on the energy levels of the the-
ory (i.e., Eq. ) Spectral reconstruction techniques instead are non-parametric
methods to extract the LGT spectrum which aim to reconstruct the full spectrum.
Computation of the spectrum from ab initio QFT is desirable (even required in many
cases) input for many theoretical and experimental research programs, as the full
spectrum encodes all information about the bound states, resonances, and thresholds

for a given process.

The R-ratio (Section reveals the hadronic structure of QCD (c.f., Figure
and is a necessary ingredient to understand the anomalous magnetic moment of the
muon from first principles [103]. A first-principles calculation of the R-ratio with
LGT requires reconstructing a spectral density from the two-point correlator of the
electromagnetic current, Eq. . A computation of the smeared R-ratio has been
presented in Ref. [163], using the HLT method with a Gaussian smearing kernel of
various widths. The computation is in mild tension with experimental results for the
smeared R-ratio [164] but is still remarkable given the difficulties of spectral function
reconstruction on the lattice. The tension between the theoretical LGT results and
the experimental results is likely due to the ill-posed nature of the inverse problem
(Section [4.4.2)).

The systematic error that results from the ill-posed inverse problem has not been
precisely quantifiable until now with the development of the Nevanlinna-Pick Spec-
tral Reconstruction method (Section . The NPSR method provides a unique tool
to analytically constrain the values the resulting smeared spectral density can take,
as it is the only method that allows for accurate computation of the systemic errors
in the ill-posed problem (the Wertevorrat). We hope to apply the NPSR method
to reconstruct the R-ratio reconstruction in the future, both to augment the exist-
ing calculation of Ref. [163] (see Section for ideas about “triangulating” the
resulting spectral density in the infinite-volume limit) and to demonstrate the use the

Wertevorrat has in constraining the systematic error of the spectral reconstruction.

The NPSR method has been developed and simulated (Section without Monte
Carlo noise. For applications to LGT, the technique must robustly handle Monte
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Carlo error on the input Euclidean correlation function. We are developing an algo-
rithm to apply the NPSR method to noisy Monte Carlo data. Once these algorithms
are mature, we plan to calculate the smeared R-ratio from first principles. The main
hurdle in such a calculation is the Pick criterion (Section [4.7)), which encodes the an-
alytic structure of the thermal Green’s function. Any physical correlator must satisfy
the Pick criterion, and the NPSR method assumes an input correlator that satisfies
this criterion. However, noisy Monte Carlo data need not fulfill the Pick criterion.
Understanding the interplay of the Pick criterion with the analytic structure of LGT
correlators may lead to future techniques for denoising correlators because physical
correlation functions must reside in the Pick space (Eq. ({.132)).

The smeared R-ratio is the first target for many spectral reconstruction methods
because the R-ratio has been experimentally measured to high precision. Inclusive
ete™ scattering is a rich sandbox that can be used to test theoretical predictions by
verifying they match experimental data. The long-term goal of spectral reconstruction
is to theoretically compute spectral densities that cannot be experimentally measured
to the requisite precision. One such spectral density is the axial structure function of
the nucleon, F4(¢?) [165]. This form factor is necessary input for neutrino oscillation
experiments like the Deep Underground Neutrino Experiment (DUNE) [166], which
seeks to understand the nature of the neutrino. DUNE, and other long-baseline neu-
trino experiments [I67], have backgrounds that require F4(¢?) to be known at the
percent-level to meet the precision goals of the experiment [168]. The axial struc-
ture function is poorly constrained from experimental data [169]; hence, theoretical
methods must be used to extract F4(¢?) in the absence of new neutrino scattering
experiments.

Lattice gauge theory is the natural candidate for such a calculation because it is
systematically improvable; such a calculation can be performed as a reconstruction
of spectral density from the Euclidean correlator (N (z)j¥(y)N(y)), where N is the
nucleon interpolator and js is the axial current. The form factor G 4(¢*) has been
computed with LGT [170, [I71] by fitting correlation functions to a z-expansion, but
LGT results are in tension with results from experimental data [I72]. These LGT
techniques must be further developed to produce reliable extractions of spectral den-
sities and form factors, especially to meet the precision goals of DUNE and other
neutrino experiments. The NPSR method provides a significant step toward this goal
by increasing understanding of the nature of the spectral reconstruction problem in

LGT and providing a new algorithm for spectral reconstruction.
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CHAPTER 5
NEUTRINOLESS DOUBLE 5 DECAY
FROM LATTICE QCD

This chapter will summarize the general theory of OvS3 decay and the LGT com-
putation of inputs for OvgS decay. A classification of Ov33 decay mechanisms into
long- and short-distance mechanisms will be outlined in Section The remaining
sections will detail the LGT OvBf3 decay calculations that I was involved in during
my Ph.D., culminating in two papers, Refs. [2], 5], with a third paper expected to be

completed soon.

Our LGT calculations of OvS3 decay considered two systems: the unphysical
7~ — mte~e” transition, and the decay n°n® — p*tpte~e~. Only the short-distance
contribution for the 7~ — mTe~e™ transition is considered (Section [5.3), as the long-
distance 7~ — 7me~e” matrix elements have been computed in LGT in Refs. [12][173].
Our calculation [2] was the second LGT calculation of these matrix elements and
found different results than the first calculation by the CalLat collaboration [174];
differences between the results and the methodology of the two calculations will be
considered in Section [5.3] Both the long- and short-distance contributions to the
n'n® — pTp* decay are computed (Sections , on a single gauge field ensemble.
These are the first computations of Ov33 decay in a nuclear system, and they provide
proof-of-principle of the calculation methodology. Finally, operator renormalization
for the short-distance operators will be discussed in Section [5.5

David Murphy began this research program at MIT shortly before I arrived in 2019
and, along with Will Detmold, performed the initial calculation of the long-distance
m~ — whe” e transition [I2]. David initially led the calculation of the short-distance
7~ — mte e transition (Section , and I became involved with the project
through the renormalization of the short-distance operators (Section [p.5]). David
left the project after the two- and three-point functions were computed (Egs.
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§ 5.1. Neutrinoless Double g Decay

and [5.20)), and I inherited and finished the remainder of the calculation. The cal-

O — ptpte e  system were led by Anthony

culations of OvBB3 decay in the n'n
Grebe in an extremely impressive computational effort. The long-distance n°n® —
pTpte e section in this thesis is primarily added for additional context: I was in-
volved in the calculation through discussions and performing cross-checks for the EFT
matching but did not contribute to the numerical calculation. For the short-distance
n'n® — ptpte~e” project, I identified and Fierzed the vector operator basis and
performed the non-perturbative renormalization of the scalar and vector operators,
in addition to performing some numerical cross-checks on the fits to the bare matrix

elements.

5.1 Neutrinoless Double 5 Decay

OvB33 decay is the hypothetical decay inside a nucleus of two neutrons n° into two

protons p™ and two electrons e,
n'n’ — pTptee. (5.1)

At the quark level, the decay is induced by the decay of two down quarks into two
up quarks and two electrons, dd — uuee. This process is depicted in Figure [5.1] at

the hadronic level, with the quark-level process colored in blue.

Figure 5.1. Diagram depicting nuclear Ov33 decay (n°n® — ptpTe~e™). The solid
lines denote fermions, and the hatched circle denotes the quark-level process that
induces Ovf5B decay. The quark-level process mediating the decay, dd — wuuee, is
depicted in blue.
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There are a variety of different BSM

mechanisms that may induce Ov35 de- g

Y &

cay. The best-understood mechanism is

light Majorana neutrino exchange, de-

oy

VUV
ilar to the neutrinoful double g (2v303)
diagram, the rarest Standard Model pro-

Yo

cess, except that the neutrinos annihi-

H?V"‘\ﬂ

picted in Figure [5.2] This is very sim- y
A

ol

. > >
late one another because they are Majo- d U

rana fermions and thus their own par-

Figure 5.2. Example Ov(5( decay induced
through light Majorana neutrino exchange.
Long-distance decays are mediated by a
€ (eaply H) (ecqlS H d)7 Eq. (2.36), which light Majorana neutrino v, denoted with

violates lepton number by two units. @ dashed line.

ticles. Such a transition is induced

by the dimension-5 Weinberg operator

Any mechanism induced by light Majo-
rana neutrino exchange is called a long-distance mechanism. The different classes of
mechanisms for Ov35 decay will be discussed further in Section [5.2]

Depending on the specifics of the observed Ov3( decay, it may also yield insights
into the neutrino mass hierarchy (Section[2.3.2)). The effective Majorana neutrino

mass mgg is defined as
mag = > |Uek|*mu. (5.2)
k

where U is the PMNS matrix (Eq. (2.37)) and my, are the neutrino masses. The
effective Majorana neutrino mass appears in the diagram of Figure from the
annihilation of the massive Majorana neutrino. Constraints on the neutrino mass-
squared differences allow one to put constraints on the region of parameter space for
which Ov3/ decay may be observed, in terms of mgg and the lightest neutrino mass,
Miightest- 1NOte that Eq. implies that myightess = M1 for the normal hierarchy

and mg3 for the inverted hierarchy.

Either hierarchy can be used to produce an exclusion plot for the detection of
OvBB decay in (Miightest; Mpp) space, which is depicted in Figure [T75]. The two
hierarchies exclude very similar regions of parameter space for values of Mightest 2

0.01 eV. If myightest lies in this region, then the discovery of Ovf33 decay will not be

able to distinguish between the normal hierarchy and the inverted hierarchy. However,

!Note that the Higgs takes on its vev v the energy scale of Ov3f3 decay, with the two factors of
the Higgs vev being absorbed into the Majorana mass of the neutrino.
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if Miightest S 0.01eV, then the observation of O/ decay and measurement of these

parameters can be used to determine the
neutrinos.

The existence of a Majorana mass
term for the Standard Model neutrino
implies Ov3f3 decay through the diagram
of Figure This statement may be
made stronger, into an if and only if:
any Ovpp decay mechanism will induce
a Majorana mass for the neutrino, re-
gardless of how exotic the underlying
physics behind the decay is. This is
the Schechter-Valle Black-Box The-
orem [I706]. The existence of Ov 33 decay

mass hierarchy of the three Standard Model

Figure 5.3. The Schechter-Valle diagram.
The blue hatched circle denotes Ov3j3 de-
cay (the “black box”) and radiatively gen-
erates a Majorana mass for the neutrino.

allows one to draw the diagram in Figure [5.3] which generates a Majorana mass for

the neutrino. It does not matter how Ov35 decay is induced or the underlying mech-

anism, only that the decay is possible. In this sense, the decay is a “black box™: the

box’s contents do not matter, only that the box exists and induces Ov/3( decay.

0.1

0.01

mgap (eV)

0.001

.

1074 0.001

1074

0.01 01 1

Mlightest (6‘/)

Figure 5.4. Regions of parameter space (mightest, mgz) where O35 decay is kine-
matically possible if the neutrino masses follow a normal hierarchy (red) or an inverted
hierarchy (green). This figure and its Ov35 decay bounds are sourced from Ref. [I75].
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5.2 Matrix Elements for Ov35 Decay

Mechanisms that induce O3S decay can be split into two broad classes [I77]. As
discussed in Section [5.1] the first class is called long-distance mechanisms, in
which Ov3f decay is induced by a non-local interaction mediated by a light particle
of mass much less than the hadronic scale [I78], [179]. The standard example of this
mechanism is light Majorana neutrino exchange, shown in Figure (although other
scenarios have been considered [I80-HI83]) and discussed in Section [5.1]

The other mechanism class that may induce OvS3 decay is a short-distance
mechanism, which is mediated by heavy BSM physics [184]. An exotic example of
this is the supersymmetric exchange of two squarks and a gluino in R-parity-violating
supersymmetry (RPV SUSY) [I85HI8S], depicted in Figure[p.5] Here, the gluino g is
a heavy supersymmetric particle and can be integrated out of the theory at the 0v3(
decay scale. Bounds on Ovff decay can be used to impose bounds on the Wilson
coefficients of RPV SUSY. Wilson coefficients are the couplings for effective operators

in EFT which determine the strength of the corresponding effective interaction.

d e
> >
N
u -
u
g
U
. "~
.y
> = >
d e

Figure 5.5. Example short-distance Qv decay. Short-distance decays are mediated
by heavy BSM physics. In this case, this comes in the form of two heavy squarks @
(denoted by dashed lines) and one heavy gluino § (denoted by a double line) in this
example in RPV SUSY.

5.2.1 Long-Distance Mechanisms

At the energy scale of the decay, the W bosons in Figure [5.2| can be integrated out,
and the theory can be matched to a four-Fermi effective theory [189, 190]. In the four-

133
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Fermi theory, the decay is mediated by two insertions of the electroweak Hamiltonian,
Hw = 2vV2G VL @V Prve) o, ju = Wy, Prd. (5.3)

Here Gp = 1.16 x 107® GeV 2 is the Fermi coupling constant, Vexy is the CKM
matrix (Eq. ), and j, is the electroweak charge current. The resulting diagram
from matching to the four-Fermi theory is depicted in Figure [5.6al with the elec-
troweak Hamiltonian insertion denoted by the green crossed circle. The lowest-order
contribution to the amplitude in Figure between an initial hadronic state |i) and
a final state |fee) (here |f) is the hadronic final state) is the second-order matrix
element [191],

(f15Pi) = / de dby (FT (M () Hor () 1) -
5.4
= —4mgsGLV N, N, / d*z d*y Hups(x,y) L™ (x,y),

where S® is the S matrix at second order in perturbation theory and A, is the
normalization of the outgoing electron states, which are put at rest for computational
simplicity. This factors into the convolution of a leptonic tensor L,z with a hadronic

tensor Hug(x,y),

Log(,y) = TapSs(2,y) Hop(,y) = (Ns|T{ja()js(y) } Ni). (5.5)

Here |N;) and |Ny) are the initial and final hadronic states with momenta p; and py,
respectively. The leptonic tensor L,g is comprised of a massless scalar propagator

Ss(z,y) and a spinor Tag = Uy (p1)Yays(1 + v5)uS (p2), where uy(py), us(p2) are the
Dirac spinors corresponding to the outgoing electrons, and u(p)¢ = Cul(p) is the

charge-conjugated electron spinor, with charge conjugation operator C' = —ivyy7ys
(Eq. ) Note that the momenta of the two electrons, p; and p,, have vanishing
spatial components, p; = p, = 0. The propagator S, arises from the neutrino
propagator,

d+mss 4 Mg Mg

— + — 5.6
P+mgs P Fmgs ¢+ mgp ¢ (5.6)

because the term proportional to ¢ has the wrong chirality to contribute to the decay,
and in the remaining term, the neutrino mass mgs < 1/¢%. The hadronic tensor
H.p(x,y) is inherently non-perturbative, and its convolution with L,z can be com-

puted within the context of LGT to yield the long-distance Ov33 decay amplitude
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between given initial and final hadronic states |N;) and |Ny).

d u
H{’['
v
\
VU
A e
Hw
d u
(a) Four-Fermi theory for long-distance decay. (b) SMEFT for short-distance decay.

Figure 5.6. EFT treatment of the two classes of Ov35 decay. In the long-distance
case (Figure , the W boson is integrated out and the decay is matched onto the
four-Fermi EFT, where the decay d — uer is mediated by an insertion of the elec-
troweak Hamiltonian Hy, denoted in green. The heavy BSM physics is integrated
out of the theory in the short-distance case (Figure . The short-distance con-
tribution is matched onto the SMEFT where the decay dd — uuee is mediated by a
product of leptonic contact operators ¢ and four-quark contact operators H, denoted
in red, regardless of the physics inducing the decay at the microscopic level.

One can rewrite Eq. (5.4]) as [5]
<f|5(2)|i> - i(27)454(pf — pi+p1+p2) M (5.7)

with

F“”(<N{Iju(0)ln> (nli (0)|N:) + p V)
4E,|q|(lq| + En — E; +me)

M = 4GV mesNG NG, Y
n q=p;—Pn

(5.8)

It is useful to normalize the matrix element M~/ by stripping off the prefactors in
Eq. (5.8). Defining the amplitude A~/ as

i f
AT = M

= 5.9
AV N, (&9)
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this amplitude simplifies to,

e (NGOl )N
A= SElalal + B — o+ ) | (5:10)

n q=p;—Pn

The quantity A/ is the subject of the LGT calculation in Ref. [5]; it contains all
the non-perturbative physics in the long-distance decay, and its calculation in LGT
is described in Section [5.6]

5.2.2 Short-Distance Mechanisms

For an arbitrary short-distance mechanism, the heavy mediating particle can be inte-
grated out in Standard Model EFT (SMEFT) to generate contact interactions [184].
In the SMEFT framework, the Standard Model enters as the renormalizable sector
of a non-renormalizable theory [192]. Potential short-distance contributions to Ov3s
> v, where v = 247 GeV is the

~Y

decay are induced by physics at the scale Apnvy
electroweak scale set by the Higgs vacuum expectation value, and described in the
SMEFT by operators with mass dimension greater than 4. Any SMEFT operator con-
tributing to Ov 3 decay must induce the process dd — uuee at the quark level. Every
such operator must therefore contain at least six fermion fields, and so have mass di-
mension d > 9, with contributions to the 7= — 7Te~ e~ decay power-suppressed by a
factor of AYyY. The dimension-9 lepton-number violating operators thus contribute

to the decay at leading-order (LO) in inverse powers of Apny.

There are fourteen SU(3). x U(1)gy-invariant dimension-9 SMEFT operators
which violate lepton number and may contribute to the decays 7= — 7Te~ e~ and
n'n® — pTpte~e™; they can be factorized into a 4-quark operator multiplying a lep-
tonic operator. Of these operators, four have corresponding 4-quark operators that
transform as Lorentz 4-vectors and therefore match to the chiral EFT (yEFT) oper-
ator m(0'm)ey, vse° + h.c., where the superscript ¢ denotes charge conjugation and 7
and e represent the pion and electron fields. Integration by parts shows that pionic
matrix elements of this operator are proportional to one power of the electron mass
and give sub-leading contributions to the decay 7= — 7"e~e~. However, they are not
necessarily suppressed in 0v33 decays of nuclear systems like n°n° — ptpte=e=. Of
the remaining ten operators, five have corresponding 4-quark operators with positive
parity and contribute to 7= — 7te"e” and n°n® — pTpte~e~, while the five opera-

tors containing 4-quark operators of negative parity do not contribute. Consequently,
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at LO, these decays are described with the Lagrangian [193)]

romee . _TF 5, Ckoka
SMEFT — ALNV Z
(5.11)
nn ee G2 — C —_ C ~
e = b ( S 000 e chv;;>,
k p

where G is the Fermi coupling constant and ¢; and ¢, are dimensionless Wilson

coeflicients. The scalar operator basis {Og(x)} is

O1(z) = (g (2)7 v qu(2))[Gr(z) T Yuqr(2)]

Os(2) = (Gr(2)7 " qr(2))[@r(2) T ()] + (@ (2) 7" qr(2)) (@1, (2) T " gr(2)]
O3(x) = (@1, (2)7 9" qr.(2))[7, ()7 vuqr (2)] + (@r(2)T Y qr(2))[GR(2) T Vugr(2)]
Ov(x) = (31 (x) 7" qr(2))[@r() T ugr(2))

Oy (2) = (Gr(2)7 " qr ()] [@r(2) T qr(2)) + (7L (v)7 " qr(2)][qL(2)T T qr (@),

(5.12)

with & € {1,2,3,1',2'}, and the vector operator basis {V¥(r)} is

Vi (@) = (@, (2)7" 7" qr(2)) [qL(2) 7 qr(@)] + (@r(@)7" 77 R (2))[@r(x) T (2)]
Vy(x) = (@ (@) 77 (@) [@p(@) 7" qr(@)] + (@R ()77 qr(2))[@,(2)7 " qr(2)]
Vi(x) = (@ (@)t 7 (2)) [, ()17 qr(2)] + @r(2)t"y" 7 qr(2)) [@R ()t T qu(2)]
Vy (@) = (@ (2)t*y" 7 (2))[@r(@)t 7 qu(@)] + @r(2)t"y" 7 qr(2)) (7, (2)1" 7 gr(2)]

with p € {1,2,1,2'} [186, 193]. Here gr(z) and gr(x) are the left and right-handed

components of the quark field isospin doublet, respectively, t* are the generators of

SU(3), and
L (o1
= (0 0) (5.14)

is the isospin-raising operator. The round and square brackets in Eq. denote
color contraction: for arbitrary Dirac matrices I'; and I'y, the operators Oy (x), Oq(z),
and O3(z) factor into products of color singlets, (ul'yd)[ul2d] = (u®l'1d®)(uTyd?),
whereas the operators Oy (z) and Oy () mix color between the two Dirac bilinear
terms, (ul'1d][ulyd) = (uT1d°)(u’T2d®), where a, b are color indices. The vector op-

erators V{'(z) and V4 (x) likewise factor into color singlets, while the operators Vi, (z)
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and Vi (z) mix color between the Dirac bilinears because of the t* insertiong? which
will be discussed in Section . The operator bases { Oy ()} (Eq. (5.12)) and {V¥(x)}
(Eq. ) are named the BSM bases and are typically used in phenomenological
calculations of OvSS decay [193].

Chiral EFT is useful for studying Ov (3 decay in systems with approximate chiral
symmetry. Although the 7= — 7Te~e™ transition is unphysical, it has phenomeno-
logical importance as it is an input for calculations of nuclear Ov3fS decay with
XEFT [194]. In particular, the two-nucleon decay n°n® — p*pte e is induced in
XEFT by the diagrams in Fig. and has LO contributions from the 77 and NN
vertices [I81], 193] | The associated effective Lagrangian relevant for 7~ — 7+e~e™

(i.e., omitting NN and 7N operators which do not contribute) is [174],

T—Tee = _C G% A;LC fg
= e — —
XEFT ALNV (471')2 8

C Cor [Dor
<01510§< - 275205 — 33305 + 18O — 2 5 (9;;,).

2
(5.15)

Here, f, is the pion decay constant in the chiral limit, A2 = 87*f? is the scale of
chiral symmetry breaking, and O} denote the leading yEFT operators corresponding
to Oy, [195]. Note that the operators O} are normalized to be dimensionless. The
XEFT low energy constants (LECs) ;. determine the w7 coupling and are also an
essential input to study the nuclear decay. The (i can be determined by evaluating
the pion matrix elements of the Oy in LQCD and matching them to the corresponding
matrix elements of Of in Eq. (5.15).

Lattice calculations of short-distance Ov 33 decay aim to compute the matrix ele-

ments,

(F1O2), {(FIVyla), (5.16)

where |i) and |f) are, respectively, the decay’s initial and final hadronic states. These
matrix elements are essential inputs for EF'T and may only be computed theoretically
using LGT. They must be renormalized to make contact with phenomenology, which is
conventionally done in the MS scheme. Explicit calculations of these matrix elements

in the 7= — 7fe"e and n®n® — pTpTe e systems are detailed in Sections

2The correspondence between the color-mixing in {Oy/ (), Oy (z)} and {VI (z), V4, (z)} is due to
color Fierz identities, which allow products t* ® t* to be recast as color-mixed Takahashi brackets.
See Appendix |E| for more detail.

3Earlier work using the Weinberg power counting suggested the 77 contribution dominates, but
subsequently, Weinberg power counting was found to be incorrect in this channel [I86] and other
contributions to n°n® — pTpte~e™ are equally important.
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(a) 7 vertex. (b) NN vertex. (c) N vertex.

Figure 5.7. Diagrams illustrating short-distance contributions to the n’n® —

ptptee™ OvfBB decay in YEFT. The solid lines denote nucleons or electrons, and
the dotted lines denote pions. The hatched circles represent EFT operators built
from hadronic fields, which at LO for the m7 vertex diagram, Fig. @, are deter-
mined by O in Eq. (5.15). The 77 (Fig. (5.7a)) and NN (Fig. (5.7b)) diagrams are
the LO YEFT contributions to n®n® — ptpte=e™.

and [5.4] and the renormalization of these matrix elements is presented in Section [5.5]

5.2.3 Relative Contributions and Ay

The numerical value of amplitudes of different Ov55 decay diagrams will depend on
the specific mechanism of the decay and the exact value of the Wilson coefficients in
the theory. Still, general order-of-magnitude estimates can be made to compare the
contribution of long-distance mechanisms to short-distance mechanisms [196] 197].
Let App denote the amplitude for a general long-distance process and Agp the am-
plitude for a general short-distance process. One obtains a ratio of these amplitudes

by power counting in EFT with the estimate [185]

4 2
-ASDN myq

Arp  mgghiny’ (5.17)
where my; & 80 GeV is the W boson mass (Table 2.3), ¢* & (50 MeV)? is the typical
virtuality of the exchanged light Majorana neutrino, mgg is the effective Majorana
neutrino mass (Eq. (5.2)), on the order of 1 eV, and Apny is the lepton number
violating scale. As Arnv is an unknown parameter, the value of Apny will determine
the relative short-distance and long-distance contributions, if both are present in
nature, as displayed in Table 5.1} If Apnyv > 10 TeV, then long-distance mechanisms

will dominate [198], whereas if Apnyy < 1 TeV, then short-distance mechanisms will
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§5.3. The short-distance 7= — 7w e~ e™ amplitude

dominate [194] 199]. In the intermediate regime Apny ~ 1 — 10 TeV, both types of
OvfBS decay mechanisms are roughly comparable. Both cases must be understood to

draw conclusions about the underlying BSM physics from any experimental detection

of OvBp3 decay.

ANy Relative contribution
< 1TeV Short-distance dominates
~ 1 —10TeV | Short-distance and long-distance are comparable
> 10TeV Long-distance dominates

Table 5.1. Effect of Ay on the dominance of different Ov53 decay mechanisms.
As Apnv increases, short-distance effects become further suppressed.

5.3 The short-distance 7~ — 7 ¢ e~ amplitude

The pion matrix elements of each of the SMEFT operators in Eq. are computed
in LGT using gauge-field ensembles with Ny = 2 4 1 quark flavors generated by the
RBC/UKQCD collaboration [200, 201], with parameters given in Table [5.2] Each
ensemble uses the Shamir kernel [202] for the domain-wall fermion action [80] and
the Iwasaki action [203] for the gauge field. The parameters of each ensemble are
detailed in Table [5.2] and additional details regarding the ensemble generation can
be found in Refs. [200, 201} 204]. The scale is set using the Wilson flow scale wq [205].
The pion mass, m,, the pion decay constant, f., and the axial-vector renormalization
constant, Z4, for each ensemble were determined in Ref. [I2]. In the conventions
used here, the physical pion decay constant [20] is (Phys) — 130.2 MeV. The vector
renormalization constant, Zy,, for these ensembles was computed in the chiral limit in
Refs. [205, 206], and is approximately equal to Z4, indicating the ensembles exhibit
approximate chiral symmetry. For more discussion on the vector and axial-vector
renormalization coefficients, see Appendix [H]

The short-distance contribution to the 7= — 7+e~e™ transition is encoded in the
matrix elements

(7 1Ok|77), (5.18)

where the operators {Oy} are the five dimension-6 scalar operators in the BSM basis
the contribute to 7~ — nTe~e”at LO (Eq. (5.12)). The bare matrix elements are
computed on each ensemble (Section|5.3.1) and renormalized in MS at the scale 3 GeV
(Section [5.5). Results for these matrix elements are presented after extrapolation to
the chiral, continuum, and infinite-volume limit (Section .
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§5.3.1. LGT Calculation of Bare Matrix Elements

Label am; ams| B L3xT  alfm] |m,[MeV|] fr[MeV] Z4
0.01 5 432(1) 163.7(6)
241 0.005 0.04 | 2.13 24° x 64 0.1106(3) 340(1) 151.6(6) 0.7167(2)
0.008 411(2) 162.0(9)
391 0.006 0.03]2.25 323 x 64 0.0828(3) | 360(1) 154.3(7) 0.7448(2)
0.004 302(1) 147.5(8)
Table 5.2. Parameters of the gauge field ensembles used in the 7= —

mte~ e computation. Each ensemble was generated with two degenerate light quark
flavors of mass m, and one heavy quark flavor of mass m,. The lattice volumes are
L3 x T x L, with the fifth dimension having L, = 16 sites. Derived quantities are
computed in Ref. [I2] (the pion mass m,, the pion decay constant f,, and the axial
current renormalization Z4) and Refs. [205, 206] (the inverse lattice spacing a™').

5.3.1 LGT Calculation of Bare Matrix Elements

On each ensemble used in the 7= — 7Fe~e™ calculation (Table, the time-averaged

two-point function

T—1
1
— T
Canlt) = 7 32 3Ot + L)1) (519
and three-point functions
Ck@*? ta, t+) = Z <O|X;rr(.’13, t+)0k(z7 tx)Xir(ya t*)|0>> (520>

:l:7y7z

where the pion interpolating operator x.(z) = u(z)vysd(z) has the quantum numbers
of the 7~ and t; > t, > t_, are computed for each operator O (z) in the BSM basis
(Eq. ) Wall-source propagators are computed at each available time slice on
each configuration, where “wall" denotes projection to vanishing three-momentum in
the Coulomb gauge (Section . Note that wall sources are not gauge-invariant;
hence, there is a need for gauge fixing. The two-point functions (Eq. ) are
constructed using a wall source propagator at ¢t_ and a wall sink at ¢ +¢_, and the
three-point functions (Eq. ) are constructed using wall source propagators at
t_ and t, and a point (local) sink at t,. The explicit Wick contractions are given in
Appendix [F]

The bare pion matrix elements in lattice units

(Or) = a* (7" |Ok(p = 0)|77) = a* > (7|Ok(a,0)|7") (5.21)

X
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§5.3.1. LGT Calculation of Bare Matrix Elements

are extracted from the effective matrix elements

C(0,,2¢)

(5.22)

Subtracting Capt(7/2)e™~*~7/2) in the denominator of Eq. isolates the backward-
propagating state in the two-point function, and in the 0 < t < T limit O (¢)
asymptotes to (Og). The effective matrix elements are computed on between 33 and
53 gauge field configurations for each ensemble (details in Appendix |G} Table ,
resampled using a bootstrap procedure with n;, = 50 bootstrap samples. The spec-
tral decomposition of Offf(¢) up to and including the first excited state with energy

My + A,
O (1) = (Ok) + Nl(k)e_At —i-/\/g(k)e_(m”*A)(T_zt) (5.23)
k o 1 +N3(k)e—2At _}_Nél(k)e—(mﬂ—i—A)T—i-Q(Qmﬂ—f—A)t’ ’

parameterizes the ground and excited-state contributions to O§f(¢), where the coeffi-
cients N;(k) are constants determined by the spectral content of the theory. Eq. (5.23))
can be Taylor expanded to first order in Ng(k) and N, 4(]6), yielding

fk(t; <Ok>7m(k)7A(k)7Al(k)) — <Ok> +A§k)e—A<k>t+A§k)e—(m<k>+A)(T_2t)
—Aék)e_m(k)t _Aik)6—(m(k)+A)T+2(2m(k)+A(k))t‘

(5.24)

This function is used to model the temporal dependence of O$(¢), treating (Oy), m®*, A

and Agk) as free parameters.
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§5.3.1. LGT Calculation of Bare Matrix Elements

Fits of O{f(t) to the model of

Eq. (5.24]) are performed using a corre-
Each fit is per-

formed over a given range [tmin, tmax)s

lated least-squares fit.

with the covariance matrix obtained
from the bootstrapped sample covari-
ance matrix via linear shrinkage with pa-
rameter \; the hyperparameters are var-
ied, with i, € [6,11], tmax € [30,32],
and A € {0.1,0.2,0.3,0.4}. Bayesian pri-
ors are placed on the model parameters,
informed by the results of a two-state fit
to Cope(t). The priors on the spectral co-
efficients are set to A,(;) = 0.040.1, where
i £+ o denotes the normal distribution
with mean p and width o. To enforce
positivity, log-normal priors are chosen
for the mass m{® and excited state gap
A® such that m® = m, 4+ dm,, where
my (dm,) is the mean (standard devia-
tion) of the pion mass (Table [5.2), and
A®) = 2m. + m,. Statistically indistin-
guishable results are obtained for (O)
under variation of all hyperparameters
within the ranges described above, and
when widths of the priors are inflated by

a factor of 2, hence fiducial values of the

LY
i3
R Y
b ddgay
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Figure 5.8. Effective matrix elements
O5f(t) (Eq. (5.22))) computed on the 321,
amy = 0.004 ensemble. Colored bands
denote the best-fit band for the corre-
sponding excited-state fit to the model
of Eq. (5:24), with [tmin,tmax] = [6,32]
and A = 0.1. The grey band in each
panel denotes the extracted value of (Oy)

(Eq. (5.24))).

hyperparameters are chosen as [tmin, tmax] = [6,32] and A\ = O.1E|. Posterior values for
A:(,)k) and Aflk) are found to be < 1, thus the Taylor expansion in Eq. is valid.
The fits have x?/dof between 0.10 and 0.73. Fit results and the complete set of fits
for each operator on each ensemble with the fiducial hyperparameters are shown in
Appendix [G] Tllustrative fits to data from the 321, am, = 0.004 ensemble with the
fiducial hyperparameters are shown in Fig. .

Before extrapolation to the chiral, continuum, and infinite-volume limit, the bare

4This choice for A is statistically the most conservative within the range, as A = 0 corresponds

to no shrinkage.
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§ 5.3.2. Chiral Extrapolation

Operator ‘ O, O, 05 Oy Oy

Label am, Ox(my, fr,a, L)

Lyp 001 [-0.0190(11) -0.0467(15) 0.001602(59) -0.0850(32) 0.01556(50)
0.005 | -0.0162(11) -0.0391(15) 0.000815(28) -0.0733(32) 0.01305(45)
0.008 | -0.0204(15) -0.0436(18) 0.001383(57) -0.0863(39) 0.01393(66)

321 0.006 | -0.0179(13) -0.0387(14) 0.000937(39) -0.0771(36) 0.01239(50)
0.004 | -0.0160(15) -0.0347(16) 0.000569(24) -0.0696(37) 0.01115(60)

Extrapolated Ok(m(phys), Phys) g 00)
Or (GeV™) | -0.0127(16) -0.0245(22) 0.0000869(S0) -0.0535(48) 0.00757(75)
By 121(17)  -2.37(23)  0.606(66)  -5.17(51) _ 0.735(80)
ap (fn™2) | -0.27(31)  0.33(23) 0.13(22)  -0.04(23)  0.58(26)
e 0.6(1.4)  -1.17(98) 8.6(1.4) “1.18(98)  -1.5(1.0)
Xz/dof 0.02 0.03 0.22 0.08 0.03

Table 5.3. Renormalized pion matrix elements Oy (my, fx,a, L), Eq. (5.61), of each
operator Oy in the BSM basis computed on each of the ensembles (upper), and the
results of chiral continuum extrapolation (lower). The parameters ay, fx, and ¢, are
the YEFT LECs, Eq. (5.25), and (7 7|O}5|7~) is the extrapolated matrix element in
the continuum and infinite volume limit at physical quark masses in the MS scheme
at u = 3 GeV.

matrix elements must be renormalized. Renormalization coefficients ZMS are com-
puted in MS at scale u = 3 GeV for each of the five scalar operators O, for each
ensemble. The calculation of ZMS is presented in Section , with results shown in

Tables and 0.8

5.3.2 Chiral Extrapolation

Computation of the non-perturbative renormalization coefficients necessary to renor-
malize the scalar operators on the five ensembles used in this calculation is described
in Section [.5] The renormalized matrix elements Oy (my, fx,a, L), Eq. (5.61]), com-
puted on each ensemble, are extrapolated to the continuum and infinite volume limit
and physical pion mass using YEFT at NLO; the relevant expressions have been de-
rived in Ref. [174] using the Lagrangian in Eq. (5.15). The chiral models Fj for Oy
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Figure 5.9. Chiral extrapolation of renormalized matrix elements. The LQCD
results are shown at €2 = m2 /(872 f2) calculated using the pion mass of each ensemble
and the physical value of f;, and the values of Oy (my, fr, a, L) have been shifted by
—Fie(my, frya, Ly ag, Be, ci) + Fr(my, £ 0 00: g, Br, cx), Where ag, Br, i, are the
best-fit coefficients given in Table [5.3] The dashed line denotes the physical pion
mass.

are given by

fl(mﬂafﬂ7aa L;abﬁbcl) =
BrAy
(47)?
f?(mm fﬂ'?a“a L;a2>ﬁ2702) -
BaAy
(47)?
fS(mwa fﬂ?a7 L;Oég,ﬁg,Cg) -

2 53A;l<
" (4m)?

1+ efr(log ei —14+¢ — fo(m,L)+2f1(m,L)) + aqa?

1+ efr(log e?r — 14+ ¢y — fo(m,L)+2f1(m,L)) + aya?

1-— efr(?)logefr +1—c3+ fo(m,L)+2f1(m,L)) + asa®|,
(5.25)

where €2 = m2 /A2 is a power-counting parameter for yYEFT, £ are the LO LECs

T =

defined in Eq. (5.15), and o and ¢, are the additional NLO LECs. The matrix

elements O and Oy have the same chiral behavior as O; and O, and are modeled
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by F; and F», respectively, but with different LECs, ay/, 81/, ¢1» and awr, Bor, cor. The

functions

fomL) = =2 ¥ Ky(mLn]),
|n|#0
K\(mLn|) (526)

are sums of modified Bessel functions K;(z) arising from one-loop, finite volume yEFT

in the p-regime.

The models are fit to the data in Table [5.3] using least-squares minimization
including the correlations between Oy, m,, and f, on each ensemble. The final
extrapolated results for the matrix elements and corresponding LECs are given in
Table The resulting fits are shown in Fig. , where to isolate the pion-
mass dependence of the matrix elements, €2 has been rescaled by (fU*)/fPhvs))2
and the values of Og(my, fr,a, L) have been shifted by —Fy(mn, fr,a, L; ax, Bk, cx) +
Fi(my, #phys),(),oo;ak,ﬁk,ck), where oy, 81, ¢, are the best-fit coefficients given in
Table 5.3 The extrapolation bands for each O depict the functional form for the
model Fy(m, #phys),O,oo;ak,ﬁk,ck). The results for (7+|OMS|7~) obey the same
hierarchy as the chiral SU(3) estimates [207], and are consistent with these results

within two standard deviations.

The results for the renormalized, extrapolated, matrix elements differ from the
results of Ref. [I74] by about 2.0 to 5.0 standard deviations. Several differences
between the two calculations may account for the discrepancy. The present calculation
was performed with the same domain-wall action for the valence and sea-quarks and
is thus unitary, while that of Ref. [I74] used a mixed action where unitarity is only
restored in the continuum limit. Using the domain-wall action for valence and sea
quarks yields matrix elements with a mild dependence on the lattice spacing. In
contrast, the mixed action results appear to have a larger dependence on the lattice
spacing. However, the analysis of Ref. [I74] was performed on nine ensembles with
pion masses m, < 310 MeV, including one ensemble with pion mass below the
physical point, which allows for an interpolation to the physical point. Ref. [174]
also uses three lattice spacings as opposed to the two used in this computation,
which allows for higher control of discretization artifacts in the non-perturbative

renormalization and the chiral and continuum extrapolation.
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§5.4. The short-distance n’®n® — pTpTe~e™ amplitude

5.4 The short-distance n’n’ — ppTe e~ amplitude

The calculation of the short-distance n°n® — pTpTe~e™ matrix elements proceeds

similarly to the short-distance 7= — w+e~e™ matrix elements, with a few notable
differences. First, to excite the desired states, one requires nucleon interpolating

operators,

Capeluig () (P C5) Py (2)](Pru(x))?

c)

Cabeld () (P C5) Py (2)) (Prd(x) )2

c)

Xp(2)

5.27
X () 27

where p is a free spinor index, €4, is the SU(3). Levi-Civita tensor, C' is the charge
conjugation operator, and the projector P, = 1_+2m projects the operator to positive
parity. Each nucleon interpolator xi(z) with N € {n,p} is used to construct a

dinucleon interpolator,

xXwn (@) = X% (@) (Cr5) Xy (). (5.28)

Second, because only a single ensemble (Table is used, no extrapolation is
performed on the renormalized, finite-volume matrix elements computed at m, =~
806 MeV, and these finite-volume matrix elements constitute the final results as a
proof-of-concept of the calculation. Finally, because the vector operators are not sup-
pressed in the n°n° — pTpTe~e™ decay, hadronic matrix elements of both the scalar

operators (pp|Ok|nn) (Eq. (5.12))) and the vector operators (pp|V,|nn) (Eq. (5.13)))
are computed and presented. To condense notation, let

{Hi}?Zl = {017 (927 037 Ol’v 02’7 Vla V27 Vl'? VQ’} (529)

denote the set of operators that can induce the short-distance contribution to n°n® —

pTpte e, where the vector indices are suppressed.

The nucleon matrix elements of the SMEFT operators in Egs. , are
computed in LGT on a gauge-field ensemble at the SU(3) flavor symmetric point
with m, &~ 806 MeV [208], with parameters given in Table 5.4 The ensemble uses a
clover fermion action and a tadpole-improved Liischer-Weisz gauge action [209]. The

lattice spacing a is set with the T spectrum [210], and the renormalization coefficients
Z, and Zy are calculated in the RI/sMOM scheme [211], 212].
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am, [ L*xT a [fm]  m, [MeV] Za Zy Nefg
20.2450 6.1 32° x 43 | 0.1453(16) 806.9(8.9) | 0.879(12) 0.802(22) | 12,139

Table 5.4. Parameters of the gauge field ensemble used in the nn° —

ptpTe e computation. The ensemble was generated at the SU(3)-flavor symmet-
ric point where m, = mq = ms = my. The lattice volume is L3 x T, and Nefg
configurations were used. Derived quantities are computed in Ref. [208] (the pion
mass m, and the lattice spacing a) and Refs. [213] (the axial current renormalization
Z4, the vector current renormalization Zy).

On this ensemble, two-point functions for the dinucleon

e (1) = {01 (1) X4, (0)]0), (5.30)

and three-point functions

C™P(t,7) = {0]xpp (1) Hi(7) X1, (0)]0), (5.31)

are constructed. The two-point function C3j(¢) are constructed with a wall source
and point sink, and the three-point functions C;"*"(¢,7) are constructed with a wall

source, point operator, and point sink (Section [3.3.3]).

The two-point function is used to extract the dinucleon mass by fitting C37 (¢) to
a constant ameg. The fits are performed over a range of windows [tmin, tmax] With

tmin € {9,10,...,13} and t,.x = 16 with multi-exponential models,

fult) = Zn: AT (5.32)
k=0

with n € {0,1,2}. In practice for n > 1, fits are performed by imposing log-normal
priors on the energy gaps Ej, — Ej_1, which must be positive by the assumption that
E), monotonically increases. The best fit for a given window is selected via the AIC
(Eq. ), and fits across all windows are averaged according to the procedure in
Section [5.3.1] The fit results are shown in Figure [5.10] The displayed effective mass
ameg is the cosh-corrected effective mass (Eq. (3.45)) constructed from C32(¢) and
the resulting posterior for aFj is shown in Figure with the result,

aEy = 2.3930(40). (5.33)

This result is consistent with other studies on this ensemble that used different inter-
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§5.4. The short-distance n°n® — pTpTe~e™ amplitude

polating operators to compute the dineutron mass [214-217]. The level of precision
with which aFy was extracted is not enough to determine if the dinucleon is a bound

state or a scattering state at the set of parameters that define this gauge field ensemble

(Table [5.4).

3.0

I Wall-Point
2.8 aFEy

0 5 10 15 20

t

Figure 5.10. Data for the effective mass ameg (Eq. (3.45)) is shown in blue, and
the result of the averaged multi-exponential fit to C5%; (f) is depicted by the red band.
The data is fit with a series of multi-exponential models (Eq. ), and the best
fit is selected with the AIC (Eq. ) Fit ranges are averaged according to the
procedure described in Section [5.3.1 and the averaged fit result yields a value of
aEy = 2.3930(40).

These correlators are used to form the ratio,

€I (t.7)
O

Ri(t,7) (5.34)

which in the 0 <« 7 < t < T limit asymptotes to 2Ey(pp|H;|nn). The data is

observed to have minor excited state contamination, hence is fit to the model,
f(t,7) = A4 Be ™ 4 Ce 07, (5.35)

Here 6 corresponds to the excited state gap E; — Ey. The A coefficient corresponds
to the desired quantity 2E(pp|H;|nn). Fits are performed over windows with the
minimum sink-operator separation ¢t —7 and operator-source separation 7 in {3, ..., 8},
and averaged using the prescription in Section [5.3.1} Figure shows the data for

the effective matrix elements for each operator and the resulting posterior for A. The
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x2/dof for the fits were very good, with most fits having a x?/dof between 0.5 and
1.4, although a few exceptional ranges had low x?/dof values between 0.2 and 0.5.
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Figure 5.11. Data and fit results for the 9 effective matrix elements R;(¢) (Eq. (5.34))
for the scalar operator basis O (left, Eq. ) and the vector operator basis (right,
Eq. ), plotted against the sink-operator separation {—7. Note that each operator
is labeled by Oy or V, instead of H;. The color of each point corresponds to the
operator-source separation ¢, given in the legend. The fit is performed to the single-
exponential model f(t,7) given in Eq. (5.35), and the blue hatched band denotes the
posterior on the A coefficient for the fit for each effective matrix element. The value
of A extracted from each fit corresponds to 2Eq(pp|H;|nn).

The operator bases {Oy} and {V,} must be renormalized to make contact to
phenomenology. The operator renormalization calculation is described in Section [5.5]
The renormalization coefficients are computed in MS at scale 4 = 3 GeV. The
computation for the scalar operator basis yields the results presented in Tables

b.9 The vector operator renormalization is still ongoing, so the bare vector matrix
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§ 5.5. Renormalization of short-distance operators

elements will be presented. An upcoming paper will present the full renormalized
vector matrix elements when the renormalization calculation has been completed.
The results for the renormalized scalar matrix elements (pp|OMS|nn) are shown
in Table and the results for the bare vector matrix elements (pp|Vi ¥ |nn) are
shown in Table . The diagonal renormalization factors are expected to be O(1),
with the off-diagonal renormalization factors suppressed relative to the diagonal ones.
Therefore, although the vector operator results are bare, the relative magnitudes of
the vector and scalar matrix elements may be roughly compared. There are two items
of particular note in the results. First, that the contributions of the vector and scalar
matrix elements to n®n® — pTpTe~e™ are roughly the same order of magnitude. Un-
like the 7~ — me~e™ case where the vector operators are suppressed, they should not
be neglected in the n°n® — pTpte~e™ calculation. Second, the result for (pp|Oz|nn)
is of the same order of magnitude, or even larger, than the other scalar operators. In
the 7~ — 7wTe e case, this operator was suppressed in the chiral power counting,

evident in the final extrapolated results for the renormalized 7~ — 77e” e~ matrix

elements (Table [5.3)).

Operator O, O, 05 Oy Oy
(Or) (GeV") |-0.00033(44) -0.00606(43) -0.0129(32) -0.0070(10) -0.00190(27)

Table 5.5. Results for the n%n® — p*tpte~e™ short-distance matrix elements for the
scalar operators, (Oy) = (pp|Ok|nn), renormalized in MS at p = 3 GeV.

5.5 Renormalization of short-distance operators

To make contact with phenomenological calculations, lattice-regulated matrix ele-
ments must be renormalized in the MS scheme. The renormalization calculation
proceeds identically for the two short-distance decays considered here, 7= — wTe e~
and n°n° — pTpte~e~. The only difference is the ensembles used for each calculation
and that the vector operator renormalizations (Eq. (5.13))) must also be considered

for the case of n®n® — ptpte=e™.

Operator Vi Vs Vi Vo
1
(V&) (GeV") | -0.0030(16) -0.00066(74) -0.00098(21) -0.001523(55)

Table 5.6. Results for the bare n°n® — p*pte~e™ short-distance matrix elements
for the vector operators, (V) = (pp|V}|nn). The calculation for the vector renormal-
ization coefficients is still ongoing and described in Section [5.5
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§ 5.5. Renormalization of short-distance operators

In this calculation, the renormalization coefficients are computed non-perturbatively
in the RI/sMOM-(~#,~+#) (abbreviated as Rlvy) scheme [211], 212] and perturbatively
matched to MS. In terms of the operator basis {Ox(z)} (Eq. (5.12))), the renormalized

matrix elements can be expressed as

OFS(2; 12, a) = ZNC (12, ) Oy (; a)

MSRI:0, 2 RIvO, 2 (5.36)

where sums over repeated indices are implied. Here Oy(z; a) denotes the bare operator

at lattice spacing a, and
C}Iﬂ\/jﬁel:{h;(’)(IMQ7 a) = Z}T;O(M2’ a) [ZRWO(MQ, a)ijl (5.37)

is the multiplicative matching coefficient from the RIy to MS schemes, computed at
one-loop in perturbation theory in the strong coupling o () [212) 218]. The vector op-
erator renormalization coefficients Z}C\/ZTS;V and matching coeflicients C,T%RI%V(M, a)
are defined identically in terms of the basis {V}'} (Eq. (5.13)). Note that each renor-

malization coefficient is mass-independent and defined in the chiral limit.

The scalar operator renormalization coefficients, Eq. , are conventionally
computed in the Non-Perturbative Renormalization (NPR) operator basis, {Q,(z)},
which contains different linear combinations of operators than the BSM basis of
Eq. (5.12). Correlation functions involving the color-mixed operators Oy/(z), Oy (z)
may be rewritten with Fierz identities (Appendix@ as combinations of color-unmixed
quark bilinears, which simplifies the calculation. The NPR basis is defined in terms

of the quark bilinears:

§5(x) = (w(w)d(@)) (@(x)d(2)),
PP(2) = (a(@)3d(z)) (@) (),

VV (@) = (@) (o) @)y d(z), (538
AA(x) = (@) () (@)1 25d(2)),

TT(x) = 3 () (@) @)y d 1)),

152



§ 5.5. Renormalization of short-distance operators

Qi) (VV(e)+ AA(w)

Q2 () VV(x) — AA(x)

Qs(z) | = | SS(z) — PP(z) | - (5.39)
Q4(x) SS(z)+ PP(x)

Qs () TT (z)

This basis is related to the positive-parity projection of the BSM basis, Eq. (5.12]), as

Q1(x) 0 0 2 0 O1(x)
Qa(z) 4.0 0 0] | Ox2)
Qs(x) =10 0 0 =2 0 O5(x) (5.40)
Q4(z) 020 0] | Ou(x)
Qs(x) 020 4 Oy ()

The space spanned by {Q,(x)} splits into three irreducible subspaces under chiral
symmetry, with bases {Q1(z)}, {Q2(7), Q3(z)}, and {Q4(z), Qs(x)}. As both the MS
and RlIvy schemes obey chiral symmetry, the renormalization coefficients Zg?Q(;ﬂ; a)
and ZRI:Q(42: ), which satisfy analogous equations to Egs. and (5.37), each
factorize into a direct sum of three block diagonal matrices, each of which spans an
irreducible subspace. This is particularly notable for the domain-wall ensembles (Ta-
ble , as they have approximate chiral symmetry. For the Wilson-Clover ensemble
(Table , one expects mixing between the different irreducible chiral subspaces

because the ensemble does not respect chiral symmetry.

One can likewise define a NPR basis {W}'} for the vector operators in terms of

the vector bilinears

V*5(z) = (@(@)rd(x) a(@)d(a)
AP(w) = (a(a)y5d(@) (@) ad () -
TV () = (@) d@) () d(@)
e AT (@) = i () yad () ()7 o)
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§ 5.5. Renormalization of short-distance operators

as

Wi (z) VES(x) — AFP(x)

WY (z) _ | ViS(x) + AFP(x) . (5.42)
WY () Ler B AvTOB (2) + TV (z)

Wi () Lem B ArTP (1) — TV ()

Color and Dirac Fierz identities (Appendix@ allow the BSM basis of vector operators

to be rewritten as linear combinations of the NPR basis,

Wi () 5 00 0\ (Vi)
Wi@) [ _ [0 3 0 0] [Vi(x) (5.43)
Wy () P05 0] Vi@
Wi (z) 030 3 W@

The space of vector operators splits into two irreducible subspaces under chiral sym-
metry, with bases {W}{'(z), W§'(x)} and {W} (z), W) (x)}. As in the scalar operator
case, this implies that Z)5" (42 a) and ZXW(p2; a) will factor as a direct sum of
two 2 x 2 matrices, each spanning one irreducible subspace. For ease of notation, let
{#,})-, denote the set of NPR basis operators,

{My}o=1 = {Q1, Q2, Qs, Qu, Q5, Wi, W, W5, Wi} (5.44)

where the vector index on W, is suppressed. This is the equivalent definition to the
BSM basis {H,};_,, presented in Eq. (5.29)), for the NPR basis.

To renormalize the NPR basis operators, the four-point functions

1 ‘
(g, = — E E i(p1-x1—p2-2+p1-T3—p2-Ta+2q-T)
<G‘1)abcd (Qaaamé)— % et \P1T1—P2:T2TP1-23—P2-T4
T Tlyeeey T4 (545)

X (01 () ud (w5) My (x)dy (2)ul (1)]0)

are computed on each ensemble, where V' = L? x T is the lattice volume and ¢ =
po— p1. Latin letters a, b, ¢, d denote color indices, while Greek letters «, 3, vy, § denote
Dirac indices. All correlation functions used for the renormalization are computed
in the Landau gauge with momentum sources [219] using ten configurations for each

ensemble, as the V2 averaging from the momentum sources significantly reduces noise.
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§ 5.5. Renormalization of short-distance operators

The momenta are chosen subject to the symmetric constraint,

pi=p=q = (5.46)
with the particular choice
2T 2T
=—(—7,0,7,0 =—(0,7,7,0 5.47
4 CLL( 7Y, 7y ) P2 CLL( yJrJ )7 ( )

with ¢ = po—p; and j € Z. The kinematic configuration corresponding to G, (q; a, my)
is depicted in Fig. (5.12)). Note that with this choice of momentum, each value of ¢
corresponds to a unique value of p; and ps. Hence, functions of (p, p2, q) are labeled

as functions of ¢ for conciseness. The four-point functions are amputated,
(Ao (@) = (571 (1) (ST () (G (@)(S™ gy (p2) (5™ wa(p2), (5.48)

where

Stsa,me) = 72 3 e (0la(e)aly) 0 (549)

is the Landau-gauge momentum-projected quark propagator. The (a, m,) dependence
of Av(q), Gn(q), and S(p) has been suppressed in Eq. (5.48)) for clarity.

Projectors (P,)0% are introduced to project (A,)% onto the NPR basis for RIy

to yield a matrix of projected four-point functions with components
Frglqs a,me) = (Pq)fﬁfg(f\rﬁzfg(qs a,my). (5.50)
The projection matrix splits as a direct sum,
P=pP9ep™, (5.51)

where P'%) and P;;,/V ) are respectively a 5 x 5 and 4 x 4 projection matrix for the
scalar and vector NPR bases. This is because these operator bases do not mix under
renormalization; in other words, the projectors for the scalar and vector bases may
be written separately, and these bases are treated independently. This likewise allows

F to be written as a direct sum,
F=F@gFW, (5.52)

where F(@) FOV) are the matrix of projections for the scalar and vector NPR operator
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§ 5.5. Renormalization of short-distance operators

bases. It is also useful to introduce the matrix of tree-level projected vertex functions
Fltree) — [r(@tree) gy pOVitree) — DA (tree) where Ate®) are the tree-level vertex functions

for the operators H, which will be required to state the renormalization condition.

The scalar projectors P? and the tree-level projections F(@t¢) are given in
Ref. [212]. For the vector operators, the projectors P™) and tree-level values F )

have not been previously computed. In the (y*,~v*) scheme,

Bex
W) 504 o cba sde
(Pl w )badc 5 75 6
Basoy
w o _ O a C
(PQ( )>bad (’Yu%)ﬂ 7578" 8
P(W) Baoy ﬂa U’y(sba(sdc (553>
3m ba;dc N Z ’y//)/l’ i
Basoy
W v a o sba gdc
(P‘l(vﬂ)>ba-dc = ¢ Cn(%%),ﬁ (Ve vm) HOSCE
and,
ap; N
<A (tree; W) ) e /3(57‘7 ( u)aaé‘ﬁ’y] 5ab50d
A (tree; W)\ 2P0 77 _ a7 | §ebged
ab;ed 7M75) 7 (/y,u’y )
( (tree; W) >aﬂ e -9 Z aﬂ ( )ao B’Y] (5ab56d (554)
ab;ed Vu% ’y ’yy
ree; afiyo « a ag “He
<A(t " )ab d = 2" [(175)*” (Yem) ™" = (Ww5)*7 (ve7) 7] 6°°5°.

The remaining quantities that are computed non-perturbatively on each ensemble

(Tables and are the RIy quark-field renormalization

ZRI'y
( gV > (MQ;a7m€)

and the vector and axial-vector renormalizations, Zy (u?;a,m¢) and Z4(u?;a, my),
whose computation is described in Appendix [H Here A} (q) = S~ (p1)G4:(¢)S™ (p2)

is the amputated vector three-point function, where

= A ), (5.55)

7?=p

1

GFXL/((E a,mg) - V Z ei(pl'ifl—PQ'I2+q'x) <O|U(J}1>V‘u(l’)a(a]2)|0> (556)

T,21,22
is the vector three-point function, with V*(z) = u(x)y*d(x) the vector-current.
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Figure 5.12. Kinematics for operator renormalization. The red crossed circle de-
notes the operator H, which injects momentum 2¢ into the vertex, while the solid
lines denote up quarks, with momentum p; into the vertex, and down quarks, with
momentum p, out of the vertex. The momenta are chosen subject to the symmetric

constraint, Eq. (5.46]).

The renormalization coefficients for the 7= — 7Te e~ calculation are defined in
the chiral limit at fixed lattice spacing. In contrast, the renormalization coefficients
for the n%n° — pTpTe~e™ calculation are defined at fixed quark mass and fixed lat-
tice spacing. This is because the computation was performed on multiple ensembles
for each of the two lattice spacings (¢ = 0.11 fm, a = 0.08 fm) that the 7= —

0

7te~e” calculation was performed on, while for the n°n® — p*pte~e calculation,

only one ensemble in total was used.

For the 7= — 7wte”e™ calculation, the quantities Z € {Z}"/Zy, F,,} display
mild dependence on quark mass, and are extrapolated to the chiral limit via a joint

fit over ensembles with different masses to the model
Z (1% a,me) = Z (125 a) + Z(p?; a)my (5.57)

where Z(p?; a) and Z(;i2; a) are fit coefficients, and Z(u?; a) is understood as the chiral
limit of Z (,uQ; a,my). Correlations between ZqRI“/ /2y and F,,, on each ensemble are
retained in the fits, and the covariance matrix is block-diagonal as data from different
ensembles is uncorrelated. Fitted values of Z(u?;a) are statistically consistent when
a constant model Z(u% a,my) = Z(u?;a) is used in place of the linear model of
Eq. (5.57). The full set of extrapolations for (Z/"7/2y) (1?5 a) and F.,(g; a) for both
the a = 0.11 fm and a = 0.08 fm ensembles is shown in Appendix [[|

With the definitions above, the NPR-basis renormalization coefficients in the RIvy
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§ 5.5. Renormalization of short-distance operators

scheme can be computed as

2
Zy 2 (%5 a)
e = (—q Z [Fied Fol (g a)] (5.58)
\%4 sym

where the notation |sy, denotes evaluation at the symmetric kinematic point, Eq. (5.46).
Note that for the n°n® — p*pTe~e™ renormalization, there is an additional depen-

dence of Z3"" and Z(u? a) on the quark mass am, which is suppressed in
Eq. (5.58) for clarity.

The renormalization coefficients must be perturbatively matched to MS. For the
vector operators for n®n® — ptpTe~e™, the computation of the anomalous dimension
,YRI'y; C%S%RI%V(
matching will be presented only for the scalar operators {@Q,}. The vector oper-
12, a)
are computed. The renormalization coefficients ZRQ (1% a)/Z2 are only computed

Y and matching factor ©?, a) is still ongoing. Hence, the perturbative

ator matching will follow an identical procedure once y*V and C%EFRIA”V(

non-perturbatively at scales p; = 2—2“(], 7,0,0)|| corresponding to the lattice mo-
menta given in Eq. (5.47), where || - || denotes the Euclidean norm of the lattice

vector. However, the matching coefficients CMS<RQ (12 ) in Eq. have been
computed at p = M = 3 GeV [212, 218], and therefore the renormalization coeffi-
cients must be perturbatively evolved from f; to M. To minimize the artifacts from
truncating the perturbative expansion of the matching coefficients, the closest scale
i« to M which lies in the Rome-Southampton window [220, 221],

Aqop < pjn < (g) : (5.59)
which also satisfies p;, < M to minimize discretization artifacts, is chosen as a
starting point for perturbative evolution to M. In practice, the scale uy is used
for renormalization at both ¢ = 0.11 fm and a = 0.08 fm, as this is the nearest
available scale to M satisfying these constraints, and pus is used for the clover ensemble.
Numerically, these scales are gy = 2.64 GeV for the a = 0.11 fm ensemble, py =
2.65 GeV for the a = 0.08 fm ensemble, and ps; = 1.88 GeV for the clover ensemble.

Scale evolution from g, to M is performed by integrating the evolution equation,

ZRIvQ ) ZRIvQ
Zm)onia) = (Z) e
( z} 2z )

M RIv;Q (5.60)
+ / d—“vﬁw(as(u)) (me (1 a)) ,
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where the NPR basis anomalous dimensions 7217%%(a,()) have been computed at two-
loop order in a, () in Ref. [222]. Statistically consistent results for (ZR:@/Z2)(M)
are obtained when yi3 is instead used as f1;, in Eq. for the 241 and 321 ensembles,
and when py is used for pj, for the clover ensemble.

The results for the NPR basis renormalization coefficients, computed at u = 3 GeV
in MS, are shown in Tables The components corresponding to transitions
between operators in different irreducible chiral representations are consistent with
|ZMS:Q ) 22| < 107° for the 241 and 321 results, and thus not shown. This is expected
since all five ensembles used in the extrapolations were domain-wall fermions with ap-
proximate chiral symmetry. For the n®n® — p*p*e~e™ renormalization, non-chirally
suppressed renormalization coefficients were not consistent with zero and are shown
in Figure This is also expected, as the fermion action does not have approximate
chiral symmetry and has heavy quarks (m, =~ 806 MeV). The renormalization coefhi-
cients for the 241 and 321 geometries have been computed for the NPR operator basis
(Eq. (5.39)) in Ref. [212] using s quarks in place of d quarks. The results in Ref. [212]
agree with Table and at the percent level, and deviations between the results
are likely due to perturbative truncation errors, as Ref. [212] used non-perturbative
step-scaling [220), 221].

Ensemble ZH/Z‘Q/ ZQQ/Z‘Q/ 233/2‘2/ Z44/Z‘2/ 255/2‘2/
241 | 0.90746(43) 1.04052(14) 0.95333(75) 0.91775(71) 1.13952(35)
321 | 0.92625(51) 1.03941(31) 0.85916(82) 0.84035(87) 1.19362(57)
Clover | 1.05286(50) 1.14953(86) 1.01262(59) 1.23365(87) 1.13916(11)

Table 5.7. Diagonal MS renormalization coefficients for the scalar NPR basis {Q,,},
computed with the RI/sMOM renormalization condition, Eq. , and perturba-
tively matched at scale 3 GeV. The renormalization coefficients for the 241 and 321
ensembles are defined at finite lattice spacing in the chiral limit (extrapolation shown
in Appendix (I))) for the 7= — 7Te~e™ calculation. In contrast, the renormalization
for the “Clover” ensemble is defined at finite lattice spacing and quark mass and used
for the n®n® — pTpTe~e calculation.

Ensemble 223/2‘2/ 232/2‘2/ Z45/Z‘2/ Z54/Z‘2/
241 0.26154(56) 0.05286(12) -0.02367(13) -0.28140(66)
321 0.27661(50) 0.04203(67) -0.01061(40) -0.29928(71)

Clover | 8.73722(66) x 1073 -0.17768(41) 9.17662(12) x 10~* 0.0236114(20)

Table 5.8. Same as Figure but for the chirally allowed, off-diagonal MS renor-
malization coefficients for the scalar NPR basis {Q,} at 3 GeV.
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§5.6. The long-distance n’°n® — pTpTe~e™ amplitude

Zu/Z0 Zu/Z0 Zu/Z] Zu/Z0
~0.0531075(43) ~0.0301354(27) ~0.0229017(46) 0.00574317(11)
222 201/ 22 Z0s ) 22 Z3 /22
0.58158(80) x 103 -0.121115(95) ~0.0363164(61) ~0.151727(13)
Z/ 22 Zs) 22 Zn /22 Zp) 22
0.0123607(13) 0.0402692(29) -0.0855981(83) ~0.17768(14)
Zy3/ 22 Z. /22 Zo0) 22 Z.3) 22

“0.0122713(12)  2.69506(82) x 103 9.63359(40) x 103 4.61145(34) x 103

Table 5.9. Chirally disallowed, off-diagonal MS renormalization coefficients for the
scalar NPR basis {Q,} at 3 GeV for the “clover” ensemble (Table used in the
n'n® — ptptee calculation. Note that in the 241 and 321 renormalization coeffi-
cient calculation, these matrix elements were all consistent with zero, which indicates
approximate chiral symmetry.

The NPR basis renormalization coefficients are converted to the BSM basis using
the change of basis matrix, Eq. (5.40]), and combined with the bare matrix elements

to form renormalized matrix elements,
Ok(1n, frra, L) = (1|05 (p = 0)|77) (1mr, frra, L), (5.61)

On a given ensemble, the renormalization coefficients and bare matrix elements
are computed on different configurations, as the former are only computed on a
subset of 10 configurations used to compute the matrix elements on each ensem-
ble. As such, they are combined as an uncorrelated product, and their errors are
added in quadrature. Table shows the renormalized matrix elements for the

m~ — wte e calculation.

5.6 The long-distance n'n’ — p*pe e~ amplitude

5.6.1 LGT methodology for long-distance Ov3(

As discussed in Section [5.2.1] the non-perturbative dynamics of the long-distance
decay are encoded in the amplitude A"~/ defined in Eq. (5.10]). To extract A/ for
the initial state |i) = |nn) and the final state |f) = |pp), one computes the four-point
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function

Ciﬁf(tsnka t7 tsrc) = /dSwf d?’w dgy D($ - y) <O’Xf(mf7 tf)]u(f)]u(y)XI(O» tl)|0>

(5.62)

Here x; and x are interpolators that excite the dineutron and diproton, respectively
(Eq. (5.28])). Translation invariance implies that the correlators only depend on the

relative time separations,

tore = min{ty, t,} —t; t=t, —t, (5.63)
tonk = t5 — max{t,,t,} =t —t;, (5.64)

where tge, tse > 0. Note that ¢/ = e + tauk + |t|. FEach correlator is defined in
Euclidean space, projected to zero three-momentum via the integration over spatial
coordinates, and accessible through LGT calculations in a compact, discrete space-

time.

The spectral decomposition of the matrix element in Eq. (5.62)) yields,

(Ohxs (@, t7) g, t2)5" (g, t,)x}(0,8:)]0) =

/ ’p; d’py <0|Of(wf>’Nf(pf)><Ni(pi>’OzT(0)‘O>e—Eo(tf—ti)
(27)3 (27)3 2E,

o N Wi (o)l Ju(2) ) (n] J* (y)|Ni(p2)
Zn: (2E0)(2E,)

X e*AEnOM (1 _|_ Ae*AEIOtsrc + Be*AEIOtsnk + CG*AElo(tsnk‘i’tsrc) + . ) ,

(5.65)

where AE, = E, — £ is the energy gap between the n'® excited state and the ground
state excited by the interpolator y;, and AE, = E, — Ej is the gap between the n'®
excited state of the intermediate hadronic system and the ground state. The coefhi-
cients A, B, and C' are expressible in terms of matrix elements of excited states of the

system, and the explicit form of these coefficients is not required for the calculation.

To extract the amplitude A"~/ (Eq. (5.10)), consider the spectral decomposition
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of the two-point function Cy(t), defined in Eq. ((5.30)),

(i@, t)x] (0, 1)) =

/ d’p; <O|Xi(mf)|Ni(pi)><Ni(pi)|X;[(0)|O>e—Eo(tf—ti)(1+D6—AE10(tf—ti)_i_.'_)
(21)? 2E, !

(5.66)

where D is another coefficient constructed from excited-state matrix elements. One
constructs the ratio between the four-point function and C3™(t), which has the de-

composition,

Cﬁll_)f (tsnlo ta zfsrc)
Cnn( snk + |t| + tsrc)

(f1u(0)[n) (] J*(0)]7) _(ql+aimo
"2 oR)eE) )

Ri_)f (tsnk7 t, tsrc)

(5.67)

(1 + AB*AElOtsrC

q=—Pn

+ BefAElotsnk _|_ CefAEIO(tsnk“Ftsrc) _ DefAEIOtl + .. ,) . (568)

n

Comparison to the definition of A"/ reveals that the large-time limit of R*/ (tsu, t, tre)
is the desired amplitude,

JM*fzzza%/ cﬁthg;zW*f(mbttﬁg. (5.69)
—oo R

These asymptotics are used to extract the amplitude A7/ with a LGT calculation.

5.6.2 LGT calculation of long-distance n’n’ — pTpte e~

The correlation functions Cj™(t) and Ci_)f (tsnk, £y tsrc), Egs. , are com-
puted on the Wilson-Clover ensemble of Table on 12,139 configurations. The
two-point function C3"(¢) is constructed with a wall source and a point-sink, and
the spectral analysis of this correlator is described in the short-distance n’n® —
ptpTe e analysis, Section For the four-point function, propagators were con-
structed from the operator insertion positions x and y, where  and y range over a
sparsened spatial grid of 43 point sources (a sparsening factor of 32/4 = 8) on every
8™ timeslice on each conﬁguratio. On each configuration, 432 quark propagators

were computed.

°As shown in Ref. [223], sparsening the spatial grid does not change the low-energy spectrum of
the theory.
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The computational details of the quark propagator computation and the con-
tractions are described in Refs. (|5, 224]). In particular, Anthony Grebe’s thesis
(Ref. [224]) details the extraordinary computational effort to compute these propaga-
tors and contractions. Without many of the optimizations he made (for the computa-
tion of the three-point functions described in Section as well), this project would
realistically not have been feasible from a computational point of view. A total of 576
quark contractions were formed to construct each measurement of Ci_}f (tsnk, s tsee) s

and a heuristic depiction of a single quark contraction is shown in Figure [5.13]

Figure 5.13. Heuristic depiction of the four-point contractions for the long-distance
n'n® — ptpte e computation. Quark propagators are denoted by solid lines from
a zero-momentum wall source with point sinks that are summed over the sparse grid.
The interacting quarks for each contraction are denoted in orange, with the current
insertions at time ¢, and ¢, denoted by the orange circles. The orange dashed line
denotes the neutrino propagator between the two current insertions (Eq. (5.70))). The
blue circles denote the sparse point grid of sinks, and the relevant times of interest
(Eq. (5.64)) are explicitly labeled in the diagram.

The scalar propagator used for the neutrino, Sy(x,y), is defined in finite-volume
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by subtracting the zero-mode out from the propagator,

1 lal<7/a 1
Se(x,y) = 303 Z melq’(‘”’y)e’“””. (5.70)
qe 2 73\{0}

The propagator is defined in this way to ease the matching to the nuclear EFT [225].
An advantage of this particular choice of regulator is that all intermediate states in
the calculation are now at higher energy than the initial and final hadronic states.
In the long-distance 7= — wTe~e™ calculations [12, [I73], degenerate intermediate
states caused the four-point function to grow exponentially with operator separation
time and had to be removed carefully. This regulation of the scalar propagator with
zero-mode subtraction means that this does not apply in this calculation.

The electroweak currents j*(z) that define the four-point function require renor-
malization. This current is proportional to the difference in a left-handed vector
current and a left-handed axial current, which renormalize via the vector renormaliza-
tion Zy and the axial-vector renormalization Z 4, respectively. These renormalization

coefficients are given in Table [5.4] This yields the renormalized current,

) = S Zy — Zane)dla), 6.1)

which is used in calculations of the four-point function.

To extract A7 from R(tg, t, tee), the limit of Eq. must be taken carefully
to avoid excited-state contamination. A two-step procedure will be followed. First,
at fixed operator separations ¢, the FEuclidean time dependence of R(tgu,t, tsc) 1S
modeled as a function of (g, ts) to extract the limit,

Rt = lim R7Y (o, t, tae)- (5.72)

tsrc—+00
tsnk —>00

while removing excited-state contamination. Next, R/ (¢) must be integrated over
t (Eq. (.69)) to evaluate A?/. The spectral decomposition of A/ reveals that
R/ (t) decays as > an e~ (al+AEw)It - As shown below, this sum can be well-approximated

to the present level of statistical precision by an exponential,
Rl%f(t) ~ A(R)efE(R)M , (573)

where E®) and A% are an effective energy gap and amplitude associated with the

asymptotic ratio R"7/(¢). Additional terms from the spectral decomposition will
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make this approximation invalid at small temporal separations. However, because

these additional excited-state terms cannot be resolved at the current lattice spacing,
the integral defining A"/ (Eq. (5.69)) can be approximated as,

) o0 ) AR
A = QEO/ dt RHf(t) ~4F)——

ok (5.74)

The measurements of R*~f (tsnk, T, tsrc) on this ensemble are shown in Figure m
as a function of the separation ¢ between operator insertions (Eq. ) The de-
pendence of R~/ (tsnk, ty tsee) ON gk is shown through the color-coding of the plot,
while its dependence on tg,. is demonstrated through the data’s offset at fixed (¢, tsnx)-
Another view of the data is depicted in Figure which depicts the ratio data at

fixed t/a = 3 as tg and tg. are varied.
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Figure 5.14. The ratio R/ (g, t, tse) between the four- and two-point functions,
Eq. , plotted as a function of the separation t (Eq. ) between the operator
insertions. The points are color-coded according to the sink-operator separation tqy
as given in the legend. Points at fixed (¢, %z, ) have been slightly offset proportional
to tg to make the dependence of the data on tg. more clear. Note that this Figure
was taken from Ref. [5], which also computed the long-distance matrix elements for
the X~ — X Te e~ transition, although this work has only described the calculation
for n®n® — ptptee.

The first stage of fits extracts R*/(t) from R/ (tau, t, tae) by fitting the data to
the spectral decomposition of Eq. . Inspection of the data (Figure reveals
that there is no statistically significant dependence of R/ (tg,t, tae) ON tye, hence
only the terms dependent on tg, in Eq. are kept in the model. The model,
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Figure 5.15. The ratio R (tyu, t, tee) (Eq. (5.67)) computed at fixed operator
separation t/a = 3. The left (right) subplot shows the dependence of R/ (tsu, t, tarc)
on the sink-operator (operator-sink) separation tg,/a (). The data in each panel
is identical: to make this clearer, identical points across the two plots have the same
color. The black curve shows the result of a correlated fit to the displayed data. In
each row, the value of R'/(t) determined by the fit (Eq. (5.72)) is depicted by the
red horizontal line, which is shared between both plots.

therefore, has two unknown parameters, B and AFyy. Figure [5.15] shows these fits’
results at a single value of t/a = 3. The black curves show the best-fit curve from a
correlated fit to the data, and the extracted value of R/ () from R (g, t, tere) is
shown by the horizontal red line. The x?/dof for the joint fit is 1.15, with 72 degrees
of freedom, indicating a high-quality fit. This procedure is repeated for all operator
separations ¢, and the result for R(¢) is shown in Figure [5.16]

At each ¢, the stability of the fit is determined by varying the domains of (¢, tsre)
that the fit is performed over. The minimum values of ¢4, and t.. are varied inde-
pendently in {3,4,5,6}, and the resulting values for R*/(t) from this variation are
depicted as a cluster of colored points in Figure at fixed t. Results at fixed t are
combined by model averaging with AIC weights (Section [3.5.2)), with the final results
depicted by the black points in Figure [5.16

The second stage of fits extracts the amplitude A"~/ from the ratio R77/(t). As
the ratio R*/(t) decreases linearly on a logarithmic scale (Figure [5.16)), the single
exponential model (Eq. (5.73)) is expected to describe the data well. Figure [5.17]
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Figure 5.16. The ratio R7/(¢) (Eq. (5.72)) shown on a logarithmic scale. Each
cluster of colored points represents the fit results at the given value of ¢t by varying
the minimum ¢, and t, of the fit: each point represents a different fit. The results
at each fixed ¢ are combined using model averaging with weights based on the AIC to
yield the black points. The gray line and error band depict the result of the second
stage of fits, which model the dependence of R*/(t) on the operator separation ¢ for
t/a > 3 (data for t/a < 2 appear in light gray and are not included in the second-stage
analysis). The bottom panel denotes the difference between the fit and the data in
units of the uncertainty of the fit, which is called the pull of the fit at time ¢.
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shows the effective ratios,

(R) )\ _ R (t)
aEeﬁ« (t) =In (m s (575)
AD ) = R~ ()P OF (5.76)

which are defined from the single-exponential model. Both quantities plateau at
intermediate times, which indicates that a single exponential well describes the data.
The data for R/ (t) are fit to Eq. (5.73), varying t™™ € {3,4,...,7} and t™> €
{min 4 3 ¢min 4 #maY to check for stability, where the variations in ™ extend

to th2% = 10. Results are again combined using AIC weights, and the final posterior

values for E®) and A® are denoted by the horizontal bands in Figure [5.17. The
grey band in Figure depicts the results of the fit against the data R"7!(t).

The integral of Eq. (5.74]) can thus be evaluated by using the fit posteriors for
EW and A, The resulting amplitude is,

a? AP = 0.078(16) . (5.77)

Uncertainties on this result include statistical uncertainties from the Monte Carlo
data and systematic uncertainties from the model averaging procedure. They also
include uncertainties on the value of Zy used (Table [5.4) in the renormalization of

the currents j*.
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Figure 5.17. Effective energy Eég) and amplitude Ag? from fits to the ratio
R =PP(t). The horizontal lines and error bands show the final posterior results from
fits to the exponential decay in Eq. . The amplitudes have been re-scaled by
arbitrary factors for ease of visualization.
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The determination of the amplitude a?A™ PP is physically useful as input to
nuclear EFT. As discussed in Section 5.2 LGT calculations of Ovf3f decay matrix
elements in phenomenologically relevant nuclei are unfeasible given the factorial in-
crease in computational complexity with the number of quarks in the system. LGT
calculations are hence performed in simpler systems and used to extract LECs of
nuclear EFTs which can be used to study systems with larger atomic number. The
amplitude a®> A" PP can be studied in pionless EFT (#EFT) [226H228], an EFT that
provides a framework to study low-energy nucleon-nucleon interactions by integrating
out the pions, which are much heavier than the scale of typical low-energy nuclear
processes. The #EFT describes dynamical nucleon fields which interact via contact
interactions. The relevant interaction for Ov53 decay is the four-nucleon two-electron
coupling ¢ (u), which describes the strength of the interaction nn — ppee. The
matching procedure from the finite-volume, Euclidean space amplitude a? A" P to
the infinite-volume, Minkowski space LEC ¢/ (u) at m, =~ 800 MeV is described in
Ref. [229] and implemented in Ref. [5].

The matching calculation takes additional input from LGT in the form of the low-
lying two-nucleon spectrum and various scattering observables (the scattering length
and effective range), which have been computed independently in two ways. The first
method constructs asymmetric correlation functions and indicates that the dinucleon
is deeply bound on the parameters given in the ensemble used in this work (Ta-
ble [230-233]. Note that at the resulting value of the finite-volume two-nucleon
ground state energy determined from these works, #EFT converges poorly when the
corresponding values of the scattering length and effective range are used, indicating
alternative power counting schemes must be considered to rigorously constrain the
LEC ¢)™(4). The second method constructs symmetric nucleon correlators and uses
a variational method to bound the low-lying two-nucleon spectrum [234-236]. These
results are consistent with the dinucleon being less deeply bound, or even a weakly
attractive but unbound state, at the parameter values on this ensemble. However,
the non-linearity in the matching relations between the variational bounds on the
low-lying spectrum and the resulting LEC ¢ (u) makes matching these results to
the EFT difficult as well.

The resulting values for ¢/ () using the results from both of the described meth-
ods differ by about a factor of four. Both results have the same order of magni-
tude as the estimate of ¢g/"(u) computed from a dispersive analysis in Ref. [237].
To better constrain ¢"(u) from LGT, the finite-volume two-nucleon spectrum at

m, ~ 800MeV and at lighter quark mass must be better constrained, as the dis-
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agreement between the two extracted values of ¢""(u) indicates uncontrolled system-
atics in the calculation. Looking towards the future, constraining a> A" PP and the
finite-volume two-nucleon spectrum closer to the physical quark masses would be the
most useful LGT inputs for phenomenological studies of long-distance Ov53 decay, as
knowledge of ¢ at the physical point is essential input for nuclear many-body calcu-
lations of Ov 35 decay. However, the m, ~ 800 MeV systems must first be understood
in the hopes that resolving the discrepancies in the calculations of the finite-volume

spectrum will yield insight into the calculation at smaller values of the quark masses.

5.7 Conclusion

Neutrinoless double 3 decay is a hypothesized BSM decay that has garnered sig-
nificant interest in the high-energy and nuclear physics community because of its
implications for the nature of the neutrino. In particular, observation of Ov55 decay
would imply the neutrino is a Majorana particle and that B — L is not a conserved
quantum number beyond the Standard Model. Numerous experiments around the
world are currently searching for experimental signatures of Ov3/3 decay, with next-
generation experiments planned to come online in the coming decade. If Ov3[ decay
is ever observed, the decay and its possible mechanisms must be understood theoret-
ically to link experimental measurements with an underlying theoretical framework.
This chapter has detailed the different classes of Ov33 decay mechanisms and com-
puted the short-distance contribution to the 7= — 7"e~e™ transition and the long-
and short-distance contributions to the n®n® — p*pTe~e™ transition.

Lattice gauge theory provides the only framework to compute ab initio Ov 35 decay
matrix elements in a systematically improvable way. However, LGT calculations in
nuclear systems are very expensive computationally, even in the smallest nuclear
systems (i.e., the dinucleon decay, Sections and . Computational cost scales
factorially with the number of quarks in the system, making LGT calculations of
Ov(S decay in heavy nuclei unfeasible without further algorithmic and computational
developments. In order to study OvS3 decay in nuclear systems, nuclear many-body
methods must be used. The models used in these methods are derived with EFT,
and they require LGT input in the form of LECs.

The 7= — wte~ e transition is an essential building block to understanding
full nuclear EFT (c.f., Figure . The long-distance contribution to the 7= —
mte~ e amplitude has been previously computed in Refs. [12, [173]. This thesis (Sec-
tion has computed the leading-order short-distance matrix elements. These ma-
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trix elements are renormalized in MS at u = 3GeV and are extracted to the chiral,
continuum, and infinite-volume limit to extract the yYEFT LECs (5. These LECs are
the primary input from the calculation to nuclear EFT models; they have also been
computed in a separate LGT calculation (Ref. [I74]), and a mild tension between the

two calculations still needs to be resolved.

This thesis also presents the first LGT calculation of Ov83 decay in a nuclear
system (Sections and . The long- and short-distance contributions to the
n’n® — pTpte e decay are computed on a single ensemble at the SU(3)-flavor sym-
metric point, corresponding to m, ~ 806 MeV, with ensemble parameters given in
Table 5.4, The long-distance contribution is complete and provides the first deter-
mination of a long-distance Ovf35 decay in a nuclear system. The calculation of the
short-distance Ov 33 decay is ongoing. Bare matrix elements have been computed for
each of the nine operators, and renormalization coefficients in MS at 3 GeV have been
calculated for five of these nine operators (the scalar operator basis). Calculation of
the remaining renormalization coefficients is underway, with results expected to be

published soon.

To improve understanding of short-distance nuclear OvSS8 decay, NLO matrix
elements in yEFT should also be computed. This includes both the NN vertex
(Figure and the 7N vertex (Figure . For both of these diagrams, matrix
elements of the scalar operators {0y} (Eq. (5.12)) and the vector operators {V¥}
(Eq. (5.13)) must be computed. Preliminary calculation of the NN vertex is under-
way on the ensemble with parameters given in Table [5.4. When the operator renor-
malization is complete, the result of this calculation will be presented at finite lattice
spacing, finite volume, and heavy quark mass. The pion mass of m, ~ 800 MeV)
explicitly breaks chiral symmetry on this ensemble (also encoded in the fact that
Zy # Z4), and hence values of the matrix elements should not be matched to yYEFT.
To extract the NN LECs for yEFT, further calculations must be performed on a
variety of ensembles closer to the physical point; in particular, with lighter quark
masses and with discretizations that approximately preserve chiral symmetry, i.e., a
domain-wall or overlap action. The algorithmic advances presented in the calculation
performed in this work will provide a stepping stone for future LGT calculations of
the n’n® — ptpte~e™ decay.

The N vertex in Figure has not been computed in LGT at any set of
couplings or parameters and should be a target for future LGT calculations. The
corresponding LECs must be computed to understand the full behavior of short-

distance nuclear Ov3f decay in YEFT. The matrix elements to compute take the
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form (mp™|H;|n®) (Figure[5.7d)), where { H;} is the full basis of dimension-6 scalar and
vector operators given in Eq. . The leading-order contributions to this vertex
come from the operators {Os, Vi', Vi, V{,, V5, } [193]. As the matrix element only has
a single nucleon in the initial and final state, it is computationally simpler to access
the dinucleon matrix elements and should be accessible closer to the physical point
than the existing dinucleon calculation.

The neutrino is the most poorly understood particle in the Standard Model. It
has been experimentally observed to have non-zero mass, but the nature of the mass
term is unknown; it may be a Majorana mass or Dirac mass. If the former holds, then
(B—L) is not conserved in whatever theory of physics lies beyond the Standard Model.
The smoking gun for a Majorana mass term for the neutrino is Ovff decay. The
importance of this decay has made it a central focus of experimental particle physics
in the 215 century, with proposed next-generation experiments like CUPID [238| and
LEGEND-1000 [239] that will soon be able to probe regions of parameter space that
are predicted to contain Ov33 decay if the three Standard Model neutrinos obey an
inverted mass hierarchy. If Ov53 decay exists in this universe, it may be discovered
in the coming decades, in which case theoretical input will be required to interpret
experimental signatures of the decay. Simply observing the decay is not enough; to
understand the nature of the neutrino, nuclear Ov33 decay must be understood on
theoretical grounds to make sense of any observed experimental data.

Although LGT calculations are not yet sophisticated enough to perform ab initio
calculations of Ovf3/ decay in phenomenologically relevant nuclei, they still provide
valuable input about the decay in simpler systems. As discussed in this chapter, these
techniques work hand-in-hand with EFT and nuclear many-body methods in order
to further understand Ovf5 decay in complex nuclear systems. Neutrinoless double
B decay can only be understood theoretically with each of these three communities
continuing to work hand-in-hand with the same goal in mind. The calculations pre-
sented in this chapter are a step on the way toward a theoretical understanding of
OvpBp3 decay.
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CHAPTER 6

CONFINEMENT AND
TWO-DIMENSIONAL ADJOINT QCD

This chapter details my involvement with a project simulating two-dimensional ad-
joint QCD (QCD,), a QCD-like theory which will be defined in Section [6.2] with
LGT. I have worked on this project with my collaborators William Jay, Manki Kim,
Phiala Shanahan, and Neill Warrington. I synthesized an idea for this project in
Spring 2023 and have been working on it for about a year. I have been the main
driver of the project, deciding which observables to calculate and writing the code
to compute these observables. This chapter will detail the theory and preliminary
results of an in-progress LGT calculation of QCD,. Section |6.1| provides a mathemat-
ical overview of the confinement problem and how confining theories are studied with
LGT. Section defines and reviews QCD, and will detail two explicit examples of
observables that will be studied numerically. Sections [6.3] and discuss the lattice
implementation of QCD,. The numerical calculation is detailed in Section [6.5] and
preliminary numerical results are presented in Sections [6.6] and

6.1 Confinement in Lattice Gauge Theory

As discussed in Chapter [2] QCD confines quarks: the bound states of QCD are
color-neutral, and lone quarks are not observed in nature outside of hadronf]. All of
hadronic physics and the rich tapestry of emergent phenomena arising from hadronic
interactions is due to confinement. However, the confinement mechanism itself is
not well understood. In particular, pure SU(3) Yang-Mills theory (QCD without

quarks) confines and has been postulated to have a mass gap that arises because of

ISpecifically, this is below the Hagedorn temperature [240]. Above the Hagedorn temperature,
quarks are found in quark-gluon plasma.
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the confining nature of the theory (the emergence of glueballs) [241]. This mass gap
has been shown through numerical studies of QCD like LGT calculations but has not
been proven mathematically [242, 243]. One of the long-standing Clay Millennium
Problems is to prove the existence of a mass gap in QCD [244].

The study of confinement in gauge theories has spurred much interest in recent
decades. It is a deeply interesting problem where formal and numerical quantum
field theory meet. This section will provide some mathematical background about
the structure of the confinement mechanism for a gauge theory with gauge group
SU(N). Many of the ideas in this section are taken from Ref. [245], which provides

a well-written introduction to the basics of the confinement problem.

In Section [2.2.1] the confinement of quarks in QCD was discussed. The indicator
of a confinement-like mechanism in QCD was the linear part of the QCD potential:
as two test charges are pulled apart, a flux tube is formed between them, creating
this linear potential. This part of the potential implies that the force between them
stays constant. These charges attract one another to minimize this force and form
bound states (hadrons) with neutral color charge (color singlets). Because hadrons
have no net color charge, they are not influenced by external, far-away quarks.

In QCD, the static quark potential eventually stops being linear at large r because
of string breaking (Figure 2.1). This is not a feature of pure SU(3) gauge theory
but is a feature of QCD because it has matter coupled to the gauge field in the
fundamental representation (quarks). Any theory with fundamental matter will have
string breaking, as will be discussed later.

The simplest definition of a confining theory is one that has a linear potential
between two static test charges in the fundamental representation of the gauge group.
With this definition, QCD is not actually a confining theory. It shares many properties
of confining theories (it is a “confinement-like theory”), but string breaking makes the
QCD potential plateau at large r, hence the theory does not satisfy this criterion.
In contrast, pure SU(3) gauge theory (QCD without quarks) is confining and has a
linear potential that does not plateau asymptotically as » — oco. Flux tubes in pure
SU(3) gauge theory do not break like those in QCD. This definition of a confining
theory is the starting point for the study of confinement.

The definition of the confining phase of a gauge theory as one with an asymptot-
ically linear static quark potential is too strict in many cases, and should be consid-
ered with additional context. For example, by this definition QCD is not confining,
as in the string-breaking regime the potential of the theory plateaus. As QCD is the

canonical example of a confining theory, it is important to keep in mind that there
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is more to the confinement mechanism than whether or not a theory satisfies this
binary condition. Nonetheless, a key feature of confinement is that in some regime,
the potential is linear (in QCD it is at distance scales below the string breaking dis-
tance). In SU(N), this behavior is induced by gluons, which transform in the adjoint
representation. The transformation properties of adjoint particles are essential to

understanding why theories confine.

6.1.1 Scaling of the Wilson Loop

The confinement picture is often formulated on a discrete Euclidean spacetime lattice
so that the definitions can be made rigorously. A key object that indicates if a gauge
theory is confining is the fundamental Wilson loop W, around some particular closed
curve C, which is simply the Wilson line (Eq. ) evaluated on C. Consider a
rectangular loop C on a Euclidean lattice of spatial size r and temporal size ¢, with
corresponding Wilson loop by W (r,t). From a LGT perspective, this is simply the
product of the gauge links U, (x) around C. The expectation value of the Wilson loop
takes the form [7§],

(W (r,t)) oc eVt (1+0(e ™), (6.1)

as t — 0o, where V() is the static quark potential and AF is the energy gap between
V' (r) and the first excited state of a ¢g pair. The static quark potential thus informs
the behavior of Wilson loops, and vice versa: the behavior of the Wilson loop is often
used to determine the phase a theory is in, as discussed below. Wilson loops will
subsequently be considered in the t > r limit, called the large Wilson loop limit.

There are many possible forms the static quark potential can take, but this section
will restrict to a few specific examples. In a confining phase, the potential is linear,
V(r) = or + Vy, where o is the string tension and Vj is some arbitrary scale. This
yields,

>Vo /o, t—00
)y — =

(W (r,t exp (—ort) = exp (—oArea(C)), (6.2)

where Area(C) is the area of the domain bounded by C. The behavior of the large
Wilson loop in Eq. is called an area law because the Wilson loop decays as
the exponential of the area bounded by C. Area law falloff is a key indicator of a
confining theory and can be taken to be an equivalent definition of a confining theory
in a discrete Euclidean spacetime, as the converse holds: area law decay of large
Wilson loops implies the static quark potential is asymptotically linear.

Suppose that the theory is in a deconfining phase and the potential is instead
Coulomb, V(r) = «a(r)/r + 2Vy, where a(r) is the renormalized coupling and Vj is
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again an arbitrary scale. The behavior of a large Wilson loop with this potential is,

r>>VO_1, t—00

W(r,t) exp (—2Vpt) = exp (—VyPerim(C)) (6.3)
where the perimeter of the loop C is Perim(C) = 2(t + r) ~ 2t in the large Wilson
loop limit. This scaling is called a perimeter law because the decay of the Wilson
loop is dictated by its perimeter. Perimeter vs. area law scaling is a key indicator of

whether or not a gauge theory is confining.

6.1.2 Adjoint Matter and N-ality

The N-ality of a representation r is the number of boxes in its Young tableau mod N.
N-ality allows one to rigorously examine the effect of the dimension of a representation
on the confining structure of the theory. Gluons, and in general any adjoint field,
have N-ality 0. They may bind to particles with N-ality k£ to produce a charge in
a representation with a lower dimension of the same N-ality k. If a field binds to
a test charge, one says the test charge is screened by the field: in this case, color
screening of a test charge by gluons produces a charge with the same N-ality. A
similar phenomenon will hold if any adjoint field screens a test charge: screening by
adjoint fields cannot change the N-ality of a test charge, only the dimension of the
representation.

Pure SU(N) Yang-Mills theory only has fields in the adjoint representation, as it
only contains a gluon. Consider a pair of ¢q test charges that interact with this theory
in the fundamental representation of SU(NN). Gluons screen this ¢g pair, but gluon
screening cannot change the N-ality of the representation, only the dimension of the
representationﬂ Although gluons screen the ¢q pair, this pair will still feel a constant
non-zero force (linear potential) due to its color charge. The physical picture to keep
in mind is that even when a cloud of gluons screens the quark and antiquark, these
gluons cannot completely remove the interaction of the quarks from their charge. A
similar situation arises when the SU(NN) gauge field is coupled to fermions in the
adjoint representation. Adjoint fermions can screen a ¢q pair of test charges, but if
the pair has non-zero N-ality, this screening does not change the potential between
these particles.

This behavior changes when considering full QCD instead of pure SU(3) Yang-

Mills theory or, in general, with any gauge theory coupled to matter in a representa-

2In this case, gluons cannot even change the representation of the ¢g charges, as the fundamental
representation is the lowest-dimensional irrep with N-ality 1.
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tion with non-zero N-ality. This change leads to the string-breaking phenomenon. In
QCD, quarks and antiquarks are coupled to the gauge field in representations of non-
zero N-ality (the fundamental and anti-fundamental representations, respectively).
Consider a ¢q pair of test charges in the fundamental representation of SU(3) inter-
acting with full QCD. In addition to screening by gluons (which cannot change the
potential between ¢ and q), the ¢g pair can now be screened by quarks and anti-
quarks. These quarks and antiquarks can bind to the ¢ and § and produce two color
singlets that feel no force between one another. This is illustrated in Figure 2.1 and
is a restatement of the string-breaking mechanism.

To summarize, an SU (V) theory coupled to matter with non-zero N-ality will have
string-breaking and deconfine because the static quark potential is asymptotically flat,
not linear. One expects pure gauge SU(N), or SU(N) coupled to adjoint matter, to
be confining, as adjoint fields cannot break strings in representations with non-zero N-
ality. However, when SU(N) is coupled to adjoint matter, there are specific examples

where the theory can become deconfining, as will be seen in Section [6.2

6.1.3 String tension

The string tension of a ¢g pair only depends on the N-ality k of the representation
that the matter ¢ is charged under, as gluons can bind to a ¢ and modify its charge
to the representation of the same N-ality with the lowest dimension. The k-string
tension oy, is the string tension of a ¢g pair when ¢ (q) in the representation with
N-ality k (N — k) of the lowest dimension. The string tension oy of fundamental
matter will often be denoted as ¢ = o4, for example, the string tension of the flux
tube between a quark-antiquark pair in QCD.

The scaling of k-string tensions is a question of interest in the study of confine-
ment of SU(N) gauge theories, as different classes of theories that confinement yield
different analytic predictions for the scaling of the k-string tension o} as a function
of k. Of the postulated scalings, two have found particular relevance. The first is

Casimir scaling,
or k(N —k)
o N-1~

Casimir scaling was first postulated in the weak-coupling limit of two-dimensional

(6.4)

gauge theory [240], 247] and is thought to extend to more intricate systems via di-

mensional reduction [248|. The second scaling of interest is the sine-law,

st
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which arises in the study of supersymmetric gauge theories [249].

6.1.4 Center Symmetry and Polyakov Loops

An important question about confinement is whether a symmetry or order parameter
distinguishes a confined phase of a gauge theory from a deconfined phase. Indeed,
there is, and the modern understanding of such a symmetry is through higher-form
symmetries [250-252]. Loosely speaking, higher-form symmetries allow one to act
a symmetry on a higher-dimensional object. Ordinary global symmetries are called
O-form symmetries: they act on O-dimensional submanifolds of spacetime (points).
For 0 < p < d, where d is the dimension of spacetime, a p-form symmetry acts on
p-dimensional operators defined on p-dimensional submanifolds of spacetime. Each
p-form symmetry yields a conserved (d — 1 — p)-dimensional charge. For example, a
O-form symmetry yields a conserved spatial charge through Noether’s theorem [253],
a (d — 1)-dimensional charge.

The particular p-form symmetry of interest in the study of confinement is called
center symmetry, which is a 1-form symmetry and hence acts on line operators.
In LGT, line operators are Wilson lines and are products of the gauge field U,(z).
Recall the center of a group G is the set of elements in G that commute with all other
elements of G, center(G) = {g € G : Yh € G, [g,h] = 0}. The center elements of
SU(N) are the N*® roots of unity,

i
center(SU(N)) ={zlny:i=0,1,...,N — 1} Z; = exp ( 7;\;”) : (6.6)

where 1y is the identity element of SU(N). Center symmetry acts on gauge fields
U,(z) by rotating every time-like link at fixed spatial slice ¢ = ¢, with an element of
z; € center(SU(N)),

Ug(w,t0> > ZZ'Uo(SC?tO) (67)

while leaving the links U, (x,t) for p # 0 or t # t; unaffected. This is a 1-form
symmetry of the Wilson action, as the only place this can modify the action is through
a time-like plaquette at time to, Po;(x,to) (Eq. (3.11])). This transforms as,

Poi(, to) = Up(, to)Us(a, to + 1)Ul (& + i, 1) U] (x, to)

. . (6.8)
25 (U (@, 1)) U, to + 1) (21Ul (2 + 1, t0) U/ (22, t0) = Poi(z, to)
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where i is a spatial index. Because z; € center(SU(N)), it commutes through each
link, and zizj = 1, which implies the plaquette is unchanged. Thus, center symmetry
leaves the gauge action invariant.

Center symmetry is crucial to understanding confinement because matter fields of
non-zero N-ality break center symmetry. Suppose v is a fermion coupled to SU(N)
in representation R with N-ality & # 0. The matter field couples to U, through
a coupling of the form ¥ (z)R(U,(z))¢(z + fi). Under center symmetry, this term
does not leave the action invariant, which is evident by transforming the term on the

time-slice ¢ in the 0 direction,
(@, to)R(Uo (2, t) )0 (2, to + 1) = (o) 2y R(Up(, to) )t (e, to + 1). (6.9)

For k € {1,2,..., N — 1}, the phase factor zF cannot be unity if z; is a fundamental
N root of unity (i.e., if ¢ and N are coprime), hence coupling to matter fields of
non-zero N-ality must break center symmetry.

This, therefore, identifies that if a system breaks center symmetry, it must not
be confining: it must have string breaking, and the asymptotic potential cannot be
linear. If the system instead respects center symmetry, it is confining and will have
an asymptotically linear potential. An equivalent definition of a confining theory is,
therefore, whether or not the system respects the 1-form center symmetry.

An order parameter that detects the existence of center symmetry is the Polyakov

loop [254], which is a closed loop winding around the temporal direction of the lattice,
P(z) = [[ Vo(=. ). (6.10)
t

The Polyakov loop transforms non-trivially under center symmetry, as for center
symmetry acting on time-slice t,, the link Uy(z, to) —= z;Up(2, o). This makes clear
that

P(x) = zP(x) (6.11)

under center symmetry acting on any time-slice of the lattice. The Polyakov loop
thus provides an order parameter to determine if the theory is in a confining or
deconfining phase. If (P(x)) = 0 is zero, then the system respects center symmetry
and is confining, whereas if (P(x)) # 0, then the system does not respect center
symmetry and is deconfining.

The Polyakov loop is related to the free energy of a lone quark. Let F, denote the

difference in free energy between a gauge theory containing a single static quark and
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a gauge theory without a static quark. The free energy difference satisfies [255]
(P()) oc e, (6.12)

where [ is the inverse temperature of the system, § = T, the temporal size of the
lattice. If the Polyakov loop vanishes, the free energy Fj, must be infinite. In this
case, isolated quarks cannote exist because they would have infinite energy, i.e., the

theory is in a confining phase. The two-point correlator of the Polyakov loop is,
(P(2)P'(y)) = ¢V OT (14 0(e27)), (6.13)

where V(r) is the static quark potential at distance r = | —y|. This is an alternative
way to extract V(r) without computing large Wilson loops, as in Eq. (6.1).

6.2 Two-Dimensional Adjoint QCD

It is a question of great interest to know what properties of QCD are a result of the
confining structure of the theory, and if these properties can be found in an arbitrary
confining QFT. A particular example of this is the Yang-Mills mass gap conjecture
discussed in Section [6.1} The conjecture asks one to prove that a general confining
theory, for example a pure SU (V) gauge theory, has a mass gap in its spectrum. The
conjecture can be better understood by studying the spectrum of confining gauge
theories, which should contain only massive bound states. The spectrum of a theory
can also reveal other hints of the confining structure of a theory; namely, it can be
used to distinguish between confining theories and confinement-like theories that have
string breaking. If a theory has an asymptotically linear static quark potential (if it
is confining in the sense of the definition provided in Section , the spectrum is
discrete, whereas if the theory has a linear static quark potential which is asymptoti-
cally flat (QCD-like), then the spectrum is discrete at low energies with a branch cut
at some kinematic threshold [256].

To provide insight into the confinement mechanism, other confining theories must
be studied in addition to QCD. It is often advantageous to consider simpler theories,
whether that is with fewer fields or in a lower number of dimensions, because there
are more field theoretic tools available to study such theories. Different methods
can provide insights into different aspects of the theory and how the physics behaves
in different regions of parameter space. The closest cousin to QCD is pure four-
dimensional SU(N) gauge theory, i.e., QCD without quarks. Pure SU(N) allows
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one to study the dynamics of the gauge sector without string breaking. The theory
exhibits an asymptotically linear potential and is confining. In the context of pure
SU(N), the Yang-Mills conjecture asks if the glueball mass has a lower bound, a topic
that has been studied using lattice gauge theory (LGT) [243] but not definitively
proven. A salient feature of pure gauge SU(N) is that the only propagating degrees
of freedom are the gauge fields Af.(z), which transform in the adjoint representation
of SU(N). As discussed in Section adjoint fields can screen test charges in
a given representation of SU(N), but in most cases leave the confining structure of
the theory unchanged because they cannot change the N-ality of the test charge’s

representation.

An even simpler theory than four-dimensional SU (V) gauge theory is two-dimensional
adjoint QCD (QCD,), the theory of a single Majorana fermion ¢ (x) in (1+ 1) space-

time dimensions coupled to an SU(N) gauge field in the adjoint representation,

Sqaon, [, G] = / T [2_;2 G (2)G" () + 9 (2) (19" Dy — m)ip() (6.14)

where G, is the SU(N) field strength, D,, is the covariant derivative, g is the cou-

pling, and m is the fermion mass. The fermion field ¢ (x) has adjoint indices,

() = ¥ ()t (6.15)

where a ranges from 1 to dy = N? — 1, the dimension of the adjoint representation of
SU(N). In two spacetime dimensions, pure SU(N) gauge theory is solvable and does
not have propagating local degrees of freedom [257|, hence matter must be coupled

to the theory to generate interesting dynamics.

Many studies of QCD, set the fermion mass m = 0. However, the massive and
massless theories both contain interesting dynamics, and the mass will be kept as
a free parameter in this work. When the adjoint fermion is massive, the theory
confines. Interestingly enough, when the adjoint fermion is massless, the theory
deconfines, counter to the intuition that the adjoint particles should screen, not shield,
test charges [258], 259]. This deconfinement transition is related to the symmetry
structure of the problem: when the Majorana fermion is massless, the theory boasts
a non-invertible 1-form symmetry that can be shown to produce a perimeter law for
a fundamental Wilson loop. This non-invertible symmetry is not present when the

Majorana fermion is massive, hence yielding an area law for the Wilson loop.

The two dimensional setting of the theory allows for many non-perturbative tech-
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niques to be used to study the theory, and is a toy model for confinement and how
adjoint fields can influence the confining structure of a theory. In the last 30 years,
there has been significant progress using tools like lightcone quantization [260, 261],
supersymmetry [262], and bosonization [263] to understand the structure of QCD,.
Specific limits have been mapped out: the large N limit [264-266], and the large
fermion mass limit [267, 268]. These studies of QCD, have revealed a rich dynamical
structure with higher-form and non-invertible symmetries influencing the dynamics
of the theory.

The spectrum of QCD, is known in a number of specific cases. The low-lying
spectrum was first computed in ‘t Hooft’s N — oo limit [265, 269]. More recently,
the spectrum has been computed with Discretized Lightcone Quantization (DLCQ)
for N = 2,3,4 [261]. The results of Ref. [261] indicate that the spectrum approaches
the large N limit quickly. The N = 2 case is qualitatively different than N > 2, and
for N = 3,4, the spectrum is very close to its predicted value for large N. In other
words, the spectrum approaches the N — oo limit rapidly. The light dependence of
the spectrum on N has been observed in other SU(N) gauge theories, in particular
in the glueball spectrum of three- and four-dimensional SU(N) gauge theories [242]
943, 270].

Many of the methods used to compute the spectrum of QCD, are employable
only in a specific regime of validity; analytical computations in QCD, at arbitrary
m, g, and N are not always possible because the theory is strongly coupled, and an
ab initio understanding of the theory in all sectors does not currently exist. Lattice
gauge theory (Chapter [3)) provides a systematically improvable framework to non-
perturbatively compute correlation functions of QCD, in Euclidean space when the
Majorana fermion is massive. Lattice gauge theory was first used to study QCD, in
2011 [271], and more recently [272] has been used to extract the static quark potential
V(r) (Section [6.1.1)), string tension o (Section [6.1.3)), and Polyakov loop expectation
value (P) (Section for a number of different choices of g, m, and N.

6.2.1 The String Tension in QCD,

The k-string tension of QCD, has been computed analytically in two cases [259].
First is the m — oo limit, where the Majorana fermion is integrated from the theory,

leaving only pure SU(N) gauge theory in 2 dimensions. In this case, the k-string
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tension obeys Casimir scaling (Eq. (6.4))),

o = Cg’k(N — k) (6.16)
mToo
where the constant of proportionality C' is independent of the representation k. Note

that the string tension vanishes in the adjoint representation (k = N).

The second limiting case where the string tension has been computed is the small
mass limit for N < 5, where the theory is perturbed about the massless theory.
Computations have only been performed for N < 5 because the relevant technique
does not scale well to arbitrary N [259]. With these assumptions, non-invertible

symmetries may be used to compute the behavior of the string tension. The behavior
is observed to follow a sine-law (Eq. (6.5)),

k
O = C’'g|m|sin (%) (6.17)
ml0, N<5

where as in Eq. (6.16]), C” is a representation-independent coefficient. The mass
dependence of this relation agrees with expectation, as at m = 0, the theory becomes
deconfining and should have zero string tension, and at finite m, the string tension

vanishes for adjoint lines.

LGT provides a framework for the direct computation of k-string tensions, as
shown in Ref. [273] for pure SU(N) gauge theory. Although LGT calculations cannot
definitively prove the existence of the sine law for all NV, these calculations may be
used to strengthen the existing hypotheses and determine the relevant coefficients
of proportionality. Depending on the outcome of the calculation, such calculations
may also disprove a class of scaling behaviors. Such calculations may also provide
insight into the mass scales at which a crossover from sine-law scaling to Casimir
scaling would occur at in QCD,. Calculation of this crossover would give insight
into how the adjoint fermions influence the dynamics of the pure gauge theory, as
the adjoint fermions are the degrees of freedom that cause the theory to shift from
Casimir scaling in the pure gauge case to the sine-law prediction of adjoint QCD with
m — 0. The string tension of QCD, is computed in Section for a number of
different parameters (m, g) for N = 2 colors. For this number of colors, there is no
way to distinguish between Casimir scaling and sine-law scaling. Future work will
extend the calculation to larger numbers of colors and probe the difference between

the two scaling regimes.
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6.2.2 The QCD, Spectrum

The first calculation of the spectrum of QCD, at finite m and N was performed in
1998 using Discretized Lightcone Quantization (DLCQ) in the Hamiltonian formal-
ism [274]. The calculation extracted the masses of the lowest-lying boson and fermion
states but was not extendable to the entire spectrum. DLCQ computes the spectrum
of the theory by discretizing and numerically diagonalizing the theory’s Hamiltonian.
The discrete Hamiltonian is constructed with a momentum cutoff proportional to an
integer K: DLCQ computes the spectrum at finite K, then extrapolates the results
to remove the cutoff, K — oo. Increasing K increases the number of states accessible
in the discretization, making the Hamiltonian larger and more numerically intensive

to diagonalize.

Recent developments have allowed this calculation to be extended to compute the
spectrum of small N QCD, (N = 2,3,4) in the massive and massless case and, in
particular, determine the continuum threshold for the theory in these cases [261].
The breakthrough of this work was using the Cayley-Hamilton theorem to determine
and remove the null states of the theory from the overcomplete basis in which the
Hamiltonian was computed and diagonalized. As the cutoff K increases, the number
of null states grows significantly. Without removing the null states, it is intractable to
compute the finite NV spectrum for even moderate values of K. Removal of these null
states allowed the study of a much larger part of the low-lying spectrum at finite K.
This method was able to access K = 60 for N =2, K =30 for N = 3, and K = 25
for N = 4, and then extrapolate the results at finite K to K — oo. The results of
Ref. [261] numerically found the supersymmetric point in the theory, 7m? = ¢>N, and
verified the equivalence of the bosonic and fermionic spectrum at this point. They
also found that the spectrum received very small 1/N? corrections, and the results at
N =3 and N = 4 are very close to the N — oo results and determined the number

of bound states that were found below the continuum threshold.

The DLCQ has been extremely useful in computing the spectrum of QCD,. Still,
because the DLCQ computes the spectrum at finite K, the extrapolation required
means that there is a systematic uncertainty on the final result from the extrapolation.
Many extrapolated states have a very light dependence on 1/K | indicating a controlled
extrapolation to 1/K — 0. However, the range of the values of 1/K for which there is
data is significantly smaller than the size of the extrapolation. This is not necessarily
a problem and, indeed, is a required part of the method, but additional methods of

computing the spectrum would provide valuable cross-checks on these extrapolations
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and allow for the reduction of systematic errors that are associated with the K — oo
extrapolation.

Lattice gauge theory allows for a calculation of the low-lying spectrum of QCD, in
a systematically improvable way that can be used to study the QCD, spectrum from
an alternative perspective, the Lagrangian formulation of the theory. The scaling of
the computation with N is quadratic, and a priori, there is no barrier to accessing
the spectrum for larger values of N, i.e., N =10 or N = 20. LGT calculations may
only study QCD, at finite mass, so exploring the theory at m = 0 must be done via
a chiral extrapolation. In addition, using a lattice regulator instead of the cutoff K
in the DLCQ approach suffers from the same problems, requiring an extrapolation
to the continuum limit, @ — 0. This may be viewed as complementary to the DLCQ
approach. Both methods have finite errors, and if they are computed at the same
areas of parameter space, they can constrain existing results further. The calculation
of the low-lying spectrum and preliminary results are presented in Section at finite

lattice spacing for a number of values of (m, g) with N = 2 colors.

6.3 Discretizing QCD,

6.3.1 The Dirac operator

The first step to studying QCD, with LGT is discretizing the action. This work uses
the Wilson action for Majorana fermions coupled to SU(N) in the adjoint represen-
tation [275],

= 1S (@)D (5, ) ()

2
z,yEA

%2{%“(@ o —RZ V) ) e) (6.18)

TzEA

LT @ @)1 -+ m}.

Here k is the hopping parameter for the theory and encodes the bare fermion mass
m, and ¢(x) = ¢¥*(x)t* is the adjoint fermion field, which transforms under gauge
transformations Q(z) € SU(N) as

() = Q2)Y(2)Q' (2) (6.19)
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where V) ( ) are the adjoint links of the theory, defined in terms of the fundamental
links U,(z) (Eq. . as,

V:b(x) = 2Tr[Ul(a:)t“UM(x)tb], (6.20)

and Dy (z,y) is the Dirac operator for the Wilson discretization,

2
(DW)ZI,JB (ma 3/) = 5ab6a65x,y Z Vab 7u)a55x+ﬂ,y + (VMT)ab(y)(l + 7#)0435:10*&74] .

(6.21)
The Dirac operator Dy, will often be denoted as either a function of the adjoint links
Dw[V], or the fundamental links Dy [U], depending on what is more convenient, as
the adjoint links may be constructed from the fundamental links by Eq. (6.20)). Note

that the adjoint links are real,
(V/fb)*(x) = 2Tr[(tb)TU;£(m)(ta)TUu(x)] = 2Tr[Ul(x)t“Uu(x)tb] = V““b(x), (6.22)
and satisfy similar properties to the fundamental links,

Vou(e) = Vi@ — ) = Vi(e - . (6.23)

The Dirac operator satisfies the usual fermionic boundary conditions, periodic in

space and antiperiodic in time. These boundary conditions manifest themselves as

1
b= (_1> . (6.24)

With the boundary conditions b,, the Dirac operator with fermionic boundary con-

the 2-vector

ditions can be expanded as,
2
(D)2t 5) = 500y = 1 D [V @)(1 = %)agdesiy + (VW)L + Yoo
p=1
1 =y
Ozy = by (To=yo mod L) and x; =y
by wo=1yo and (r; =y; mod T)
(6.25)

The augmented spacetime § function & ensures that anytime the fermion hops across
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the boundary of the lattice, it incurs the appropriate sign change. Note that z + [
takes values in the discrete box [—1, L+ 1] x [-1,T + 1] to account for the boundaries

in the definition.
The Wilson action is used for the fundamental gauge field,

=8> Y (1 - %Re Tr P,W(x)) (6.26)

zeA p<v

where P, is the plaquette in direction (u,v) at x € A. For d = 2, this reduces to,

=5y (1 - %ReTrP(x)) (6.27)

TEA

where P(z) = Poi(z) is the only direction of plaquette that can be formed on a 2d
lattice. Note that the gauge action is written in terms of the fundamental gauge links
U,(x); one could equivalently rewrite Sjj, as a functional of the adjoint links V,,(z),
but the conventions adhered to here will use U,(x) as the basic degrees of freedom,

as the adjoint links V), are functions of U,,.

A particularly important property for the Dirac operator to satisfy is y5-hermicity.
Recall a Dirac operator D(z,y) is vs-hermitian (Eq. (3.58) if v5Dyys = D;V, where
-Tis taken over all spin, color, and spacetime indices on Dy,. This property is verified

by direct computation,
V" Dw (z,y)7°
=" | 1510,y — K [Vi(@)(Ls = %) 00ty + Vi () (Lo + ) 0upiy] | 7°
Y o s Vu)Ox+py w Yy s Yu)Ox—fi,y Y
pn=1,2
= Liledyy — K Z [Viu(@) (Ls + %) 0y + VMT(Z/)(ls ~ Vu)0s—py)
pn=

1,2
= 1,1, xy — R Z s+ ’yu) 5:c+;1,y + Vj(y)(ls - ’YM)Téx—ﬂ,y}
1,2

pn=

;
(1 Le0yy — K Z )(Ls +%)0y e + Vi(y) (Ls ”Yu)‘sy,wﬂ}>
n=1,2
5D
pn=12

= (15105a:,y -

f
(1, — '7u)5y+ﬂ,x + V“T(x)(ls + Vu)éy—ﬂyx}>

(6.28)
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Using 75-hermicity, one defines the Hermitian Dirac operator @) as

Q@ = 5Dw, (6.29)

which satisfies QT = @Q by definition. Note that the charge conjugation matrix is
C = 75, so ) can equivalently be defined as ) = CDy,. Importantly, this operator is

also skew-symmetric,

Q' = —Q. (6.30)

The skew-symmetry of () means that it has a Pfaffian Pf ), which will be important
for Monte Carlo calculations involving the Dirac operator of Eq. (6.21]).

6.3.2 Implementation of the Dirac Operator

The Dirac operator must be implemented efficiently for computations in this theory to
be tractable. Observe that in the definition of the Wilson-Dirac operator (Eq. (6.21))),
the 9., and 0,4+, functions imply that the Dirac operator only couples nearest-
neighbor sites together. Therefore, the best way to construct the Dirac operator is in
spin-color blocks, where the Dirac operator will be identically zero across most spin-
color blocks. One first needs to vectorize the Dirac operator and the Dirac fermion
fields as a dy N, LT x dyN,LT matrix, where:

Dij = (Dw)als (2", y*) (6.31)

where i and j are multi-indices encoding (a, o, ") and (b, 3, y*), respectively. Here
dy = N? — 1 is the dimension of the adjoint representation of SU(N), and N, = 2 is
the number of spin degrees of freedom. Note that here z# = (z,t) and y* = (y, s) are
the two-positions corresponding to the scalar coordinates x,t and y, s. For a natural
spacetime blocking, these multi-indices traverse first in color, then in spin, then in the
spatial dimension, and finally in the temporal direction. The multi-index (a, «, z, t)
is flattened with

it =a+dya+dyNsx + dy, NgLt. (6.32)

Likewise, given a flattened index ¢ € {0, 1, ..., dyN;LT'}, one recovers the correspond-
ing multi-index (a, o, x,t) with the procedure,

t — i // (dyNsL)

X — 1 // (dNNS)
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i:i—X*(dNNS)
Oz—)l//d]v

a — 1 — dyo

which divides out by the correct block sizes for each step in the process.

The specific sparse representation of the Dirac operator used in this work is the
Block Sparse Row (BSR) format [276]. The BSR format stores each dense subarray,
along with a pointer to where the dense subarray may be found in the full matrix.

For concrete visualization, for N = 2 colors the spin-color Dirac matrix blocks are,

Dio(w,y) Dol y) Doglx,y) Dgi(w,y) Doi(x,y) Deilz,y)
Dio(w,y) Dgo(z,y) Dog(x,y) Dol(w,y) Dor(w,y) Doilz,y)
Dlo.y) = Do (z,y) Dio(x,y) Dgo(w,y) Dit(w,y) Diilx,y) Diilz,y)
DY (r,y) Dig(z,y) Dig(z,y) DN(w,y) DYi(r,y) Dii(z,y)
Dig(z,y) Dig(z,y) Diglw,y) Di(x,y) Dii(z,y) Dii(z,y)
D(z,y) Dis(z,y) Diglw,y) DR(x,y) Dii(z,y) Dii(z,y)
(6.33)
with the whole Dirac matrix D;; decomposed as,
D(0,0) D(0,I) 0
D= D.0) D(H) DQ’%) (6.34)
0 DE1) DEI)

where I = 0 = (1,0), 2 = 20 are respectively the first and second vector traversed
in the spacetime indices. Blocks that are not nearest neighbors (i.e., D(0, 2)) are not

coupled and are set to zero.

6.4 Markov Chain Monte Carlo for QCD,

6.4.1 The “Sign” Problem for Majorana Fermions

MCMC calculations with Majorana fermions build on the formalism built up in Chap-

ter [3] with one important difference. When 1 is a Majorana fermion,

z _ /DUDQADE e~ J &z d®y ¥ (2)Dw [U)(2,y)v(y)—So[U] _ /DU e~ %V PE[Dy [U]],
(6.35)
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where Pf[A] is the Pfaffian [277] of the skew-symmetric 2n x 2n dimensional matrix
A

Y
n

1
Pf[/ﬂ = o] ZS SgH(O') ]IAU(Qi_l)J(%)' (636)
gES2n 1=

In this case, n = (N? — 1)N,LT/2 is the dimension of the Dirac operator. Here
So, denotes the symmetric group on 2n letters. The Pfaffian satisfies the identity
Pf[A]? = Det[A] and is often considered the square root of the determinant. Eq.
should be compared to Eq. for the fermion path integral over a Dirac fermion
field, which produces a determinant Det[Dy, [U]] of the Dirac operator.

The replacement of the determinant with the Pfaffian can introduce a sign problem
into the theory. To compute dynamical Dirac fermions, the fermion determinant is ab-
sorbed into the probability measure DIP e~5sl"IDet Dy [U], and in many situations of
interestﬂ can be taken to be real and positive. The Pfaffian Pf Dy, [U] does not need to
be real and positive, and although it is constrained to have norm \/WW[U] , there
is no such constraint on its phase. Any non-trivial phase factor makes it impossible
to absorb into an effective gauge field probability measure fully.

This problem is treated using a procedure called reweighting, which has success-
fully been applied to sign problems in many areas of LGT, including thermodynamic
systems at finite chemical potential [275, 278-284]. The idea behind reweighting is
to absorb any non-trivial phase for the Pfaffian into the observable. One expands

PfD[U] in polar coordinates as,
Pf Dy, [U] = V) |Pf Dy [U]| a[U] = arg Pf Dy [U], (6.37)

where a[U] € [0,27) and |Pf Dy [U]| is manifestly non-negative. This parameteriza-
tion of Pf Dy [U] now allows for the definition of a valid probability measure, called

the partially quenched measure, as
DP,, = DUe %W |Pf Dy [U]] . (6.38)
Note that Eq. (6.35) may now be recast in terms of DP,,

Z= / DP,,, e, (6.39)

3The most common of these situations is the assumption that there are two degenerate light
quarks u and d, which allows (Det D%, [U])(Det D, [U]) to be written as (Det D%,[U])2, which is an
inherently positive quantity. If Det Dy [U] is not real and positive, which it is typically not, then
the calculation must also be reweighted, as will be discussed here for the Pfaffian case.
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Reweighting provides a framework for the calculation of correlation functions of
arbitrary operators. Consider the n-point correlator (O;(x1)...O,(x,,)). This is rewrit-

ten in terms of DP,, as

]_ — 2 2,01 0
(O1(21)...0, () = E/DUDle/) o JdPzd yw(m)Dw[U}(x,y)w(y)—sg[U}@l(xl)m@n(xn)
1
— z/DUe—SMPfDW[U] (O1(21)...0, () p

- %/DPPQ (VO (21)...00(20)) F
B (U0, (21)...00(24))pq

B <€ia[U] >pq

(6.40)

where (-)p[U] denotes the fermionic expectation value, Eq. (3.50)), and (-),, denotes

the partially-quenched expectation value,

1
(O(1, ooy k) Ypg = Em /Dqu O(z1, ..., Tk) Z,q = /Dqu. (6.41)
pa

Thus, one can compute the correlator (O;(z1)...O,(x,)) via the partially-quenched
measure as long as the denominator of Eq. , <eia[U})pq, is never zero. Configu-
rations are thus generated with respect to the partially-quenched measure Pp,,. On
each configuration, the phase of the Dirac operator’s Pfaffian, e?*!V!  is computed and
used to evaluate (e**lV) . The closer the phase is to zero, the more difficult the sign

problem in the theory is to remove.

6.4.2 Pseudofermions and the Rational Approximation

The Dirac operator Pfaffian of Eq. (6.40]) is computationally prohibitive to compute in
a sampling algorithm. Instead, sampling the desired probability density P, proceeds

via the introduction of pseudofermions [285] to rewrite the norm of the Pfaffian as

|Pt D[U]| = |Det D[U]|1/2 = (Det[D![U]D[U]])/*

x / DOD' exp [~ (DI U]D[U])~/40] (6.42)

= / D® Dl KU
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§ 6.4.2. Pseudofermions and the Rational Approximation

where here, ® and ®' are bosonic pseudofermion fields that carry adjoint gauge, Dirac,
and spacetime indices, ®%(n). The kernel K[U] is defined as

K[U] = D'UID[U] = Q'UIQ[U] (6.43)

where Q[U] is the Hermitian Dirac operator, Eq. (6.29)).

Numerical evaluation of K~/4[U] is very expensive. Instead of direct evaluation,

a rational approximation =4 (K) to K~'/4 is used,
K~V rCYY(K). (6.44)

The choice of this function 7(='/% is the heart of Rational HMC (RHMC). Rational
approximations work well when the eigenvalues A of K[U] fall within a given window
[)\(—1/4) A\(71/4)

Jow > Mhigh |, so K is scaled dynamically by multiplication with a constant to make

its eigenvalues fall within that range [286]. For a given configuration U, its minimum
and maximum eigenvalues of K[U], Apnin(U) and Ayax(U), must therefore fall within
the domain of convergence,

Mow?? < X (U) < Anax (U) < Al V. (6.45)
This must be monitored as the simulation progresses to ensure no dynamic rescal-
ing is needed. This is cheaper to monitor than the Pfaffian and can be monitored

using algorithms such as those found in the PReconditioned Iterative Multi-Method
Eigensolver (PRIMME) library [287].

The specifics of the approximation can be found in the Remez Algorithm [28§],
which also provides the coefficients for the following expansion of K7 for ¢ € (—1,1)N

Q in terms of P partial fractions:

P a9

Kimr@OEK)=al? +y —— (6.46)
" ; K+ 4

Note here that this is an operator-valued equation, so ﬂi(q) is really Bi(q)id, with the
same shape as K. This approximation will be used for ¢ = —1/4 to approximate

the integral kernel and ¢ = 1/8 to initialize the pseudofermions ®, which will be

s Al

discussed in Section [6.4.3] For a given range [\

us to deterministically compute the (Ozgq), 5@'(q)) parameters, and provides a bound on

|, the Remez algorithm allows

the error of the rational approximation, provided the eigenvalues of K[U] lie within
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§ 6.4.3. Rational Hamiltonian Monte Carlo (RHMC)

the spectral bound [A9) )\ﬁqi;;h].

6.4.3 Rational Hamiltonian Monte Carlo (RHMC)

To sample gauge fields from the desired probability distribution (Eq. (6.35))), one
simultaneously draws both gauge fields U and pseudofermion fields ® from the Boltz-

mann distribution
U, & ~ e %rlU:2] (6.49)

with the effective action given by,

Set[U, @] = S,[U] + &TrVY(K) . (6.50)
N !

SrU,P|

Here S,[U] is the Wilson gauge action (Eq. (3.13)) and r"'%(K) is the rational
approximation to K~/4[U], Eq. (6.46).

Sampling will be performed with the HMC algorithm’| [290]. The degrees of
freedom in the initial problem are the pseudofermion fields ®(n) and the gauge fields

U,(n), which are parameterized in terms of the su(/V) algebra as

U,(n) = exp (in(n)t“) : (6.51)

where w,(n) = w;(n)t* € su(n). HMC introduces an auxiliary momentum variable
for the gauge field and simulates the system via Hamiltonian evolution. It is most
convenient to implement the sampling in terms of the dy = N? — 1 real variables
wit(n), as opposed to the SU(N)-valued variables U,(n). The conjugate momenta to
w?(n) have coordinates I1%(n), with II,(n) = II4(n)t* € su(N) and ™+ € SU(N)

the conjugate momenta to the fundamental links U,(n). The effective Hamiltonian

4 Another common convention for r(9)(K) is called the Zolotarev rational approximation [285],
which is cited here for completeness,

()
(q) _ a(q) H K+ a21(cq)1. (6.47)
k=1

The Zolotarev approximation is equivalent to Eq. (6.46)) with the identifications,

@ TP (—al® _ gl
RONENC) o0 — g oy Tlia(=agp — a5 y)
CVE)Q) Hz;ék( aé‘fj - ag‘?)

(6.48)

5The RHMC algorithm describes anytime HMC is used with a rational expansion of the kernel
K~Pfor 0 <p<1[289].
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§ 6.4.3. Rational Hamiltonian Monte Carlo (RHMC)

is,

H[U,TIL, &) = % > Tr[IL,(n)?) + Sea[U, @]
) neh (6.52)
=3 > T (n)?] + S,[U] + @K V4U].

n

where the notation H|w, I, ®] is used interchangeably with H[U, II, ®].
The degrees of freedom for the problem must be initialized, which is performed as

follows at computer time s = 0.

e II,(n;s = 0): The conjugate momenta at time s = 0 is distributed to a random
Gaussian [285],

F(IL,) = e MEneau(m?] — e~ T3 Xoea (M ()% (6.53)

e U,(n;s = 0): There are two general methods to initialize U,(n), which both
must agree after thermalization (Section[3.4). One either uses a hot start and
initializes U,(n;s = 0) to a random SU(N) gauge field, or a cold start and
initializes U, (n;s = 0) to the identity link field.

o O(n;s =0): Pseudofermions at s = 0 are distributed according to
F(®) oc e ®IET (6.54)

The choice of the distribution f(®) as well as a practical implementation for

sampling from f(®) are discussed below.

Computer-time evolution of ®(n;s), U,(n;s), and I1,(n;s) proceeds via Hamil-
ton’s equations for the system governed by the effective Hamiltonian, Eq. (6.52)),

§Sy|w] N q)TcSK[w]’I/“

dwe(n) dwe(n)

ST () = —bugH = — ( @) = —F(n)[w, D)

(6.55)
5wy (n) = Ong(myH = 11}, (n)

where the derivative is the force driving the conjugate momenta update,

P, 0] = S50l] | ORI

 dwi(n) dwe(n)

® = (Fp),(n)[w] + (Fpr) (n)w, @] (6.56)

jz 2

Note that these forces depend functionally on w and ®, but in terms of indices, they
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§ 6.4.3. Rational Hamiltonian Monte Carlo (RHMC)

have an adjoint color, Lorentz, and spacetime index (a, 1, 7). The explicit form for
each force is computed in Appendix [K]

It is often useful to recast the evolution equations to algebra-valued equations,

w w]~ /4
1L, (n) = =6, (H = — <§5j£n]) + @T%cp) = —F,(n)w, ?]

() = b1, o H = T, (m)

(6.57)

where here II,,(n) = II,(n)t* € su(N) and w,(n) = wi(n)t* € su(N). The algebra
representation is more compact in certain cases, which will specified if this is the case.

Hamilton’s equations (Egs. , ) are used to evolve the fields in computer
time via leapfrog integration, a symplectic integrator [291]. Let &g = ®(s), wp = w(s),
and ITy = II(s) denote the values of the fields at computer time s. Evolution of these
fields to computer time s + 1 consists of njne: > 1 inner iterations with step size €

which proceed as follows:
1. (Initialize pseudofermions) Draw a pseudofermion ® from the distribution
F(®) ox e KT (6.58)
In practice, this is done by defining,
U(d) = K~ Y8[U]® (V) = KV8[U|w (6.59)

reducing the probability density to,

f(0) = f(®) (Detg—i)_ = Det (K~ V/3[U]) e V'Y (6.60)

The Det (K~'/8[U]) is a constant normalization independent of ¥, hence one
samples ¥ from the 2 x (N2 — 1)-dimensional Gaussian distribution and con-
structs ®(n) from Eq. (6.59) using the rational approximation r(*/®)(K) to K'/8,

® ~ rVS(K)w. (6.61)

2. (Initial inner update) II; 5 < Iy — $F[w, @].

3. (Intermediate inner updates) For k = 1,2, ..., njpner — 1, update wy < wi_1 +
EHk_l/g and Hk+1/2 — Hk—1/2 — eF[wk, (I)]
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4. (Final inner update) wy, < wp—1 + €Il _1/5 and II,, <= I,_y /o — §F[wy, ].

5. (Accept-reject step) Accept the new trajectory (wy,Il,) only if a random r ~
Unif[0, 1] satisfies,

r < exp (Hwo, Iy, ®] — H|wy, 11, D)) (6.62)
where H is the effective Hamiltonian for the system, Eq. (6.52)).

The updated fields are then defined as either (w(s + 1),II(s 4+ 1) < (wy,I1,) is the
accept-reject condition (Eq. (6.62)) holds, or (w(s+1),II(s+1) « (wo, o) if not (i.e.
the fields are not updated in this case).

The number of inner iterations nj,n., and the step size € must be tuned for the
set of parameters the theory is simulated at. The more inner iterations performed,
the better the accuracy of the leapfrog integrator. However, the cost of updating a
configuration will scale linearly with nj,ner, S0 it cannot be taken to be too large, or
the computation will be prohibitively expensive. The simulations performed in this
project typically use niner to be about 10 to 25. The step size € is chosen to make the
accept-reject rate close to 50%. If € is large, each update will cover a large amount

of field space but is more likely to be rejected.

6.5 Lattice Gauge Theory Setup

The data and figures presented throughout this section will be for the set of ensembles
shown in Table [6.1] Each ensemble is generated with N = 2 colors, although it
is planned to generate configurations at larger N (N = 3,4,5) to explore the N
dependence of the spectrum. Representative plots shown in the remaining sections
will be of the L x T" = 20 x 20 ensemble, which has a large enough lattice size that the
physics is representative of the other ensembles, with sufficient statistics such that
the signal-to-noise ratio is small. The values of 8 and k are chosen to fix the one-loop
fermion mass.

All code for this project (RHMC implementation, correlator measurements, and
fitting) is implemented in Python and can be found in the adjoint qcd Github repos-
itory. The ensembles of Table were generated on personal computers. Ensembles
are now being generated using MIT’s SuperCloud computing cluster [292].

To test that the RHMC code was sampling the correct distribution, two ensembles

were generated for each set of parameters in Table |6.1l For each set of parameters,
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L T B R chgs
10 10| 3.125 0.138889 | 90
12 12 4.5 0.15 90

14 14| 6.125 0.159091 | 90
16 16 8.0 0.166667 | 90
18 18| 10.125 0.173077 | 90
20 20| 125 0.178571 | 90
22 22| 15.125 0.183333 | 90
24 24| 18.0 0.1875 76
26 26 | 21.125 0.191176 | 58
28 28 | 245 0.194444 | 45

Table 6.1. Parameters for the lattice ensembles used in this study. Each study
was performed on a 2-dimensional lattice with size L x T with N = 2 adjoint colors.
The gauge coupling is [, and the fermion hopping parameter is k. The total number
of independent configurations (after thermalization) generated on each ensemble is
N, cfgs-

the first ensemble was seeded with a cold start (U,(s = 0) = 1y), and the second
ensemble was seeded with a hot start (U,(s = 0) taken to be a random SU(N)
matrix at each link). Four gauge observables were monitored on each configuration:

the plaquette expectation value,

1
= =D (P(), (6.63)

TEA

(P)

and the expectation value of the 2 x 1, 3 x 1, and 2 x 2 Wilson loops (W (2, 1)),
(W(3,1)), and (W(2,2)), where W (r,t)(x) is the Wilson loop formed around a [ x ¢

rectangle starting at x € A,

W(r,t) = <1:[ Us(z + kﬁ)) (tl:[ Uz +r0+k i))
h=0 h=0 . (6.64)

T T t

Note that W (1,1)(z) = P(x). For each set of ensembles, the hot start and cold
start for all three observables converged to the same value, indicating that the same

distribution is being sampled regardless of where the Markov chain is started.

Data for the volume-averaged plaquette (P) is shown in Figure and used to

determine the Markov chain’s thermalization time and correlation length. The total
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§6.5. Lattice Gauge Theory Setup

number of configurations generated for each ensemble is given by Nyt in Table [6.1]
The thermalization time for each ensemble is about 1,000 samples, which may be
seen from when each trajectory in Figure approaches its plateau value. Only the
configurations sampled after the thermalization time are used in the analysis. The
correlation length 7p of (P) is between 50 and 100 units of computer time on each

ensemble, computed as [293],

Tp(M) =142 pp(s). (6.65)

Here pp(s) is the normalized autocorrelation function for {P;}, defined as pp(s) =

c(s)/c(0), where c(s) is the autocorrelation function with lag s,

= 5ty X (R (PP~ () (6.66)

and M < N, is a cutoff on the lag of the autocorrelation function because large
values of s will be statistically noisy. In practice, one chooses M < N to be the
smallest value such that M > C7p(M), for a constant C' ~ 5 which is empirically
determined by the data. The plaquette values in Figure [6.1| are shown in units of 100
samples, so that each point is an approximately independent measurement. The set
of ensembles shown in Table has a relatively weak coupling, as the free-field value
of (P) is 1. Additional ensembles of parameters are currently being run with larger

values of 3 to sample the theory in the strongly-coupled regime.

The Pfaffian of the Dirac operator has been measured with the pfapack Python
library [294] on each configuration to determine if the calculation must be reweighted
(Section[6.4.1]). Figure[6.2]shows determined to be real and positive, with Im Pf D[U] <
107, An example of this is shown in Figure for the 20 x 20 ensemble. This indi-
cates there is no need to reweight the observables on these configurations. However,
this is not an exhaustive proof that the Pfaffian is real and positive. Every config-
uration sampled must have the phase of the Pfaffian computed to determine if the

observables must be reweighted during the computation.
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Figure 6.1. Volume-averaged plaquette (P) (Eq. (6.63)) on each ensemble. Each
colored curve corresponds to an ensemble in Table The correlation length on each
ensemble is between 50 and 100 units of computer time, hence each point shows an
independent sample. Because fewer configurations are generated for the larger values
of L (24, 26, 28), the plaquette streams stop earlier. Note that after 10 samples, (P)
has thermalized on all ensembles.

0 20 40 60 80 100

Trajectory (100 samples)

Figure 6.2. The Pfaffian of the Dirac operator, measured on the N,gs independent
configurations for the L x T" = 20 x 20 ensemble. The real part of the Pfaffian is
denoted in blue, and the imaginary part is in orange. The magnitude of Im Pf D[U]
is less than 10714, indicating that the Pfaffian is purely real and there is no need to
reweight the calculation on these configurations.
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6.6 The Static Quark Potential and String Tension

The static quark potential V (r) is computed through the asymptotic form for the

fundamental Wilson loop as t — oo,
(W(r,t)) = Ce VIt (6.67)

given in Eq. , where C'is a constant independent of » and t. Corrections to this
equation occur at O(e *AF) where AE is the gap between V (r) and the first excited
qq state. The large t limit of the Wilson loop hence allows for an extraction of the
static quark potential V'(r). The static quark potential for a confining theory may be

parameterized as a linear term plus a Coulomb term,
B
V(r) ~A4or+ —, (6.68)
r

where A, B are coefficients and o is the string tension. Note that Eq. is in
lattice units; units will be restored to this equation later in this section to set the
scale.

The static quark potential is defined for a fundamental fermion. In general,
one can compute the static quark potential between fermions in a representation
R with N-ality k, Vz(r), by using the R-Wilson line Wg(r,t). An explicit formula
for Wx(r,t) can be obtained by replacing U, in the definition of the fundamental line
W(r,t), Eq. , with its image under R,

k=0

Wr(r,t) = (H R(Uo)(z + kﬁ)) (H R(U)(x+70+k i))

r T t T
(HR(UO)(x+(T—k)O+ti)> ( R(Ul)(er(t—k)i)) .

k=1 k=

(6.69)

The static quark potential in representation R is extracted from the R-Wilson loop
identically to the fundamental case, Eq. (6.1), as (Wg(r,t)) 2%, e~VR(M This
R-potential has an analogous parameterization to Eq. with k-dependent coef-
ficients Ay, By, and 0. The linear coefficient o, is the k-string tension.

On each configuration in each ensemble of Table [6.1] all possible Wilson loops
are calculated. This is not computationally intensive because the lattice sizes are

relatively small; for larger lattices, all Wilson loops up to a given maximum spatial
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and temporal size will be computed: it is not necessary to keep every Wilson loop, as
the signal-to-noise degrades with the size of the loop. The data is bootstrapped with
n, = 100 bootstrap samples drawn on each ensemble. Figure [6.3|shows measurements

of all volume-averaged Wilson loops W (r,t) on the 20 x 20 ensemble.

The set of all Wilson loops on the 20 x 20 ensemble, (W (r,t)), is shown in Fig-
ure . For each fixed r, the static quark potential V (r) is extracted by performing

a correlated fit to the data with the exponential model,
fi(t) = Ce V! (6.70)

The model has unknown parameters C' and V(r) and models the lowest-order term
in the expansion of Eq. . The data for (W(r,t)) becomes too noisy to constrain
the fit around ¢ = 10: when this data is included, it does not shift the fit at all,
and its contribution to the y? function is very small because of its large uncertainty.
As a result, fits are performed over the range t € [1,10]. Correlations in (W(r,t))
are propagated to correlations in V(r) fitting each bootstrap to extract an ensemble
{Vu(r)},2,. The statistical error on the bootstrap ensemble {V;(r)}, is consistent with
the error on V() from the fit.

The best-fit bands on the 20 x 20 ensemble are shown in Figure [6.4 The fits for
low r (on this ensemble, r < 4) have x?/dof between 0.5 and 1.5, which degrades as r
increases and the signal-to-noise ratio becomes smaller. The fit results for the static
quark potential V' (r) are plotted against r in Figure for the 20 x 20 ensemble.
The trend in the data is linear, which indicates a confining potential. A correlated fit
is performed of the potential V' (r) to a linear model A + or (Eq. with B = 0),
as the data does not appear to have a Coulomb term. Adding the Coulomb term
B/r to the model causes overfitting— identified as the posterior value of B being
significantly larger than the posterior values of A and o— which drastically changes
the behavior of the functional form fit to the data. The simulated ensembles are likely
too coarse to see the appearance of such a term, as it dominates at short distances.
Only the first 4 points in V(r) are used for the fit, as extracting V' (r) is difficult
at higher r: the resulting fits have x?/dof > 1, indicating a poor goodness of fit.
Figure shows the resulting static quark potential, with the fit band overlaid onto
the data. Although the fit band underestimates V' (r) for r > 5, this is likely due to
the difficulty of extracting V (r) at these values of 7. As seen in Figure [6.4] there are
only a small number of resolved points for the Wilson loop (W (r,t)) at these values,

which makes the fits performed to extract V(r) unreliable. The posterior on ¢ is the
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string tension for the given ensemble in lattice units. The extracted values of the

string tension for each ensemble are shown in Table

LxT=20x20

1024 \\ T Lt e e oo b
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Figure 6.3. All volume-averaged Wilson loops (W (r,t)) for the 20 x 20 ensemble,
plotted on a logarithmic scale as a function of the temporal size t. The color of
each point denotes its spatial size r, which is further emphasized in the plot by
offsetting points with different values of r. At fixed r, the slope of the log plot
roughly corresponds to the static quark potential V'(r).

The string tension is used to set the scale of each ensemble. The general method-
ology behind scale setting in LGT is reviewed in Section [3.3.4] QCD, is not a physical
theory, hence there are no experimental measurements of observables that one can
match to set the scale. The scale must, therefore, be set with a relative scale setting
scheme: scales between different ensembles are meaningful, but the absolute mag-
nitude of a scale is not meaningful. The scheme adopted in this calculation hence
measures the lattice spacing in units of o', where o is the physical value of the
constant string tension across ensembles. This implies that the lattice spacing may

be computed as,

a=aoc o] (6.71)

where the quantity ao is tabulated in Table[6.2] The scale of each ensemble is plotted
in Figure [6.6] in units of o~
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Figure 6.4. Volume-averaged Wilson loops (W (r,t)) for the 20 x 20 ensemble with
r < 4, plotted against the temporal extent ¢ of the loop for ¢ < 10. The shaded colored
band on each plot denotes the best-fit band from an exponential fit (Eq. (6.70))). The
single-exponential model fits the data well, with x?/dof values between 0.5 and 1.5.
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Figure 6.5. Static quark potential for the 20 x 20 ensemble, computed for r < 5.
The static quark potential is fit to the linear model V(r) ~ A + or to determine
the string tension o. Results for the string tension on each ensemble are given in

Table .
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Ensemble ao
10 0.534(33)
12 0.389(13)
14 0.2614(50)
16 0.2029(33)
18 0.1518(24)
20 0.1347(16)
22 0.1029(15)
24 0.0818(10)
26 0.083(46)
28 0.06640(78)

Table 6.2. Numerical results for the string tension (and lattice scale a) for each
adjoint QCD ensemble in Table [6.1l The string tension is computed by fitting the
static quark potential V' (r) to a linear model. The scale is then set by the string
tension, and the lattice spacing of each ensemble equals ao in units of o~ 1.

100 12 14 16 18 20 22 24 26 28
L

Figure 6.6. Scales for each ensemble set by the string tension, in units of o1
Note the value on the vertical axis is simply the dimensionless string tension ao of

Table .
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6.7 Spectroscopy

6.7.1 Wick’s Theorem for Majorana Fermions

Wick’s theorem (Section [3.3.2)) is typically derived in the context of Dirac fermion
observables. The theorem’s conclusion remains the same for Majorana fermions, but it

is insightful to confirm this explicitly. Consider the two-point function for a Majorana
fermion 1, with the action of Eq. (6.21)).

i) = 5 [ DU [ ey (<5 [atedyTpenew) vileim),
(6.72)

The key identity used here is 1) = )T C, where C' = 5 is the charge conjugation ma-

trix. This integral must be explicitly performed to evaluate the base case of Wick’s

theorem; the rest extends by standard combinatorial arguments. The fermion gener-

ating functional with a Majorana fermion source J(z) is,

1 _
21 = [ Do (= [atedy T D@t - [desaw). ©7)
This integral is evaluated by completing the square in the integrand,

1— 1 1
—3UD% = =¥ QU = I = —S (T QY — Ty + ")

= ST QR+ Q) — L

: - (6.74)
= 5@ +QNQW+ Q) — 5 JQT

1

= QI - Q7

where JT¢ = —¢TJ, and note that D = "CD = ¢TQ and QT = —@Q by definition.
Here zz = 1) + Q~'J is the shifted v variable which can now be integrated over:

Z[J] = / Dy e 3¥Pv=I"0 — / Dipe2¥"Q0=37797 — pr[Q] exp (—%JTQU) .
(6.75)
Note that as expected, Z[0] = Z = Pf[Q)].

The explicit evaluation of Z[.J] may now be used to compute correlation functions.
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Consider the fermion two-point function,

1 ) )
2[0] 6.J¢(x) 0.J5(y) | ,—g

(Va()vy)) =
This yields the correlator,

(W (@) Ph(y)) = Do(@)0h(y)) Cos = —(Q ' C)h(w,y) = (D )(x,y),  (6.77)

which in turn produces an expression for the chiral condensate in terms of the prop-
agator S(z,y) = D~ (x,y) of the theory,

1 " 1 a —
v= o S ) = 7 S @) = — 7 ST S(e ). (678)

zeEA TeEA xGA

For the numerical calculation, this allows for the extension of the usual LGT ma-
chinery to Majorana fermions once the correct configurations are sampled with RHMC
(Section|6.4.3]). Propagators are the fundamental building blocks of any fermionic ob-
servable. In four-dimensional LQCD, entire propagators (“all-to-all propagators”) are
not computed fully, as they require huge amounts of computation and storage to use
(c.f. Section [3.3.3). For the two-dimensional lattices used in this work (Table [6.1),
the number of lattice sites is small enough that propagators can be computed and
stored directly using matrix inversion routines. The computation size is small enough
that this is not prohibitive as it is in d = 4. For each ensemble, the Dirac operator
is constructed on each configuration (Section and then inverted. The inverse
matrix is stored in memory, and correlation functions may then be computed at will

without the need for simplifications.

6.7.2 Local Fermion Bilinears

Spectroscopic calculations are performed to extract the ground-state energies of the
scalar and pseudoscalar mesons on the ensembles of Table [6.1] For an overview of
the quantum numbers of fermion bilinears in d = 2, see Appendix [J.3] The quantum
numbers of the fermion bilinear /I"y are different in d = 2 than in d = 4 and given
in Table [J.I] There are only two classes of states that may be excited— scalar and
pseudoscalar— each of which is characterized by its transformation under parity P and
charge conjugation C'. Scalar states satisfy PC' = +4 and are excited by the Dirac
structures 1 and !, while pseudoscalar states satisfy PC' = —— and are excited by

the structures v; and ~°.
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§6.7.2. Local Fermion Bilinears

To excite a mesonic state with the quantum numbers of I' € {1,~35,7°, 7'}, consider

the momentum-projected interpolator,
1 -
tp) = — e P ah(x, ) TY(x, t). 6.79
xr(t;p) \/Z%: U(z, )Y (x,1) (6.79)

Ground-state energies are extracted by constructing the two-point function at p =0
momentumﬂ

Cy (t;p) = % > (xr(t + s:p)Xre(s:p))- (6.80)

This is directly computable on these ensembles by performing all possible Wick con-
tractions (Section [6.7.1]),

1 . -
Cj (t;p) = v Z Z e P=y) (Tr [S(y, s;x,t+ s)I'S(x,t + 3, S)F]
s ww (6.81)

+Tr [S(x,t + s;x,t + s)T'] Tr [S(y, sy, s)f] ),

where I' = 7/°T''7%. Note that in d = 4, I' = I for I' = v#, which may be used to
simplify f; in d = 2, this does not necessarily hold (i.e., for I' = 41).

The two-point correlator C} (¢; 0) is computed on each of the ensembles in T: able
for each T' € {1,75,7%,7'}. Data for C}(¢;0) is shown in Figure [6.7] on the 20 x 20
ensemble, plotted on a logarithmic scale against time ¢. The same data is shown
as cosh-corrected effective masses (Eq. (3.45))) in Figure [6.8] Observe that the data
for I' = v5 and I' = 7 is nearly degenerate, which indicates that both interpolators
excite the same set of states. This is consistent with the analytic structure of these
operators, as both operators are expected to excite states with the same quantum

numbers, PC' = ——.

6Eq. (6.80) is presented at arbitrary p to keep the equation at full generality.
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Figure 6.7. Data for the two-point correlator CI(¢;0) plotted on a logarithmic
scale against time ¢ in lattice units. Each plot is labeled by its I' structure. For

[ = 1,7 (blue, red), the correlator data plateaus to a constant, indicating that these
interpolators excite the vacuum state |0).
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Figure 6.8. Cosh-corrected effective masses on the 20 x 20 ensemble computed
for T' € {v5,7°}. The data for 4° (green) has been offset slightly, as it is nearly
degenerate with 5 (orange), indicating that the interpolators excite the same ground
state. The correlator data for T' € {1,~'} is consistent with a constant, indicating
these operators overlap onto the vacuum state, with an effective mass consistent with

Zero.
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Of particular note is the correlator
data for I' = ~!, which is observed to
have similar behavior on each ensem- 1072
ble in Table [6.Il The correlator data is <)
statistically consistent with zero, shown &
in Figure [6.7] This is because the in- :"f:
terpolator x.1(¢;0) has non-zero overlap §'
with the vacuum state |0), which domi- 1076 . .

nates the spectral decomposition. This -

behavior can be removed by consider-

ing the correlator at non-zero momentum

p = /L. In this case, the correlator is

no longer expected to overlap onto the Figure 6.9. Boosted correlator CJ (¢ p)
vacuum. Figure [6.9shows the correlator at non-zero momentum p = /L, plotted
on a logarithmic scale. The correlator now
shows an exponential decay and no longer
overlaps onto the vacuum.

data at momentum p = 7/L on a loga-
rithmic scale. The correlator is now ex-
ponentially decaying, as is expected for

an interpolator that does not overlap onto the vacuum.

To determine the pseudoscalar ground state m”¢ in the sector PC' = ——, the

correlation function data for C3°(¢; 0) and CJ ’ (¢;0) is fit with two exponential models,

folt) = Coe™™", (6.82)
fit) = Coe™™ 4 Crem T, (6.83)

Here 6 > 0 is the energy gap between the ground state and the first excited state,
and Cjy and C' are the overlap coefficients, which are arbitrary parameters. Data for
C3?(t;0) and C37(t;0) shows that the bilinear operators x;(¢;p) and x.1(t; p) overlap
onto the vacuum state, so the scalar state with the lowest non-zero energy cannot
be extracted without first removing the vacuum contribution. Data for C3°(¢;0) and
C;O (¢;0) are fit with the models of Egs. , to extract m“. Note that on
each ensemble for I € {v5,~°}, CY(¢;0) and CY (T — t,0) are statistically consistent,

hence correlation function data is folded over the midpoint of the lattice to symmetrize

"This analysis performs separate fits for C5°(t;0) and C ’ (t;0) and verifies that the extracted
values of m™~ are consistent with one another, before determining a final value for m™~ by averaging
both estimates while keeping track of correlations. In the future, a joint fit to both sets of correlation
functions to estimate a single value for m~~ will be performed instead.
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§6.7.3. The Two-Point Spectrum

the correlators,
1
Oy (;0) — 3 (C3 (t;0) + C3 (T — 1,0)) , (6.84)

where t € [T'/2]. Correlated fits to both models are performed over ranges [tmin, tmax),
where i, € {2,3,4} and ty.x € {T/2—2,T/2—1,T/2} are varied independently. A
given fit is accepted only if its p-value is > 0.05, and accepted fits are averaged with
the AIC weight [295].

Figure [6.10] shows the result of each series of fits on the 20 x 20 ensemble, plotted
against the effective mass of the correlator. The posterior value of m™" is denoted in
each panel by the colored band. If any fits to the excited-state model f; (Eq. )
are accepted, the averaged fit band of all accepted fits with model f; is shown on
the corresponding panel in gray. The extracted value of m~~ from C3°(¢;0) and
Cy ’ (t;0) are consistent on all ensembles. Table shows the posterior values for the
pseudoscalar ground state energy m ™~ on each ensemble in units of o, where o is the
scale set by the string tension in Section

Ensemble | m™~ [0]
10 1.63(29)
12 5.80(19)
14 7.91(15)
16 9.33(15)
18 | 11.49(18)
20 | 11.98(14)
22 14.53(21)
24 16.96(21)
2% 15.7(8.7)
28 | 18.55(22)

Table 6.3. Numerical results for the pseudoscalar ground-state energy for each

adjoint QCD ensemble in Table[6.1} Data for m~~ is computed by taking a correlated
0

average of the determinations of this quantity extracted from CJ° and C3 .

6.7.3 The Two-Point Spectrum

The previous operator construction only enabled access to the lowest-lying states in
each sector. To expand on this, the Generalized Eigenvalue Problem (GEVP) is used
to access additional low-lying states. Given a set of quantum numbers, one constructs
a set of operators consistent with those quantum numbers and the symmetries of the
lattice (c.f. Ref. [296], 297] for the construction of (3 + 1)d lattice operators). Two
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Figure 6.10. Fits to the two-point correlator C} (¢; p = 0) on the 20 x 20 ensemble for
[ € {v5,7"} with fitting procedure described in the text. Fits are displayed against
the corresponding cosh-corrected effective masses. In each panel, the model-averaged
posterior for m™ is displayed by the colored horizontal band. If any excited-state fits
are accepted (model fi, Eq. ), the averaged fit band of all accepted fits for this

model is displayed in gray. Determinations of m~~ from C3° and CJ * are consistent
with one another.
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§6.7.3. The Two-Point Spectrum

classes of symmetries must be respected: translational symmetry and 1D hypocubic
symmetry (rotation and inversion on the lattice). For translational symmetry, cor-
relators are projected to p = 0 1-momentum. Constructing operators that satisfy
lattice rotations and translations in 1-dimension is trivial in (1 4+ 1)d. There is only
a single non-trivial symmetry of the 1-dimensional (fixed time) spatial lattice cell,
inversion, which is denoted as o. Thus, the symmetry group is the cyclic group of
order 2,

727, = {(o|o® = 1). (6.85)

This group has two conjugacy classes, {1} and {0}, hence two irreducible representa-

tions (irreps), both of which are 1-dimensional. The first is denoted A, and has even

parity,
Al =1 Ay(o) =1. (6.86)
The second has odd parity and is denoted A,,,

A1) =1 Au(o) = —1. (6.87)

Next, operators are constructed that are consistent with each irrep. The basic

building blocks for these operators are the gauge-invariant displaced quark fields,

Dy(x) = Vo(x)Vo(z +0)..Vo(x + (7 — 1)0)¢(z + 10) = Wagi(w, = +10)¢(z + 10),

(6.88)
with 7 > 1, and where conventionally D (x) = 1(r) and the adjoint Wilson line
Wagj(z, 2 + n0) is

Wagj(, © +10) = Vo(x)Vo(x + 0)..Vo(z + (n — 1)0), (6.89)

which performs parallel transport on the adjoint fermion field from site z + 10 to site
x. This is defined similarly to the adjoint Wilson loop Wag;(r,t) (Eq. (6.69)), but for
an open Wilson line. Note that notation will often be abused, and Waq;(x,t;y,s) =

Waai((z,1), (v, s)). It is also useful to construct the opposite Wilson line,
Wagj(ox — 10, —z) = Vo(ox — n0)Vo(oz — (n — 1)0)...Vo(oz — 0), (6.90)

which performs parallel transport from —z — 70 to —z. Note here that ¢ € 7/27

acts on 2-vectors (x,t) as spatial inversion, o(z,t) = (—x,1).
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§6.7.3. The Two-Point Spectrum

To construct a bilinear operator, a y-matrix I' € {1,7°, 4%, 75} is inserted between

two displaced quark fields,

Z¢ LD y(x) (6.91)
= Z D(2)Wagj(z, 2 + n0)T(z + 10) (6.92)

= Zw 2)Vo(z +0)..Vo(z + (n — 1)0)T¢(x + n0), (6.93)

with n € {0,1,...,L — 1} (note n = 0 corresponds to the non-displaced operators
of Section . In general, it is unnecessary to compute every displaced operator
on the lattice because the GEVP must be solved on a matrix that is the size of
the number of displacements. For small lattices, all displacements will be computed,
but for larger lattices, the maximum number of displacements is truncated to 8, i.e.,
n € {0,1,..., Ngnigy — 1} where

Nshift == min{8, L} (694)

Let Bg (t) denote any operator that is gauge invariant and invariant under all
spatial rotations, i.e., a O-momentum projected operator. A projected operator is

constructed from B consistent with G = Z /27 symmetry in irrep A as

BM(t) = dA ZQ Bl(t) (6.95)

gEG

where dy = 1 is the dimension of irrep A, |G| = 2 is the order of the symmetry group
G, and Qng (t)QI] implements the symmetry operation g on the operator Bg (t). For

the elemental displaced operators, this is explicitly:

Q(DP$)a(2)2 = DW'S(g)apti(g2) (6.96)

where the ¢0 and gz denote the group action of ¢ on the vector 0 and on the coordinate

x = (x,t), i.e
10=0 lr =x o0 =—0 ox = (—x,t), (6.97)

and S(g) denotes the passage of the element g = €/ to the spinor representation.
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The only non-trivial element of G is inversion, with S(o) computed in Eq. (J.§]),

S(o) = S(r) = (_01 é) . (6.98)

Note that the displaced quark field under parity is (with ox = (—x, 1))

Wo(ox) = V_g(ox)..V_glox — nd)(ox — (n — 1)0
DY) = Vofaa). ¥ gfoz = a0pilon = (g=10)
= Waqj(oz, oz — n0)ip(oz — n0)

Hence, the elemental displacement operators B{(t) can be expressed as
Q, BI(t Z Pal92) DS (9t (g2) (6.100)

where x = (x,t).

Projectors onto each of the two lattice irreps may now be explicitly computed.

The first is trivial and corresponds to symmetrization by parity,

1

= Z (@ OrD (@, 1) + P(~2, )T DD (~a, 1))

Blot(t) = 5

1 Z ( )Woaay (. + O)T(x + ) (6.101)

+ (02)Wag(ox, oz — n0)Te(oa — 770)) .

The second is the parity-odd sector A,, where the lattice-projected operators are

written in terms of S(o),

ngu,r(t) _ %Z (E(az T Dﬁ")@z)(m,t) +Y(—z,t)['S(o)D 3@0( x t))

! Z ( YW@, 7 + )T ( + 70) (6.102)

+ E(Uz)WAdj(a:ﬂ, or — nO)FS(U)w(Ux — n@)) )

Correlation functions of the lattice projected operators {Bf]\’r(t)} are computed for

each irrep A € {A,, A,} and each v structure I' € {1,7°,4',45}. This is a matrix in
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the space of displaced operators, with indices p, ¢ that range from 0 to Ngpig:
1
AT , AT
Gl (t) = = > (B (t+ )BT (s)) (6.103)
The result is written in terms of 8 possible propagator contractions,

C&F(t)z%ZZ(@+@+@+@+@+@+@+), (6.104)

S ,y
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where the contraction structures @ are defined as,

@ =Tr |:S(y7s; x,t+ s)Wagj(z,t +s;2¢+n,t+s)I

x S(@+n,t+ 59+ s)Why(y, 519 + ¢, S)VOFWO]
@ =Tr [S(—y, s;x,t+ s)Wagj(z, t + s;x¢+n,t +5)I

X S(x+mn,t+s—y—¢, s)Wj\dj(—y, s;—y — (, s)fyoEj\FWO}
@ =Tr [S(% s;—x,t + 5)Wagi(—x, t +s;—x —n,t + 5)['2)

X S(—x—n,t+s;y+( S)I/V/_T\dj (y,s;y + (, S)VOFHO}
@ =Tr {S(—y, s;—x,t + s)Wagi(—x, t + s, —x —n,t + 5)['E)

x S(—x —n,t+ 51—y — C,s)Why(—y.si—y — C, S)VOERFWO}
@:Tr{S(aH—n,H—s;a:,t+s)WAdj(m,t+s;m+n,t—|—s)F]

x Tr [S(y, 5y+C)Whi(y, sy +¢, S)VOFWO}
@:Tr{S(aH—n,t—irs;w,t—irs)WAdj(a:,t+s;:c+77,t+s)F}

x Tr {5(—:’;, 5=y — (5)Why(—y, s —y — ¢, S)VOERFWO}
(D ="Tr {5(—«% —n,t+ 53 —x, t + ) Wagy(—x,t + 5, — — 1, + s)FEA]

x Tr [S(y, 55y +Cs)Wig(y, iy + ¢, S)VOFWO]
=Tr {S(—m —n,t+s;—x,t + 5)Wagi(—z, t + 53— —n,t + S)FZA]

x Tr {S(—y, si—y — ¢ Why(~y. s~y — ¢, S)VOERFWO} :

(6.105)
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and the irrep-dependent spinor matrix >, is

loys A=A
Sa=4 g (6.106)
S(o) A=A,

Contractions 5-8 are made up of four simpler terms, denoted dy, ds, ds, dy,

d; :Tr[S(w+n,t+s;a:,t+s)W(w,t+s;m+n,t+s)F]
Tr [S(y, sy + ¢ )W iy, siy + ¢, s)7°T1]
Tr[S(—x —n,t+s;—x, t + s)W(—x,t + s; —x — n,t + 5)['34]

dy =Tr [S(—y7 s;—y — Cs)Wi(—y, 85—y — ¢, S)WOEJ'AFWO} ,

(6.107)

and (5) = dyds, (6) = didy, (7) = dsds, (8) = dsdy. Note that in d = 4, the identity
7’4 = I' may be used to simplify this equation further; however, this identity does
not hold in d = 2, hence 7v°T'"7? will be kept explicit. This is the sum of four terms,

each with two possible Wick contractions.

6.7.4 The GEVP

From the correlation matrix C’f;ér(t) of Eq. (6.104), the Generalized Eigenvalue Prob-
lem (GEVP) may be solved to determine a variational upper bound on the low-lying
spectrum of the theory [215] 298]. C,/]\C’F(t) is an Ngnie X Ngnie matrix for each ¢t € [T].
One solves the GEVP for the generalized eigenvalues and eigenvectors to perform the
variational analysis. For each combination (t,%,), there is a GEVP for the (at most)

Nanite eigenvalues {A®) (¢, £0) 2 and Nyyq eigenvectors {v77 }osite - That is, for each
(t,to) and k € {1, ..., Nqpitt }

ZCM v J(t,to) = ttOZCm tov ) (t,to) (6.108)

Suppressing the (n,7') indices makes the structure of this problem more obvious:
C)T® (t,to) = AP (8, 10)C(te) 7™M (t, to). (6.109)

The easiest way to solve the GEVP is to turn it into a standard eigenvalue problem.

Note that the correlation matrix C(tg) can be inverted to obtain

Cte)LC)T® (8, ty) = AP (¢, 1) TH (¢, 1o) (6.110)
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which is the standard eigenvalue problem for the nxn matrix C(ty)"'C(t); solving this
will give the Ny eigenvalues and eigenvectors {A¥) (¢, )}ttt and {7 (¢, o)} mehite
The GEVP is a standard calculation in most linear algebra libraries: this project
uses scipy’s scipy. linalg .eigh function to solve the GEVP [299]. The generalized
eigenvalues {\*)(t,1,)} correspond to the low-lying spectrum of the theory,

AE) (1) ~ e~ Brlt=to) (6.111)

where Ej, is the variational bound on the k" energy. The energies are extracted from
fitting the generalized eigenvalues to this functional form.

When considering statistics, each correlation matrix becomes drawn from a boot-
strap sample. That is, for each configuration i € {1, ..., negs }, One computes a sample

of the correlation matrix:

O (t) = = SUBM(E + ) (BM) (3) o (6.112)

s

~

where (...);» denotes the value of this correlation function with the gauge field U®.

These correlation matrices are then bootstrapped,
{CO Y — {Ch (D}, (6.113)

and the analysis is run on the bootstrap samples of the correlation matrix. This anal-

ysis will thus return a bootstrapped set of generalized eigenvalues and eigenvectors,

NP, 10)}, (@t 1)}, (6.114)

where b € {1,...,np}, k € {1, ..., Ngnie }, and ¢, to € {1,...,T}.

6.8 Conclusion

Two-dimensional adjoint QCD is an important theory for understanding the implica-
tions that confinement has on gauge theories. The theory confines when the adjoint
Majorana fermion is massive and interestingly becomes deconfining when the fermion
is made massless. Many different field theoretical techniques have been used over
the last 30 years to understand QCD, and have led to a deep understanding of the
dynamics of the theory in different sectors. In particular, calculations of the k-string

tension for small and large m have been performed using non-invertible symmetries,
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and the spectrum of the theory for N = 2,3,4 has been computed using DLCQ.
The theory as N — oo is well-studied, using ‘t Hooft’s large N expansion, and the

spectrum has also been computed in this case.

Non-perturbative input is crucial to improve understanding of QCD, in all regions
of parameter space, and LGT provides a useful numerical tool that can be used to ob-
tain said input. This is the second study of QCD, using lattice Monte Carlo methods.
Ensembles have been generated with N = 2 colors at ten different values of the lattice
size, gauge coupling, and fermion mass, ranging from 10 x 10 to 28 x 28 lattices. The
static quark potential and fundamental string tension have been computed on each
ensemble, and the scale has been set with the string tension. Preliminary spectro-
scopic calculations have been performed, and the lightest pseudoscalar mass has been
computed on each ensemble in units of the string tension. These calculations have
shown that the vacuum has the quantum numbers of a scalar meson, as the matrix
elements (0[x!(0;0)|0) and <O|XLI(O;O)|O> are non-zero. Work is ongoing to extend
the calculation to N = 3 and N = 4 colors to study the k-string tension of these
theories outside the fundamental representation and to study the low-lying spectrum

of the theory using the GEVP.

The calculation of the QCD, spectrum presented in this chapter, while still in
progress, aims to corroborate the results of Ref. [261] for N = 2, 3,4, and provide
a framework to extend the calculation of the low-lying states to higher values of N.
Existing calculations have hinted that the N dependence of the spectrum is heavily
suppressed and that at N = 3,4, the spectrum is similar to its large-/N counterpart.

The spectrum is predicted to follow a power-law in N2,
(;; N) = — (ao(@) + a1 (i) N2+ O(N™Y)) (6.115)

where M?(i; N) is the energy-squared of the i*" bound state with N colors. The
coefficients ay and a; are independent of N and have been computed for the fermionic
and bosonic ground states in Ref. [261]. They are observed to obey a; < ao, indicating
the spectrum has light dependence on the number of colors. LGT calculations can
precisely map out this statement and verify that this is indeed the case for larger
values of N > 4.

The calculation performed in this section is performed with the bare Wilson action,
Eq. , and is the first LGT calculation of fermion observables using this action.
As discussed in Ref. [300], the four-fermion terms (Tr[¢)])? and Tr[(1¢)?] (which
are equal in N = 2) are not forbidden by any symmetries of the theory. Without
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fine-tuning the fermion mass and coupling, these terms will be radiatively generated
by the Wilson term, and the physics of the system will be that of the theory with non-
zero four-fermion couplings. In the continuum limit, these couplings vanish; hence,
although any quantities computed at finite lattice spacing feel the effects of the four-
fermion operators, their values must match the theory with no four-fermion couplings
after continuum extrapolation. The extrapolation of the spectrum to the continuum
limit will provide the first numerical exploration of how the four-fermion couplings

postulated in Ref. [30T] influence the spectrum and string tension of the theory.
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CHAPTER 7

CONCLUSION

Quantum Chromodynamics is a beautiful example of a strongly-coupled QFT. The
theory is responsible for a rich hadronic spectrum that has been extensively studied
in the last 75 years. It is unique compared to the other Standard Model sectors
because of its confinement mechanism, prompting abundant research into QCD-like
theories. Lattice gauge theory is a tool that is uniquely capable of dealing with the
non-perturbative physics found in QCD. It provides a systematically improvable, ab
initio framework to compute correlation functions and observables in a given theory,
regardless of how strongly coupled the theory is. Lattice calculations have been
immensely useful in studying QCD, and many theoretical predictions for experimental

quantities have come through LQCD calculations.

QCD is the only sector of the Standard Model that is strongly interacting, but
strongly-coupled QFTs are useful experimentally not just in the study of QCD, but
also in the study of condensed matter theory. Many QFTs found in condensed matter
are strongly coupled, finding applications in the study of Bose-Einstein Condensa-
tion [302] and chiral spin liquids [303], among other systems. Studying the dynamics
of other strongly-coupled QFTs may inform knowledge of QCD and such condensed
matter theories. This thesis explores strongly-coupled theories inside and outside of

QCD, using LGT as the primary numerical tool to understand said theories.

To better understand such gauge theories, new methods and techniques for LGT
can provide novel insights into said theories. In particular, spectral reconstruction
problems are ubiquitous in high-energy physics. The spectral density of a theory con-
tains information about all the energy states, resonances, and kinematic thresholds in
a theory. It is an object which, if known, illuminates the entire structure of a QFT.
Spectral densities underlie the connection between correlation functions, computable
with LGT techniques, and the direct physical observables of interest. Most LGT cal-

culations truncate the spectral expansion for a correlation function quickly, retaining
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information from only the ground state and possibly a few excited states. Spectral
reconstruction techniques aim to holistically reconstruct the entire (smeared) spec-
tral density from a Fuclidean correlator. Spectral function reconstruction from LGT
data is a notoriously ill-posed method: an infinite number of spectral functions can
yield a given set of LGT data. A new method for spectral function reconstruction
from LGT data, Nevanlinna-Pick Spectral Reconstruction, is presented in Chapter [4]
The NPSR method exploits the analytic structure of the thermal Green’s function to
reconstruct the smeared spectral density of a theory. A novel feature of the NPSR
method absent from other spectral density reconstruction methods is its ability to
constrain the full set of smeared spectral densities consistent with the input data (the
Wertevorrat). The NPSR method is tested through simulation on four input spectral
densities, which vary in complexity. Extensions of the NPSR method to handle data

with statistical uncertainties are now underway.

Spectral reconstruction methods enable the ab initio reconstruction of inclusive
cross sections and form factors directly from Euclidean correlator data computed
with LGT. Examples of spectral reconstruction problems are the reconstruction of
the smeared R-ratio for inclusive electron-positron scattering and the calculation of
the axial form factor for neutrino-nucleus scattering. Many smeared spectral densi-
ties are experimentally measurable but not directly computable from theory without
the existence of a reliable spectral reconstruction method. A particularly important
area that would benefit from such a method for spectral reconstruction is upcoming
neutrino-nucleon scattering experiments like DUNE, which require knowledge of the
nucleon’s axial structure functions to constrain the experimental background. The
structure functions can only be constrained from neutrino-nucleon scattering, which
do not have sufficient statistics to compute the structure functions to meet DUNE’s
precision benchmarks. The structure functions must hence be computed theoretically,
which can be done with LGT. Spectral reconstruction methods can provide access to
the behavior of these structure functions in the resonance regime, which current LGT

methods [304] cannot access.

The first QFT directly studied in this thesis is the Standard Model EFT (Chap-
ter . The SMEFT allows one to study extensions of the Standard Model by instead
studying the matrix elements of higher-dimensional operators formed from Standard
Model fields. The SMEFT is used to study Ovf3( decay, a hypothesized BSM pro-
cess in which two down quarks convert to two up quarks and two electrons. This
decay is being searched for worldwide because of the wealth of neutrino physics

it would reveal if found. If Ov@f3 decay is ever discovered, non-perturbative input
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from QCD and its extensions will be required to understand the data. This the-
sis details the computation of the short-distance matrix elements that induce the
7~ — wte e transition and the calculation of the long- and short-distance matrix
elements that induce the n°n® — p*tpte~e~decay. The 7~ — mTe e™ matrix ele-
ments are computed on five domain-wall fermion ensembles, and the renormalized
results in MS at 3 GeV are extrapolated to the chiral, continuum, and infinite-volume
limit. The n°n® — pTpTe~e™ matrix elements are computed on a single ensemble
of Wilson-Clover fermions at pion mass 806 MeV and are the first calculation of
Ovf3f decay in a nuclear system. The short-distance n°n® — pTpTe~e™ calculation is

ongoing, and results are expected to be published soon.

The calculation of the short-distance 7~ — 7Te~e™ presented in Section ,
along with long-distance calculation of Ref. [12], completes the LGT computation
of 7~ — 7mte~e” on the domain wall fermion ensembles in Table 5.2l The short-
distance contribution yields the leading-order LECs for yEFT, which can be used
to better constrain nuclear many-body models for Ov53 decay. These models are
currently the only ab initio way to study Ovf3[ decay in a nuclear system which can
undergo Ov(3f3 decay (the lightest of which is **Ca), as direct LGT calculations are too
computationally expensive in such a system. The LO vertex that contributes in YEFT
is the nucleon-nucleon vertex n’n® — pTpTe~e™, Figure m There are nine LECs
which must be computed for this vertex, corresponding to the five scalar operators
{Or} (Eq. (5.12)) and the four vector operators {V¥} (Eq. (5.13)). The calculation
of the short-distance dinucleon decay in Section [5.4] is the first step on the road to-
wards such a calculation. The presented n°n® — pTpTe~e™ calculation is performed
at finite volume and at heavy pion mass (m, ~ 806 MeV), and is the first calcu-
lation of short-distance Ov(33 decay in a nuclear system. It has shown numerically
that many of the matrix elements that were suppressed in the 7= — 7te"e™ decay
(matrix elements of O3 and the vector operators V;‘) are not necessarily suppressed
in the n®n® — p*pte~e™ case, and all nine matrix elements must be treated equally.
Future calculations must compute the same matrix elements with parameters closer
to the physical point in order to have a systematically controlled extrapolation to use
as input to YEFT. Such a calculation is increasingly important as next-generation
OvpBp decay calculations come online and begin to take data, as if OvSS5 decay is
discovered, nuclear inputs will be required to understand the underlying physics of

the decay from experimentally measured signals.

This thesis concludes with studying two-dimensional adjoint QCD, the theory

of a single Majorana fermion in the adjoint representation coupled to an SU(N)
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gauge field, in Chapter [6] This theory is strongly interacting and has very interest-
ing physics: in particular, it deconfines when the Majorana fermion is made mass-
less, but confines when the Majorana fermion is massive. Over the last 30 years,
QCD, has been a playground to study the confinement mechanism in gauge theories.
The two-dimensional nature of the theory allows for a wealth of calculations using
non-perturbative techniques from QFT to understand the theory, but many of these
techniques are not valid over the entire parameter space of the theory. Until very
recently [272], a lattice Monte Carlo calculation had not been performed on the the-
ory. Chapter [f] details an in-progress LGT calculation of QCD, and presents current
preliminary results. The static quark potential and string tension are computed on
ten different ensembles with N = 2 colors, and the scale is set between ensembles with
the string tension. Fermionic observables are considered, and the ground-state energy
of the pseudoscalar sector of the theory are computed. Work is ongoing to extend
this calculation with the GEVP method, which variationally bounds the low-lying
spectrum of the theory.

Knowledge of the low-lying spectrum of QCD, would allow for the verification of
the results in Ref. [261], which computed the spectrum using DLCQ, and would allow
for these results to be extended larger numbers of colors. It would be particularly
interesting to compare these results to existing calculations of the glueball spectrum
for SU(N) gauge theories in 2+ 1 and 3 + 1 dimensions. The underlying systems are
very different: QCD, is constructed in two spacetime dimensions with adjoint matter,
while the glueball spectrum is computed in a higher number of spacetime dimensions
with only gauge field degrees of freedom. Nonetheless, the spectra of each of these
systems share the broad qualitative feature that its dependence on the number of
colors is very mild, and they each approach the N — oo limit rapidly (for QCD,,
N = 3 can be considered “large N” by empirical calculation, as is also true in four-
dimensional QCD). The predominant similarity between these two types of theories
is that they are confining theories of adjoint fields, and correlations between these

theories may have broad implications for the confinement mechanism as a whole.
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APPENDIX A

ABBREVIATIONS AND NOTATION

Abbreviation | Meaning Defined
QFT Quantum Field Theory Page [23
QCD Quantum Chromodynamics Page [23]
EFT Effective Field Theory Page [23
BSM Beyond the Standard Model Page 23
LGT Lattice Gauge Theory Page 3
EWSB Electroweak Symmetry Breaking Page 25
vev vacuum expectation value Page [25
CKM Cabibbo-Kobayashi-Maskawa, Page [28
PMNS Pontecorvo-Maki-Nakagawa-Sakata Page 39
SNO Sudbury Neutrino Observatory Page 39
NH (IH) normal hierarchy (inverted hierarchy) Page [40)
OvBp Neutrinoless double /3 Page 11]
MCMC Markov Chain Monte Carlo Page [14]
HMC Hamiltonian Monte Carlo Page 66
NPR Non-perturbative renormalization Page 66
AIC Akaike Information Criterion Page [71
NPSR Nevanlinna-Pick Spectral Reconstruction | Page 39
NAC Nevanlinna Analytical Continuation Page 108
DUNE Deep Underground Neutrino Experiment | Page |128
SMEFT Standard Model EFT Page |136
(N)LO (next to) leading-order Page [136
YEFT Chiral EFT Page (136
LEC low-energy constant Page |138
QCD, Two-dimensional adjoint QCD Page |173
DLCQ Discretized Lightcone Quantization Page |184
RHMC Rational HMC Page (192
GEVP Generalized Eigenvalue Problem Page [218

Table A.1. Abbreviations defined in this thesis.
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Symbol | Meaning Defined
C* The upper half-plane in C Page 77, Eq. (4.13)
R~ The negative real axis Page |81
I+ The positive imaginary axis Page 37

The (open) unit disk Page [81] Eq. (4.30)
H? The Hardy space HP, with p > 1 | Page 101|

Table A.2. Mathematical symbols defined in this thesis.

Abbreviation | Meaning

= Defined as

= Equals in a given basis

s.t. Such that

a.e. Almost everywhere (off a set of measure 0)
TFAE The following are equivalent

A Closure of the set A

a, T a (a, | a)
Det

Pf

f1%

sup A, inf A
sgn(z)

a, approaches a from above (below)
Functional determinant

Functional Pfaffian

Restriction of f to subdomain 2
Supremum and infimum of a set A
Sign of x € R.

Table A.3. Mathematical notation used in this thesis.
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APPENDIX B

LIE GROUPS, LIE ALGEBRAS, AND
THEIR REPRESENTATIONS

Let K be a field, and let M, .., (K) denote the set of all m x n matrices with values
in K (usually here K will be either R or C). Group representations will typically be
denoted by II or by D depending on whether the group is a Lie group or finite group,
and Lie algebra representations will typically be denoted 7. For algebraic objects M
and N (by this I mean objects in a category), the set of morphisms between them
will be denoted Hom(M, N).

Let V' be a n-dimensional K-vector space. The dual of V' is denoted by V*, and
recall for finite dimensional vector spaces there is an isomorphism V — V*. An
endomorphism of V' is an homomorphism ¢ : V' — V. If ¢ is invertible (an isomor-
phism V' — V') then ¢ is called an automorphism. One denotes the automorphism
group of V' by Aut(V') and its endomorphism ring by End(V). The group Aut(V)
is naturally isomorphic to the group GL(V) := GL(K") of n x n invertible matrices
with values in K[| and the group End(V') is naturally isomorphic to gl(V) := gl(K"),

the set of all n X n matrices with values in K.

B.1 Lie Groups and Algebras

The theory of Lie groups and algebras is used to describe continuous symmetries. A
Lie group (G, -) is a group which is also a differentiable manifold, in which the group
operation respects the structure of the manifold. Namely, one requires that the maps
-:G? =+ Gand -7!': G — G besmooth. A Lie algebra g over a field K is a K-valued
vector space equipped with a map [-,-] : g X g — g, called a Lie bracket, such that

!Once a basis is chosen for V, invertible linear maps V — V are in bijection with invertible
matrices
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§ B.1. Lie Groups and Algebras

the following hold:

1. [-,] is bilinear.
2. [-,] is antisymmetric.
3. [+, -] satisfies the Jacobi identity, i.e. for A, B,C € g:

(A, [B,Cl]+ [B,[C, Al + [C,[A, B]] = 0. (B.1)

In physics, one typically considers matrix Lie groups and algebras, in which case the
Lie bracket is simply the commutator, [A, B] = AB — BA. In the case of matrix
groups, our Lie algebras will also be matrix-valued, so g is a matrix-valued vector
space. g is called an algebra because the map [, -] gives the vector space an algebra-
like structure?

The essential idea behind Lie groups is this: Lie groups act on a vector space V' as
the symmetry operation (for example, the group SO(3) of orthogonal real valued 3 x 3
matrices with determinant 1 act as rotations in V' = R?). Lie algebras generate the Lie
group via the exponential map in the following way: suppose U € G is an arbitrary
element (assume G is path-connected, or at least that U is in the path-component of
1 € G). Then, there exists X € g such that:

U = exp(iX). (B.2)

The proof of this existence is one of the fundamental theorems of Lie theory. In
essence, the Lie algebra parameterizes the Lie group. Let n = dim(g). A basis
{T*}7_, is called a set of generators for the Lie group G because an arbitrary

element of GG can be represented as
exp(iX*T?). (B.3)

The coordinates X* thus parameterize the Lie group G (really they parameterize the
path-component of 1), thus an element of G is specified by a given set of {X“}.
Every Lie algebra is defined by its Lie bracket. Because the Lie bracket [-, -] maps

g? into g, one can expand

[T%, T° = ifobeTe (B.4)

2An algebra is simply a vector space with a ring structure, i.e. with a multiplication - : gx g — g.

However, the axioms that ring multiplication must satisfy are different than those that [-, -] must
satisfy.
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where %€ is an antisymmetric tensor of numbers known as the structure constants
of the Lie algebra. Specifying the structure constants of an algebra exactly define the
algebra and its Lie bracket. The associated Lie algebra with a Lie group can be defined
by taking its tangent space at the identity, and in this way defines a correspondence

from Lie groups to Lie algebras, and back.

B.2 Representations

Symmetry operations in the Lie group act on vector spaces via representations. Note
that the endomorphism ring End (V) of a vector space is also a Lie algebra, by allow-
ing the Lie bracket to equal the commutator of operators A, B € End(V'). A repre-
sentation of a Lie algebra g on a vector space V is a Lie algebra homomorphismE]
m: g — End(V). A representation of a Lie group G is a Lie group homomorphism
IT: G — Aut(V). The dimension of a representation Il : G — Aut(V) is the dimen-
sion of V. Given a Lie algebra representation 7 : g — End(V') and the Lie group G
associated with g, if G is simply connected (i.e. m(G) = {1}), then 7 induces a Lie

group representation,
II:G— Aut(V) I(eX) = (), (B.5)

The assumption that G is simply connected is essential because Lie groups inherently
contain more structure than Lie algebras: the algebra g describes the local structure
of G near the identity, but does not capture the global structure. Two isomorphic Lie
groups must have the same Lie algebra, but the converse is not necessarily true.
Irreducible representations (irreps) are the simplest representations that can
be constructed— they are akin to simple groups in standard group theory, or prime
ideals in ring theory. Irreps provide the building blocks to form more complicated
representations, and understanding the full set of representations of a group is equiva-
lent to understanding its irreps. If IT : G — Aut(V/) is a representation of GG, one says
that a subspace W C V' is an invariant subspace if 7(g)(W) C W for each g € G,
i.e. that the group always goes into itself under symmetry transformations. W is a
nontrivial subspace of V' if W is a nonempty proper subspace. If the representation
7 has no nontrivial invariant subspaces, then one calls 7 an irreducible represen-
tation. If W C V is invariant and if it contains no proper invariant subspaces, then

W is an irreducible subspace of II. Note that saying V is an irreducible subspace

3Meaning it preserves + and [-, -]
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of itself is the same as saying that the representation V' is irreducible. A represen-
tation II is called unitary if II(g) is a unitary operator on V for each g € G. Any
finite-dimensional unitary representation of a group is completely reducible, meaning

that it is isomorphic to a direct sum of a finite number of irreps.

Irreps in physics are often denoted by their dimension. For example, the adjoint
of SU(3) is 8-dimensional, the fundamental and anti-fundamental representations are
3-dimensional, and the singlet (trivial) representation is 1-dimensional. The adjoint
is denoted 8, the fundamental 3, the anti-fundamental 3, and the singlet 1. One will

often see equations written out in physics books that look like:
33=8d1. (B.6)

All this means is that if the fundamental with the anti-fundamental representations
are tensored together, this product splits as a direct sum of the adjoint plus the

singlet.

B.3 Constructions

B.3.1 Sums and Products of Representations

Recall the direct sum Vi & V5 of two vector spaces Vi and V5 is simply a fancy way
of writing the Cartesian product V; x V5 after it is given with the canonical vector
space structure. Let G be a Lie group with two representations 7; : G — V; and

my : G — V5. One can form a representation of G on Vi @ V5 in the obvious way:
m D7 G — Aut(Vy @ Vp), (B.7)
where m; @ my(g) acts on elements (v, vy) € Vi @ V4 by:

(1 @ m)g](v1, v2) := ((m1g)vr, (Mag)va). (B.8)

The sum of two Lie algebra representations is defined in an analogous way. Note that
when two representations are summed, their dimensions add because the direct sum

adds dimensions of vector spaces:
dim(m; @ me) = dim(my) + dim(ms). (B.9)
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§ B.3.1. Sums and Products of Representations

Let IT; : G — Aut(V') and Il : H — Aut(W) be representations of groups G and
H. Then the induced canonical representation of G x H is denoted II; ® I, and is
defined as

because (I1;g) ® (Ilzh) is clearly a morphism on the space V' ® W by its definition.

Suppose that H = G, so II; and II, are two representations of V' with codomains
V and W, respectively. Using the previous construction and embedding G into G x G

via the diagonal map,
G Gx G2 Aut(V e W), (B.11)

to form a new representation of GG, one which acts on V@ W as (II; ® Il3)(g) =

(m19) ® (m2g). The dimensionality of the new representation is:

In general, the product of irreducible representations is not reducible, and the factor-
ization of the product of irreps into a sum of irreps is the basis for the Clebsch-Gordan
theory often studied in the context of adding angular momentum in quantum mechan-
ics. For example, in SU(3), 3 ® 3 (the fundamental times the antifundamental) is
reducible, and in fact 3 ® 3 = 8 ® 1, the sum of the adjoint 8 and the singlet 1.

There is a corresponding induced representation of the Lie algebra on the tensor
product. Given two Lie algebra representations m; : g — End(V) and my : g —

End(W), the tensor product representation of g is the representation:
mRm:g—=End(VeW) mem)(X)=mX)®l+Iem(X) (B.13)

This exponentiates to the correct representation of G because [m1(X)®1, I@m(X)] =

0,
pi(mem)(X) _ jim(X)@I+il®m(X) _ gim(X) ® eim2(X) (B.14)
The direct sum of representations is not equivalent to the direct sum of Lie algebras
or Lie groups. While the operation is still defined in this case, it acts on different
objects, and can have profound differences. Namely, note that (of course) the direct
sum of irreps is not an irrep, because doing this gives an explicit decomposition of

the representation. However, if two Lie algebras are summed, then in fact there is a
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§ B.3.2. Conjugate (dual) representations

way to construct an irrep on the direct sum from the individual irreps.

Theorem B.3.1. Let g, h be two Lie algebras. Then the irreps of g @ b are precisely
the tensor products of the irreps of g and of h. In other words, if (m,,V,) are the
irreps of g and (¢, W}) are the irreps of b, then the irreps of g @ bh are precisely the
tensor products:

{(ma @ b, Vo @ Wi) Fap (B.15)

This theorem is extremely useful in constructing the irreps of the Lorentz group

(Section [B.4]).

B.3.2 Conjugate (dual) representations

Let (7, V) be a complex representation of a Lie algebra g. Then the conjugate
representation to (m, V) is the representation 7* : g — End(V*) (where V* is the
dual space of V') defined as:

™(X) = —7m(X)T. (B.16)

Note that for the case where the generators {m(X)} are unitary (as in the case of
the fundamental representation of SU(N)), then —7(X)" = —7(X)* where * is the
conjugate, so often one sees this definition instead. For representations of Lie groups
(IT, V'), this induces a representation II* : G — Aut(V*),

IT"(g) = (g~ )" (B.17)

In physics, one often see the generators of the fundamental representation written
with less jargon. If T = m(X“) are the images of the generators { X} of a Lie algebra
g in a representation r, then the generators of the conjugate representation 7¢ are:
(T7)i; = —(T7)5; = —(T7) ji- (B.18)
As a point of notation, if r is denoting a representation of G (i.e. for SU(3) the
fundamental is denoted by 3) then its conjugate representation is denoted by ¥. The
conjugate of the fundamental representation is called the anti-fundamental repre-
sentation. A representation is called real if it equals its conjugate representation.

In the case of SU(N), for N > 2 the fundamental representation is complex. For

arbitrary SU(IN), the adjoint representation is always a real representation.
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§ B.4. The Lorentz Group SO(1,3) and its Representations

B.4 The Lorentz Group SO(1,3) and its Representa-

tions

The Lorentz Group SO(1, 3) is the group of symmetries of spacetime which preserve
the Minkowski metric n = diag(1,—1, —1, —1). The group has corresponding algebra
s0(1,3) which has six generators, denoted J,, for p < v. J,, is an antisymmetric
tensor, hence an arbitrary Lorentz transformation (in the connected component of 1,
SO(1,3)") may be written as

l

A =exp < waj””) _ (B.19)

Note that w,, can be taken to be antisymmetric WLOG, as the symmetric part will

vanish when contracted with J#”. The Lorentz algebra is:
[jp,zn jpo‘] = i(gya'jyp + gupj;w' - gupjua - gl/ajup) (B20)

The other way the generators of SO(1, 3) are conventionally written is as a angular
momentum generator J; and a boost generator K; for i € {1,2,3}. This decompo-
sition comes from separating the time-like parts of 7, from the space-like parts of

Juw- The generators are defined as

. 1 .. . .
Ji—= §€Z]k\7jk Kt = jOZ, (B.Ql)

In particular, this implies the decomposition,

0 K' K?* K3 0 ALz N8
-K' 0 J —J? -0 6 -6
\7},“/ = 9 3 1 w/'“/ = 9 3 1 5 (B22)
-K= -J° 0 J A =0 0 0

-K* J* —-J' 0 -\ 02 -1 0

where the three boost parameters are X and the rotation parameters are 0. They
satisfy the algebra:
[Ji, J]] = iEiijk
[Ji, K] = i K (B.23)
[Ki, KJ] = —iGiijk
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Y

which makes it clear that the elements J; generate rotations (their algebra is s0(3) =
su(2)) and hence are generators of SO(3).

The boost generators are more complicated, and do not generate anything as
simple as SO(3). However, the algebra can be simplified dramatically by taking a
specific linear combination of the generators:

.1 -
These {J} also generate so(1,3). More importantly, their algebra is easier to deal
than how the Lorentz algebra was previously cast:
[Ji:t, J;t] = ZGZ]kJ];t [Jii, J]:F] =0 (B25)
This makes it explicit that {J;"} and {J; } each generate their own independent su(2)
subalgebra of s0(1,3). Because of this, the entire algebra so(1, 3) has a decomposition

| s0(1,3) = su(2) @ su(2). (B.26)

B.4.1 Representation theory of the Lorentz group

Because the Lorentz group implements Lorentz transformations, understanding its
representation theory is crucial. Scalars, vectors, and tensors transform in different
representations of the Lorentz group. Consider a vector V. This lives in R*, and a

Lorentz transformation A € SO(1,3) acts on the vector as:
VH s ARV (B.27)

Suppressing the indices, this is V' — D(A)V, where D(A) has the components A*,
i.e.,, D is simply the identity. Thus whenever one works with vectors in special
relativity, one is simply using the fundamental representation of the Lorentz
group. Written out explicitly, this representation is id : SO(1,3) — Aut(R*), A
A,,. Here one views A € SO(1,3) as an abstract element of a group (which is
defined as a matrix group), and one explicitly views id(A) as a 4 x 4 matrix which
has components A*”. The fundamental representation by 4, its dimension.

In a similar way, scalars and tensors are also representations of the Lorentz group.
Scalars live in the singlet representation 1 since a scalar ¢ does not transform, i.e.,
D(A)¢ = ¢. 2-tensors T* live in the tensor product representation 16 = 4 ® 4,
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because under a Lorentz transformation A € SO(1,3) they transform as:
T s AEAYTY. (B.28)

This can be written out as a matrix equation 7' — D(A)T, where T is viewed as a

16 dimensional vector and D(A) = A @ A € Aut(R') (viewing A as a matrix) is a

16 x 16 dimensional matrix. Thus 2-tensors T"" live in the representation 16.
Unlike the representations 1 and 4, the representation 16 is a reducible repre-

sentation. Let (Dsg, Vi) be this representation. One defines 3 subspaces of Vig as

follows:
1
W = {ZTSgW :TH € Vlg}
1
A= {§(TW — T T € Vlﬁ} (B.29)
1 1
S = {§(TW + T — ZToofgW T ¢ Vm}

These are respectively the subspaces of traces, antisymmetric tensors, and traceless
symmetric tensors. Note that dim(WW) = 1, dim(A) = 6, and dim(S) = 9, so they are
denoted respectively by 1, 6, and 9.

The space Vig of all 2-tensors splits as a direct sum of these subspaces, as each
tensor T* can be written as a sum of a symmetric and antisymmetric component,
and the symmetric component can further be split into a trace part and a traceless

part. Thus one has the decomposition:
Vie=WaoA®S (B.30)

which is written as 16 = 15 6©9 by denoting each irrep with its dimensionality. Fur-
thermore, each of these subspaces is invariant under the action of the Lorentz group
because tensor transformations preserve symmetry and antisymmetry, and trace is
a Lorentz singlet. The representation 6 of antisymmetric tensors is the adjoint rep-
resentation because the Lorentz group has 6 generators. The representation 9 of
symmetric traceless tensors is irreducible. 9 plays an important role in QFT, as one
often attempts to decompose tensor operators into a sum of tensors which live in

irreps of the Lorentz groupﬁ

“In quantum mechanics, this procedure carried out for Euclidean tensors V; gives a similar
decomposition, and the corresponding decomposition of symmetric and traceless tensors gives an
irreducible tensor operator for which the Wigner-Eckart theorem can be applied (although because
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From the decomposition in Eq. , one can classify all the irreps of so(1,3)
using the decomposition theorem for irreps of a direct sum, which implies that the
irreps of a sum of Lie algebras are exactly the tensor products of their individual
irreps. The irreps of su(2) are uniquely labeled by a (half) integer j € {0, %, 1, %, -}
and the corresponding irrep 7; has dimension 2j + 1. Thus, one can label all the
irreps of SO(1,3) by a pair:

(J453-) (B.31)

with j,, 7 € {0, %, 1, %, ...}, and (ji,j_) denoting the tensor product representation

m;, @ m;_. Note that the irrep (j;,j_) has a dimensionality D?? given by,
DI+~ =dim(m;, @7, ) = (25 + 1)(2)- + 1), (B.32)

and furthermore, that the irrep of dimension k is the unique such irrep of that di-

mension.

11
22
9 of symmetric traceless tensors is denoted (1,1). If j, + j_ is an integer the irrep

The fundamental irrep 4 can be denoted in this convention as (s, 5), and the irrep
(j1,7-) is called a tensor representation and if j, + j_ is a half integer one calls
the irrep a spinor representation. The reason for this comes from QFT. If a field
lives in a tensor irrep, then it will have a Lorentz index, which is why a spin 1 particle
like the photon A, will have a single Lorentz index.

A spinor representation (j,,j_) will have spinor indices and not Lorentz indices.
The example of this which should come to mind is Dirac spinors. The representations
(3,0) and (0,1) are equivalent the spin 1 representations of su(2), and so they are 2
dimensional and J;" and J; are represented on each by either the Pauli matrices, or
zero. Physically, these correspond to right and left handed spinors v, and ¥ g, which
is why these spinors have 2 components. The Dirac representation of SO(1,3)
(also called the bispinor representation) is the sum (1,0) @ (0,1), and this is the
representation that one typically uses to study spin % particles in QFT. The basis
that shows this decomposition of (3,0) & (0, 1) explicitly is the Weyl basis, which is
why Weyl spinors decouple into 2 dimensional left and right spinors.

Of particular interest is the adjoint representation 6. Although D3l = 6, it is im-
portant to note that (%, 1) and 6 are different representations. 6 can be decomposed
into a direct sum 6 = (1,0) @ (0, 1), and so in fact 6 is a reducible tensor representa-
tion. Physically, this is because the antisymmetric field strength tensor F),,, must live

in a tensor representation because it is constructed from the photon field A,. One

the dimensions are different this subspace is only 5 dimensional in QM)
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§ B.4.2. Weyl Spinors

can decompose F),, into this invariant decomposition (1,0) @ (0,1) by taking specific
linear combinations of F and B which rotate into themselves under boosts, as these
spatial vectors live in the representations (1,0) and (0, 1) which each have dimension
3.

To summarize, some of the most common irreps are enumerated in Table [B.1]

Name (j4+,7-) label | Dimension | Irrep?
Singlet (0,0) 1 Y
Left Weyl (1,) (3,0) 2 Y
Right Weyl (%) (0,3) 2 Y
Dirac (bispinor) (3,0)®(0,2) 4 N
Vector (V) (3,3) 4 Y
Adjoint (curvature F,,) | (1,0) @ (0,1) 6 N
T (17 %) 6 Y
Symmetric Tensor (5,,) (1,1) 9 Y

Table B.1. Low dimensional representations of the Lorentz group.

B.4.2 Weyl Spinors

Spin % representations of the Lorentz group are important because they provide an
example of spinor representations, which fermions live in. In particular, the fun-
damental fermion fields in the Standard Model are all left-handed Weyl
or right-handed Weyl spinors, and so to understand the Standard Model it is
important to understand how Weyl spinors work.

Before diving into the indices that will be used to study these representations,
a good starting place is to see what Lorentz transformations actually look like in
the Dy, := (3,0) and Dp := (0, 1) representations of SO(1,3). For the left handed
1

representation, j, = 5 and j_ = 0, so,

Di(JH) = S [Du(h) + D (K] = %az- D7) = % (Dy(Js) — iDy(K3)] = 0.

2 K2
(B.33)
This implies that in the left-handed Weyl irrep, the generators are mapped to:

1 1
= <0y, (KZ)L = —7,50'1 (B34)

The notation here uses the subscript L to denote that J* or K is in the left-handed
Weyl representation, i.e., J: = Dy (J"), and applies likewise for K* and right-handed
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§ B.4.2. Weyl Spinors

spinors. This can be extended to show how a left-handed spinor v, transforms un-
der the Lorentz group. In the right handed representation Dg, Dgr(J;") = 0 and

Dr(J;7) = %ai, so the boost generator flips sign:

1 1
= =<0y, (KZ)R = 250'1‘. <B35)
To perform a Lorentz transformation on a Weyl spinor in either the Dy or Dg rep-
resentations, one substitutes how the generators J; and K; look in the corresponding
representation, and then applies Eq. (?7). Often these generators are packaged into

a tensor form,
Sy = Dr(T") Sk = Dr(J"), (B.36)

and so for an arbitrary Weyl spinor ¢y, or ¥g, S and Si generate the corresponding

Lorentz transformation A with parameters w,, as,

a

PO U)o e () A

a

b

i v
63(0) - 0 (S5t

b (B.37)

Compactly, the generators Sy and Sg in the left /right-handed Weyl irreps are related

by negation and conjugation:
(SE)a = —[(S)al (B.38)

Conventionally, one uses undotted indices a to denote the D = (%,

tation, and dotted indices a to denote the Dg = (0, %) representation. This is helpful

0) represen-

because a Lorentz invariant can only be formed by contracting the same
type of indices, i.e., if ¢* and x; are a left and right handed spinor respectively
then ¢%x, is not Lorentz invariant. Hermitian conjugation interchanges dotted and
undotted indices, that is, it maps left handed spinors to right handed spinors and
vice versa. This is because of how the generators are defined as J;* = 3(J; £iK;).
Since the J; and K; are hermitian, (J;)" = J;7, which implies that { maps (4, 0) into
(0, %), and vice versa. If ¢y is a left handed Weyl spinor, then it has an undotted
index 1. However, its Hermitian conjugate is a right handed spinor, and so has a
dotted index, (¥])%.

The Clebsch-Gordan theory for SU(2) carries over to spin 1/2 particles. As an

example, consider a tensor C,3 which has two undotted indices, and therefore lives in
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§ B.4.3. Dirac and Majorana spinors

(3,0)®(3,0). One wishes to see if this is irreducible, or if it can be decomposed into a
sum of terms which each do not mix with one another. Since the first component has
the relation % ® % =061 in SU(2), this relation follows in the Lorentz algebra. Note
that the singlet 0 is antisymmetric and the triplet 1 is symmetric, so that implies that

one can decompose any tensor Cy;, as:
Cab - EabD + Gab <B39)

where €4, is the totally antisymmetric 2d Levi-Civita symbol:

612 = —621 =1= €91 = —€12 (B40)

and G, is a symmetric tensor, i.e. in matrix form:

w [0 1 (0 -1
€ —(_1 0) eab—<1 0). (B.41)

Note that €® = —¢,, so it is important to keep the upper and lower indices in mind
when working with this symbol. The Levi-Civita symbol € is also used to raise and

lower indices on spinors, i.e. 1% = €™ (¢p)s.

B.4.3 Dirac and Majorana spinors

Although left- and right-handed Weyl spinors are the simplest types of spin % objects
that can be considered, one often works with different types of fermions and larger
dimensional representations. Another spin % representation that is frequently used is
the Dirac (bispinor) representation of (3,0)® (0, 3). Spinors are often introduced
in this representation as it is easier to get here from the physics of quantum mechanics
than to start with the representation theory of the Lorentz group. Dirac fermions
are most easily expanded in the Weyl basis, in which the Dirac spinor is a four-
component spinor made by stacking a left-handed and right-handed spinor on top of
one another. Consider two left-handed fields, y, and £, (note they both start with a

lowered index). Then the Dirac spinor containing these fields is:

U= (;) . (B.42)
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§ B.4.3. Dirac and Majorana spinors

Care must be taken when working with these equations in spinor form. Because
indices are raised with €® = jo?, when explicitly written out in components, this

implies the Dirac spinor is formed from y, and &, as:

Xa X
o= ()= () o

= j0? and €4, = —io?. The four + matrices 4* can be encoded as follows:

(0 o (-1 0
gl _<6“ 0) 75—(0 1>~ (B.44)

When working with a Dirac fermion W, one typically does not use the Hermitian

since €

conjugate W', but rather consider the Dirac conjugate of U,
U =Ulg, (B.45)

where as a matrix, 5 = ~° (8 is used here because " is part of a four vector v*). To
see this is used, note that in the Weyl basis, the difference between ¥t and U is a

swapping of chiral components:

T (¢ y]) vl = (x &), (B.46)

This implies that x' and x cannot be contracted, and one cannot form a Lorentz

invariant from them,
U = xTx +€7¢ = (xMaxa + €€, (B.47)

as can be clearly seen because x and ' have different indices, one dotted and one
undotted. Consider instead W. In this case, the correct left- and right-handed Weyl

spinors are contracted with one another, i.e., the dotted and undotted indices agree:
T = X, + X1E™ (B.48)

When added to the Lagrangian, this is called the Dirac mass term. The full La-

grangian for a Dirac field is

Lpirac = V(iv"0, — m)V. (B.49)
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§ B.4.3. Dirac and Majorana spinors

When written in the Weyl basis, Eq. splits into the two Weyl Lagrangians,
one for the left-handed field and another for the right-handed field.

Because most computational tools are for Dirac spinors, one often projects Dirac
spinors onto a state of definite chirality. This allows one to embed two-component
Weyl spinors into four-component Dirac spinors. Projectors onto the left- and right-

handed subspaces are given by,

1 1
P = 5(1 —75) Pr = 5(1 + 7). (B.50)

For Standard Model calculations, these projectors will always be inserted in front of
the fermion fields that are being used since the Standard Model only contains Weyl
fermions. Using {7,,75} = 0, one can rearrange the projectors, as y* P, = Pry", and
this self-consistently connects spinors with the correct handedness as dictated by the
indices.

In the Dirac representation, the generators of the Lorentz group J* may be

expanded using the o, matrices:

v Z v
ot =gl (B.51)

The generator J*” in the bispinor representation can be expressed as,

1
Dbispinor(jm/) - 50_}“/, (B52)

which explains why o plays such an important role in Dirac algebra computations.
This generator of the bispinor representation can also be related to the two generators

of the left- and right-handed representations,

1o (2 0
50 —( 0 —(Sg”)g?)' (B.53)

Weyl spinors can form mass terms as well. When one discusses massive chiral
fermions, one often usesMajorana spinors, which allows one to embed a chiral
Weyl fermion into the bispinor representation. Given a left-handed Weyl fermion 1,
the spinor @/Jl is right-handed. The associated Majorana spinor ¥ is then constructed

as a Dirac spinor using 1 and

U = (;ﬁ) = (wip) (B.54)
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§ B.4.4. Spinor indices and invariant symbols

This is exactly how the Dirac spinor was defined, but the right-handed component is
Yo = eai’wg = ep*. A Majorana fermion has two degrees of freedom and four
components, because it is in the bispinor representation but corresponds exactly to
a chiral Weyl fermion with 2 components. From a Majorana spinor, one can form a

mass term conventionally called a Majorana mass,
m (0 + viypt) =m (e“%a% + eyl ) = m (WTio* + v Tic%r) . (B.55)

To determine if a Dirac spinor is Majorana, one can see if it satisfies the reality

constraint: a Dirac spinor ¥ is Majorana if and only if it equals its charge conjugate,
¥ = (B.56)

Charge conjugation will be defined rigorously in Appendix and essentially
switches the corresponding left- and right-handed fields inside the Dirac spinor. For

now, it suffices to observe that for a Dirac spinor made up of left-handed Weyl spinors

U= (;) , (B.57)

TC = (%@) . (B.58)
X

A Dirac spinor is hence Majorana iff x = &, i.e., if it is composed of the same spinor.

x and &:

its charge conjugate W¢ is:

If U is not Majorana, then its upper and lower components correspond to different

particles, and not simply conjugates of the same particle.

B.4.4 Spinor indices and invariant symbols

The Levi-Civita tensor is also called an invariant symbol of the Lorentz group,

because under boosts it does not change, i.e. for A € SO(1, 3),
Dr(AN)iDr(A)jeca = €an, (B.59)

just as the metric does not change under Lorentz transformations in the fundamen-
tal, i.e. AJATg,e = g The close relation of € to the metric g means that one can
use the e tensor to raise and dotted and undotted indices. In general, an invariant

symbol is a tensor which lives in the singlet representation. To find invariant symbols
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§ B.4.4. Spinor indices and invariant symbols

for specific representations / tensors, one can look at the Clebsch-Gordan decompo-
sition. Common invariant symbols that one will find and the corresponding tensor
decompositions are given in Table [B.2} note the existence of an invariant symbol is a
direct result of the decomposition containing the singlet (0,0). Because each invariant
symbol lives in a singlet representation, there is a generalized version of Eq. for
each corresponding invariant, which one can use it to change indices with impunity

because the symbol will not change under Lorentz transformation.

Symbol Tensor decomposition
€ab (%70)®(%70) = (070)14@(170)
€4 (0,3) ®(0,3) = (0,0)4 @ (0,1)
g | (3:3) @ (3,3) = (0,0)s®(0,1) @ (1,0) ® (1, 1)
€pvas (%, %)®4 = (0, O)A @D ...
) (5.0)®(0,3) ® (3.3) = (0,0) @

Table B.2. Some common invariant symbols used in spinor analysis. Note that the

representation (%, %) is the fundamental vector representation of the Lorentz group.

The subscripts A and S on the representations mean that they are either “antisym-
metric" or “symmetric".

As an example, the fundamental representation 4 is the same representation as
(%, %) So, one should be able to translate the components of a four vector V, into
components of a tensor V,;. This is done with the invariant symbol 05 . and simply

contracting it with V), gives the desired components:
Vaa = 043 V- (B.60)

This is an explicit decomposition of the four-vector V), into components in the (%, %)
representation of the Lorentz group.
Explicitly, the invariant symbol ¢’ is given by the o* tensor, and has a counterpart

in the @ tensor,

ot = (1 ai> , o = (1 —O’i> , (B.61)
ol = o", ohte =g, (B.62)

The generators J,, in the (%, 0) and (0, %) irreps can be covariantly expressed in terms

of o and 7 as,

(Sp)h = 1(0"7" =" TN (SENh =@~ (B63)
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§ B.4.5. Discrete symmetries

B.4.5 Discrete symmetries

Because parity does not respect handedness, parity does not exist for Weyl spinors. To
include parity in a theory, one must consider the Dirac representation of (1,0)® (0, 3).
The parity operator in the bispinor representation is just equal to ~°, since this
connects ¢y, — g and Yr — Yy,

01
Dhispinor (P) =1° = (1 0) : (B.64)

Charge conjugation C' is another symmetry that must be discussed. There are a
few ways to implement this symmetry. First, one can suppress all Dirac indices and

use spinor notation. On a bispinor ¥, charge conjugation acts as:
U S iy = 0O, (B.65)

If one instead uses spinor indices for W, it is clear what this incredibly opaque defini-

tion is doing,

[ Xa 0 —io®\ (x*) [—i0**\ [ eat®
(@) (o V) E) -G-8 e
ab

as € = jo? = —¢,. The easiest way to remember this symmetry is through its
action on spinor indices. From this point of view, charge conjugation acts by
interchanging the left- and right-handed pieces inside ¥V and raising and

lowering the appropriate indices,

Xa C fa
()= (%) pen
i 0 —io? [0 € (B.68)
T io? 0 S \e 0 )7 .

Conventionally, charge conjugation can also be defined as ¥ C@T, where C' is
essentially the same matrix as —~2, just block-diagonal, as in this definition the upper

and lower components of ¥ have already been flipped through Dirac conjugation.
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§ B.4.5. Discrete symmetries

Explicitly:

€ab 0
C = . B.69
(0 2) oo
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APPENDIX C

GAMMA MATRICES IN d = 4

C.1 Gamma Matrix Conventions

The Euclidean v matrices are the set of 4 X 4 matrices in spin space {7, v}, ~% +*}

are constructed to satisfy the Dirac algebra,

{7} = 28" (1)

where there is an implicit multiplication by the matrix 14,4 on the right-hand side of
Eq. (C.1)). There are a number of bases that one can express v* in; our work will use
the Weyl (chiral) basis,

0 - 0 ot . - (0 —io? 5 - 0 o3 s - (01
—i0 0 10 0 —i0 0 1 0

(C.2)

defined in terms of the 2 x 2 identity matrix 1 and the Pauli matrices,

)l ) e
10 t 0 0 —1

unless otherwise specified. We use the notation = to denote “equal to in a basis”,
in this case in the basis of Eq. (C.2). Note that in other conventions, 7" is often
expressed as v4. We also will not specify between upper and lower indices in Euclidean

spacetime, as the metric 0*¥ is trivial.

Chiral transformations are implemented by the Dirac matrix
Vs = iy (C.4)
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§ C.2. Dirac Bilinears

which, in the basis of Eq. (C.2), is

7= (; _01> . (©5)

Observe that the Weyl basis is chosen to make 5 diagonal. From 5, we construct

left- and right-handed projectors,

1=~ . {00 147 . (1 0
]) = — ]3 = — = (].6
L 2 (0 1) i 2 0 0 (C-6)

which projects a Dirac spinor () onto its left- and right-handed components.

Given a Dirac fermion 1 (x), the charge-conjugate of 1 () is the field,
c _ 7 r .
Pe(x) = CY (x) C' = —iv)e. (C.7)

Charge conjugation is discussed in greater depth in Appendix B.4 The operation
essentially evaluates ¢*(z) in such a way that ¢¢(z) has the proper Dirac fermion
structure. This is simplest to see in the index notation introduced in Appendix [B.4]

as the index notation makes it clear what spinor quantities are Lorentz covariant: it

is rather opaque as formulated in Eq. (C.7).

C.2 Dirac Bilinears

We adopt the QDP convention for the basis of all Dirac matrix bilinears in d = 4

Euclidean spacetime dimensions [305],

al a2, as

Lo =125 (C.8)

where a € {0,1,2,...,15} is written in binary as (a)pase 2 = @3a2a1a¢ in terms of the
one-bit variables a; € {0,1}. For convenience, we list the v matrix basis explicitly in
Table in terms of the bilinears

S=1 P = VH = A# AF = by TH = —[y*,4"] = vy*+". (C.9)
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§ C.2. Dirac Bilinears

I', | Dirac Bilinear I', | Dirac Bilinear
Iy S I's %4

Iy Vo Iy T

FQ Vl PIO T13

P3 TOl FH A2

ry V2 ' 723

Iy 702 '3 —Al

s T2 'y A°

I'; —A3 I'is P

Table C.1. Basis of Dirac bilinears {I',}1%, listed in terms of the bilinear structures
S, P, V, A, and T with the QDP++ 7-matrix conventions [305].

251






APPENDIX D

FIERZ IDENTITIES

Fierz identities allow one to relate different combinations of indices of Dirac matrices
to one another in a linear fashion. Recall that in d = 4 spacetime dimensions, there
are 16 independent Dirac bilinears {T';}}?, that may be written in terms of the
matrices {7°,7',7%, 73} (Appendix [C.2). We define a skew-symmetric 2-form on the
space {T',}12, as

gap = Tr [T 1] (D.1)

We will treat g,s as a metric to raise and lower tensor indices on this space, but note
that it is more similar to a symplectic form than to a proper metric. The Dirac Fierz
identities [306] state that

(Ta)ij(To)ke = D Cop™(Te)ie(Ta)is (D.2)

where the tensor C,° essentially acts as a curvature is defined as
Cade = gcegdfcab6f7 Cabcd =Tr [Farbrcrd] : (DS)

These coefficients C ;¢ can be precomputed with standard Dirac algebra manipula-
tions and explicitly used to convert between these two configurations of indices on

Dirac bilinears.

There are additional color Fierz identities that play a similar role in rewriting the
indices of products of SU(3) generators. Let t* € su(3) denote the 8 generators of
the algebra. The color Fierz identities state that [306]

1 1
tie = 5 <5i£5jk - §5ik5jz> ; (D.4)
and can be used to simplify color algebra.
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In this work, Fierz identities have played a important role in simplifying opera-
tor bases used in the renormalization of short-distance Ovf33 decay operators (Sec-
tion .

For the vector operators V{, and V4, (Eq. (?7)), the color Fierz identities are first

applied to rewrite t* in terms of open and closed Takahashi brackets:

Vi = %(m“PLd] [@Ppd) — é(mﬂPLd) [@Prd] + (L <> R)
1 © p l LG _ AM
= 1 ((V18)  (A1[P)) = 55 (VIS = A"P) .
Vi = %(m“PLd] [uPrd) — é(m“PLd) [@Prd] + (L < R)
= 1 (VI8) + (A1][P)) — 5 (V#S + A*P)

Here a Takahashi bracket around a pair of Dirac bilinears denotes the color and Dirac
indices are contracted in a different pattern, for example the contraction (T';][I'y) =
@ ('1)ap d3 10 (T2)ys di. The spinor Fierz transformation may now be applied to

compute the color-mixed pieces, which yields

X .
(V]IS) = 3 (vus + %wmﬁmwﬁ) ,

(AY][P) = % (AMP — Ty
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APPENDIX E

MATHEMATICAL BACKGROUND FOR
NEVANLINNA-PICK INTERPOLATION

E.1 Hardy Spaces

For 1 < p < oo, the Hardy space H? is defined as the set of holomorphic functions
on the disk f : D — D such that

Lfllp == sup |[fel[Le(r) < o0, (E.1)
0<r<1
where f, is the angular function defined on the unit circle T := 0D as
fr:T—D fr(e") := f(re). (E.2)

The Hardy spaces (H?,|| - ||,) are Banach spaces. The LP(T)-norm || - ||ze(r) for
complex-valued functions g : T — C on T is defined for 1 < p < oo as

’ 1 [ ,
ol = ([ latram)" = (5 [ lateias)” (£3)
T T™Jo

where m is the normalized Lebesgue measure on T, i.e. dm(0) = df/2w. For p = o,

the oo-norm is defined as the essential supremum of |g|,
|| f||zoo(ry := esssupg |g|,:=inf{a € R : |g| < a a.e.} (E.4)

where the essential supremum acts as a supremum except on sets of measure zero.

For 1 < p < oo, the definition (Eq. [E.1)) of H? implies that for any f € H?, the
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§ E.2. Matrix-vector notation for continued fractions

radial limit of f,
f(Q) = lim f(rew) (E.5)

rTl

exists a.e. as a map f : T — D and is finite, with L?(T) norm

[1llzeery = 11 £l (E.6)

The function f may be obtained from its radial limit f by convolution,

Fre®) = Pos J e / Pt — 0) () dmf(t) = — /O P — 0ty d,  (B7)

T 2m
where P,(0) is the Poisson kernel,

1—r?
P.(0) = —s. E.8
)= T (B5)
Note that because the map [1,00] 5 p — || f]|, is non-decreasing for any f € Hol(DD),
we have the increasing tower H>* C HP C H1 C H! for any 1 < ¢ < p < o0.

E.2 Matrix-vector notation for continued fractions

The continued fractions expansion used in Chapter [4] are often denoted with a matrix-
vector multiplication, and it remains to show that this notation is well-defined. Let
a,b,c,d,g : D — I be analytic functions, and define f : D — D via the continued

fractions expansion,

_ . _ [alQ) b()
f(¢) = c = F(Q)g(C) F(¢) = (C(C) d(<)> (E.9)

Note that one may regard ¢(¢) in the above equation as the column vector g(¢) —

1
by a # 0 does not change its action on functions. If F(¢) — aF((), this multiplies

<g(()> This notation is degenerate in that scalar multiplication of a matrix F(()

both the numerator and the denominator of the resulting matrix-vector product by

a, which cancels out. For example, in the definition of U,({) in Eq. (4.81), the
normalization of the matrix by 1/4/1 — |w,(fhl)‘2 does not affect the final value of
any continued fractions expansion containing U,.

To make this notation well-defined, one shows that matrix-matrix and matrix-
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§ E.2. Matrix-vector notation for continued fractions

vector products yield the equivalent function compositions, and that matrix inversion

corresponds to the inverse function composition.

g

e As in the case of g — , functions g are regarded as column vectors whose

top component is their numerator and whose bottom component is their denom-
inator. In this way, matrix-vector multiplication exactly reproduces function

composition. To see this, Eq. (E.9)) is recast in this notation,

<mmﬁ)>:CMJMO)G@U:(MQM)MO) (E10)
denom(f) c(¢) d¢)) \ 1 c(Q)g() d(©)) "

which equals f({) = Z((g))g((g))j:zgg, as desired.

e Matrix-matrix multiplication preserves function composition. Consider expand-

ing g(¢) as a continued fraction in terms of h(().

(E.11)

e
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—~
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~—
>
—~
I
~—
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The expansion of f(¢) (Eq. (E.9)) in terms of h(() is

() S e +b(C)
f(Q) = =
(OF &g + <) (E.12)
_ a(Q)a'(§)h (C) a(§)b'(¢) +b(Q)(G)h(C) +b(C)d'(¢)
Q) (QR(C) + c(QU(C) + () (OR(C) + d(O)d'(¢)

For the notation to be well-defined, F'(¢)F"(¢)h(¢) must equal this value, where

"(¢) = @(C) V() on computation
o (ﬂo wo)”m putation

: _(alQ) BQ)Y (@) V) (h(Q)
F@meo_c@<mg<dod«9<l>
_[a©) MQ)Cﬂomo+v@v
e(¢) d()) \(OO) +d(Q)
_ moﬂomo+mowo+wo&omo+mcwo>
() (QR(C) + e(QH(C) + d(Q)e(OR(C) +d(Qd() )
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§ E.3. Blaschke Products

it is clear that this exactly yields Eq. (E.12).

e Matrix inversion: Matrix inversion must correspond to inverting the continued
fractions expansion. Upon inverting Eq. (E.9) for ¢g(¢),

() f(¢) = b(<)
—c(Q)f(C) +a(¢)

9(¢) = (E.14)

The inverse of the 2 x 2 matrix (neglecting the scale factor from the determinant)

4 =b(O)
F(¢) —<—C(C) a(C))’ (E.15)

which is exactly the matrix representation of Eq. (E.14])).

is

E.3 Blaschke Products

For a given set of points {(;}, the Blaschke factors by(z) and their product By(z),

_ o] 6=z

="

By(z) = [ bx(2) (E.16)

are interesting to study in their own right [136, B07|, as their properties inform many
properties of the Nevanlinna coefficients Py, Qn, Ry, and Sy. Note that the points

where the interpolation problem is fixed, (, all lie on the real axis in D,

since the Matsubara frequencies are purely imaginary. With this simplification, the

phase factor can be neglected,

_ Gk — 2
—1—<kZ'

bi(2) (E.18)

There are two main regions to consider b, and By: on the real axis of D, and as
we approach the boundary of . In the first case, note that by construction, by(2)
must vanish as we approach (j,, hence we expect By(z) to have N zeros at {( ;.
Fig. shows the Mobiiis transform of the first 20 nonzero Matsubara frequencies,
(k, on a lattice with § = 48, along with the corresponding Blaschke factors b, and
the Blaschke product By. Note that each b, vanishes at the corresponding (. The

258



§ E.3. Blaschke Products

Blaschke product By is very small in the bulk of the disk ID, but approaches 1 at the
boundary of the disk, 0D.

0.8

0.6 1

|Bx]|

0.4

&k

| By|
[bol
(b ]
[bo]
[b]
[ba]
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[b1ol
(b1
[b12]

[b15]
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[b16]
[b17]
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[b1s]

— bs]

0.2 4

0.0 4

T T T T T T T T T
-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75. 1.00

h(iw) eDNR

Figure E.1. Evaluation of the Blaschke factors and the Blaschke product on the
real axis of the disk, D NR. The Mobiiis transform of the Matsubara frequencies, (,
are shown in red, while the Blaschke product By is the black curve, and the colored
curves are the corresponding Blaschke factors b,. The depicted Matsubara frequencies
are the first 20 non-zero frequencies on a lattice with temporal extent § = 48.

The fact that By(z) — 1 as z — D is not a coincidence, and can be seen by
considering the behavior of each Blaschke factor by(z) as one approaches 0D. As

z — €' € 9D, one can expand out the individual Blaschke product b(z) as

_ i 1 —ia ) 2_1
bk(2> N gk € ' + Cke . — el Ck ' = .
1 — (e \ 14 (e~ 1 —2¢,sina — ¢
Note that o = 0 corresponds to evaluation of the Blaschke factor on the real axis, as
in Fig. [E.1] and we see that |b;(z)] — 1 in this case, as is depicted in the data.

What does By(z) look like for av # 07 We can prove a general bound with the

(reverse) triangle inequality,

(E.19)

Gk — 2
1—(k2 -

[[2] = |Gkl 1211 1 — |Gkl
1+ [Ck2| 1+ |Gkl

(=) = ‘ (E.20)

If we plot the Blaschke factors on an evaluation contour h(w+1n), we can numerically
study its behavior. We see that as we approach 1 € D (equivalently, w — oo where
w ~+in € C" is the domain of the Matsubara frequencies), the Blaschke factors all
approach 1, while as we approach —1 € D (equivalently, w — 0) the Blaschke factors
do not approach 1 at fixed n. However, varying n and sending 1 | 0 sends each
Blaschke factor to 1 asymptotically.
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§ E.3. Blaschke Products

_ — |By| — |bg| — |bys]

— |bol — |br] — |bu
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A — b4 — |bul [bis]
— |bs] — o]  —— |bul

0.7

T T T T T T T T
-0.98 -0.97 -0.96 -0.95 -0.94 -0.93 -0.92 -0.91

Re[h(w +in)] €D

Figure E.2. Blaschke factors evaluated on the evaluation contour h(w +in) € D, for
w € [0,2] and n = 0.01. The further ( is from the boundary of the disk, the closer
b, remains to 1.
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APPENDIX F

THREE-POINT CONTRACTIONS FOR
SHORT-DISTANCE 7~ — T e e

The correlation functions of Eq. ([5.20)) can be written in terms of the following con-

traction structures,

®F1F2 - ZTr [1s1Sa(t- — 2)Si(t- = 2)] - Tr [35T284 (. — ) Si(ts — )]

+ (t* < tJr)v
@F1F2 = Z Tr[ys0'1S4(t- — x)Sl(t_ — x)y50284(ty — x)Sl(er —x)]+ (t- < ty),

T

Bryry = O Tre[TrplysliSalt- = 2)Si(t- — 2)] - TrplysTaSalty = 2)Si(ts — )]

+ (t— A t-i-)?
@HFQ = Z Trp[Tre[ysl1Sa(t- — 2)SI(t- — )] - Tra[vs02Sa(ty — 2)SI(ty — 2)]]

+ (t- < 1),
(F.1)

where I'y, 'y are arbitrary Dirac matrices, Tre (Trp) denotes a color (spin) trace,
Tr = Tre o Trp denotes a full trace, and x = («,t,). Propagators S(ts.. — x) are
computed with a zero three-momentum wall source at time tg,. € {t_, ¢, } and a point

sink at time ¢,

Sltae = 1) = 3 S((Y.tue) = (. 1)). (F.2)
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§ Appendix F. Three-Point Contractions for Short-Distance 7= — wte"e

With the definitions of Eq. (F.1)), the correlation functions are evaluated as

Colt—,ty,ty) = 1
Colt_ tats) = —%
Ca(t—, e ty) = 3
Colt tats) = —i

Co (ot ty) = —5

1 :®VV_@VV_®AV+@AV+®VA_@VA_®AA+@AA],

@SS o @ss + @PP o @PP} ’

: i@vv o @vv + @AA - @AA] ’

@vv N @vv N @AV T @AV + @VA - @VA N @AA ™ @AA] '

1 :@SS - @ss T @PP a @PP:| ’

(F.3)

where § =1, P =15, V =1#, and A = 775
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APPENDIX G

EFFECTIVE MATRIX ELEMENTS FOR

SHORT-DISTANCE 7~ — 7T e e~

Figs. (G.1)-(G.4]) display the remaining fits to the effective matrix elements (Eq. (5.22))
that were not depicted in Fig. (5.8). The fit procedure is described in Section m
of the main text. The number of gauge field configurations per ensemble used in

each matrix element extraction, ncgs, and the corresponding bare matrix elements in

lattice units, Eq. (5.21), are shown in Table[G.1]

Ensemble amy | negs | a*(77|O1|7™) a* (77| Oo|m™)  a*(7|Os]77)  a*(7F|Ov|n™) a* (7| Oy|r™)
L 001 | 52 [-0.005804(41) -0.010023(91) 0.0003442(16) -0.01794(13)  0.002445(22)
0.005 | 53 |-0.004891(38) -0.00834(11) 0.0001742(14) -0.01533(12)  0.002043(26)

0.008 | 33 |-0.001862(17) -0.002917(34) 0.00008286(58) -0.005791(53) 0.0007248(86)

321 0.006| 42 |-0.001644(16) -0.002587(36) 0.00005600(40) -0.005145(50) 0.0006445(87)
0.004 | 47 |-0.001482(15) -0.002331(31) 0.00003391(40) -0.004669(47) 0.0005822(78)

Table G.1. Determination of bare matrix elements a*(7|O.(p = 0)|7~) on each
ensemble for each operator Ok (z) in the BSM basis, Eq. (5.12)), extracted from fits
to the effective matrix elements (Eq. (5.22)) as described in the text. The effective
matrix elements are computed on n.gs configurations on the respective ensemble.
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§ Appendix G. Effective Matrix Elements for Short-Distance 7= — 7wte

e
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Figure G.1. Effective matrix elements, Eq. (5.22)), for the operators Ok (p = 0) on
the 241, am, = 0.01 ensemble. The constant grey band denotes the fit results for

each bare, dimensionless matrix element a*(7|O(p = 0)|7~), and the colored data
points and colored band denote the effective matrix element data and extrapolation
band, respectively. The fit procedure is detailed in Section [5.3.1}

264



§ Appendix G. Effective Matrix Elements for Short-Distance 7= — wte~e™
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Figure G.2. As in Fig. 1} for the 241, am, = 0.005 ensemble.
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§ Appendix G. Effective Matrix Elements for Short-Distance 7= — 7wte
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Figure G.3. As in Fig. 1 , for the 321, am, = 0.008 ensemble.
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§ Appendix G. Effective Matrix Elements for Short-Distance 7= — 7wte

e
-1.40 } 2|
. i - {
X 155 I}I{ X251 | {HH
s O i— T
-1.70 271
0 10 20 30 0 10 20 30
t/a t/a
6.7 - HI -4.51 }}i
7 i 7 Ny
S S b
35xm 6.2 i \ z;f; -5.0 Ty H-Hm
8 N S
IIIII
5.7 1 [RESSES Pt -5.5 1
0 10 20 30 0 10 20 30
t/a t/a
6.6 1
L
X 62
wQEv
5.8 1
0 10 20 30
t/a

Figure G.4. As in Fig. 1 , for the 321, am, = 0.006 ensemble.

267






APPENDIX H

VECTOR AND AXIAL-VECTOR
RENORMALIZATION COEFFICIENTS FOR
SHORT-DISTANCE 7~ — 7 e e~

Calculation of the scale and scheme-independent vector and axial-vector-current renor-
malization coefficients Z;(a), with j € {V, A}, proceeds through the vector (Eq. (5.56))

and axial-vector three-point functions,

1 : —
Ghlgiaim) =3 3 emm et (Ou(e) A(@)d(@)|0), (L)

Z,X1,T2

where A*(x) = u(x)y"vsd(x). The momenta py, pe, and g are subject to the symmetric
constraint, Eq. (5.46), and parameterized identically to the modes used in the calcu-
lation of the four-quark operator renormalizations (Eq. (5.47)) with k € {2,3,4,5}.
The lattice spacing dependence is made explicit in this section. The amputated three-

point functions
A (g a,mg) = 57 (pra, m) Gl (q; a,me) S~ (pas a, my), (H.2)

with 7 € {V, A}, are used to compute the renormalization coefficients,

1 Z 2.
52 I-U/s‘;/[((),uM7 - mZ) Tr [dﬂA;\j’(CL a, m@)ﬁ] = 17
12(] Zq (:u27 a, mf) sym (H 3>
1 Za(p?;a,m N ’
a )y [GuNa(game)vsd] | =1,

126 2NN (s 0, )

sym
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§ Appendix H. Vector and Axial-Vector Renormalization Coefficients for
Short-Distance 7= — wte e

where p, = %sin(%p“) is the lattice momentum. Note that the quark-field renormal-
ization in Eq. (H.3) is defined in the RI/sMOM scheme [211],
7

p?=p? - 1252 p2=p

which differs from the RIy scheme [212] of Eq. (5.55); Zv and Z4 are scheme-
independent, hence may be computed in any scheme. The chiral limits Zy (u?;a)

and Z(u?;a) of Zy(u?;a,my) and Z4(u*; a, my) are evaluated by a joint, correlated
linear extrapolation of {Z(f{ 1/ SMOM, 2y, Z4} in my, identical to the procedure used in

the amy, — 0 extrapolation of {Zgu7 /2y, Fun}, as described in Section of the text
(Egs. (5-50)-(2-57))-

Z?I/SMOM( Tr[S™(p; a, me)p) : (H.4)

W a,my)
2

1.4 1.4
Zy, Ref. [206] Z4, Ref. [12]
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b= i Data = I Data
5 s
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Figure H.1. Vector and axial-vector renormalization coefficients computed by the
procedure described in the text, and extrapolated to p? = 0 with the model given

in Eq. (H.5)). The red data points are the computed data, Eq. (H.3)), the blue bands
show the extrapolation to y? — 0, and the green bands denote the chiral limit value

of Z4 and Zy computed in Refs. [12, 206].
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§ Appendix H. Vector and Axial-Vector Renormalization Coefficients for
Short-Distance 7= — wte e

Although the renormalization coefficients Zy, Z, are scale-independent, the RI
procedure introduces scale-dependence from the kinematic setup (Eq. (5.46)). This
scale-dependence is removed by fitting Z;(u? a) to a power series in p? and taking
the p? — 0 limit as described in Ref. [I], with fit model:

Zi(1%5a) = Z(a) + & (@)® + & (o). (H.5)

J J

Here Z;(a), cg-l)(a), and 05-2)(@) are coefficients which are determined by correlated
x? minimization. The fits are shown in Fig. (H.1)). The fits have x?/dof ranging
between 0.15 and 0.71. The best-fit value of Z;(a) is the value that is taken for the

renormalization factor, and it is determined that

Zy(0.11 fm) = 0.7119(20) Zy(0.08 fm) = 0.7472(24)

H.6)
Z,(0.11 fm) = 0.7137(19) Z,(0.08 fm) = 0.7462(23).

The results show that Z, = Z, within statistical precision as expected. The determi-
nation presented in this work is consistent with the determination of Zy in Ref. [206]
for the a = 0.08 fm and a = 0.11 fm ensembles, and with Z,4 in Ref. [I2] for the
a = 0.08 fm ensembles, although Z, differs from the a = 0.11 fm value in that work
by about one standard deviation. This deviation may be due to discrepancies in the
procedure used to extract Z4, as the fit model (Eq. ) does not capture all the

discretization artifacts present in the data.
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APPENDIX I

RENORMALIZATION COEFFICIENT
amy — 0 EXTRAPOLATION

Figures 1)1} display the am, — 0 extrapolations of ng /2y and F,,, as de-
scribed in Section of the text. Each renormalization coefficient is evaluated at
q= 2f(él, 4,0,0), which is the lattice momentum corresponding to the scale u = pq.
In each of Figures —, the yu dependence of (2] /2y )(11*; a) and the ¢ depen-
dence of F,,,,(¢; a) has been suppressed for clarity. The data is observed to have very

mild dependence on amy.

1.0565 -
1.0560 -
1.0555 -
1.0550 1 |
1.0545 -

ZR )/ Zy (a=0.11 fm)

q

1.0540 |

1.0535 1
0.0 0.005 0.01

amy

Figure I.1. The am, — 0 extrapolation for the RI quark-field renormalization
Z;‘IV/ZV, Eq. (5.55)), computed on the a = 0.11 fm ensembles at ¢ = 2—2(4,4,0,0)
and extrapolated to the chiral limit via a joint correlated linear extrapolation in

amy (Eq. (5.57)). The data is depicted in red, and the shaded band denotes the
extrapolation.
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§ Appendix I. Renormalization coefficient am, — 0 extrapolation
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amy

Figure 1.2. Asin Figure , amy — 0 extrapolation for F},,, on the first irreducible
chiral subspace {F}, for the a = 0.11 fm ensembles.
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Figure 1.3. As in Figure , amy — 0 extrapolation for F,,, on the second
irreducible chiral subspace { Fag, Fog, F39, F33}, for the a = 0.11 fm ensembles.
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§ Appendix I. Renormalization coefficient am, — 0 extrapolation
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Figure 1.4. As in Figure , amy — 0 extrapolation for F),,, on the third irre-
ducible chiral subspace {Fy, Fy5, F54, F55}, for the a = 0.11 fm ensembles.
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Figure 1.5. As in Figure 1) amy — 0 extrapolation for Z(?I'Y/ZV, for the a

0.08 fm ensembles.
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§ Appendix I. Renormalization coefficient am, — 0 extrapolation
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Figure 1.6. Asin Figure , amy — 0 extrapolation for F},,, on the first irreducible
chiral subspace {Fi,}, for the a = 0.08 fm ensembles.
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Figure 1.7. As in Figure , amy — 0 extrapolation for F,,, on the second
irreducible chiral subspace { Faq, Fog, F39, F33}, for the a = 0.08 fm ensembles.
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Figure 1.8. As in Figure , amy — 0 extrapolation for F),,, on the third irre-
ducible chiral subspace {Fu4, Fy5, F54, F55}, for the a = 0.08 fm ensembles.
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APPENDIX J

SPINORS IN d = 2

J.1 Bispinors in d = 2

Recall that the Lorentz group in d dimensions is generated by a d x d antisymmetric
tensor J* and parameterized by a dx d antisymmetric tensor w,,,. In two dimensions,

this reduces to a single generator and parameter,

w [0 (o 6
J _<_J O) wW_(—H O) (J.1)

In Euclidean space, J is the generator of rotations in R?, and 6 is the rotation angle.

A general Lorentz transformation can be expressed as
A((JJ) — A(9> _ e—%wuu]“” _ e—ieJ’ (J2)

which is simply rotation in R? by the angle 6.

In d dimensions, the (Euclidean space) Dirac y-matrices satisfy the defining anti-

commutation relation]
{7} = 20m. (J.3)

A particular basis which satisfies this relation is the Weyl basis,

0 1 10 0 -1
v=a={, ) YEe=l, ) w0 Lo 2 (J.4)

!The Minkowski space 7 matrices can be found in David Tong’s lecture notes [308] and are
V=01, 79" =io®, and 15 = —9%y! = 03
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§J.2. Majorana Spinors in d = 2

We have the usual identities,

{y", 4"} = 26 {7, 95} =0 W=vd = (15

Any representation of the Lorentz group is specified by where J is sent to. Recall

that in 4 dimensions, the bispinor representation is characterized as

1

_ 1
Sgig;finor(juy) = 504“/ ot = 5[’}/“771/]‘ (‘]6>

By the analogy to the four-dimensional case, in d = 2 the rotation generator J is sent

to
_ _ 1 7 1
Sgigginor<‘]) = Slc)ligginor<*701) = 1[70771] = 57071 = 5’75 (J7)

Thus, Lorentz transformations with angle 6 act on bispinors as

0 wsy ia%i(co's(e/z) sin(9/2)> (15)
—sin(0/2) cos(0/2)

which is simply a rotation matrix with angle 6.

J.2 Majorana Spinors in d = 2

The two-component Dirac fermion v can be split into two Weyl components, which

act as Majorana spinors. In this basis, the two-component Majorana fermion is

P
() o

These are related to the chiral components ¢ by the usual projection formulas,

represented ag’]

Pi=(147) Y2 = Py, (J.10)

The other important thing to consider is charge conjugation. Charge conjugation

is defined to satisfy the relation,

C’yEC_l =~V (J.11)

2Note that in this basis, the matrix 7 is not diagonal. This is the d = 2 version of the Dirac
basis, while the Weyl basis can be determined by diagonalizing ~, resulting in v = o3. In the Weyl

basis the Dirac fermion splits as % = (ZJ;“)
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§ J.3. Dirac Bilinears in d = 2

The simplest way to satisfy this is by choosing
C:")/g,:UQ. (J12)

Note that this also satisfies Cy5C' = 73, since 72 = 1. One also has the identity,

Y=yl = (Zj) = v C(iv?). (J.13)

J.3 Dirac Bilinears in d = 2

This section closely follows Artur Avkhadiev’s notes [? |. In d = 4, the Dirac algebra
{T@=H} contains 16 elements. Each of the 16 elements is characterized by its quantum
numbers, and has the quantum numbers of either a scalar, pseudoscalar, vector, axial-
vector, or tensor (the explicit decomposition is given in Appendix . Ind=2a
similar story holds, but the transformation properties of each bilinear are different.
In this case, there are four elements of the Dirac algebra, {I'} = {1,7s5,70,71}. Each
element of this algebra is characterized by its transformation properties under parity

and charge conjugation,
P =" C = . (J.14)

One determines the quantum numbers P and C' of an element of the Dirac algebra
by transforming the corresponding Dirac bilinear 1/I'y) with the transformation, and
noting the incurred sign. The quantum numbers for each bilinear are found in Ta-
ble Note that in d = 2, angular momentum J = 0, and there are no vector,
axial-vector, or tensor states: the only two states are scalar (PC = ++) and pseu-
doscalar (PC' = ——). Interestingly enough, the different components of v* excite

different states: 4° maps to the pseudoscalar, and +! maps to the scalar.

L e T A
PC|++ —— —— ++

Table J.1. Transformation properties for the Dirac algebra in d = 2.
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APPENDIX K

COMPUTATION OF THE QCDy DRIVING
FORCES

K.1 The Gauge Force

This section computes the gauge derivative ‘SSGEW] (Eq. (6.50)), where Sy[U] is the

Wilson gauge action (Eq. (3.13))),

1

Sg=8> (1 - NReTrP(a:)) BIA| — ZTr ) + Pl(x)] (K.1)
zEA :EEA

where the plaquette P(z) = Py (z) = Up(2)Uy (2 +0)U{ (x + 1)U (z) (Eq. (B.11)) only

has one independent ordering, which is in the (0,1) plane. The derivative of this is

the staple in the corresponding direction of differentiation:

(R = 5t = =5 ) 2 T [P+ P!
= 2N W ZTr z) + Al (@)U} (2)] o)
_ —%Tr ()0, (n) Ay (n) + Al (n)U (n) (—it)]
= T [0, (n) Apl) — AL () U ()1
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§ K.2. The Pseudofermion Force

where here A, (n) is the staple formed from removing the link U,(n) from the sum on
plaquettes > _, P(z), which is given by Eq. 4.20 in Ref. [7§],

A ~ ~ A A

Au(n) = [Uy(n+ p)U_u(n+ fi + 0)U_y(n+ ) + U_y(n + @)U_p(n + i = 0)U, (n — D)]

v#EW
= [U,(n+ Q)Ul(n+ 0)Ul(n) + Ul(n+ pp — 2)Ul(n — 0)U,(n — 7)]

(K.3)

It is useful to re-express Eq. (K.2)) in the algebra su(N) using the following trick.
Let ¢*t* € su(N), where ¢* are coefficients given by ¢* = Tr[t*(] and ¢ € su(N) is

some other element of the algebra. Expanding ¢ = (®t’, one obtains:
aga a a braybira 1 b cab a 1
Mt = Trt*CJt* = Tr[¢CPt ]t = 5{ I |t = §C. (K.4)

This implies that the coefficients ¢* can be brought back to the algebra after the trace,
as this simply induces a factor of % Cycling the t* factors to the front of Eq. (K.2))
reveals the expression for the algebra-valued force,

ip

(Fou(m)w] = (Fp)p(m)w]t” = = = (Uu(n) Au(n) = AL (n)U[(n)) . (K.5)

K.2 The Pseudofermion Force

The pseudofermion force is significantly more complicated to compute than the gauge

force. Recall the pseudofermion force is,

SK [w]~1/4

aln) — T
(Fajio) = o175 2

D, (K.6)
which after applying the rational approximation (Eq. (6.46])), becomes

P
K4 w]® o r CY(K W)@ = af Yo+ Y ol (R 4+ 80 e (K7)

=1

For a Lie derivative,

o _,0A
a—wA 1 - —A la—wA 17 (KS)
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which implies that

0 9 - ~ ) !
F-Ag (-1/9 19 (g4 g g
Ow?(n) Ow?(n) (ao +;al < 0 )

I3 7

. (K.9)

o e G )

= ()

Next 0K /0w must be evaluated, which is done by exploiting the hermiticity of Q:

0K el L 0Q
B (n) &ua( 199 = o) T @ ()
o9 1 99" K.10
8w“( )Q @ awg(n) (K.10)
) 90
= 2Re {Q &,ul’j(n)] .
Putting this together shows that,
P
(Fy)jn) = =23 _ai”"Re w*Q[ ) aﬁ%ﬂ)w]
i=1
P i
= 2> ol Re | QUi L2 @f’z} (K.11)
; I owe(n)
P _
— 93" 0 IRe | (Dl IR }
Dol me | @l
where (note that (K + 55_1/4))*1 is Hermitian),
s = <K+5 1/4> ' (K.12)

The variables ¢); may be computed with a conjugate gradient (CG) solver |? |.

The remaining piece to compute is 0D[w]/0wf(n). Note that,

d be _ 0 T b c
&ug(n)vl’ (x) = 28wl‘j(n) Tr (Ul(2)t"U, (2)t%)
= 200,06, Tt (—t°U (2)t°U,, (2)t° + U (2)t"t°U, (z)t°)  (K.13)
0 (VY (y) = 2060, Tr (—t°US(y)t°U, (y)t* + U (y)tt"U, (y)t*) .
dwa(n)
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Applying these identities to the Wilson-Dirac operator Dy [w] (Eq. ( - )) yields,

8 2
dwe(n) D (x,y) Z wa( (@) (1 = )70,y + (VD) () (1 + 1) 57000,
m

1 .u

[ (U ()P, (2) — BT @FUE)) (L= ) 5200

+ 0y Tr (LU ()t U (y) — t4°Un()t°US(y)) (1 + ) 540y
(K.14)

Upon acting this expression on 1);, one obtains,

(aijz(w ) > Z awa w)is (@, y)¢5 (y)

= 2ik [(LWTr (t* (UL ()t U ()t — U (n)tUL (n)t")) (1 = 7) gyt (n + 1)

T (° (UHET,(F — U0V 0)E)) (1 2p) 500
(K.15)

This equation is simplified using the tensor,
a a a a 1 a a
Wit = Ul (n)t*U,(n)t* — U (n)t°Uf(n)t*  Te Wi = §(Vub -V®) =0, (K.16)

Note that W4 also has fundamental color indices, (W*);;(n). This definition sim-

plifies the expression for 0Dy, /0w after acting on 1,

alebx:m 1aabcn i ln 4
<8wg(n)¢’) (v) =2 {%T ("Wt (n)) (1 =785 (n + )

8 (K.17)

T BT (W) (143505 () .

The best way to compute this is thus to precompute the traceless quantity W, then
form the appropriate tensor contractions. The result in Eq. (K.17)) has been confirmed
numerically with the autodifferentiation library JAX in Python.

This section concludes with a bit of bookkeeping, combining the previous results
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and making indices explicit:

——2Za ”4Re{ wltr)! D[“’]w]

duwii(n)
= —2204 —1/4 ZRe

=—4@K2a ”‘”ZR{ D)y (@ >{5mTr (W2 () (1= )5 0 + )

T (W) (14205050
(K.18)

Simplifying the sum yields the following result for the pseudofermion force:

(Fpr)a(n) = —4ir Y _af Re [ (DY)’ (n) Tr (W (n)) (1 = )0 (n + )

+ (D))" (n+ ) T (WL (n)) (1 + 7,08 (n) |
(K.19)
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