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Abstract

Coherent elastic neutrino-nucleus scattering (CEvNS), a process by which a neutrino scat-
ters from the whole nucleus, has been observed by the COHERENT collaboration in mul-
tiple detectors using pulsed neutrinos produced by the Spallation Neutron Source (SNS)
at Oak Ridge National Laboratory. This work contributes to the improved understanding
of neutron and neutrino fluxes, which all COHERENT subsystems use to interpret their
observations, as COHERENT transitions from discovery to precision measurements of
CEvNS.

In the first half of this work, we walk through the prediction of the neutrino flux and
spectra at the SNS using Geant4 simulation, and establish that there is an associated 10%
uncertainty on these calculations due to a lack of pion-production data for SNS operating
conditions. This large systematic is now the dominant uncertainty limiting COHERENT’s
precision physics goals. To contribute to the reduction of this uncertainty, we also perform
design studies for a new deployed DO detector to experimentally normalize our neutrino
flux.

The only observable signature of CEVNS is a low-energy nuclear recoil, which means
neutrons cause a similar signal to neutrinos in our sensitive detectors. In the second
half of this work, we transition to the characterization of the beam-related neutron flux
from the SNS. We monitor the neutron flux near COHERENT detectors using a dedicated
subsystem: the Multiplicity and Recoil Spectrometer (MARS). In this work, we simulate
this mobile, Gd-doped plastic scintillator and begin to develop a neutron response matrix
that can be used to unfold the incident neutron spectrum. We also perform a rate analysis

to study the incoming flux at multiple locations near our CEvNS detectors.
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Glossary

BRN Beam-Related Neutron — a neutron produced by the proton beam spill at the SNS
which could be in Neutrino Alley in a time window coincident with the neutrino

signal.

CC-D Charged current neutrino interaction with a deuteron: v, +d - p+p+e~.
CC-O Charged current neutrino interaction with oxygen: v, +1¢ O — e~ +1°F*,

CEvNS Coherent elastic neutrino-nucleus scattering; pronounced “sevens”. This acronym
might be found elsewhere as CEVNS or CENNS.

COHERENT A collaboration formed in 2013 to unambiguously observe CEVNS by de-
ploying a suite of detectors at the SNS.

CRY A Monte-Carlo toolkit external to but compatible with Geant4 used to generate

cosmic ray events for a user-defined date, geographic location, and overburden.
FIR Finite Impulse Response.

HOG Hot off gas — a pipe in Neutrino Alley which carries radioactive waste from the SNS
target, which produces a steady-state 511-keV ~ background for all COHERENT

detectors.
IBD Inverse Beta Decay.
LS Liquid Scintillator.
MARS Multiplicity and Recoil Spectrometer.

Neutrino Alley A basement hallway in the SNS target building with 8 meters water
equivalent of overburden. The physical location of COHERENT detectors.
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NLL Negative Log Likelihood.

NSC Neutron Scatter Camera.
ORNL Oak Ridge National Laboratory.

PDF Probability distribution function.
PE Photoelectron.
PMT Photomultiplier tube.

POT Proton on target.
QE Quantum efficiency.

SNS Spallation Neutron Source.



Chapter 1

Introduction

The classification of observables is a powerful tool for scientists when describing new
phenomena. The explicit name we apply to something holds immense value in commu-
nicating unique features, properties, or behaviors. For example, a mammal has key traits
which are distinct from those of birds — in identifying a new creature, we would start by
comparing observations with traits of known classes to determine the kinds of questions
we should ask to understand the creature. In particle physics, we similarly group like-
behaviors and characteristics together in our investigations in order to develop strategies
to further our exploration into the behaviors and interactions of fundamental particles.

Yet, with the goal to rigidly classify all things, there will undoubtedly be outliers.
Imagine a fish; it must have gills and have some method of controlled propulsion through
water. In order to accurately describe a seahorse, however, one must account for male
pregnancy — it is still a fish, but it’s an atypical fish whose classification must explain the
addtional observations. We thus introduce subdivisions to our established framework so
that we may appropriately discuss these interesting creatures.

Such is the history of particle physics! As we make new observations, we add the ap-
propriate labels to our dictionary of particles. Sometimes these even overhaul our entire
classification scheme to account for a shift in perspective — consider the atom or the pro-
ton and what the term “fundamental particle” could have meant before their discovery
— but our most recent overhaul occurred in the 1960s and 70s. We now have a classi-
fication of all known fundamental particles and of the interactions which govern their
observed behavior, and we use this to predict and understand the known universe with
significant accuracy. This is called the Standard Model of Particle Physics, and a diagram
of the classification scheme physicists have developed is shown in Figure 1.1.

A lepton is a fundamental particle in the Standard Model with half-integer spin that
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Figure 1.1: A diagram of the Standard Model of Particle Physics, as presented by Symmetry

magazine and the Department of Energy’s Office of Science [1]

does not interact via the strong force — all the leptons have a green fill in Figure 1.1. The
most well-known lepton is the electron — its fishy analogue would be a carp or trout.
Some leptons, however, feature oddities that merit closer study. In this chapter, I discuss
the historical observations, unique characteristics, and typical interactions of the neutrino

— the particle physics analogue of the seahorse.

1.1 Historical Overview

Neutrino physics is closely tied to the weak force, which governs radioactive beta decay,
and can also be associated with nuclear processes like fusion or fission given their role
in producing vast quantities of neutrinos. The history of this subfield is very modern,
by physics standards, having begun in the early 20th century. By this time, scientists
had determined that nuclei existed and could undergo three distinct types of radioactive
nuclear decay; these were classified using observed differences in the product of each
decay as « (positively charged product), 5 (negatively charged product’), and ~y (charge-

neutral product). Physicists developed the technology to resolve the energy spectrum for

Technically this is 3~ decay. There is also 37 decay, which is the process by which an up quark becomes
a down quark. For the purposes of this text, 3 = 5.
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Figure 1.2: Left: Observed spectrum of products from alpha decay, reproduced from [2].
Right: Observed spectrum of products from beta decay, reproduced from [3].

each type of decay, and it was the spectrum of betas emitted in nuclear decay that inspired

the idea that undetected neutrinos must exist.

1.1.1 Nuclear Beta Decay

Radioactive decay is both the underpinning of neutrino physics and the first investigation
into the weak force. These studies were well-motivated in developing an understanding of
the nuclear structure, as there was a measurable change to the nucleus when a decay took
place. Three distinct types of radiation were quickly identified in a variety of “Radium”

nuclides?:

« «a: Positively charged, easily stopped particles. Ernest Rutherford established that
an « particle is the nucleus of a helium atom (which we now know contains two
protons and two neutrons). A sample spectrum of emitted alpha particles for the

decays of ?*?Cm and ?**Cm is shown in the left panel of Figure 1.2.

+ [: Negatively charged, moderately penetrating particles. Henri Becquerel correctly
suggested in 1900 that the emitted J particles are electrons, due to their identi-
cal charge-to-mass ratios. The spectrum of emitted beta particles from Radium E
is shown in the right panel of Figure 1.2; this result confirmed Chadwick’s initial

observation of a continuous spectrum [4].

+ 7: Neutral, highly penetrating particles. Paul Villard correctly suspected in 1900

that y-rays were electromagnetic radiation (photons) with shorter wavelengths than

2 At this point in history, isotopes of different nuclei were known to exist, but several decades of study

would pass before modern notation would be adopted. Radium E, for example, is now known to be 21°Bi.



X-rays. A sample observation of the y-ray spectrum from a given isotope is not re-
produced in this work, but we extensively use the well-known energies of y-rays

from nuclear decay to calibrate our MARS detector in Chapter 7.

The beta spectrum was observed to be continuous in 1914. This was ground-breaking
and confounding because conservation of energy and momentum dictate that an emit-
ted particle from a two-body decay process cannot have a continuous spectrum — it
should have monoenergetic resonances, just as observed for a decays (see left panel of Fig-
ure 1.2).° Imagine the first observation that male seahorses give birth — this is analagous
to what happened in physics. Several scientists worked to re-observe the phenomenon
and confirmed that the observation is valid, while many others worked to explain the
observation within or outside of the established framework of physics. The initial ob-
servation of a continuous spectrum was later rigorously investigated and proven, with a

confirmation measurement shown in Figure 1.2.

1.1.2 Proposition of a New Particle

The knowledge that beta decay did not produce a monoenergetic electron sent theorists
into a flurry as they tried to develop a model which could predict the data. Some theories
suggested that energy conservation must not be a universal law — that the foundational
axiom respected by all physicists must certainly be incorrect. In 1930, Wolfgang Pauli
resolved this new knowledge with the proposition of a new particle. In a letter to col-
leagues®, he established that by extending beta decay to have three products instead of
only two, the continuous spectrum would be consistent with known physics. The nuclear
decay, under the approximation that the nuclear recoil is negligible, would then emit two
particles whose energies sum to the mass-difference of the nucleus before and after the
decay, but the proposed new particle would be undetectable with current technology.

It was Enrico Fermi in 1934, however, who built the first theory of beta decay including
Pauli’s proposed particle, which Fermi dubbed the “neutrino” [5]. He understood that

the particle would have to be very light® and have no electric charge (hence “neutrino”,

3Due to the importance the claim that a two-body decay should result in monoenergetic products will

hold for COHERENT, a more rigorous and mathematical explanation is given as Equation 3.3.
“Fun fact: Pauli did not formally publish this idea until 1934, by which point Enrico Fermi had developed

a (mostly) complete theory of 3-decay based on Pauli’s proposal.
Fermi’s theory also describes how precision measurements of the beta decay spectrum can help physi-

cists determine the mass of the neutrino — this strategy is still in use in modern cutting-edge research to

kinematically determine the neutrino mass (see Section 1.2.1).



meaning “little neutral one”) in order to have avoided detection, as well as having a spin
of 1/2 in order to conserve angular momentum. After two decades, Fermi had developed

a theory which could predict the experimental observations.

1.1.3 First Detection

Soon after Fermi’s model was published, Hans Bethe and Rudolf Peierls posed that if nuclei
can undergo -decay to generate a neutrino, it must also be possible for the nucleus to
annihilate a neutrino — this process would come to be known as inverse beta decay (IBD).

They calculated a cross section® of ¢ < 1074 cm?

, corresponding to a penetrating power
of more than 10%¢ kilometers of “solid matter”, and concluded that “there is no practically
possible way of observing the neutrino” [6]. In some sense, they were right — it would
take more than two decades of technological advancement and planning to enable the
detection of these “ghostly” particles.

During these decades, physicists would need to develop a detector to search for neutri-
nos and explore possible sources to identify possible deployment locations for the detector.
Neutrinos were known to be born in 3-decay processes, so the idea was to identify a large
source of radioactive isotopes — like a nuclear reactor’! The IBD process (7. +p — n+e™)
results in two products — a neutron and a positron; observing the coincidence® of both
particles would give a very clean signature that an IBD process has taken place.

In 1953, C.L. Cowan and F. Reines published a tentative observation of the neutrino [7]
by deploying a detector to search for both the neutron and the positron near the Hanford
nuclear reactor. Their detector used a Cd-doped scintillator’, which enabled a detection
of IBD on hydrogen nuclei by searching for s produced when the positron annihilated

with electrons in the scintillator, and a coincident observation of 7ys following a neutron-

®In particle physics, the cross section of a process is an estimate of the effective area presented to the

beam for causing the process of interest. We’ll discuss this further in Chapter 2.
"Note the importance of this timing in history — the Manhattan project (1942-1946) occurred during

the development of neutrino detection efforts (proposed 1934, observed 1953), with Frederick Reines as
a participating member of the project’s Theoretical Division. As a result, using a nuclear reactor as the
neutrino source was actually a secondary plan. Initially, physicists at Los Alamos National Laboratory

proposed to use an atomic explosion as a source for their nearby neutrino detector.
8In particle physics, coincidence means that two detector events occurring at a predictable time, position,

direction, etc. are likely correlated and together produce a more identifiable signature of a process than
either event alone. For the IBD observation, the time-coincidence of the e™ and n reduces backgrounds

from single-particle events.
®Scintillating materials generally contain stable hydro-carbons and emit detectable light when charged

particles move through the material (ionizing radiation).



capture on Cd'. By observing an excess of counts in their detector when the reactor
was on compared to when the reactor was not operating, they had tentative evidence of
a neutrino detection. They confirmed their work by positioning their detector at the Sa-
vannah River plant to reduce cosmic-ray backgrounds, and published the first confirmed

detection of neutrinos in 1956 [8].

1.1.4 Observation of Multiple Flavors

While the detection of the neutrino confirmed Pauli’s proposition and Fermi’s model of
beta-decay, it did not answer every question. Neutrinos were observed to be produced in
radioactive processes, such as the beta decays which provide fuel for the nuclear fusion
processes which generate energy inside every star. John Bahcall made a prediction using
the standard solar model [9] to estimate the rate of neutrinos with high enough energy
to convert chlorine to argon'' and be observed in Ray Davis’s detector [10]. With a first
observation of solar neutrinos in-hand, characterization of the rate of neutrinos produced
by the Sun would give a new level of understanding to our model of the solar core, as the
“ghostly” neutrinos were able to escape from the Sun without interacting. However, the
experiment only observed 1/3 of the neutrinos predicted — the “solar neutrino problem”
[11].

Meanwhile, a 1962 experiment at Brookhaven National Laboratory by Lederman, Schwartz,
and Steinberger established that there must be more than one “flavor” of neutrino [12].
These were distinguished as “electron” and “muon” neutrino flavors for consistency with
the classification of the multiple generations of charged leptons. This scheme suggested
a third generation of neutrino associated with the “tau” lepton should exist, but it was
not detected until the DONUT experiment in 2000 [13]. These three flavors are the only
known neutrinos which can interact via the weak force'? [14].

In 1957, Bruno Pontecorvo proposed that neutral particles like neutrinos could un-
dergo mixing, or transition between matter and antimatter states similar to kaons [15].

The detection of multiple neutrino flavors reignited the neutrino mixing theory, and within

OThis is a similar strategy to the way we monitor neutron rates in Neutrino Alley with MARS! More in

Chapter 8.
The “high”-energy neutrinos which could be observed were predicted to occur from a small fraction of

Boron decays.
2These are called the “active” flavors, and are the only neutrinos that could be lighter than the Z° boson

and interact via the weak force. There are theories which propose the existence of “sterile” neutrinos that

are defined by their lack of interaction via the weak force.



the decade theories of neutrino oscillation between the known flavor states were devel-
oped® [16, 17]. It would take a few more decades, though, for evidence from the Super-
Kamiokande experiment in 1998 [18] and final confirmation from the SNO experiment
in 2001 [19] to observe that neutrinos do indeed “oscillate” or change flavor states. This
resolved the solar neutrino problem — it wasn’t that only 1/3 of the neutrinos were pro-
duced inside the Sun, it was that 2/3 of the electron-flavored neutrinos that were produced
in the core of the Sun had oscillated to a different flavor that could not be observed by

Ray Davis’s detector.

1.2 Neutrinos and the Standard Model

In the development of the Standard Model, which unified the electromagnetic and weak
forces on this fundamental scale, several assumptions about the properties of neutrinos
enable predictions of their interactions with other fundamental particles. In this section,
we’ll take a look at the assumptions we make, and the general extension to the standard

model which enables us to make predictions about neutrino interactions and oscillations.

1.2.1 Properties

There are three types, or flavors, of neutrinos that each form a doublet with one of the
charged leptons. As such, we have electron neutrinos (v.), muon neutrinos (v,), and tau
neutrinos (v;), and their associated anti-particles (¥, 7, 7;). The flavors are important
for determining which interactions will take place, as lepton number is believed to be
conserved for each flavor in weak interactions — it must be the same for the initial and
final states. Beta decay (d — u + 7, + ¢~ ) and IBD (u + . — d + e*), for example,
are processes that only 7, will undergo, as they have lepton number —1 to balance the
electron’s lepton number of +1 during 3-decay and the positron’s lepton number of —1
during IBD.

As we previously mentioned, neutrinos possess no electric charge. All leptons, be-
ing spin-1/2 particles, are fermions. Neutrinos also have a non-zero but very small mass.
The three active flavors are superpositions of three unique mass states (1, 15, and v3).
The absolute mass scale of these mass states has not yet been determined (m, < 0.8 eV

at 90% confidence level [20]). However, because the absolute neutrino mass scale is sig-

3This mixing is analogous to but not the same as kaon mixing. The matter and antimatter neutrino states

mix separately, such that vx — vy and Vx — ¥y are allowed, but vx — Uy is not, even for X =Y.



nificantly smaller than that of any of the other Standard Model particles and the nature
(Majorana or Dirac) is still unknown [21], neutrino mass is purposefully excluded from
the Standard Model because a renormalizeable mass term cannot be constructed [22].
Cross-section calculations treat neutrinos as massless with minimal loss of accuracy, but
massless neutrinos cannot describe the observed oscillations. Instead, the Pontecorvo-
Maki-Nakagawa-Sakata (PMNS) matrix is the commonly accepted framework for making
predictions about neutrino oscillations [22]. This extension to the Standard Model de-
scribes the probabilities of each flavor of neutrino oscillating into the others as a function
of time, and offers a robust formalism that can predict the observables of interest.
Neutrino oscillations arise because, as we previously stated, the flavor eigenstates of
neutrinos are superpositions of neutrino mass eigenstates. Let’s consider a case with
two neutrino flavor states v, and v that are superpositions of mass states v, and .
We introduce a “mixing angle” f, such that the superposition of states can be explicitly

written:

|va) = cos O |v,) +sinf|v) ,

lvg) = —sinf|v,) + cos v, .

Let’s assume that a particle v, is created through some interaction, and we want to deter-
mine the probability that some time ¢ later the neutrino will be detected as the other flavor
vg. The time evolution of a particle is dependent on eigenstates of the Hamiltonian /; for
neutrinos, these are the mass states, with eigenvalues £/, that are described by their
mass 1, and momenta p, ). With the assumption of natural units so that A = ¢ = 1,

we can write the time evolution of this particle as
v — e Vg, = ¢ el o5 v,) 4+ e "t gin 6 b, ,
t —iHt iEqt 0 iEpt 0

such that the probability P of finding the neutrino in a particular state after some time ¢

is

P(va — vg) = [(vslv(t))[”
= [(—=sin 8 (vo| + cos O () (e~ cos b [va) + ¢ sin b |1,)) }2

—iEyt —iEqt

= !e sinfcosf — e sin@cos@}2

= (sin 6 cos «9)2 (2—2cos ((E, — Ept)).

The eigenstate energies £; = 1/m2 + |p;|” can be expressed using the particle energy E

for the ultra-relativistic limit, such that |p;| = |p] ~ E since |p;| >> m;. It then follows



2
that £, =~ ' + ;nEZ The time ¢ can be expressed as the distance the neutrino has travelled

in that time, such that ¢t ~ L. With these modifications, we find

in292¢ 2,02
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This oscillation probability depends only on the mass “splitting” Am?2, = m2 — m2, the
mixing angle 0, and the ratio L/E.
The probabilities for the full three-neutrino mixing are calculated using the PMNS

matrix, which can be can be parameterized as

C12€13 $12C13 S1ze” "0
_ s, s,
U = | —512C23 — €12523513€"°T  C12C93 — S12523513€"°" S23Co3 ; (1.1)
is, is,
S128923 — €12C23513€"°F  —C12823 — $12C23513€"°F  (23C13

where s;; = siné,; and ¢;; = cos;;. The rows are organized by flavor-state (ve, v, v;)
while the columns indicate the mass-state (1, o, v3)'. This matrix (and thus, the oscilla-
tion probabilities) then depends on four parameters: the three mixing angles 6,5, 6,3, and
0,3 and the CP-violating phase dcp'°. Mixing-angle measurements are a significant target
of interest for a variety of oscillation experiments, while dcp is primarily constrained by
global fits to experimental observations'® [22].

Similar to the two-neutrino example, the probabilities will depend on the mixing an-
gles and the mass splittings, or the differences between the neutrino mass states (Am2,,
Amis, Am3s, where Am?; = m? — m7). To date, experiments have measured the mass
splittings Am?, and |[Am?;| ~ |Am3;|. The sign of Am?, has not been measured, lead-
ing to two distinct possibilities for the neutrino-mass ordering: the “normal ordering”
my < my < mg and the “inverted ordering” ms3 < m; < ms. Thus, neutrino physicists
are very determined to unambiguously determine the mass ordering with future oscilla-
tion experiments like DUNE [23] and HyperK [24], while current and future neutrino-
mass experiments like KATRIN [25] and Project-8 [26] seek to set the absolute scale for

the neutrino mass.

14To connect the matrix representation to the two-neutrino notation, note that the muon-flavored neu-
trino state can be written as [v,) = Uy [v1) + Uy |v2) + Uys |v3) and Uy = —S12¢23 — 12893513679
BThis is technically only true for Dirac neutrinos. If the neutrino is found to be a Majorana particle, there

are two additional complex phases.
16Current-generation experiments are not well tuned for direct dcp measurements.
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The anti-particles of all fermions are defined by charge conjugation from their normal
matter counterparts. Since neutrinos are charge-neutral, this reduces the condition to a
difference in helicity, the projection of a particle’s spin vector onto its momentum. More
simply put, helicity is a measure of whether a particle’s spin is aligned with its direction
of travel (right-handed) or antialigned (left-handed). All neutrinos are left-handed, and all
anti-neutrinos are right-handed. Since this difference in helicity and the sign of the lepton
numbers are the only differences between neutrinos and anti-neutrinos, it is possible for
neutrinos to be their own antiparticles if lepton-number symmetry is violated (consider
a Lorentz boost into a frame where the momentum is moving in the opposite direction).
This is another important open question in modern neutrino physics — we try to ascertain
whether neutrinos are Majorana or Dirac in nature by searching for a very rare decay
process, neutrinoless double beta decay, that can only occur if neutrinos are their own

antiparticles (Majorana) [27].

1.2.2 Interactions

As leptons, neutrinos do not interact via the strong force, and thus do not couple to gluons.
As charge-neutral particles, neutrinos also do not interact via the electromagnetic force,
and thus do not couple to photons. Their mass is very small, thus gravitational interactions
are negligible. Thus, the study of neutrino processes is primarily concerned with the
weak force. However, the weak force has a very short range (much less than the radius
of a proton) and small coupling, resulting in very low interaction rates for all neutrino
processes.

With the historical context we established, it’s useful to discuss beta decay and inverse
beta decay in our modern language as a segue into physics using the Standard Model.
At the fundamental level in this theory, 5~ decay is a weak process by which a down
quark becomes an up quark, thus changing a neutron (valence quark content: up, down,
down) to a proton (valence quark content: up, up, down). The left panel of Figure 1.3 is
the Feynman diagram for this process. The initial down quark undergoes a decay, and
becomes an up quark by emitting a W boson. The W boson is far off its mass shell, and
decays very quickly (considered instantaneous for most purposes) into an electron and an
anti-electron neutrino. This is the representation of a short-ranged interaction in particle
physics; the intial and final states of the system we are observing can be distinguished
from left to right in the diagram, and the interaction is mediated by the exchange of a
boson. The IBD process is quite similar.

While the W= bosons are responsible for all charged-current (CC) weak interactions,

11
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Figure 1.3: Feynman diagrams for -decay (left), inverse beta decay (center), and neutral-
current neutrino-electron scattering (right). These diagrams can be interpreted as time

flowing from left to right.

there are also neutral-current (NC) interactions which are mediated by the Z° boson. A
neutral-current scattering process is shown in the right-most panel of Figure 1.3. My work
primarily focuses on investigations of a particular neutral-current interaction: coherent

elastic neutrino-nucleus scattering.
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Chapter 2

Coherent Elastic Neutrino-Nucleus

Scattering

Neutrinos are created across a broad energy scale from a variety of terrestrial and as-
trophysical sources, as shown in Figure 2.1. Some interactions can take place across all
incident neutrino energies, such as the neutrino-electron scattering shown in Figure 2.1,
but other interactions can have upper or lower energy bounds. To describe these con-
straints, we often relate the momentum transfer ¢ to the de Broglie wavelength A of the
mediating force-carrier, such that ¢ oc A™'. Deep-inelastic scattering, for example, is a
process by which an incident neutrino scatters off a single quark inside a nucleon and
causes a hadronic shower (v + ¢ — v+ h.s.). This interaction has a lower threshold re-
quiring that the mediator for this interaction must have a wavelength small enough to
resolve individual quarks’.

The opposite is also true — there are some interactions which have a ceiling, such
that the momentum transfer cannot exceed a certain amount. Coherent elastic neutrino-
nucleus scattering (CEVNS) is the process by which an incident neutrino scatters off a
nucleus without changing the nuclear state or interacting with any individual nucleon?.

The mediator for this process must have A > R, where R is the size of the specific nucleus,

The “resolution” we describe here is analagous to microscopic resolution, or the ability to distinguish
two closely positioned features. If the resolution of an optical microscope is too low, features may blur
together and be inobservable. In particle physics, the resolution of an interaction is similar — if the wave-
length of an incident particle is too large (low momentum = low resolution), the “features” of the target

particle will be ignored.
*We use the acronym “CEVNS” in this work, pronounced “sevens”. In the literature, CEVNS may also

» <

appear as “CEvNS”, “CNS”, or “CENNS”, though the latter acronyms can also refer to neutron-nucleus scat-

tering.
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Figure 2.1: An illustration of the broad range of neutrino energies. Sources of neutrinos
with a given energy are shown in comparison to the neutrino-electron scattering cross

section for 7, + e~ — ¥, + ¢~. Reproduced from [28].

such that there is a strict constraint (¢R < 1). As a result, this process is associated with
only low-energy incident neutrinos, up to energies in the tens-of-MeV for a moderately-
sized nuclei.

In this chapter, we’ll examine CEVNS in detail. We lay a foundation for the particle
physics formalism we’ll use throughout this work in Section 2.1 before describing the
Standard Model prediction in Section 2.2. Section 2.3 describes some of the interesting
physics that can be explored with observations of CEVNS, and we detail varied experi-

mental approaches in Sections 2.4 and 2.4.2.

2.1 Neutrino Scattering

Neutrino scattering is a type of interaction that is easily thought of as an interaction in-
volving a fundamental particle that appears in both the initial and final states®. Consider
the scattering process plotted across a broad range of neutrino energy scales in Figure 2.1,

U, +e~ — U, + e, in which an incident neutrino scatters off an electron. We can further

3Generally, most interactions can be thought of as scattering processes; the description I use here is

intended to relate the particle-physics regime to the classical picture of scattering.
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specify that this is also an elastic scattering process; the initial and final states are com-
pletely identical. Compare this with the deep inelastic scattering we discussed previously
Ve + ¢ — Ve+h.s., in which the hadronic shower did not exist in the initial state and is
created as a result of the interaction.

In scattering processes involving nuclei, there are several possibilities, listed here in

order of increasing momentum transfer:

- Low-energy: The incident particle interacts with the whole nucleus in phase — this

is called coherent scattering, and generally does not change the nucleus.

— Moderate-energy: The incident particle interacts with individual nucleons — this
is called quasi-elastic or incoherent scattering, and can knock a nucleon out of the

nucleus or destabilize it by changing a nucleon (p <> n).

- High-energy: The incident particle interacts with the partons within a nucleon —

this is called deep inelastic scattering, and generally destroys the nucleus.

Notably, all low-momentum coherent scattering processes feature an increase to the inter-
action probability because the incident particle interacts in phase with the whole nucleus.
In this way, there are constructively interfering terms, where incoherent interactions can
have destructively interfering terms*.

Generally, particle physicists discuss scattering rates (and other processes) in terms
of the cross section of a process. This term is rooted in classical scattering: the cross-
sectional area of an object is directly proportional to the likelihood of striking it. The
cross section for a particular reaction, denoted o with units of area®, is a measure of the
probability for a particular process to occur given the properties and quantum numbers
of all particles involved in the initial and final states. We often calculate differential cross
sections to examine the probability given a particular condition (e.g., the probability of
an interaction which produces a final-state particle with energy £ can be written as the
differential cross section do/dFE). Detector event rates can then be calculated from the
cross sections by convolving the interaction probabilities with the incident flux, or rate of
particles per second per unit area, and the detector-specific properties. For the rest of this
work, we’ll focus on measurements of the highest-probability interaction for low-energy

neutrinos and moderately sized nuclei, CEVNS.

*This is similar to how ocean waves can combine to make one large wave (constructive) or “cancel” each

other out (destructive).
SParticle physicists often use units of “barns” (1 b = 10723 cm?), a measure derived from the famous

phrase “can’t hit the broad side of a barn.”
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2.2 Standard Model Cross Section

There are both charged-current and neutral-current interactions within the unified theory
of electroweak physics established by Glashow, Weinberg, and Salam in 1968 [29-31].
Their proposal of a neutral current, confirmed by the Gargamelle experiment [32], inspired
Daniel Freedman to posit the existence of CEVNS in 1973 [33]. Since CEVNS is an elastic
scattering interaction without any other lepton in the interaction, it is flavor independent
— any neutrino or antineutrino flavor has the same interaction probability. In the Standard

Model, this cross section can be expressed as [34]

T\? MT
(Gv +Ga)* + (Gy — Ga)? (1 - F) — (G} - Gi)ﬁ

d_U_G%M
dT 27

, (21)

where G is the Fermi constant, M is the mass of the nucleus, E), is the neutrino energy,

and 7' is the nuclear recoil energy. The expressions Gy and G4 are given by

Ga=(gh(Z+ — Z_) + gi(Ny — NO) Efa(d?), (2.3)

where 7, and N. are the number of spin up (+) or down (-) protons (Z) and neutrons
(V). The couplings g{jl:ﬁl refer to the vector and axial couplings to protons and neutrons,
and the FXS (¢*) represent the nuclear form factors, or (non-relativistically) the Fourier
transforms of the density distribution of nucleons within the nucleus, as a function of
the momentum transfer g. The axial contribution G 4 depends on the difference between
spin-up and spin-down nucleons. Often, experimentalists choose detectors with even-
even® nuclei, such that the axial contributions drop out of the cross section entirely. The
vector coupling to the proton g} ~ 1 — 4sin? fy, is suppressed because sin” 0y, ~ 0.23

[22]. As such, Gy o N, so the cross section is proportional to N?. The recoil energy
2F2
M+2E,
must balance the growth of the cross section with M and N? against the ability to observe

T = % of an interaction can take values from zero to Tp,x = . Thus, experiments
the small nuclear recoils.

By integrating over all possible recoil energies, 7', it can be shown that the total cross
section o Eg Thus, the likelihood of a CEVNS interaction increases with the neutrino
energy, though this must be balanced against the possibility for the momentum transfer
to be too large and break the coherence condition ¢R < 1. Typically, neutrinos with

E, < 50 MeV will scatter via CEVNS for moderately-sized nuclei.

®The term “even-even” here means that there are equal numbers of spin up and down nucleons, such

thatZ+—Z,:N+—N,:0.
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2.3 Physics Sensitivities

Measurements of the CEVNS cross section can make a broad impact, ranging from con-
straining neutrino properties, to testing the Standard Model, to enabling new particle
searches. In this section, we overview a few areas in which measurements of the CEvNS

cross section can make a substantial contribution.

2.3.1 Electroweak Parameters and Neutrino Properties

In the cross section (Equation 2.1), there is direct sensitivity to the weak mixing angle
through the coupling to the proton. By comparing experimental results to the predicted
cross section, we can provide a test of the weak mixing angle with unique systematics
compared to other measurements. Measurements that are inconsistent with the Standard
Model expectation of the event rate could point to new physics in the low-energy regime,
such as additional neutral currents [35]. Presently, measurements of the weak mixing
angle through CEVNS [36, 37] are not competitive with other methods (e.g., [38-40]) as
shown in Figure 2.2 (left), but they do provide a complementary approach that is specific
to neutrino-quark interactions (more in Section 2.3.3).

The neutrino, though neutral, couples to charged force carriers (W*) and can be in-
terpreted as if there was a charged field surrounding it. In this way, it can be interpreted

to have an effective charge radius [41]

<’I"VX = 47T2\/§ |:3 —In (M_{}V):| s (24)

where G is the Fermi constant, X represents the flavor of the neutrino, and my is the

mass of the charged lepton associated with the flavor. This introduces a small flavor-
dependent effect to the CEVNS cross section with a modification to the weak mixing angle
sin” By, — sin® Oy (1 — 2M3, (r2 ). By examining the flavor-dependent contribution,
the effective neutrino charge radius can be constrained as shown in Figure 2.2 (right) [37,
42-44).

The cross section can also be written in terms of the neutrino magnetic moment for a

spin-zero nucleus as [45]

227 (1-T/E, T
do  mauy ( /E, ) (25)

— = +
ar m2 T 4E?2
where « is the fine structure constant, m. is the mass of the electron, and p,, is the neu-

trino magnetic moment in units of Bohr magnetons. In the Standard Model, the neutrino
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Figure 2.2: Left: A measurement of the weak mixing angle using combined CsI and Ar
CEvVNS data from the COHERENT collaboration. Reproduced from [43]. Right: Con-
straints on the effective neutrino charge radius, jointly fit with CEVNS measurements
from COHERENT and constraints from the Dresden-II reactor experiment. This figure
is reproduced from [44], which also studies non-standard interactions that allow the in-
cident and final-state neutrino to be different flavors; this plot, however, constrains that
model so that the neutrino flavor cannot change in the interaction, such that their <r§m>

is equivalent to our <7“3z> from Equation 2.4.

my

magnetic moment is extremely small (1, = 3.2 x 107 %p (ﬁ) [22]), and any observa-
tion that would be consistent with a larger value is an indication of new physics. Current

constraints from CEvVNS measurements are detailed in [46].

2.3.2 Nuclear Form Factor

Similar to the use of parity-violating electron scattering in PREX [47] and CREX [48],
CEvNS is an interesting channel to use as a probe of the nuclear neutron density. Non-

relativistically, the weak nuclear form factor F. ;(¢?) is the Fourier transform of the den-

nucl
sity distribution of protons and neutrons within the nucleus. Given the suppression of the
proton contribution to the coupling, CEVNS is mainly sensitive to the neutron distribution
within the nucleus.

Because the proton density distribution (with radius R,) is typically easier to measure
and is predicted to be smaller than the neutron distribution, measurements of the nuclear
form factor through CEVNS can give insight into the radius of the neutron density dis-

tribution R,, and thickness of the neutron “skin” (R, = R, — R,), or how much the
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neutron distribution extends past the proton distribution. In particular, Ry, is important
to understand the behavior of neutron stars because it is strongly correlated to the sym-
metry energy, a quantity related to the equation of state of neutron stars that describes
the increase in the energy of a system when there are not equal numbers of protons and
neutrons. Measuring the neutron-skin thickness of nuclei, then, gives important insights
into the properties of neutron-rich matter [49].

Measurements of the CEVNS cross section by COHERENT (see Chapter 3) and con-
straints on the cross section from the Dresden-II reactor experiment have produced con-
straints on the neutron-skin thickness for Ar, Ge, Cs, and I [44, 50].

2.3.3 Beyond the Standard Model

As mentioned in Section 2.3.1, new measurements that are inconsistent with the Standard
Model predictions can point to new physics. Measurements of the CEVNS cross section, in
particular, can constrain the strength of non-standard interactions (NSI), or the likelihood
for neutrinos to interact with quarks in ways that we don’t yet know about, by extending
our theoretical model.

Generally, NSI would arise from a modification to the vector couplings g} by allow-
ing for new couplings eg‘g, where ¢ = u,d is the quark participating in the interaction’
and «, 3 correspond to the incident and outgoing neutrino flavor, respectively. These,
like modifications to the cross section associated with the effective neutrino charge ra-
dius, introduce a neutrino-flavor dependence to the predicted flavor-blind cross section

of CEVNS. The cross section from Equation 2.1 can then be rewritten as [34]

do GALM 2 MT
— = FY .2MT))" |1 - —
(dT>Va T ( nucl( )) |: 2E3:| X
x {[Z(gh, + 26 + e) + N(gp + et + 2¢8)]? (2.6)

+ Z [Z(2€Z‘B/ + EZ%) + N(egg + 26%)}2} ,
aFB

where « is the flavor of the incoming neutrino and f3 is the outgoing neutrino flavor.
Experiments can then measure the CEVNS cross section, and determine what values of
the couplings 63‘2 could be consistent with the observations. An example of these kinds

of constraints is shown in Figure 2.3.

"We do not allow for other quark flavors in this model since only up and down quarks can appear
as valence quarks in the protons and neutrons comprising the nucleus, and will dominate the interaction

probabilities.
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Figure 2.3: Left: Constraints on NSI parameters from CEVNS measurements made by the
COHERENT collaboration, reproduced from [37]. Right: Constraints on NSI parameters
from CEvNS measurements made by the COHERENT collaboration compared to the al-

lowed values from neutrino oscillation data, reproduced from [54].

The values of each € can be either positive or negative, leading to respective enhance-
ment or suppression of the CEVNS cross section; for some combinations of NSI param-
eters, a specific combination of Z and N values in the nucleus might even result in the
same Standard Model cross section, so measurements of CEVNS on multiple targets help
to break any accidental degeneracies [51].

Models of NSI parameters, however, also impact other areas of neutrino physics. In
particular, the existence of NSI allows a degeneracy in neutrino oscillation measurements;
the so-called “LMA-Dark” degeneracy, for example, affects the interpretation of measure-
ments of 615 [52] and measurements of the neutrino mass ordering [53]. However, CEVNS

measurements help to break this degeneracy, as shown in Figure 2.3 (right).

2.3.4 Model Inputs

With its (relatively) high cross section, measurements of the CEVNS cross section are
useful as input into models of physical systems which depend on the way neutrinos will
interact with matter. For example, CEVNS is expected to play a role in the dynamics of
core-collapse supernova. The immense flux of neutrinos with energies in the tens-of-MeV
produced during the supernova, and the high cross section of CEVNS, provide a way to
reignite a stalled shock wave [55].

Measurements of CEVNS also inform searches for other processes with an observable

nuclear recoil as the only signature, such as searches for WIMP dark matter. Solar and
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Figure 2.4: A plot reproduced from [57] illustrating the status and projections of xenon-
based direct-detection WIMP experiments as exclusion curves (the lines on this plot ex-
clude towards the upper right corner, with the shaded-green region indicating the current
best limit) on the spin-independent (SI in the figure) cross section approach the “neutrino
fog”. CEVNS interactions from neutrinos of varied sources (labeled in figure) will con-
tribute background nuclear-recoil events to WIMP experiments and limit the statistical
precision of any possible signal. The discovery limit, n, measures the impact of back-
ground events using the significance, ¢ o< N~!/"; the feasibility of observing a WIMP
excess N decreases as the discovery limit increases. In the regular Poissonian regime,
n = 2, but any possible measurement loses significance as statistical fluctuations in the

large and irreducible neutrino background cloud the signal (n > 2).

atmospheric neutrinos, along with neutrinos from the diffuse supernova neutrino back-
ground, undergoing CEVNS interactions will produce an irreducible background in WIMP
detectors, historically referred to as the “neutrino floor”, illustrated in Figure 2.4 [56, 57].
Precision measurements of the CEVNS cross section, however, transition this background
from an opaque “floor” to a translucent (but dense) “fog”, as this irreducible contribution
to the nuclear recoil spectrum observed by WIMP detectors can be better understood and

modeled so that next-generation experiments can delve into this parameter space [58].
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2.3.5 Future Detection Strategies

CEvNS measurements also enable future physics searches. With precise knowledge of the
CEvVNS cross section, this process can be used as a signature to search for new physics,
like sterile neutrinos. Since CEvVNS is a flavor-independent process, a sterile search using
low-energy neutrinos can look for the absence of all active flavors, rather than searching
in individual flavor channels like inverse beta decay experiments do [59].

The high cross section of CEVNS also provides a new avenue to design and deploy rela-
tively compact detectors for non-proliferation efforts [60] to monitor nuclear reactors [61]
or spent nuclear fuel [62]. These efforts generally contribute to the NuTools exploration

of the role of neutrino physics in nuclear energy and security [63].

2.4 Experimental Requirements

As mentioned in its initial proposition, CEVNS detection opens the doors to numerous
physical insights, but there are incredible challenges surrounding the measurements. Freed-
man declared it an “act of hubris” [33] to try to observe this process due to the low inter-
action rate of neutrinos and the incredibly difficult-to-detect observable. In this section,
we overview the strategies and technological advancements that made cross-section mea-

surements of CEVNS possible.

2.4.1 Detector Sensitivity

A large energy response is a necessity to ensure that a detector can search for small nu-
clear recoils®. This was the biggest hurdle preventing CEVNS detection; it took decades
of technological advancement (most notably associated with the search for WIMP dark
matter) to be able to achieve the sensitivity to observe nuclear recoils in the tens-of-keV.

The quenching factor of a detector, or the conversion from nuclear recoil energy (e.g.,
keVnr) to observed energy (e.g., keVee, meaning “keV electron equivalent”) is important
to correctly interpret measurements. Dedicated efforts are underway at the Triangle Uni-
versities Nuclear Laboratory (TUNL) to support CEVNS searches (among other physics
endeavors) by making precise measurements of the quenching factors for a variety of

nuclear targets and detector technologies (e.g., [64-67]).

8For scintillating detectors, this means a high light yield — a large amount of scintillation. For semicon-

ductors, this means a large amount of ionization.

22



2.4.2 Knowledge of Incident Fluxes

Given a good understanding of the detector response, the remaining requirements for any
experimental cross-section measurement are to understand the incident flux of particles
that could initiate the interaction of interest and to understand any incident flux of parti-
cles that could mimic the measured observable. With extremely sensitive detectors, there
are many backgrounds to consider. Some, like cosmic-ray or ambient v backgrounds, can
be mitigated with choices of shielding and overburden that suit the choice of detector.
Neutron backgrounds, however, are especially important to understand because elastic
neutron scatters can cause the same nuclear-recoil observable as CEVNS. It is impossible
to distinguish between neutron- and neutrino-induced recoils, which necessitates precise
knowledge of the neutrino flux (signal) and the neutron flux (background) through the
detector’. There are several known sources which can provide a neutrino flux in the right
energy range for CEVNS experiments, and we overview a few of these here.

Astrophysically, the production of low-energy neutrinos is primarily associated with
solar neutrinos or supernova neutrinos. Supernovae, however, are notoriously unpre-
dictable (the most recent supernova observed through neutrino detection was in 1987)
and consequently not the best choice for a dedicated CEVNS experiment'®. Solar neutri-
nos generally have energies with hundreds of keV, but decays of ®B can produce neutrinos
up to ~ 14 MeV; the XENONI1T [69] and PandaX [70] collaborations recently performed
the first searches for CEVNS on xenon using ®B solar neutrinos, with sensitive detectors
deployed deep underground to limit backgrounds.

Artificial neutrino sources, however, generally have larger measurable fluxes because
detectors can be placed significantly closer to the sources. Nuclear reactors, for example,
have an extremely high flux of 7. neutrinos with £, < 1 MeV. Several experiments are
aiming to measure CEVNS at reactors, but measurements at reactors are quite difficult due
to the high neutron background rates and lower-energy recoils [71-80].

Particle accelerators, however, provide the easiest path forward for CEVNS experi-
ments (e.g., [81-84]). In particular, pion decay-at-rest sources feature the controlled pro-
duction of neutrinos with £, < 50 MeV. This is typically done by colliding energetic
protons with massive nuclei, creating unstable mesons that quickly decay into neutrinos.
The biggest benefit, though, is that the production of neutrinos using accelerator pulses

results in a distinctive arrival-time distribution at deployed detector locations. This is es-

*Hence: the importance of this work for the COHERENT collaboration.
10Measurements of the CEVNS cross section can, however, validate a new channel for observing super-

nova neutrinos and further motivate CEVNS experiments (e.g., [68]).
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pecially beneficial for constraining parameters in beyond Standard Model interactions, as
the flavor-dependence can be isolated in the distinguishable arrival times of muon and
electron neutrinos. The rest of this work will focus on the efforts of the COHERENT
collaboration to measure CEVNS and other interesting cross sections at the Spallation
Neutron Source (SNS) at Oak Ridge National Laboratory. We’ll provide an overview of
the experiment in Chapter 3, then closely examine the expected neutrino (Chapters 4 and
5) and neutron (Chapters 6, 7, and 8) fluxes at specified COHERENT detector locations in
the SNS target hall.
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Chapter 3

COHERENT

The COHERENT experiment is a collaboration of 21 institutions in the US, Canada, Rus-
sia, and South Korea, formed in 2013 with the goal to unambiguously observe CEvNS.
With O(100) active members, the collaboration found an institutional home at Oak Ridge
National Laboratory (ORNL) and made the first discovery of CEvNS in 2017 [85]. While
the only measurements of the CEvNS cross section are from COHERENT’s Csl and Ar
detectors [54, 86], experimental programs around the globe are using different detectors
and neutrino sources to search for CEvVNS [87]. In this chapter, I overview the experimen-
tal efforts of the COHERENT collaboration in past, present, and future, and highlight the

specific tie-ins of my own work to our collaborative goals.

3.1 The Spallation Neutron Source

The Spallation Neutron Source (SNS) at ORNL is currently the most intense neutron pro-
duction facility in the world. Featuring a proton accelerator and a liquid mercury tar-
get, the SNS currently operates at a nominal 1.4 MW, with a 60 Hz, 1 GeV proton beam.
The incident protons spall the Hg nuclei, producing large numbers of neutrons and, as a
byproduct, large numbers of charged pions. While the majority of 7~ will capture on the
positively-charged nuclei within the dense Hg target, the 7 will quickly ionize and come
to rest.

Pions are unstable mesons which undergo weak decay. The neutrino production chain

™ —=ut 4, (3.1)
pt = et + 0,4 v (3.2)
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will generally occur after the pions have been brought to rest (more in Chapter 4). The
kinematics of these interactions then create a well-defined rate of neutrinos dependent
on the rate of pions produced. In the case of the two-body 7+ decay, we can directly
obtain the energies of the emitted particles from the foundational conservation of the
four-momentum p; = p;. Recall that the energy-momentum relation £? = |p]*c? + m?c*
dictates that p*py = E? — [p]>c> = m?c’. In the following derivation, we use natural
units such that ¢ = 1 and adopt the pion frame as our reference. With this assumption,

we know that p; = 0, and p;, = —p,, such that the following holds:

p; =}
Pypex = (P + 20) (P + o)
m2 =m’, +m. +2(E,E, —p, - p,)
m2 — mi —m2=2E,E, +2|p,|?
=2E,E, +2(E? —m?)
m2 — mi +m2 =2E,(E, + E,)

=2E,m,
m2 —m? +m?
B, = 2m“ . (3.3)

Treating m, =~ 0, and using the known masses of the pion m, ~ 140 MeV and muon
m, ~ 105 MeV, the two-body decay of a pion at rest will produce neutrino with the
monoenergetic spectrum F, ~ 30 MeV. The derivation of the three-body decay spectra
do not follow as simply, but can be determined using Fermi’s Golden Rule to calculate the
differential decay rates.

The flavor-dependent SNS neutrino fluxes ¢, (F) are estimated analytically (assuming

m2 —m, .
the u™ decays at rest) in the kinematically allowed region F, € [O, b ] for a given

pion production rate R+ and distance L from the target location as [88]

Rﬂ'+ 2m7r 2Eu My
(B, = [ I 3.4
P (Bu) 4mL?m2 —m? ( mﬁ—mﬁ) (34)
R+ 64 (E;\* (3 E;
7 Elj - — 1 - " ; 3.5
¢M( ) 4w L m, (mu> (4 mu) (33)
R+ 192 (E,\?> /1 E
v, El/ — u Ze —— . 3.6
P (Eic) 4w L* my, (m#) <2 mu) (36)

The spectra for 7, and v, have similar, but not identical shapes due to the time-ordering

of the muon decay; the 7, must always be created first, and thus has a larger phase space
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Figure 3.1: Expected distributions of neutrinos in time (left) and energy (right) for an ideal
pion decay-at-rest source with the SNS proton-on-target (POT) trace illustrating the beam

timing.

available at higher energies than the v.. These distributions are plotted in Figure 3.1 (right)
treating the normalization as unity (ﬁ% = >

Perhaps the biggest advantage of the SNS, however, is its duty cycle. In Figure 3.1
(left), we show the timing distribution of neutrinos per incident pulse; the majority of
neutrinos are expected to be produced within 10 us after a nuclear spallation. With a
beam spill of 350 ns FWHM (the proton-on-target POT trace in Figure 3.1) sent to target
60 times per second (every 16(ish) ms), and short pion (26 ns) and muon (2.2 us) lifetimes,
there is ample opportunity to analyze and subtract the steady-state backgrounds every
beam spill. As we discussed in Chapter 2, this is one of the biggest benefits of CEvNS
experiments at decay-at-rest neutrino sources — reactor experiments are more difficult

because they do not have the background rejection of accelerators.

Within the next year, the SNS will begin a Proton Power Upgrade (PPU) [89] to in-
crease the beam energy and power of the SNS accelerator. This upgrade will ultimately
increase the neutrino production at the SNS, and, as we’ll examine in detail in Chapter 4,
the new 1.3 GeV beam energy is not high enough to initiate new production mechanisms
(kaon production, high fraction of decay-in-flight neutrinos, etc.); the timing and energy
distributions of our neutrinos will stay the same. The PPU will increase the nominal SNS
operating parameters from 1 GeV/1.4 MW operations to 1.3 GeV/2.0 MW by 2024.

This process is, however, only the first stage of the fully upgraded SNS; within the next
decade, ORNL is expected to construct a Second Target Station (STS) [90]. This facility
will complement the operations of the current First Target Station (FTS) and feature new

neutron beamlines optimized for cold neutrons, a rotating tungsten target assembly, and
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the opportunity to create a neutrino hall with the ability to support 10-ton-scale detectors
closer to the target with dense, high-Z shielding to reduce neutron backgrounds. This
facility will use the same accelerator system as the FTS, and operate at 1.3 GeV. However,
the 60 Hz accelerator will now split pulses between the FTS and the STS; 3 of every 4
pulses will go to the FTS (averaged 45 Hz, 2.0 MW operations), and the final pulse will be
directed to the STS (15 Hz, 0.8 MW operations).

At the SNS, Neutrino Alley has become the experimental home to the full suite of
COHERENT detectors. This basement hallway provides deployment locations between
19 and 28 m from the target center. The neutrino flux (signal) in the alley is of order 107 v
cm~? s~ With the intense, pulsed flux of the SNS and the large CEVNS cross section, our
neutrino detectors can be made significantly smaller than those searching for cosmogenic

signatures or situated at long-baseline locations.

The dominant backgrounds in Neutrino Alley are cosmic rays, as our overburden is a
modest 8 meters-water-equivalent, and beam-related neutrons which cannot be charac-
terized in time regions anticoincident with a beam spill. We observe orders-of-magnitude
reduction in the beam-related neutron flux (background) compared to other locations in
the SNS target hall [85, 91]. A background of 511-keV +s is present in Neutrino Alley
during beam operations due to a hot-off-gas (HOG) pipe which extends throughout the

alley carrying radioactive waste (notably 5 emitters) away from the target.

Perhaps the biggest challenge of this location, however, is that it was not designed to
be an experimental hall. It is a basement hallway whose initial purpose was for fire safety
and radiation monitoring, so we must abide by strict codes to ensure we do not interfere
with the general safety of our colleagues at the SNS. We must not interfere with the 3-ft
walkway in Neutrino Alley, essentially limiting the overall size of our detectors (and any
shielding surrounding them) to fit (depth-wise) on a standard 3-ft industrial pallet. The
COHERENT detectors are generally not the enormous detectors one might envision when
discussing neutrino experiments, with Csl even earning notoriety as “the world’s smallest

neutrino detector” [92].

Two illustrations of Neutrino Alley relative to the target are shown in Figure 3.2; the
left is a snapshot of collaboration subsystems from 2018, and the right is a projection of
what our deployments might look like in the near future. In both cases, there is a mix of
detectors dedicated to CEVNS detection, and detectors with the purpose of improving our
understanding of systematics. In the next section, I first overview the detectors designed

for studying CEvNS, then discuss the subsystems which support these efforts.
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Figure 3.2: Deployment locations for COHERENT detectors in 2018 (left) and in the near-
term future (right).

3.2 Subsystem Overview

The initial goal of the COHERENT experiment was to detect CEvNS for the first time, and
our multi-faceted approach to the measurement has lent itself well to growing a diverse
program of low-energy neutrino cross-section measurements. The cross-sections of par-
ticular interest are plotted in Figure 3.3, where curves in blue are CEVNS cross sections,
curves in green are charged-current interactions of interest to the neutrino community,
and curves in black are specific cross sections that are a background for COHERENT and
many other neutrino experiments which use similar shielding materials. Since our CEVNS
detectors are sensitive to small nuclear recoils, we also can search for nuclear recoils from
accelerator-produced dark matter, for which CEVNS becomes an important background

to understand.

As we discussed in Chapter 2, the Standard Model prediction for the CEVNS cross
section predicts an N? dependence, where N is the number of neutrons in the target
nucleus. At present, the COHERENT observations are consistent with this dependence,
with measurements on a small nucleus (Ar) and a heavy nucleus (Cs/I), and we have plans
to make CEVNS measurements on Na and Ge as well. Figure 3.4 shows the SNS flux-
averaged cross section prediction and the COHERENT measurements across the range of
target nuclei we deploy. We’ll spend some time here discussing the specific technologies
we employ for each of these target nuclei, in a roughly chronological order by deployment

date. More details for each subsytem can be found in [81, 91].
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Figure 3.3: Left: Energy-dependent cross sections for many processes of interest to the
COHERENT collaboration. CEVNS cross-sections on varied target nuclei are shown in
blue, general charged-current cross sections are shown in green, and neutrino-induced-
neutron cross sections on lead are shown in black. Reproduced from [81]. Right: Ex-
pected nuclear recoil energies from CEVNS interactions in COHERENT subsystems, up-
dated from [91]. Note that this does not include any detector effects; this is the predicted
recoil energy spectrum for a given detector, not the predicted observation of the nuclear

recoils within that detector.

3.2.1 CEvNS Detectors
3.2.1.1 Csl

Cesium and iodine are nuclei of similar size and neutron number, and a sodium-doped
crystal (CsI[Na]) produces an observable light yield with acceptable afterglow from the
scintillation associated with small nuclear recoils. A 14.6-kg CsI[Na] detector with a sin-
gle photomultiplier tube (PMT), in combination with substantial shielding to protect from
backgrounds in the alley, was deployed in 2013. The first measurement of CEVNS was re-
ported in 2017 at 6.70 significance over the null hypothesis [85]. A final result including all
data along with an improved measurement of the CsI quenching factor [94] was reported
in late 2021, rejecting a no-CEVNS prediction at 11.60 [54].

The Csl detector was decommissioned in summer 2019, having reached the desired
statistical precision for CEvNS study. Analyses with flavor-dependent cross section mea-
surements and searches for accelerator-produced dark matter are also possible [95-97].

Future efforts to improve the precision of the CEVNS measurement on CsI will delve into

30



—_
o
N

COHERENT measurements

N
(]

Cross section (10™*° cm?)

) SM prediction

FF = unity

Klein-Nystrand FF

I\IliIIIIiIIIIiI\IliIlllillllilllli\lllillll

0 10 20 30 40 50 60 70 80 90
Neutron number

1

Figure 3.4: The Standard Model prediction for the neutron-dependence of the CEVNS cross
section, flux-averaged over the SNS neutrino energy distributions and implementing the

Klein-Nystrand form-factor (FF) [93] and associated uncertainties. Reproduced from [81].

the realm of undoped cryogenic scintillators using silicon-photomultipliers (SiPMs) in-
stead of PMTs to remove the limiting background of Cherenkov radiation within the
quartz window of a PMT [98].

3.2.1.2 LAr

Liquid argon is one of the most widely used detector technologies in neutrino physics. Its
pulse-shape discrimination abilities, along with multi-phased approaches to create time-
projection chambers, make it a useful target nucleus for a variety of experiments. The
DUNE collaboration, in particular, is set to build a 68-kiloton LAr far detector for neutrino
oscillation studies to determine the neutrino mass hierarchy and the CP-violating phase
dcp [99]. Given the enormous volume of the detector, DUNE will also search for supernova
neutrinos with energies in the tens of MeV, and CEvNS will be a viable signature for
detection given the high cross section. Low-energy charged-current interactions on Ar
are not well known, and the deployed LAr system at the SNS provides an opportunity to
go after these interesting processes as well.

A 10-kg detector with two PMTs and a wavelength-shifting coating is currently de-
ployed [86], with 750-kg and 10-ton installments planned for the future. A LAr-TPC is
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also projected for deployment at the Second Target Station in the next decade [81].

3.2.1.3 Ge

Most of the sensitive detector technologies COHERENT use to detect scintillation light
from the recoiling nucleus from a CEvVNS interaction, but a semiconductor is also an effec-
tive strategy. High purity P-Type Point Contact (PPC) germanium detectors, in particular,
have an excellent energy resolution and a low threshold, and this technology will further
reduce beam-related backgrounds. Germanium is a nucleus of moderate size and will fur-
ther test the N2 dependence in the nucleon range between Ar and Csl. Furthermore, this
array will enable research-and-development (R&D) for a potential larger array to pursue
new physics [81].

The collaboration is in the process of modularly deploying 2.2-kg detectors in a shielded
cryostat with room for 8 detectors (total estimated 17.3 kg active mass) as they become

available from the manufacturer.

3.2.14 Nal

As the lightest nucleus COHERENT considers, Na will have both the largest CEvNS recoil
signature and the lowest cross section. In preparation for a multi-ton array of Nal[Tl]
crystals (NalvETe) , a 185-kg protoype detector (NalvE) was deployed to perform R&D
work and begin testing with dual-gain PMT bases to simultaneously search for CEVNS

and CC-interactions on 271

However, the collaboration’s interest in Na is not only due to its small nuclear size;
while most of the nuclei we consider are even-even, and thus are not affected by the
axial terms in the cross-section calculation, Na has an unpaired proton, and the CEvVNS
cross section may be sensitive to those axial contributions (see Eqn. 2.3). This provides a
unique approach to studying the axial coupling g4, which has high importance for 0v /5
experiments [100].

At present, the deployment of a multi-ton array (NalvETe) is underway in Neutrino
Alley with dual-gain bases to search for both the low-energy signature of CEVNS and the
high-energy signature of charged-current interactions on *7I: v,+'2"1— e~ +!2"Xe*. The
installation of this array is ongoing; a total of seven modules will be deployed, providing

a total active mass of 3388 kg.
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COH-Csl-1 Systematics Budget COH-Ar-10 Systematics Budget

Contribution Rate Uncertainty Contribution Analysis 1 Analysis 2
Steady-state background 3.0% Energy calibration 0.8% 4.6%
Beam-related neutron 0.9% Pulse shape calibration 7.8% 3.3%
Neutrino-induced neutron 0.5% Beam-related neutron 6.7% 10.7%

Form factor 3.4% (th.), 0.6% (exp.) Form factor 2% 2%

Neutrino flux 10% Neutrino flux 10% 10%
Quenching factor 3.8% (25% in 2017) Quenching factor 1.0% 1.0%
Efficiency 4% Efficiency 6.4% 7.2%

Table 3.1: Left: A table of the systematic uncertainties in the final Csl results [54]. Right: A
table of the systematic uncertainties in the LAr results, shown for both of the independent

analysis groups [86].

3.2.2 Supporting Efforts

For the CEvNS detectors with reported measurements, Csl and LAr, we show the reported
error budgets in Table 3.1. The dominant uncertainty is the neutrino flux, and the neu-
tron background uncertainties in LAr also contribute heavily to the total systematic un-
certainty on the measurement. Investigations into these uncertainties are supported by
dedicated subsystems deployed to Neutrino Alley. We overview the active systems here,

and will discuss some additional historical efforts in Chapter 6.

3.2.2.1 MARS

Beam-related neutrons (BRN) are a background for each CEvVNS detector, and unlike the
neutrino flux, the observed BRN flux is notably different throughout the alley due to varied
neutron paths from the target to Neutrino Alley. The Multiplicity and Recoil Spectrometer
(MARS) is a mobile neutron spectrometer used to monitor these neutron rates at multiple
detector locations in Neutrino Alley in situ. We provide more details about this detector
in Chapter 6, detail our characterization and calibration in Chapter 7, and overview our
rate monitoring efforts in Chapter 8.

A small Nal crystal is affixed unshielded to the top of the MARS detector with a single
PMT. By observing the spectral response of this system over long periods of time, we can
independently monitor the ambient backgrounds (e.g., a nearby hot-off-gas pipe). This
detector supports the MARS measurements, as MARS cannot be shielded from the s

without affecting the neutron flux we aim to monitor.
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3.2.2.2 Timing Cart

The “Timing Cart” is a small and extremely portable cart that houses four liquid-scinitllator
(LS) cells used to identify the arrival times of BRNs throughout Neutrino Alley within
roughly 100 ns. While MARS is a large-volume spectrometer, the timing cart can quickly
estimate differences in neutron rates as we develop a model of the paths neutrons take to
reach Neutrino Alley. We’ll discuss some of the results from these detectors alongside the
MARS analyses in Chapter 8.

3.2.2.3 NUBEs

The “Neutrino Cubes”, or NUBEs, are detectors designed to measure the cross section for
an incident neutrino to produce a neutron. The neutrino-induced-neutron (NIN) cross
sections in common shielding materials such as lead or iron have never been measured,
and these detectors serve both to inform an estimate on the expected NIN rates for the
well-shielded CEVNS detectors and to measure the cross section of this process for the
larger neutrino community. In particular, the Helium and Lead Observatory (HALO) uses

NINs from Pb as its primary detection mechanism to search for v, from supernovae [101].

The collaboration deployed two NUBEs in Neutrino Alley: a Pb detector in 2016 and a
Fe detector in 2017. Both systems feature the designated material surrounding six liquid
scintillator cells, each with its own PMT, to measure the neutron rate. Both detectors are
shielded with water bricks to mitigate the prompt BRN background in Neutrino Alley.
The production of NINs can occur in both charged-current (v, + A% — e~ 4+ A*%T)
and neutral-current (vy + A% — vx + A*%) processes, where A represents an arbitrary
nucleus, Z is the number of protons in the nucleus, /V is the number of neutrons, and the
asterisk indicates a nucleus that will emit neutrons (and ~s) that can be detected with the
LS cells [91].

Very recently, this effort has concluded. The NUBEs were decommissioned in May
2022, having completed their mission by measuring onyy for Pb, uncovering a 40 disagree-
ment with current predictions using the Monte Carlo event generator MARLEY [102-104],
and finding that the additional deployment time needed to improve the result was incom-
patible with the physics goals of other subsystems in Neutrino Alley. The analysis for the
Fe NUBE is still to be completed.
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3.2.24 DO

For all our CEVNS detectors, and most notably for the public results shown in Table 3.1,
the largest systematic is our knowledge of the neutrino flux, because there is no data on
pion production from proton-Hg interactions at 1 GeV. My work, described in Chapter
4, is an investigation into this systematic and a discussion of our understanding of the
neutrino flux from the SNS through simulation, but without new data we cannot reduce
the uncertainty. The D,O detector will directly measure the flux of v, in Neutrino Alley
and reduce this uncertainty to the few-percent level. A detailed description of the design
efforts which contributed to the recent deployment of a commissioning geometry can be

found in Chapter 5.
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Chapter 4

Simulating Particle Production at the

Spallation Neutron Source

This chapter pulls largely from our soon-to-be published work [105], with supplemental
details and plots provided to support more recent findings. A group from the University of
Florida developed the baseline simulation of the SNS, and I adapted their work to provide
information specific to COHERENT and complete all included analyses for the neutrino
production at the SNS. This involved significant collaboration input and conversation,
and the advice and efforts of Yuri Efremenko, Diane Markoff, Diana Parno, and Daniel
Salvat in particular were crucial to the development of the simulation. Aria Salyapongse
contributed extensively to the simulation of thin-target geometries for the validation of
our physics model in Section 4.2, and Shuaixiang Zhang built the geometries for the proton
beam window in Section 4.4 and the Second Target Station geometry in Section 4.5. The

simulation code we developed for this chapter is publicly available at [106].

4.1 Introduction

Precise knowledge of the SNS neutrino flux is essential to unlocking the full physics po-
tential of the COHERENT cross-section measurements. The uncertainty on the overall
normalization of the neutrino flux is the dominant systematic uncertainty in the Ar re-
sults [107] and the second-largest systematic in the initial CsI results [85]. Thanks to up-
dated measurements of the quenching factor in CsI [94], the neutrino flux is the dominant
systematic in the final CsI results [108].

In this chapter, we describe a detailed model of the SNS using the Geant4 Monte Carlo
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framework [109, 110] to characterize the neutrino flux for the COHERENT detectors. In
addition to the geometry, the simulation accuracy relies on the underlying implementa-
tion of pion production in the Geant4 physics model. Section 4.2 describes our validation
efforts using four standard physics lists against the available world 7" -production data.
World data, however, are imperfect — Hg-target data are not available at low proton ener-
gies, data sets at proton energies near 1 GeV are very limited, and most pion-production
cross sections are measured using thin targets that do not replicate the half-meter of dense
material the protons at the SNS encounter!. Although the existing data are insufficient
for a precise validation, we estimate the uncertainty of our simulated flux with the QGSP_
BERT physics list to be about 10%. Section 4.3 describes our simulation of the SNS, along
with our tools for studying the characteristics of the resulting neutrinos. We also discuss
the effect of changes to SNS operating conditions; for example, the incident proton kinetic
energy has ranged from 0.83 — 1.011 GeV during COHERENTs lifetime in Neutrino Alley.
Section 4.4 summarizes the properties of our simulated neutrino flux using the selected
physics list.

Our simulation has applications to additional nuclear and particle physics experiments
proposed at the SNS. In Section 4.5, we present a neutrino-flux simulation based on pre-
liminary design work for a proposed Second Target Station (STS) with a tungsten target;
our results suggest that the STS could be a very productive site for next-generation neu-
trino experiments. Section 4.6 describes the use of our simulation to study 7° and 7~
production at the SNS, relevant to accelerator-based searches for light dark matter. We
then discuss several future avenues for reducing uncertainties related to the SNS neutrino

flux in Section 4.7.

4.2 Validation of Simulation Physics

We investigated four standard physics models (or “physics lists”) as implemented in a stan-
dard installation of Geant4.10.06.p01: FTFP_BERT, QGSP_BERT, QGSP_BIC, and QGSP_
INCLXX. With all SNS protons well below 10 GeV, the differences in the underlying string
models of FTFP_BERT and QGSP_BERT were found to be negligible; in this work we fo-
cus only on QGSP_BERT. We note here that the plots within this section use natural units,
such that ¢ = 1.

Each candidate for our physics list models nuclear structure in a specific way. With an

'There are significant proton-energy losses within the thick target at the SNS that are not accounted for

by thin-target data — see Figure 4.20.
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implementation of the classical Bertini Cascade model [111] for incident hadrons below
3 GeV, QGSP_BERT is a favored model for the production of hadrons (and subsequently,
neutrinos) with its treatment of the nucleus as a Fermi gas of nucleons that can be solved
on average using the Boltzmann equation for a projectile moving through the gas [112].
The QGSP_BIC physics list differs only for protons and neutrons, for which it implements
a Binary Cascade and models the nucleus as an isotropic sphere. In this model, the nucle-
ons are placed at specific positions so that projectiles can interact with them individually,
and each nucleon carries a random momentum, uniformly sampled between zero and the
Fermi momentum [113]. Finally, QGSP_INCLXX extends the Liege Intranuclear Cascade
model [114] benchmarked against spallation studies below 3 GeV [115] by modeling the
nucleus in a very similar manner to QGSP_BIC, but adding the possibility to emit nucleon
clusters that can cause secondary reactions after a projectile interacts with the nucleus.
Both QGSP_BIC and QGSP_INCLXX require increased computation time (compared to

QGSP_BERT) to model the interactions of projectiles with more massive nuclei [116].

In prior estimations the COHERENT collaboration has used the QGSP_BERT physics
list with an assigned 10% uncertainty on any flux predictions coming from simulation ef-
forts. This estimate was informed by prior studies using an implementation of the Bertini
model in the LAHET Monte Carlo framework [117] to make predictions for the LSND
and KARMEN experiments [118-120]. World data at the time of their investigation did
not agree with LAHET predictions, and LAHET predictions that were renormalized to
match available data were lower than Geant4 predictions [118, 121, 122]. The 10% sys-
tematic was assigned to our neutrino-flux calculations to conservatively account for this

discrepancy [85].

Since the lack of pion-production data from 1 GeV proton-mercury interactions pre-
vents a direct comparison, our choice of physics model must be validated via other tar-
gets, usually at higher energies. In Section 4.2.1 we compare the total 7" -production
cross section to the Norbury-Townsend parameterization developed to match data from
proton-nucleus and nucleus-nucleus collisions [123]. Not included in the development of
the Norbury-Townsend parameterization, however, are newer results focusing on double-
differential measurements, such as those from the thin-target HARP experiment [124]. We
detail our validations against the HARP measurements in Section 4.2.2. Older experiments
also collected double-differential pion-production data at energies closer to the SNS, such
as Abaev et al. in 1989 [125], but their data have a very limited angular coverage. We use
these data sets to check the model behavior at lower proton energies (Section 4.2.3) since

they cannot constrain our total neutrino flux. We discuss the effects of modeling the thick
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Figure 4.1: Comparisons of the Norbury-Townsend parameterization and Geant4 model
predictions of total pion-production cross section. Left: Dependence of total cross section
on incident proton energy for a mercury target. The vertical line indicates the current
SNS operating energy of 1.011 GeV, but COHERENT still sees 7+ production at energies
below this value due to proton energy loss within the thick target (see Fig. 4.20). Right:
Dependence of total cross section on target nucleus for a proton energy of 1 GeV. The

vertical line represents a mercury target.

target of the SNS in Section 4.2.4 and interpret all of our validation work to estimate a
neutrino flux systematic for COHERENT in Section 4.2.5.

4.2.1 Norbury-Townsend Parameterization

The Norbury-Townsend parameterization is an empirical function developed to parame-
terize pion-production data from proton-nucleus and nucleus-nucleus interactions mea-
sured by Nagamiya et al. [126]. While developed in the right energy range for SNS op-
erations at ~ 1 GeV, 71 production data were only taken for subsets of Ne + NaF, Ne +
Cu, Ne + Pb, C + C, C + Pb, Ar + KCI, Ar + Pb for 0.4, 0.8, and 2.1 GeV per incident nu-
cleon — only 7~ production data were available from the proton-nucleus studies [123].
Although our focus is 7" production in this work, we note that future effort to check the
candidate physics models against the parameterizations for 7~ and 7° production will be
useful to validate the flux predictions for dark-matter-producing particles at the SNS that
we present in Section 4.6.

The Norbury-Townsend parameterization of the 7" production cross section (o,+ in

mb) from incident protons is shown in Equation 4.1, where A; is the number of target
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nucleons, and F; (in GeV) is the energy per incident nucleon:

4223
e 0.00717 40 0é52_1°g(Ei) 0.162 ° (4.1)
00717 + 0. (E) | ol

This parameterization overpredicts the 7" -production from the Ar + Pb and Ne + Pb data
used in the development by between 15 and 30%, though we do note that this demonstrates
a 1o consistency due to the large errors of the datasets from the early 1980s.

Using a thin simulated target to minimize proton energy loss (5 x 5 x 0.5 cm®) and
specifying the isotope, molar mass, and density for each target, we counted the total num-
ber of pions produced. We then scaled this event rate by our simulated number of target
nuclei and incident flux of protons to convert to a total cross-section prediction. Figure
4.1 shows comparisons of these results to the parameterization across incident energies
(top) and target nucleus (bottom), with a 10% uncertainty applied to the cross sections
from each potential physics list.

The left panel of Figure 4.1 demonstrates that for p + Hg at 1 GeV, QGSP_BERT and
QGSP_INCLXX agree with the parameterization at a ~15% level, and generally have better
agreement at lower energies (~10% at 0.8 GeV) than at higher energies (~25% at 1.3 GeV).
The QGSP_BIC model, however, consistently overpredicts the p + Hg parameterization by
more than 50% from 0.8 - 1.3 GeV. The right panel of Figure 4.1 illustrates that for 1 GeV p
+ A, QGSP_BERT and QGSP_INCLXX agree with the parameterization at the ~15% level
for nuclear targets near Hg. Due to the high uncertainties in the parameterization and its
underlying datasets, we use these results to demonstrate a reasonable consistency at an
~15% level for the predictions of both QGSP_BERT and QGSP_INCLXX, and to identify
the overall normalization problem of QGSP_BIC.

4.2.2 HARP and HARP-CDP

HARP, the Hadron Production Experiment (PS214), operated at CERN’s Proton Synchrotron
from 2000 to 2002. With a nearly 47 acceptance and incident proton momentum range
from 1.5 GeV/c to 15 GeV/c, HARP measured 7 different solid targets (Be, C, Al, Cu, Sn,
Ta, Pb) as well as 4 cryogenic liquid targets (Hy, Do, No, Os). The HARP collaboration
disagreed on their TPC calibrations causing a subgroup, HARP-CDP, to promote differ-
ent calculations of pion momenta and identification of protons and pions [127]. Both of
these differences impact the final analysis, such that HARP-CDP reports 16-34% lower
integrated cross sections than the HARP analysis, depending on the target. In this paper,

both sets of cross-section results were checked against our Monte Carlo simulations.

40



350 to 550 mrad

[
N
LA LAL LA LAY L L

2

d?o/(dp d6) [barn/GeV]
=

550 to 750 mrad

750 to 950 mrad

04F S psita Sl

0.2 :—t.ll"l" i Tl ||||||“|"|“ I E
R - IS T . . . \ ; . A i -
B 16F 2 S 1350 to 1550 mrad
% 1.4 ; 950 to 1150 mrad z_ < 1150 to 1350 mrad z_ i QGSP_BIC
8 1.2F E S E \%’\\i N QGSP_INCLXX
8 E S Xy [ QGSP_BERT
S 08 E S | E S —=— HARP data
S E E o || E
5 04f 3l 3
s T 3 ?' E

i 20 E

{1 ﬂl!"'l'llg' ey

T
7

T
U

1550 to 1750 mrad

d?o/(dp dB) [barn/GeV]

1950 to 2150 mrad

S 0102 03 04 05 0.6 07
p [GeV]

Ol 02 03 04 05 06 07

p [GeV]

01702703 04 05 06 0.7
p [GeV]

349 to 524 mrad

| i :ﬁﬁr\iﬁf‘|||||||||||||||m""'ﬁ'"|Wr L

oot

524 to 698 mrad

698 to 873 mrad

£

7

873 to 1047 mrad

|k RAALJ LLLLY LU LA WAL L 12

1047 to 1309 mrad

1309 to 1571 mrad

QGSP_BIC
E SN\ QGSP_INCLXX
& (D eGsP_BERT

—e— HARP-CDP data

1571 to 1833 mrad

d20/(dp dQ) [barn/(GeV sr)] d’a/(dp dQ) [barn/(GeV sn] d?s/(dp dQ) [barn/(GeV sp)]

L R T . .
0.1 02 03 04 05 06 0.7

1833 to 2182 mrad

p[GeV]

0.1 0.2 03 0.4 05 06 07

p [GeV]

Figure 4.2: Comparisons of double-differential cross sections of 7% production from
3 GeV/c p+2"Pb as predicted by the different Geant4 physics lists to the measurements
from HARP (top) and HARP-CDP (bottom). The error band shown for each physics list
include a 10% systematic uncertainty and the statistical uncertainties from simulation. We
highlight 2*®Pb because, among HARP targets, this isotope is closest in mass to the SNS

mercury target.
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Data were not collected for incident protons at 1 GeV; therefore we compare to the
HARP and HARP-CDP analyses of 3 GeV/c data on a large range of nucleon numbers:
Be [128], C [129, 130], Al [128, 131], Cu [129], Sn [129, 132], Ta [133, 134], and Pb [128,
135]. We follow a similar procedure to our Norbury-Townsend comparisons and simulate
monoenergetic protons with 2.205 GeV of kinetic energy (calculated from the 3 GeV/c
beam momentum) incident on a thin target (5 X 5 x 0.5 cm?), though here counting
pions produced per pion momentum and production angle rather than total number of
pions. We then scale the stored event rates by our simulated target details to convert
to a doubly differential cross-section prediction from each simulation model. Figure 4.2
illustrates the direct comparison of our simulation to the HARP and HARP-CDP results
for 3 GeV/c p + 2°*Pb. The simulation error bands combine statistical uncertainty with
the estimated 10% systematic uncertainty on the simulation prediction. The HARP and
HARP-CDP data consistently disagree with the simulation predictions by more than 10%
in the low-angle bins, but generally start to demonstrate consistency with QGSP_BERT
and QGSP_INCLXX in the higher-angle bins. We also note that the simulation generally
better-predicts the data in the higher-momentum bins, and the normalization problem of

QGSP_BIC is evident in the low-momentum bins.

Since the Geant4 models predict the HARP and HARP-CDP data better in some bins
than others and the SNS neutrino flux is known to arise from 7 decay at rest (see Ta-
ble 4.2), we integrate away the angular or momentum dependence to compare singly dif-
ferential cross sections. Since there is The comparisons shown in the left panel of Fig. 4.3
integrate our simulation prediction over the angular region of the HARP analysis; there is
less than a 1% difference from the simulation prediction integrated over the HARP angular
region and over the HARP-CDP angular region (see Figure 4.4), so we show HARP-CDP

data on the same axes.

The SNS mercury target is thick and dense enough to stop the majority of the pions
regardless of production angle or momentum. Therefore, to a very good approximation,
we require only the total cross section to simulate the neutrino production. We inte-
grate away the dependence on both production angle (350 - 2150 mrad), again ignoring
any difference between HARP and HARP-CDP angular regions, and momentum (0.1 - 0.8
GeV) and show the total cross-section comparisons to both HARP and HARP-CDP data
in Fig. 4.5. The ratio of the Geant4 model prediction to the HARP or HARP-CDP result
determines how well we predict the data and is therefore considered in this work as the

most convincing estimate of our systematic uncertainty (more in Section 4.2.5).
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Figure 4.3: Comparison of measured differential cross sections of 7 production from
3 GeV/c p+2"®Pb to Geant4 physics lists. Left: HARP and HARP-CDP data were integrated
over their respective angular regions and compared to simulation integrated from 350 to
2150 mrad in production angle (see Figure 4.4). Right: HARP and HARP-CDP data were
integrated from 0.1 to 0.8 GeV/c in momentum and compared to simulation integrated on

the same region.

4.2.3 Low-energy Pion-production Data

Using the proton synchrotron at the Leningrad Nuclear Physics Institute (Gatchina, Rus-
sia) with a beam kinetic energy of 997 £ 5 MeV, Abaev et al. measured pion production on
16 different targets (isotopes of H, B, C, O, Mg, Al, Cu, Sn, Ta, W, and Pb) at 0° and 57.8°
with 0.01 steradian angular acceptance [125]. We compare to a range of nucleon num-
bers, but we exclude comparisons to different isotopes of the same nucleus in this work
as no significant difference between different isotopes was found in the cross sections
from data or simulation. The double-differential comparisons of the Geant4 models to
Abaev et al. are shown in Fig. 4.6, and the momentum-integrated comparisons are shown
in Fig. 4.7.

The right panel of Fig. 4.6 at 57.8° (~1009 mrad) is similar to the center-left panels of
the HARP (950 - 1150 mrad) and HARP-CDP (873 - 1047 mrad) results shown in Fig. 4.2,
albeit with different incident proton energy and angular acceptance. We observe a similar
disagreement with the double-differential comparisons, but a slightly better agreement
with the momentum-integrated comparison in Fig. 4.7. The points at 208 nucleons in the
momentum-integrated comparisons of Fig. 4.7 are similar to the behavior of a single bin

we showed in the right panel of Fig. 4.3, albeit with larger angular acceptance. We observe
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Figure 4.4: Left: Simulated 7" production cross section using QGSP_BERT, integrated
over the different angular regions of HARP and HARP-CDP. Right: Residual distribution
of the simulated cross sections integrated over HARP and HARP-CDP angular regions
for all Geant4 models investigated in this work. We demonstrate that the impact of this
difference in angular regions between the analyses is of order 1% (note that the right
panel show the direct residuals, not the relative residuals), and neglect this difference

going forward.

that single angular bins do disagree with the HARP and HARP-CDP data by greater than
10%, which suggests that we cannot draw conclusions about the uncertainty on the total
pion production from the limited angle coverage of the Abaev data. Focusing specifically
on the comparisons to 2°*Pb and noting that the 0° prediction of QGSP_BERT is consistent
with the Abaev data at the 10% level, we infer that the 10% uncertainty consistent with

HARP predictions is a reasonable estimate at lower proton energy.

4.2.4 Secondary Particle Interactions

The pion-production model of QGSP_BERT has the best agreement for thin-target data,
but we must also model the proton energy loss and the interactions of any secondary
particles that are produced. For example, 7" scattering will affect our predictions on
how many 7" decay at rest, and pion interactions such as charge exchange or absorption
will impact the number of 7 that decay into neutrinos. We do not perform any specific
validation of these processes in this work, but we offer some comments here about the
models we implement.

Proton energy-loss models are important in Geant4, as they have broad applications
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Figure 4.5: Left: The HARP data and Geant4 model predictions of the pion-production
cross section integrated over 350 - 2150 mrad and 0.1 - 0.8 GeV. The HARP-CDP data are
also shown but are integrated over 349 - 2181 mrad (determined by the data binning) and
0.1 - 0.8 GeV. Right: Ratio of the Geant4 simulated predictions to the central values of the
data, plotted with an uncertainty on all three simulations shown as data error / central
value (the HARP-CDP error bars are small enough to be hidden by the points themselves).
The horizontal solid cyan lines mark a +10% 10 uncertainty band, and the dashed cyan
lines mark a +£15% louncertainty band. The vertical gray line on each plot represents a

mercury target.
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Figure 4.6: Comparisons of double-differential cross sections of 71 production from 1 GeV
p+2%Pb at 0° and 57.8° as predicted by the different Geant4 physics lists to the measure-
ments from Abaev et al. [125].
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Figure 4.7: Comparisons of differential cross sections at 0° and 57.8° as predicted by QGSP_
BERT to measurements by Abaev et al. [125]. The vertical gray lines represent a mercury

target.

within both the particle physics and medical communities. As a result, these models have
undergone extensive validation efforts [136, 137]. The energy-loss profile of protons is
generally accurate to within 2% above 1 MeV. We do not perform any further validation
of the energy losses within the SNS target, and we neglect any uncertainty from the proton

energy-loss profile within the thick SNS target in this work.

Pions and other secondary hadrons created at the SNS are well below 10 GeV and are
simulated using the default cross-section tables implemented in the Bertini Cascade model
(primarily the Baranshenkov and Glauber-Gribov parameterizations) [111]. In our simu-
lations of the SNS, ~ 25% of the " tracks that are produced end in non-decay processes
(labeled “pi+Inelastic” in Geant4). There is less than a 1% difference between this frac-
tion of non-decay destruction of pion tracks between QGSP_BERT and QGSP_INCLXX,
though QGSP_BIC simulations estimate that nearer to 30% of 7 tracks end in non-decay
processes. A small fraction (less than 15%) of these “pi+Inelastic” track deaths can still
result in neutrino production due to the production of additional protons or pions. We
do not perform any specific validation of these processes in this work, and we neglect
the uncertainty here given the difference between the QGSP_BERT and QGSP_INCLXX
predictions and the previously identified normalization problem of the QGSP_BIC predic-

tions.
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4.2.5 Discussion

We are not aware of any data from p+Hg and very few data sets exist at these ener-
gies, so this work is intended as a cross-check of prior estimates rather than as a deriva-
tion of our neutrino-flux systematic while new experimental efforts are developed (see
Sec. 4.7). We find that QGSP_BERT is the only model which agrees at the 10% level with
the cross section measurements of both HARP and HARP-CDP for the 2°8Pb dataset (the
closest to Hg); the other lists overpredict the HARP-CDP results. For lighter nuclei like
W (see Sec. 4.5), these comparisons suggest that a 15% uncertainty on the QGSP_BERT
prediction would be more appropriate. The comparison against the Norbury-Townsend
parameterization shows reasonable consistency at the 10% level with QGSP_BERT and
QGSP_INCLXX, and further demonstrates an overall normalization problem with QGSP_
BIC, despite noteworthy agreement in the tails of the 57.8° Abaev measurement. While
QGSP_INCLXX is acceptable, QGSP_BERT has better agreement with the data and the
added bonus of being more computationally efficient since QGSP_INCLXX produces en-
ergy conservation errors in some of the SNS volumes. We note that while the momentum-
integrated Abaev data may disagree with QGSP_BERT predictions at more than the 10%
level, similar disagreement is shown in the right panel of Fig. 4.3 for single points of the
momentum-integrated HARP and HARP-CDP comparisons; it is only after an additional
integration over angle that good agreement is achieved. Ultimately, the limited angular
coverage of the Abaev data limits our ability to investigate this effect.

In light of these studies and prior work using the Bertini cascade for neutrino flux
calculations [118-120, 138, 139], we choose to use QGSP_BERT with a 10% uncertainty on
the flux predictions that come from our Geant4 simulations. This systematic uncertainty
needs to be reduced for the future precision program of COHERENT, and we describe

future avenues for experimentally reducing this uncertainty in Section 4.7.

4.3 Modeling the Spallation Neutron Source in Geant4

The design of the SNS target and moderator suite was optimized for neutron production
and related science [141]. We define simplified components of the SNS target monolith
that are expected to contribute to pion production or to the stopping of pions and muons.
The simplification process is demonstrated in the left panel of Fig. 4.8, where the tech-
nicalities of the target vessel are reduced to the mercury-containing region shaded red.

The right panel of Fig. 4.8 highlights the target monolith and Neutrino Alley to illustrate
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the main Hg target as implemented in our Geant4 model. Right: A portion of an ORNL
technical drawing illustrating the target hall, with pieces in our Geant4 model highlighted.
The outer shaded cyan is the concrete monolith, with the inner indigo representing the
steel containing the Hg target and moderators. In the bottom right corner, the shaded

purple shows the location of Neutrino Alley relative to the target monolith [140].
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Figure 4.9: Our Geant4 model of the SNS, simplified from ORNL technical drawings. Left:
The full Geant4 world, highlighting the monolith relative to the location of Csl in Neutrino
Alley. Right: A view inside the outer monolith illustrating the target, neutron moderator

suite, proton beam window, and beamline shielding.

the structures we build into our model. The details of our SNS model, along with their
relative contributions to the overall 7 production, are shown in Table 4.1, and the full

visualization of our simple model is shown in Fig. 4.9.
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Table 4.1: An overview of components in our Geant4 model that contribute to the overall
pion-production. We also include the fraction of 7 our simulations produce within each
volume. We report the dimensions from the perspective of the beamline as either Width x
Height x Depth or Diameter (&) x Height. The depth of the Inconel proton beam window
(PBW) is an approximation (indicated by an *) of 3 cm, which includes some amount of

vacuum immediately before and after the window as a result of the curvature.

. ) . 7+ contributed
Component Material Dimensions .
Aluminum PBW Inconel PBW

Target Hg 39.9 x 10.4 x 50.0 cm? 94.12% (90.91%)
Target Casing Steel 40.9 X 11.4 x 51.0 cm3 0.20% (0.56%)
Inner Plug (2) Be, D;O 70.0 cm &, 45 cm 0.19% (0.23%)
Moderator (4) H, (3), H,0 (1) 4.0 x 13.9 x 17.1 cm? 0.01% (0.01%)
Reflector Steel, DoO 108 cm &, 101.6 cm 0.99% (1.34%)
Beamline Shielding Steel 64.8 x 54.6 x 200.0 cm? 0.93% (1.72%)
Target Room Steel 1002 cm &, 950.8 cm 0.00% (0.14%)

Aluminum PBW Al-6061, HoO  29.8 X 14.6 x 0.02 cm3 2.77% )

Aluminum Beamline Air 29.8 x 14.6 x 200.0 cm? 0.79% =)
Inconel PBW Inconel-718, H,O  26.7 x 12.7 x 3.0 cm>* — (4.32%)
Inconel Beamline Air 26.7 x 12.7 x 200.0 cm? — (0.77%)

Though most of the components we simulate are essentially unchanged during run-
ning despite routine maintenance and possible replacements, we must carefully consider
the proton beam window (PBW) separating the vacuum of the accelerator from the target.
Each proton must pass through the PBW, resulting in both proton energy loss and pion
production as a result of interactions in the thin window. The PBW is routinely replaced
due to radiation damage, and two different PBW designs have been in use during COHER-
ENT’s live-time in Neutrino Alley. A two-layered film design using Inconel, a nickel-based
alloy trademarked by the Special Metals Corporation [142], with water cooling between
the films, was used from the initial SNS production runs until January 11, 2017. An alu-
minum plate design with 50 drilled pipes for water cooling was in place until the latest
replacement reverted back to an Inconel PBW on April 7, 2020. Figure 4.10 illustrates both
PBW designs as modeled in our Geant4 geometry.

The SNS accelerates protons into an accumulator ring, which ensures that a focused
beam of monoenergetic protons is directed on to the target. This beam is magnetically
spread to prevent overheating of the proton beam window and target casing [143]; we

introduce a uniformly distributed source using a prior measurement of the beam profile
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Figure 4.10: Left: Geant4 mockup of the dual-film Inconel PBW, with water cooling be-
tween the two films. The proton beam is incident from the left, and travels to the right.
Center: Geant4 mockup of the aluminum plate PBW, with 50 vertical pipes for water cool-
ing. Right: The position of incident protons shown relative to the profiles of the different
PBW designs and Hg target.

at the target [144] to account for this. Our simulated profile is illustrated in the right panel
of Fig. 4.10 to show its size relative to the beam window designs and target.

We specify the particles for the simulation to track, typically v, 7%, ut, K+, n, p, and
n, to ensure that we do not truncate any possible neutrino production chain. Using the
Monte Carlo framework of Geant4 and the QGSP_BERT physics model chosen in Section
4.2, we observe which particles and interactions are responsible for generating the SNS
neutrino flux. These predictions depend on our chosen physics model; for example, the
QGSP_BIC nuclear model predicts a small rate of 77 production for 1 GeV incident protons,

while other lists do not.
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Figure 4.11: Distributions of neutrino energy (left) and creation time (right) produced at
the SNS, using QGSP_BERT to model the interactions of 1 GeV protons incident on the
aluminum PBW geometry. We convolve the single proton output of our simulations with

the proton-on-target trace.

4.4 Neutrino Flux for the First Target Station

Figure 4.11 shows the energy and timing spectra for each neutrino flavor present in the
simulation using the QGSP_BERT physics list to simulate incident protons with 1 GeV of
kinetic energy on the SNS geometry with an aluminum PBW. We find that the SNS v flux
predictably demonstrates the characteristics of a pion decay-at-rest source such as the
monoenergetic v, at ~ 30 MeV from 7 decay at rest and 7, and v, following the Michel
spectra predicted from the three-body u* decay at rest (DAR). Variations from these spec-
tra include decays in flight (DIF), decays in orbit (DIO), and 1~ capture. We also observe
some contribution from decay-at-rest kaons, notably in the v, spectrum at ~ 240 MeV,
but due to the small phase space available to produce these more massive particles, kaons
have an almost negligible contribution to the SNS neutrino flux. Ultimately, this simula-
tion predicts a decay-at-rest neutrino source with greater than 99% purity, with the exact
creation process and parent particle breakdown shown for the aluminum PBW in Table
4.2. We also identify spectral features resulting from different creation processes in Figure
4.12.

Using 1 GeV protons incident on our SNS geometry from behind the beam window
(PBW), our simulations predict 0.262 neutrinos per proton on target (POT). We find that
our model of the SNS neutrino flux is primarily comprised of v, ¥/, and v, (each greater
than 0.087 vx/POT, where X = pu, ji, €) with a small contribution of 7, (0.0001 7,/POT,
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Figure 4.12: Distributions of neutrino energy broken down by creation process for each

neutrino flavor produced at the SNS.

Table 4.2: A breakdown of the processes and parent particles which create neutrinos for

1 GeV protons at the SNS with an aluminum PBW. The creation processes are classified as
decay at rest (DAR), decay in flight (DIF), 1~ capture, or decay in orbit (DIO). We include

significant figures here to sum to 100% given the small contributions outside of the 7

DAR chain.
Creation Process Parent Particle
v/ POT

DAR DIF pu~ Cap u~ DIO atorput 7w orp” K+
Vy 0.0875 98.940% 0.779%  0.196% 0.084% 99.7185% 0.2812% 0.0003%
Uy 0.0875 99.718%  0.282% — — 99.7187% 0.2813% —
Ve 0.0872 99.999% 0.001% — — 99.9999% - 0.0001%
Ve 0.0001 — 0.331% — 99.669% — 100% —
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Figure 4.13: Incident proton energy at the SNS, shown from Jan. 1, 2013 - Aug. 1, 2021.

Each point indicates a change to a new beam energy at the indicated timestamp.

not considering the activation of materials near the target). We also see a small flux of
low-energy v, from neutron 3-decay that we neglect in this work, with a dedicated study

of radioactive products produced as a result of SNS operations under construction.

COHERENT deployed detectors at the SNS prior to the accelerator systems reaching
1 GeV, so data taken at lower energies (~ 850 MeV) must also be understood. Fig. 4.13
shows the beam energy for COHERENT operations in Neutrino Alley, starting in January
2013 and extending through August 2021. The upcoming Proton Power Upgrade [89]
will prepare the SNS for the planned Second Target Station (described in Section 4.5) by
improving the accelerator. The upgrade will see the SNS operate at a more intense 2.0 MW,
with 1.3 GeV incident protons by 2024. We use this simulation to study the dependence
of the neutrinos produced on the incident proton energy and to develop an approach to
account for changes to SNS operations over a run period. Figure 4.14 shows the energy
dependence for both the total neutrino production and the fraction of neutrinos produced
by the 7" decay chain, and the parameters for each of the fits are listed in Table 4.3.
This figure also demonstrates that while there are minimal differences in total neutrino
production between the two PBW designs, the differences in the relative contribution

of pion production resulting from interactions with the PBW (see Table 4.1) can impact
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Figure 4.14: Left: The total neutrino flux from the SNS will depend on the incident proton
energy, and each operational configuration demonstrates a cubic dependence on this pa-
rameter. Right: The fraction of neutrinos produced from decay-at-rest processes demon-
strates a linear dependence on the incident proton energy above ~ 0.8 GeV. The fit range
for both plots is £/ € [0.775, 1.425] GeV; this is the region between the vertical gray lines.
The bottom panel in each plot shows the relative residuals, calculated as in the axis label

from the simulation (“Sim”) and fit (“Fit”) predictions.

the stopping power of the SNS. The neutrino luminosity from the SNS given particular

operating conditions can then be calculated as

v v POT vV FEial P
t POT t POT E t (B) E’
where F is the kinetic energy per proton, F'(E) is the fraction of v produced per proton on

(4.2)

target (POT) with incident kinetic energy F, Fi. is the combined energy of all protons
incident on the target in time ¢, and P is the SNS beam power (F,/t). Figure 4.14
demonstrates that F'(F) can be estimated as a cubic polynomial in £ with parameters
defined in Table 4.3, for £/ between 0.775 and 1.425 GeV. Plugging this into Eqn. 4.2, we

find a general expression for the SNS neutrino luminosity:

v
?:P(p3E2+p2E+p1+%>. (4.3)

Using this functional form and typical pre-upgrade operational parameters of 1.4 MW
(7.0 GWhr/yr) and incident protons with 1 GeV of kinetic energy, we calculate 2.36 x 101°
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Figure 4.15: Left: A top-down view of the neutrino creation positions. Right: Distribution
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beam is incident from —z, and 6 refers to the scattering angle relative to the z-axis.

Table 4.3: Fit parameters for the proton-energy dependence studies using both beam
window designs. The three parameters for the cubic fits used in Eqn. 4.2 (F(E) =
p3 B3+ py E% + py E + po) are illustrated in the left panel in Fig. 4.14, while the two param-
eters for the linear fits (m £ + b) are illustrated in the right panel. The fit uncertainties do

not consider the overall 10% systematic.

Design ps [GeV T3] ps [GeVT2]  py [GeV!] Do b m [GeV™!]
Aluminum PBW 0.28(2) -1.12(6) 1.796)  -0.68(2) 99.99(1)  -0.48(1)
Inconel PBW 0.27(2) -1.09(6) 1.756)  -0.67(2) 100.04(1)  -0.53(1)

neutrinos produced per second while the SNS is running. Estimating this production as

2571 at 20 meters

an isotropic point source, we calculate a neutrino flux of 4.7 x 107 v cm™~
from the target center (the approximate location of the first CEVNS measurements in CsI).
Using the nominal SNS running time of 5000 hours per year, the SNS sees 1.58 x 10?3 POT
per year, with a v luminosity of 4.25 x 10?2 v per year, or a flux of 8.46 x 1014 v cm ™2 yr~!

at 20 m from the target.

We also study the creation positions and momenta of the neutrinos, shown in Fig. 4.15.
The volumes and materials which create the pions were listed in Table 4.1; the neutrinos
are primarily produced after the short movements of pions and muons coming to rest.

The spread of the beam and the movements of the particles result in a radial spread from
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Figure 4.16: A comparison of neutrino production along the beamline for different SNS
configurations and beam energies. The gray shading to the left indicates the position of
the proton beam window, and the shading to the right indicates the position of the Hg
target.

the beamline axis. Over 86% of the neutrinos are produced within 10 cm of the beamline
axis, and almost all production (>99%) occurs within 0.5 m of the beamline axis. Along
the beamline axis, we find that over 90% of the neutrino production occurs within the
target and less than 5% of the neutrinos are produced at the PBW location 2.5 m upstream
of the target. Because the 77 and p™ decay at rest, we also have almost fully isotropic
production of neutrinos up to about 50 MeV. We do note visible anisotropy in the right
panel of Fig. 4.15 for £, > 60 MeV that is consistent with neutrinos boosted in the

forward direction from pions decaying in flight.

We find that both PBW designs cause some neutrino production outside of the target
regardless of the incident proton energy as illustrated in Fig. 4.16. However, our detectors
are deployed ~ 20 m from the target center, with the PBW placement only 2.5 m upstream
of the target. To quantify the effect of this non-point-like neutrino production, we project
the neutrino flux onto a 20 m sphere centered on the Hg target and determine an effective

production angle based on the neutrino’s projected location.

We can then determine how big of an impact the non-point-like SNS neutrino produc-

tion has on the flux in Neutrino Alley. Using the histograms from Figure 4.17, we calculate
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the total anisotropy as

=10

a=,|> (Si—P) (4.4)

=0

where S; represents the counts in the ith bin for a spherical projection and F; represents
the counts in the ¢th bin for the point-source approximation. For an aluminum PBW and
1 GeV incident protons, this anisotropy is ~5%. The dominant contribution is an excess
near cos f &~ —1, where 6 refers to the polar angle upon arrival on the spherical projection,
consistent with neutrino production within the PBW. There is also a secondary excess near
cos ) =~ 1 consistent with neutrinos produced by decays in flight. For a small detector at
the Csl location 19.3 m from the target center and at cos ~ 0, we predict less than a
1% deficit of the neutrino flux compared to the isotropic point-source approximation. The
contributions to the neutrino flux error from geometric considerations are small, and add
negligibly in quadrature to the 10% to the overall neutrino flux incident on our detectors
in Neutrino Alley. The anisotropy depends on the relative contributions of the different
materials in our SNS geometry outlined in Table 4.1, and emphasizes the need for new
pion-production measurements such as those discussed in Section 4.7.

In general, we provide this global picture of the SNS neutrino production to individ-
ual detector systems in COHERENT. However, with precise knowledge of the detector
geometry and location, we can also simulate the neutrino production specific to a subsys-
tem. This does, however, require significantly more computational resources to generate

results to an informative level of statistical precision.
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Figure 4.17: Examining projections of the SNS neutrino flux onto spheres of different
sizes, and comparing each projection to the point-source approximation to determine the

anisotropy.

4.5 Neutrinos at the Second Target Station

We also created a model geometry to estimate the neutrino production at ORNL'’s planned
Second Target Station (STS) [90]. With a projected completion in the early 2030s, COHER-
ENT is engaged with the design phase of this facility to optimize location and shielding
with the aim to deploy 10-ton-scale detectors for CEVNS and other physics. Using prelim-
inary details about the planned target provided at the Workshop on Fundamental Physics
at the Second Target Station in 2019 [145], we modeled 21 tungsten wedges surrounded
by thin layers of tantalum and water, evenly spaced in an assembly with a 1.1 m diameter.
We also modeled neutron moderators above and below the active target wedge, centered
along the beamline axis. We simulated a 6 cm (width) x 5 cm (height) beam profile to
ensure that the profile is smaller than that of a single tungsten wedge and included the
aluminum PBW and beamline shielding as implemented in our First Target Station (FTS)
geometry. This target geometry is illustrated in Fig. 4.18 and is centered inside a 5 m
vaccuum box, then enclosed in a steel box (10 m outer edge, 5 m inner) to mimic pion pro-

duction in typical shielding materials without assuming the geometry of the STS target
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Figure 4.18: Geant4 implementation of the Second Target Station target and moderators.

surroundings.

With this simple geometry and 1.3 GeV incident protons, our simulations predict 0.13
vy / POT for v, ,, and v, from the 7" decay chain, resulting in an approximate total
0.39 v / POT. This estimate is larger than the predictions for the FTS operating at 1.3 GeV
due to the increased density of a solid tungsten target. We cannot accurately discuss
the decay-at-rest fraction of neutrinos or relative impact of the PBW since the shielding
surrounding the target remains unknown. However, we note that protons do escape the
end of the 25-cm thick active target wedge with enough energy that nearly 10% of the
simulated pion production in our simple geometry occurs downstream of the target.

The STS will receive one of every four pulses from the SNS linear accelerator and
will operate as a 15 Hz, 0.8 MW facility. Possible locations for 10-ton scale COHERENT
detectors at the Second Target Station have been identified within a few tens of meters
from the planned target location [146]. With a tungsten target rather than mercury, the
uncertainty on the overall pion production is expected to be nearer to 15% (see right panel
of Figure 4.5), though efforts to normalize the neutrino flux at the FTS using D,O and new
hadron production experiments using a range of targets at lower beam energies will help

to constrain our predictions (see Section 4.7).

4.6 Light Dark Matter Production at the SNS

This work was focused on understanding the neutrino fluxes but also explored the creation

of other interesting particles. In particular, 7°, n°, and 7~ production are relevant to dark
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Figure 4.19: Distribution of production angles and creation energies of 7° at the SNS-FTS
assuming an aluminum PBW. Left: Using 1 GeV incident protons to mimic the current
operating conditions of the SNS. Right: Using 1.3 GeV incident protons to mimic the op-

erating conditions following the upgrade.

matter searches using the SNS as an accelerator [147, 148]. Here, we present some findings
regarding the production of such particles using QGSP_BERT, noting that no effort was
made in this work to specifically validate the production of any hadrons other than 7.
As mentioned in Section 4.2, 1) production is excluded from our discussion here because it
is not predicted by QGSP_BERT. Predictions with QGSP_BIC have previously been used

with this simulation geometry to predict 7 flux for sensitivity studies [148].

Figure 4.19 shows the scattering angle as it relates to the creation energy for SNS-
produced 7° from 1 GeV incident protons on the left and 1.3 GeV incident protons on the
right. We observe strong forward production for both, but note that we will have a small
flux directed towards Neutrino Alley (cosf ~0). This is relevant primarily for the 7° which
could decay in flight into dark-matter particles that cause an observable nuclear recoil in
our CEvNS detectors. For 7, dark matter could be produced in an absorption process
or in a charge-exchange process; both are more efficient at non-relativistic energies, and

each would emit particles isotropically and negate any impact of forward production.

Assuming an aluminum PBW, the SNS produces 0.11 79/POT and 0.05 7—/POT for
1 GeV incident protons. We also predict that the upgraded 1.3 GeV incident protons will
produce 0.17 7°/POT and 0.09 7~ /POT. This study also demonstrates the potential gain of
the STS for dark matter searches, particularly in aiming for forward-positioned detectors

and a reduced distance to the target.
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Figure 4.20: Top: A histogram of the proton energies which produce 7" at the SNS. Bot-

tom: A closer look at how protons lose energy in the Hg target before creating .

4.7 Ongoing Efforts

In the absence of pion-production data for protons incident on Hg at energies up to
1.3 GeV, the ~ 10% uncertainty assigned to our neutrino flux is a robust estimate that
cannot be significantly improved through simulation. For the moment, the cross-section
results on Ar are still dominated by statistical uncertainties [107], but the uncertainty on
the neutrino flux is now the dominant uncertainty in the final results from CsI [108]. Two
types of experimental measurements could further reduce this uncertainty.
Pion-production measurements with thin Hg targets would allow us to validate our
simulation against interactions on the same material as the SNS target. The proposed EM-
PHATIC experiment at the Fermilab Test Beam Facility could measure differential pion-
production cross sections on Hg at proton energies as low as 2 GeV with expected un-
certainties less than 10% [149]. Meanwhile, the NA61/SHINE collaboration [150], which
has measured pion production on both thin and replica targets for a variety of accelerator
neutrino experiments, is investigating the possibility of reducing the energy of the CERN
SPS H2 proton beamline to 1 GeV for low-energy pion-production studies [151]. These
measurements will benefit neutrino experiments at the SNS and at other pion decay-at-
rest neutrino sources with GeV-scale protons incident on a mercury target such as the
JSNS? sterile-neutrino search at the Japan Spallation Neutron Source [152]. As a decay-
at-rest source is insensitive to the production angle of the pion, new pion-production
measurements should ideally cover as close to a 47 acceptance as possible.

Thin-target data at > 1 GeV, however, cannot account for the effects of proton energy
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loss in the SNS target and from scattering in the PBW as shown in Fig. 4.20. Reducing our
uncertainty using only thin-target data would require convolution of the simulated pro-
ton energy-loss profile with the observed pion production from thin-target data at varied
energy and on a variety of target materials. A separate approach to reducing neutrino-
flux uncertainties would directly measure the total neutrino production at the SNS target.

A D50 detector, deployed at the SNS, would measure the charged-current interaction

Ve+d—=p+p+e . (4.5)

The cross section of this reaction is well understood; theoretical calculations, taking
several disparate approaches, have converged to the 2-3% level [153, 154]. A moderately
sized detector, about 680 kg, could achieve similar statistical precision in about four SNS
beam-years of operation. The observed v, flux from the SNS target could then be multi-
plied by three to obtain the total flux of all three neutrino flavors generated by 7 decay.
The COHERENT collaboration plans to build such a detector to directly normalize the
simulated SNS neutrino flux [155]; we discuss the design details in Chapter 5. We note
that if the neutrino flux can be independently measured to high precision, one can in

principle use neutrino data to validate models of hadron and neutrino production.
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Chapter 5

Design Studies for a Flux
Normalization Detector at the SNS

With the 10% uncertainty on the SNS neutrino flux from a lack of m-production data as
described in Chapter 4, the most effective way to reduce this systematic is to take new
data. While new, large-acceptance thin-target pion production data will be incredibly in-
formative, the thick and dense FTS and STS targets quickly cause protons to lose energy,
such that pion production will take place for proton energies less than the incident beam
energy. Because of this, a direct normalization of the SNS neutrino flux is more imme-
diately useful to the collaboration. Thin-target data can then be used to better inform
the model predictions relating to the individual contributions of the target, beamline, and
moderators we discussed in the previous chapter.

The collaboration is currently commissioning a D;O detector to normalize the neu-
trino production at the SNS; this concept is outlined in [156]. This chapter outlines the
detection strategy, simulation efforts, and design decisions that have led to the current
and future deployments. The work presented in this chapter pulls from the efforts and
ideas of the D,O working group within the COHERENT collaboration, especially those of
Igor Bernardi, Yuri Efremenko, Karla Tellez-Giron-Flores, Matthew Heath, Jon Link, Jason

Newby, Diana Parno, and Kate Scholberg.

5.1 D,O Detector Overview

The cross sections for neutrino interactions in the tens-of-MeV range are not well known

experimentally [28], and theoretical calculations for neutrino interactions with large nu-
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clei can be quite complicated due to the nuclear physics that must be taken into account.
However, the cross sections for small nuclei, such as those of hydrogen or deuterium,
can be precisely calculated with effective field theories since there is no bound final state

following an interaction. In particular, the charged-current cross section for
Ve+d—p+p+e, (5.1)

which we’ll refer to as “CC-D” throughout this work, is of particular interest to theorists
given its importance to the Sudbury Neutrino Observatory (SNO) which confirmed the
existence of neutrino oscillations [19], and given that the inverted process p +p — d +
et + v, is more commonly known as the first branch of the pp-chain, a nuclear fusion
process which dominates the energy production in stars like the Sun [157].

The uncertainty on the cross section for CC-D is estimated at only 2-3% by examining
the agreement between calculations utilizing different theoretical approaches [158, 159].

As laid out in [28, 160], these approaches include:

- Standard nuclear physics': The nucleus is treated as a particle with assigned quan-
tum numbers. A model of the potential (typically parameterized from data) is used
to generate nuclear wave functions. These wave functions are then acted on by op-
erators which parameterize the transformation properties of nuclear states observed

in experiment [163].

— Hybrid effective field theory (EFT*): Transition operators are taken from chiral per-
turbation theory and wave functions generated by a potential model are used to

calculate the nuclear transition [164].

— Pionless effective field theory (#EFT): Nucleon-nucleon interactions and two-body
currents are described as point-like in an expansion of ¢/m, given the low charac-

teristic momentum of the interaction ¢ relative to the pion mass m, [165-167].

The 2-3% uncertainty envelope between these approaches can likely be further reduced
by implementing experimental constraints (such as the decay width of tritium) on the
theories, and there is active work in this sector. In particular, the effective field theory
approaches described above depend on only one two-body coupling (generally L; 4 in
literature), and experimentally constraining this axial exchange-current operator reduces
uncertainty on both the EFT* and #EFT approaches [168].

This strategy was first used for p-capture calculations [161, 162].
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With low backgrounds and a large volume of deuterium, measuring the flux of v, neu-
trinos at the SNS could reach a statistical precision at the few-percent level and enable us
to reduce the largest systematic for all CEVNS detectors from the COHERENT collabo-
ration. As we describe in Chapter 4, the majority of the v, flux that is expected to be
coincident with the beam signal is produced by the decay of ;*, which themselves are
produced by the 7 decay. The v, flux, as demonstrated in the neutrino-flux simulations
of the SNS, accounts for 1/3 of the total SNS neutrino flux since there are only sub-percent
contributions (0.22% for 1 GeV incident protons) on the total neutrino flux from the 7~

chain. In measuring the v, flux, we ultimately normalize the total SNS flux (¢, ~ 39, ).

5.1.1 Signal

To amass a chemically stable volume of deuterium able to quickly reach statistical preci-
sion, we use “heavy water”, or D,O, which features an extra neutron on each hydrogen
nucleus compared to H,O. Deploying this detector off-axis reduces the decay-in-flight
contributions to the SNS neutrino flux, so our v, will primarily be produced with energies
between 0 and 50 MeV. This flux of v, will then produce e~ through the well-understood
CC-D process inside our detector, with an average energy in the tens-of-MeV range. These
energetic electrons traveling through the heavy water will emit Cherenkov radiation with

the emitted frequency distribution per unit length given by the Frank-Tamm result [169]

PE 1
Geo = 1 (1 - 52n2(w)) ’ (5.2)

where I is the energy of the emitted photon spectrum, = represents the distance traveled
in the medium, § = |7|/c describes the speed of the electron, w is the frequency of the
emitted radiation, and y(w) and n(w) are the frequency-dependent permeability and index
of refraction of the medium, respectively. This frequency distribution is not, however, fully
observable, as our photomultiplier tubes (PMT) are limited by their frequency-dependent
quantum efficiency (QE).

The physical constraints of Neutrino Alley limit the detector size and shape (more in
Section 5.2), so we cannot have full photocathode coverage of the volume and do not plan
to use reconstructed Cherenkov rings to identify events. Rather, we focus on maximizing

the overall light collection and choose to use a reflective layer behind the PMTs.
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Figure 5.1: Left: A plot comparing the predicted cross sections for possible neutrino in-
teractions in a DO detector at the SNS, including charged-current (CC), neutral-current
(NC), and elastic-scattering (ES) interactions. Right: A plot showing the predicted event
rates in a D,O detector at the SNS as a function of observed electron energy for the

highest-probability processes. Both figures reproduced from [156].

5.1.2 Background

Several backgrounds have been considered so far, including a mix of steady-state and
beam-related backgrounds. Ambient backgrounds in Neutrino Alley (like the 511-keV s
from the hot-off-gas pipe) can be mitigated with a moderate amount of lead shielding. The
low overburden (8 m.w.e.) of our surface-level experiment means that we will also need
to characterize the detector’s response to cosmic rays and other backgrounds that are not
associated with the beam. Muons passing through the detector will also emit Cherenkov
radiation, but cosmic-ray showers in our modest overburden and in the detector surround-
ings can also produce s that are observable in the detector. We do plan to have muon
veto panels surrounding the detector to help identify these events in our analysis, and 2”
lead shielding (inside the muon veto) to offer some protection from cosmic-ray-induced
~-rays, but Michel electrons have an energy distribution in the tens of MeV similar to
our signal flux. The production of Michel electrons within our detector or in the detector
surroundings will be important to characterize and distinguish from our signal. These
steady-state backgrounds will be measured during the anti-coincidence periods.
Beam-related backgrounds do include neutrons, which can interact in the surrounding
shielding or capture on O to produce s that are observable by our PMTs. With the range
in arrival times for v, and the time it takes for a prompt neutron to thermalize and capture

in the detector, a timing cut is not an easily viable option. Thus, we must directly simulate
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the neutron background to develop a strategy to mitigate this background which primarily
appears within our signal window. However, these neutrons are not the dominant beam-
related background for this D,O detector, given that both d and O will be possible target

nuclei for incident neutrinos. The charged-current interaction
ve +150 — e +10F*, (5.3)

which we’ll refer to as “CC-O” in this work, similarly produces an electron observable
through Cherenkov radiation. Cross sections of interest for v.+d and v.+O are shown in
Figure 5.1, and demonstrate that the energy distributions for the electrons produced from
these charged-current interactions are similar and that we must have a detector capable

of resolving these signals.

5.1.3 Energy Reconstruction and Resolution

In simulation, we know the “true” energy of the electron, Fy.. However, in data, the
observed energy of an event is reconstructed from the measured number of photoelectrons
(PE) for the event. Our simulation demonstrates that more PE correspond to higher energy
events in a roughly linear manner (Ey. o Npg) as shown in Figure 5.2. Our energy
reconstruction, then, determines the energy scale (PE / MeV) by measuring the slope s of
the line illustrated in Figure 5.2, and defining Npg = $F.

In Figure 5.3 left, we show the distribution of the number of optical photons recorded
for simulated electrons with 30 MeV isotropically emitted uniformly throughout the detec-
tor volume. We observe a Gaussian-like peak with a long low-energy tail. In our analysis,
we perform a two-staged fit to identify the central value of the peak to determine the ex-
pected number of photoelectrons per MeV. The first stage of the fit is a Gaussian fit, with
no restrictions on the fit parameters. Typically, this finds a mean p; that is not represen-
tative of the distribution, but consistently falls within the peak region. We then perform a
second fit, restricting the fitting to the range ;1,100 PE. The best-fit parameters ;. and o
from the second fit are used to characterize the energy reconstruction. The point (u, Fg.)
is expected to fall on the red line illustrated in Figure 5.2, so by varying Ej,.., we produce
enough points to accurately determine the slope s.

We also define the fractional energy resolution for a given F, as o/, again utilizing
the best-fit parameters from the two-staged fit shown in Figure 5.3 left. This energy-
dependent resolution is plotted in the right panel of Figure 5.3. We characterize this de-

pendence with the modified exponential curve

f(p07p17p2) = pOeplEm (Esrc)p2 ) (54)
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Figure 5.2: The simulated distribution of the number of PE (/Vpg) observed for electron
events with initial energy Ej. at random angles and from uniformly sampled positions
within the D,O and H50O volumes in the Tank geometry (see Section 5.2.3). The red line
superimposed onto the distribution illustrates the linear dependence which defines our
energy reconstruction F,... Deviations away from that line demonstrate the effect of our

energy resolution.

where p; are parameters determined by the fitter. These curves describe the general trends
of the energy resolution and are used to compare different design options and to quickly
estimate the energy resolution for use in our fiducial analyses (more in Section 5.5). The
simulations demonstrate that we will have better than 20% energy resolution in this ge-
ometry above 10 MeV, or for the majority of of our signal region. As an example, this
means that for a population of 30 MeV electron events, about 67% of the events will be

reconstructed between 24 and 36 MeV.
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Figure 5.3: Left: The distribution of optical photons recorded for simulated 30 MeV elec-
trons with uniformly sampled position and direction in the Tank geometry. We perform a
two-staged Gaussian fit (described in the text) to the peak to obtain a measure of the con-
version from MeV to photoelectrons; the red curve illustrates the second-stage fit. Right:
The simulated fractional energy resolution calculated from the fit parameters ;o and o
from Gaussian fits as in the left panel. We then model the behavior using the modified ex-
ponential from Equation 5.4. The large changes and high uncertainties at higher energies

are associated with low statistics in those bins.

5.2 Detector Geometries

Adapting a Geant4 simulation originally designed by Matthew Blackston, we have mod-
eled different geometric options, optical properties, and design parameters for the planned
D,0 detector. In this section, we discuss the simulation comparisons which contributed
to the design decisions outlined in [156]. In all cases considered in this section, the mate-
rial definitions and optical properties are identical; we change only the geometry of the
volumes we implement and the locations of the PMTs. We will discuss optical changes
separately in Section 5.6.3. As such, we’ll present the material descriptions only in Section
5.2.1 alongside the geometric description. The geometric descriptions we offer here have
cartesian dimensions Width x Height x Depth, or cylindrical dimensions which will have

a Diameter x Height along a given axis.

5.2.1 Box Geometry

The neutrino program at the SNS was, in truth, an afterthought — the original design
of the target facility did not intentionally include accommodations for neutrino physics.

Neutrino Alley, the experimental home of COHERENT detectors, was designed as an ad-
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Figure 5.4: Screenshots of the Geant4 models for the “Large”-sized Box geometry from
Section 5.2.1 (top left) and Axle geometry from Section 5.2.2 (top right), and the Tank
and No-D,O geometries described in Section 5.2.3 (bottom left) and Section 5.2.4 (bottom
right), respectively.
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ditional fire-safety exit, and as such, it is mandatory to abide by the safety restrictions
of Neutrino Alley and leave an unimpeded 3 ft walking corridor. Thus, the total detector
depth, or the dimension expanding from the wall into the hallway of Neutrino Alley, must
be less than a meter.

The “box” geometry arose from the goal to produce the largest possible tank given the
space constraints of Neutrino Alley. We have a height restriction of 2 m for deployment
in the chosen location, and we expect to need a few inches of lead shielding on all sides of
the detector to limit ambient backgrounds in Neutrino Alley, as well as muon veto panels
surrounding the detector to mitigate cosmic-ray backgrounds.

Early simulation work suggested that the overall energy collection of this detector
design improves with the inclusion of a tail-catcher region, or a volume designed to en-
sure the electrons will pass through enough water to radiate all their energy; all the D,O
designs we describe here use a 10 cm H,O tail-catcher surrounding a transparent acrylic
vessel containing the D;O. The PMTs will be deployed within the H,O volume, which
itself will be contained by a stainless-steel outer tank. A reflective layer will be used to
improve the overall light collection, and is placed just behind the photocathode and on all
the steel surfaces so that light cannot scatter out of the sensitive region of the detector. To
allow for a 10 cm tail-catcher, PMTs on both top and bottom of the detector, and a acrylic
vessel with only flat sides for simplicity, we use a 1 inch thick acrylic vessel to contain the
inner volume of D,O with dimensions 140 x 140 x 60 cm?, totaling 1.3 (metric) tons of
heavy water.

We explored two iterations of this geometry: the “Large” detector, which would use
1.3 tons of D;0 and 112 PMTs and occupy the full allowed region in Neutrino Alley, and a
“Half”-sized version to reduce costs by limiting the amount of DO to 0.67 tons and using
only 80 PMTs. A Geant4 screenshot of the “Large”-sized detector is shown in the top left
panel of Figure 5.4. For our preliminary investigations, we aimed to investigate the light
collection and energy resolution of each geometry for electrons distributed uniformly
in both the D;O and HyO volumes to model the response to CC-D and CC-O events;
our ability to correctly reconstruct the energy of a given event will be vital for reducing

backgrounds (discussed in Section 5.4).

5.2.2 Axle Geometry

In the box geometry, our simulations observed an abundance of CC-O events in the cor-
ners of the HyO volume. As this is the dominant background for our normalization of the

neutrino flux, we transitioned to a more complex geometry which minimized the amount
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of HyO in the volume observed by the PMTs without sacrificing performance (e.g., by re-
ducing the 10 cm tail-catcher). In this model, we use a cylindrical acrylic tank, placed on
its side like a wheel. We again organize the PMTs with minimal spacing between them
and angle each to point inwards towards the central axis at all points on the cylinder,
preventing corners or geometrically unavoidable blindspots. As in the box geometry, the
reflector is placed directly behind the photocathodes of the PMTs and on the flat steel
surfaces so that events behind the PMTs cannot be observed, and light cannot scatter out
of the sensitive volume of the detector.

Like the box geometry, the axle geometry also had two iterations; a “Large” detector,
which would contain 1.02 tons of heavy water and require 100 PMTs, and a “Half”-sized
version to reduce the amount of D,O to 0.67 tons and use only 84 PMTs. A Geant4 screen-
shot of the “Large”-sized detector is shown in the top right panel of Figure 5.4.

Figure 5.5 illustrates the expected signals from CC-D and CC-O (the calculation of
which we’ll describe in detail in Section 5.4) for the “Half”-sized geometries. Note the
reduction in CC-O counts for the axle geometry in the region above 10 MeV for the same
amount of live time (more obvious in the excess of low-energy events since the over-
all normalization of the curves are identical). This is illustrative of the decrease of H,O
counts in the corners of the tail catcher; these events still exist, but are now emitted be-
hind the PMTs so they do not reconstruct with any precision. The axle geometry, then,
increases the precision of our CC-D measurement because there will be fewer events from
the dominant beam-coincident background, CC-O, above a given threshold. We’ll exam-

ine the specifics of this threshold setting in Section 5.4.

5.2.3 Tank Geometry

The engineering required to build something like the wheel geometry would certainly be
more costly than the “simple” box geometry, and funding for this detector was not obvi-
ous at the time of these design studies. To reduce costs even further than the half-sized
geometries we posed earlier, we imagined a third geometry for the detector which would
use 0.6 tons of D,O (which a donation by Hank Sobel of UC Irvine could supply) and only
12 PMTs to reduce purchasing costs for the detectors, high-voltage supplies, and acquisi-
tion system. We chose not to explore a Cartesian geometry to avoid the “corner” problems
we observed with the initial box design. Simulations from Matthew Heath improved the
description of the PMTs and indicated that muon-veto panels on the bottom of the detec-
tor do not add significantly to the physics performance of any of the geometries, and we

adopted both changes in this model. A Geant4 screenshot of the detector is shown in the
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Figure 5.5: A comparison of the simulated response of the “Half”-sized box (left) and axle
(right) geometries to CC-D signal and CC-O background. These curves are calculated

using the strategy outlined in Section 5.4.
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Figure 5.6: Left: A comparison of the best-fit light collection (see Figure 5.3 left) for uni-
formly distributed 30 MeV electrons in each geometry. Right: A comparison of the best-fit
fractional energy resolution (see Figure 5.3 right). We find that the “Half”-sized geometries
with a large number of PMTs have the best performance, but the low-cost Tank design
does not sacrifice much in the way of performance since we are primarily interested in
events with £, > 20 MeV. We use these studies to determine that the Tank design is the

best path forward for the collaboration.

bottom left panel of Figure 5.4.
These comparisons demonstrate that the lowest-cost “Tank” design does not signifi-
cantly sacrifice performance for events of interest (Fy,. > 20 MeV) compared to the other

options we considered, and this design has become our baseline model. An engineering
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Figure 5.7: The chosen geometry described in Section 5.2.3, with a preliminary engineering
diagram from Eric Day (CMU) on the left (reproduced from [156]), and a Geant4 screenshot
illustrating a sample event on the right. The white arrow in the event snapshot indicates
the position of the electron at one instant during the event, and the green lines represent

the trajectory of example s emitted through Cherenkov radiation at that instant.

diagram is shown in Figure 5.7 left, with an example snapshot from an event shown in Fig-
ure 5.7 right. Due to the (relatively) low-cost of this design, the collaboration is ultimately
pursuing two independent modules with similar geometry to pursue the flux normaliza-
tion, so the additional studies we’ll describe using this geometry will also be useful to

pursue interesting design options for the second module.
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5.2.4 No-D,0 Tank Geometry

Due to a supply-chain delay as a result of the COVID-19 pandemic and the immense
benefit of commissioning the electronics and taking data prior to the SNS beam-energy
changes in 2023 [89], we are currently moving forward with the deployment of a detector
without an acrylic vessel (and thus, no deuterium). A Geant4 screenshot of the detec-
tor is shown in the bottom right panel of Figure 5.4. This geometry will be used for a
commissioning run of the electronics, and we run simulations of this geometry to inform
an intial measurement of the CC-O cross-section (our dominant background) which can

inform supernova detection in water-based detectors using this cross section [24].

5.3 Simulation Physics

Similar to the neutrino-flux simulations described in Chapter 4, this simulation is written
in Geant4. However, it uses a modular physics list which pulls selected interaction models
from several different options rather than implementing a standard combination of inter-
action models (such as QGSP_BERT). In this way, we allow Geant4 to track all particles,
but we prevent it from modeling every interaction of every particle to improve the com-
putational efficiency. Electromagnetic interactions are handled with the standard Geant4
implementation, and we also add in the “extra” electromagnetic interactions, including
synchrotron radiation and electro- and photo-nuclear processes. Particle-decay processes
are always simulated, but ion-decay processes are generally ignored due to run-time er-
rors; we do model ion-decay processes for some sources, such as for studying the effects
of neutron capture de-excitation. The hadronic interactions are built using the binary cas-
cade model, and can use the high-precision neutron models when appropriate. Finally, we
model the production of optical photons for Cherenkov processes, and allow for Rayleigh
scattering in addition to absorption and boundary processes. We prevent the simulation
from generating more than 300 optical photons at any given step, and we prevent the
production of particles which do not have enough energy to travel more than 10 ym in
the given material. With these conditions, we use the UNIFIED model [170] to simulate
the surface processes (reflection, refraction, absorption) of optical photons through our
multiple volumes; we will extensively discuss the optical model and our description of the
detector optics in Section 5.6.3.

With these processes initialized, we reduce the computational load by simulating elec-

trons within the D,O and H,O volumes, and convolving the results with the theoretical
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cross sections for CC-D and CC-O neutrino interactions to obtain a measure of our ex-
pected signal. Before convolution, our simulated signal source is uniform in energy from 0
to 60 MeV, and emitted isotropically from positions uniformly distributed throughout both
the D,O and H50 volumes. The SNS flux-weighted doubly-differential cross sections of
v.+d and v,+O0 interactions were generated by Jes Koros and Kate Scholberg respectively
using SNOwGLOBES [171], and we convolve these probabilities of a neutrino generating
an electron with a given energy and angle with the simulated response to such an event.

Since the simulation manages the creation and tracking of optical photons, we apply
the quantum efficiency (QE) of our PMTs, or the probability that the photon will create
a PE in the PMT and thus be detectable, at the step which generates the optical photon.
This saves computation time because we do not waste cycles following the track through
many reflections/materials only to ignore it because of the QE cut, and applying the cut
at this early stage does not lose accuracy because we do not use any wavelength-shifting
materials in the detector.

We implement the QE of our PMTs as a wavelength-dependent array taken from [172],
and plotted in Figure 5.8 (left). If an optical photon is outside the wavelength range, it is
immediately discarded. If the photon passes the QE cut for its wavelength, we track its
path through the detector volume and record the energy and timestamp of the photon if its
trajectory enters a PMT volume. An optical photon that hits a PMT is treated as equivalent
to an observed photoelectron. The number of PE in each PMT, along with information
about the initial characteristics (energy, position, direction, etc.) of the simulated electron,
are recorded in output for later analysis. As an example, the Cherenkov spectrum for 30
MeV electrons traveling through D50 is plotted in Figure 5.8 (right), showing both the

emission spectrum and the expected response of a PMT.
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Figure 5.8: Left: A plot of the wavelength-dependent QE we apply in simulation. Right:

A plot convolving the Cherenkov spectrum for a 30 MeV electron traveling through pure
D,0 with the QE from our PMTs to compare the emitted radiation (blue) to the observable

radiation (orange) in our detector.

5.4

Expected Response to Signal and Background

In this section, we simulate each of the following sources to inform our separation of

signal and background events:

CC-D (signal): incident v, will interact with deuterium to produce electrons in the

tens-of-MeV inside D>O volume (see Equation 5.1)

CC-O (background): incident v, will interact with oxygen to produce electrons in
the tens-of-MeV inside D;O and H,O volumes (see Equation 5.3)

BRNs (background): incident neutrons will downscatter in the detector surround-
ings and capture on nuclei in the detector volumes (ex: H, O), producing a shower

of s.

Cosmics (background): incident high-energy cosmic rays can produce showers of

~vs along with neutrons and muons

Michel electrons (calibration): incident muons can come to rest in the detector, de-

cay, and produce electrons inside the D,O and H,O volumes

With simulation, we model the response to each source separately, then normalize the

distributions by the expected event rate to make predictions of the signal our detector

will observe.
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Figure 5.9: Energy distributions for events from simulated sources using the chosen Tank
geometry of the D,O detector (left) and using the modified commissioning geometry
without the acrylic vessel (right). The integral for each curve is normalized to unity for
Erec € (0,100) MeV to first examine the differences in spectral response (we examine the
relative normalizations in Figure 5.10). Note the distinct similarities in the distributions
for each geometry, which illustrate our discussion that the acrylic vessel and optical dif-
ferences between D,O and H2O can be (largely) ignored. This also establishes that data
collected with the commissioning run can be used to directly study backgrounds in situ
for the full detector.

In the cases of CC-D and CC-O, if we have an incident v, flux ¢.[cm~2s7'], a total
cross section for the specific interaction o;[cm?], a volume with N; possible interaction
targets, and a detector efficiency € = 0.97 to account for expected dead-time from the

veto, the expected event rate (/; in counts / s) can be defined as
Ri = (beNtO'iE. (55)

Then, the distributions we model with the simulations will each integrate to the expected
event rate for that source, such that we can also explore the relative contributions to
our total signal for given time periods. This strategy does not account for simultaneous
different interactions, but we do not anticipate significant pileup.

For both the signal and background v, interactions, we simulate electrons uniform in
energy, direction, and position, then convolve the results with the calculated cross-section

to model the events that we would see in Neutrino Alley®. We do not allow events to be

?In this way, we simulate both D20 and H20O events simultaneously; we apply a weighting in analysis

that saves us from needing to re-simulate statistically significant results for both types of interactions.
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Figure 5.10: Left: The expected signal from the Tank geometry after 2 years of beam-on
at the SNS (total 10000 hours of runtime), excluding the neutron contributions (which are
expected to be quite small relative to the cosmics component). The bottom panel shows
the background-subtracted CC-D spectrum with statistical errors. Figure reproduced from
[156]. Right: The statistical uncertainty of the signal excess using a set threshold, given by
Equation 5.7, for the Tank geometry after 2 SNS-years. This analysis demonstrates that a
statistical uncertainty of 4.2% can be achieved using a threshold of 15.4 MeV, marked with
the vertical green line.

simulated within the acrylic vessel, because the cross sections for carbon interactions
are negligible as shown in Figure ?? right. Our signal, the electrons from v,.+d events,
peaks at around 35 MeV, and the majority of the signal spectrum is between 20 and 40
MeV. The background v.+O events peak lower in energy — nearer to 20 MeV, with the
majority of the spectrum between 10 and 30 MeV. By applying a threshold in the analysis,
we will increase the sensitivity of our measurements despite sacrificing some of the signal
statistics.

For the cosmic-ray muon background, we simulate cosmic rays through the Neutrino
Alley overburden using the Cosmic-ray shower generator (CRY) module for Monte Carlo
transport codes [173]. With these simulations, we study the interactions of cosmic par-
ticles (n, €™, u, ) generated above the Neutrino Alley overburden with energy and di-
rection distributed by CRY using the geographic location of the SNS and an arbitrarily
chosen date (July 1, 2019). We then observe the response of the detector to the cosmics,
as well as to the showers of secondary particles the cosmics can create in the concrete
surroundings of our detector. We then use the built-in elapsed time from the CRY module

to determine an expected number of simulated events for a fixed time interval to inform
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our background model.

Muons pose a unique problem for us, as muons will lose energy through Cherenkov
radiation. Some of them come to rest in the detector, and ultimately decay at rest into elec-
trons that will also leave an observable energy deposit according to the Michel spectrum.
We will deploy muon veto panels to reduce the background of muons passing through the
detector, and the background we consider results from “untagged” muons, or background
events which are not detected by the veto panels. The physics model in Geant4 which
controls the decay of a muon into an electron causes run-time errors for our simulation
when used with the CRY module. As no solution has yet been identified, we separately
model the detector’s response to Michel electrons by sampling from the well-known en-

ergy distribution

ar - Gim) & 2F,
Y — - = < .
Ir = 199757 (6 4o + 7Tf(x)) , X — 0<z<1, (5.6)

where E, is the energy of the electron, m,, is the mass of the muon, o ~ 1/137 is the fine
structure constant, and f () represents radiative corrections, to understand the detector
response to a very useful, steady-state calibration source. We observe in Figure 5.9 that a
simple threshold will also serve to reduce the impact of cosmic-ray backgrounds on our
main signal.

Finally, we simulate beam-related neutrons using the spectral model developed from
measurements for the CsI detector [85]. This D,O detector will be deployed at the same
location in Neutrino Alley, albeit with different shielding requirements since this detector
has very little sensitivity to small nuclear recoils. In [85], an incident neutron-energy
distribution (in MeV) following the power law E“ was used, where o« = 1.6 was observed.
We used this as our simulation input, and modeled the interactions of neutrons up to
400 MeV as they travel through the concrete walls of Neutrino Alley, through the lead
shielding and veto panels of our D,O detector, and finally through the sensitive volume
of our detector. As shown in Figure 5.9, the neutron spectra will be almost completely
below any threshold used to separate the signal/background electron events.

With these rates, we plot our expected signal in Figure 5.10 (left) and use this to deter-
mine an energy cut which optimizes the precision of our rate estimate, or minimizes the
Poisson uncertainty on the residual spectrum. The statistical precision is calculated from
the uncertainties on the signal S (CC-D) and background B (CC-O + Cosmics) counts
above a given threshold F. As an example, S(F) = ;5 MY Rg(E')dE', where E is the

threshold, and Rg(E") is the measured signal with reconstructed energy E’. We estimate
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Table 5.1: Expected event rates using Equation 5.5 for CC-O and CC-D and the CRY mod-
ule normalization for untagged cosmic-ray events. We also investigate the expected event
rates in the region of interest F\.. € [22,68] MeV. We neglect contributions from Michel
electrons (because their rate and spectra are well-known) and neutron backgrounds (be-

cause events are shown to be below threshold). Reproduced from [156].

’ Process ‘ Total Events ‘ Events Passing Cuts ‘

CC-D 1070 910
CC-O 390 160
Cosmics 21150 315

B(FE) similarly. Then,

_ Vostop  /S(E)+ B(E)
E)="—g— =" sm

(5.7)

We plot s(E) in Figure 5.10 (right), and identify an uncertainty of 4.2% at 15.4 MeV, mean-
ing that using a threshold of 15.4 MeV will achieve 4.2% statistical precision in 2 SNS-years
(10000 hours of 1.4 MW operations) using the Tank geometry. The value of the analyt-
ical threshold and precision listed here are different from the predictions in [156] (4.7%
statistical precision in 2 SNS-years using a 22 MeV threshold); ultimately, the threshold
will be determined by our analysis with the commissioning geometry and a preliminary
characterization of the CC-O cross section.

The rate estimates are shown in Table 5.1 using the threshold used in [156], calculated
for CC-0O and CC-D using Equation 5.5 and for cosmic-ray events using the elapsed time
provided by the CRY module. We exclude any estimation of BRN rates since all events
will be below the energy range of interest’, and we also exclude the estimation of Michel
electron rates since we will be able to fully characterize their spectra and rates in the

anti-coincident periods.

5.5 Fiducialization Analyses

One of the most notable problems with the chosen tank design is the lack of photocath-
ode coverage; we use only 12 PMTs. We depend on the energy resolution, or our ability

to observe all of the energy deposited from a given electron and correctly infer the initial

3In addition, the flux and spectra are not yet well-known (see Chapter 6).
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Figure 5.11: Distributions of the position of simulated electron events projected as if look-
ing down from the top of the detector for the full D,O detector (top) and the version with-
out the acrylic vessel (bottom). Left: Every simulated event; note the slight discoloration
which indicates the locations of the PMTs, and the discolored ring in the Tank geomtries
(top) indicating the location of the acrylic vessel. Center: Events which can be recon-
structed within one Gaussian sigma of the perfectly reconstructed energy deposit. Right:
Events which fall above a threshold set at 15.6 MeV, or 340 photoelectrons.

electron energy from this observation, and less photocathode coverage means less abil-
ity to reconstruct the full energy deposited. Because the PMTs are all at the top of the
detector, we need to understand the impact the geometry will have on the observations.
Ultimately, this is an exploration of understanding the tails of the light-yield distribution
we illustrated in Figure 5.3 left, which have not been well-accounted for in our estimation
of the energy resolution using a Gaussian fit, and identifying possible strategies to reduce
poorly-reconstructed events in our analysis.

In Figure 5.11, we show the projection of the position distribution for simulated elec-
tron events (both CC-D and CC-O) onto the XY plane, corresponding to a top-down view
of the detector volume. We examine, in the different panels, the effects of two different

cuts compared to the results with no cut. Both cuts we use make an effort to isolate a

82



region of the detector for which the reconstructed energy of an event falls within an ac-
ceptable range around the truth-value Ej, available in simulation.

The first strategy uses all truth values from the simulation, and demands that the
energy reconstruct within one standard deviation of the true electron energy (E. =
Ege + 0(Fg)), where o is calculated from the best-fit of Equation 5.4 as in Figure 5.3
(right). If the response of the detector to a simulated event passes that cut, the position of
that event is included in the histogram shown in the center panels. The application of this
cut causes an observable increased reduction of counts near the edges of the detector. This
is fully expected, as electrons created near the edges can more easily escape the detector
and leave lower energy deposits.

The second strategy attempts to mimic the reduction of counts near the edges with the
use of a simple threshold (Eiesn) that could reasonably be applied to data. If Eec > Einresh,
the position of that event is included in the histogram shown in the right panels of Figure
5.11. The impact of this cut depends on the value assigned to Fiesn, which is illustrated
in Figure 5.12. Here, we examine the efficiency € of the threshold cut as it relates to the

D50 and H,0O volumes (assuming the Tank geometry). The efficiency is calculated as

55
p(E)dE
€(Eipresn) = 1 — Do ™~ (5.8)
0 p(E)dE

where F is the reconstructed energy of the event and p(FE) is the energy-dependent light-
yield distribution for electron events uniformly distributed from 25 to 45 MeV and isotrop-
ically emitted from uniformly distributed locations in the selected volume. We use this
efficiency to determine the threshold setting, and aim to maximize the efficiency of the
threshold cut for the H,O volume while minimizing the same efficiency for events in the
D, 0 volume — this is to say, we want to cut out H,O events without sacrificing sensitivity
to the DyO volume.

Using Figure 5.12, we identify the value Fy,su = 15.6 MeV as the highest threshold
setting we can set without cutting more than 5% of events from the D,O volume, while
providing the largest relative loss of HoO events. The bottom panel of Figure 5.12 illus-
trates that this also nearly maximizes the separation of the efficiencies; the true maximum
occurs at Fyesn &~ 18 MeV. As we discussed in Section 5.4, the analysis produces the best
statistical precision (4.2%) at Eiyesn =~ 15.4 MeV, which improves the ratio of CC-D events
to CC-O events.

We now aim to quantify the fiducial volume, or the fraction of the geometry within

which we can accurately reconstruct the electron energy. In the sections that follow, we
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Figure 5.12: Top: A plot of the efficiency of the threshold cut, calculated from Equation
5.8, for electron events sampled from 25 to 45 MeV and uniformly populating the D,O
and H;O volumes. Bottom: A measure of the difference in the cut efficiency for the two
volumes. The green line superimposed onto the plots illustrates our chosen threshold
value, Fipresh = 15.6 MeV.

quantify the fidicuial volume for the Tank geometry and the soon-to-be-deployed No-D,O
commissioning geometry, again noting that they should be consistent but will display
different features due to the inclusion of the acrylic vessel in the Tank geometry. We
separately investigate two dimensions of these cylindrical geometries: the distance from
the central axis (Section 5.5.1) and the distance from the PMTs (Section 5.5.2).

5.5.1 Radial Fiducialization

To quantify the portion of the volume which responds in an easily characterizeable way,
we calculate the distance from the detector’s central axis and plot the information from
Figure 5.11 in a more compact way in the left panel of Figure 5.13. The content of each bin
is scaled by the total area that would be associated with a ring of the given radius and a
thickness consistent with the bin width. In this way, we observe a flat distribution when
we have a uniform population of events in this axial dimension, but deviations from that

flatness when we start to lose events in those bins. This gives us a way to identify the
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fiducial volume of a geometry, which represents the fraction of the full detector which
cleanly reconstructs the initial energy of the electron; we search for the first bin with a
greater than 15% deviation away from a baseline characterized by the average of the first
20 cm. The vertical lines in Figure 5.13 (left) mark this location, which is consistent with

the size of the acrylic vessel.

5.5.2 Vertical Fiducialization

With the axial volume quantified, we also want to explore cuts in the vertical dimension.
We observe poorer reconstruction for events generated closest to the PMTs*, and our
threshold cut will eliminate events which might have occurred behind the PMTs. Here,
though, we begin to observe true differences in using simulation truth and potential ex-
perimental cuts. Simulation suggests that the energy reconstruction is best at the bottom
of the detector, but events closest to the PMTs have a higher likelihood to leave a larger
energy deposit and pass the threshold cut.

These results show a similar fall-off to the axial plots at the very bottom of the detec-
tor, where the tail catcher begins, demonstrating that the oxygen contributions will again
be reduced with the simple energy cut. However, we do not observe a definitively “good”
reconstruction region for the vertical dimension. Even using all truth-values available in
simulation, we find that there is a significant correlation between vertical position and
effective event reconstruction. Notably, events near the bottom of the detector are more
likely to be accurately reconstructed than events near the PMTs; we believe this is due
to the angular distribution of the simulated events. The threshold cut, however, does not
mimic this behavior. Events closest to the PMTs are the most likely to have high light
collection and will generally pass the threshold. More work is needed to fully quantify
a fiducial cut and understand how the vertical position of an event will affect the recon-
struction. A planned LED flasher system may help us to untangle these effects in the
commissioning geometry, as this will produce calibrated events at well-defined positions
within the detector.

Based on Figure 5.13, we find that for the Tank and No-D,O geometries, the fiducial
volume associated with an analysis cut Eyesn = 15.6 MeV is roughly consistent with the
volume contained within the acrylic vessel of the Tank geometry. We can then estimate
the fiducial volume as a 70 cm @ X 1.5 m vertical cylinder coaxial to the full detector,

starting just below the PMT locations and extending to the floor.

“This effect is still under investigation, but is believed to be an effect of the angular distribution of events.
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Figure 5.13: Event position distributions which pass cuts for the Tank geometry (top)
and the commissioning No-D;O geometry (bottom). In all plots, Fyesn = 15.6 MeV.
Left: Distribution of the distance from the central axis for simulated electron events. The
vertical lines indicate the positions at which the applied cut reduces the events by more
than 15%. The dip in the top-left plot at 350 mm indicates the location of the acrylic
vessel for the D,O geometry, where events are not generated; we ignore these bins in
the determination of the fiducial volume since they will have artifically lower event rates.
Right: Distribution of the vertical position of simulated electron events. The valley at 900
mm indicates the location of the PMTs in both geometries; the two dips in the top-right
plot at roughly —950 and +650 nm indicate the location of the acrylic vessel.

5.6 Optical Measurements

The optical properties we include in simulation can greatly impact the detector perfor-

mance. For example, Figure 5.14 illustrates the change in overall light collection and en-
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Figure 5.14: Left: The raw light collection for 30 MeV electrons with total reflectivity R set
to the indicated amount in percentage. Right: A comparison of the fractional energy res-
olution for the Tank geometry indicating that higher reflectivities will have better energy

reconstruction.

ergy resolution associated with different reflectances.

Given the significance of these changes, we will need to match these optical properties
as closely as possible in simulation to make the best predictions. In the discussion that
follows, I overview a series of optical measurements and an analysis methodology which
should be repeated with the final choice of reflective coating, and with water-soaked coat-

ing to understand the change of properties during the detector deployment.

These measurements were conducted in the ORNL Physics Division’s Chemistry Sup-
port Laboratory and were only possible with the help, guidance, and forethought of Mike
Febrarro and Brennan Hackett. Both of the measurements we detail utilized a laser to emit
a focused beam of light at a specified wavelength, and a silicon photodiode [174, 175] to
measure the wavelength-dependent intensity (or flux) of detected light. This work was
completed with the laser wavelength at 516 nm — a visible, bright green laser. In future,
we’ll want to understand the optical properties of our reflective surface at wavelengths
appropriate to the conditions of D;O (from Figure 5.8, our QE maximizes near 366 nm).
There are two main optical properties we care about in our Geant4 simulation: the total
reflectance of a material and the specularity, which is a measure of the angular distribu-
tion of light reflected from a material that can depend on properties such as the roughness

of a surface.
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Figure 5.15: Top Left: A color-corrected photo of three test samples for the reflectivity
studies outlined in Sections 5.6.2 and 5.6.3. Sample A is a barium sulphate paint, Sample B
is Performix “PLASTI DIP”, and Sample C is an unpolished stainless steel sample. Bottom
Left: An illustration of the tool shown in the photo to the right identifying the relevant
laser angle (#;) and detector angle (6,). Right: The optical tool described in Section 5.6.3
for measuring the surface roughness of a sample. The laser is affixed to the left/back
leg, and the photodiode (with the orange cabling) is affixed to the right/front leg. The
front/back distinction of the legs refers only to the pin the user would move in order to
move the given leg, as the laser and photodiode are aligned on-axis. Both legs can be
coarsely adjusted in 5 degree increments by moving the pins shown on the bottom of the
tool, and the laser can be more finely adjusted using the attachment shown at the center
of the tool.

5.6.1 Material Samples

Our D, O tank will feature multiple layers of Tyvek tape glued to the entire interior surface
area of the stainless steel outer tank. As such, we want to test the optical properties of
these reflective coatings adhered to stainless steel. ORNL staff machined thin 1 x 2 in?
“coupons” for us, as shown in the top left panel of Figure 5.15, that could be painted or
covered with tape to serve as our test surfaces. We study three samples in this work
(labeled as they appear in Figure 5.15): A) two coats of 6080 barium sulfphate (BaSO4)
white reflective paint (diluted and sprayed onto the surface), B) two coats of Performix

brand “PLASTI DIP” multi-purpose rubber coating and C) a “control” coupon which we
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did not modify from the machined steel.

The samples we study here are not planned for use in the D,O detector due to the high
cost (A) or insufficient performance (B, C); instead, we explore the available resources and
develop a procedure that can be used in the future to both measure and validate the optical

properties we use in simulation, largely following the discussion laid out in [176].

5.6.2 Total Reflectance

We make use of a four-port ThorLabs integrating sphere [177] to measure the total re-
flectance of our sample. The photodiode and laser are affixed to the top and rear of the
integrating sphere, respectively. The side port uses the provided port plug, which is coated
with the same PTFE as the sphere itself. The sample is then affixed to the open front port,
such that the laser light will reflect off the sample and within the integrating sphere until
detection by the photodiode.

As a calibration, we use a provided PTFE port plug to measure the intensity recorded
by the integrating sphere. The port plug has a known reflectance of Ry = 99% [177].
The average intensity the photodiode observes over a 2-second period then represents
the measurement for a sample with total reflectivity of 99% for the incident wavelength.
Deviations above or below this calibration measurement then indicate material reflectivity

above or below 99%, quantified as

11 I
R= "4+ 1) Ry= (=) R, (5.9)
Iy I

where [ is the observed intensity for the sample, /; is the observed intensity from the

calibration, and Ry is the total reflectance of PTFE. This is a wavelength-dependent quan-
tity, and we recommend performing the Tyvek measurement for several different incident
laser wavelengths to fully chacterize the reflectance we input to simulation. As a proce-
dural test for A\ = 516 nm, the total reflectance for 516 nm light incident on Sample A was

near 97%.

5.6.3 Specularity

While the integrating sphere tells us the total reflectivity of a material, we must also mea-
sure the angular distribution of reflected light. For the D,O detector, we plan to use a ma-
terial with diffuse reflectivity; light will bounce around at all angles, eventually making its

way to the PMTs at the top of the geometry. Diffuse reflectors are generally characterized
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with a cosine-like behavior described by Lambert’s law
I = 1Iycosé, (5.10)

where 0 describes the angle of reflected light relative to the surface normal, I is the
incident intensity of light, and [ is the reflected intensity of light at the given outward
angle. Specular reflectors, on the other hand, are defined by their mirror-like reflectance;
the angle of reflectance is dependent on the incident angle. Our Geant4 simulation uses
the UNIFIED model, which allows for both diffuse and specular reflectance based on the
user-defined parameters for a given material and surface. Figure 5.16 demonstrates the
possibilities for reflection, and the user must define the probability for each type of re-
flection. In order to accurately represent the material of interest, we must measure these
properties for our specific implementation.

In cases where the microscopic roughness of a surface is not perfectly polished, such
that the normal for any microfacet is different from the average surface normal, the spec-
ularity of a material is defined by two separate components: the specular spike and the
specular lobe. Specular spike reflectance is the specular angle of scatter relative to the
surface normal; it has no dependence on any microfacets. Specular lobe reflectance is
the specular angle of reflection relative to the facet normal; it will depend on the specific
facet, and it will have a broader distribution in angle as a result. We illustrate both types
in Figure 5.17, and we use this modified version of Figure 5.15 (bottom left) to define the
angle between facet normal and surface normal as . The distribution of as for a sur-
face is the standard metric to quantify the roughness of a surface; the parameter o, (with
units of radians) is defined to represent the standard deviation of a Gaussian distribution
describing the angles of rough facets relative to the surface normal. This parameter can
then be measured experimentally and applied in simulation.

The tool photographed in Figure 5.15 was used to directly measure the intensity of
light reflected from the sample to a particular angle, and thus measure the specularity
and surface roughness of a material. Using the ThorLabs photodiode, we measure the
background-subtracted spectral intensity across the full wavelength range — an example
result is shown in Figure 5.18 for intensities averaged over a 10-second window. The
units on the recorded intensity are treated as arbitrary; the photodiode is expected to be
linear, so our measurements only depend on the relative differences which do not depend
on units. The uncertainties on the observed intensity in each wavelength bin were not
recorded, but are known to be small; we estimate a flat uncertainty of 0.001 [arb. units] to

the spectral intensities to account for the baseline fluctuations of the measured intensity
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Figure 5.16: A diagram of the UNIFIED model’s approach to modeling surface reflection,
reproduced from [170]. In Geant4, the user specifies both the reflection and transmission
probabilities of a surface, but also the coefficients C'x which describe the four possible
reflections of incident light d;: backscatter, specular spike, specular lobe, and diffuse lobe.
In our Geant4 model of the DO detector, we choose C;; = 1 and all other Cx = 0.

from 800 to 1000 nm which are expected to be consistent with zero intensity”. In future,
we recommend taking multiple time-averaged runs at each incident and outgoing angle,
and using the spread of the observed measurements to characterize the uncertainties on

the spectral intensities.

At each angular position combination of the incident laser and observing photodiode,

we fit a Gaussian to the peak in the observed intensities near the incident laser wavelength.

>The 800-1000 nm region was chosen to be away from the fit region and attempted to avoid visible-light

backgrounds from the next room.
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Laser

Specular Spike

Figure 5.17: An illustration of the different types of specular reflectance for incident laser
light shown as the green arrow. The black arrow representing specular spike reflectance
ignores the roughness of a surface; light will be reflected at an equal angle relative to
the average surface normal (shown as the dotted black line). The red arrow representing
specular lobe reflectance will depend on the roughness of a surface. In this example, the
laser is incident on a microfacet with a normal vector that deviates from the average
surface normal by an angle . The specular lobe reflectance will reflect incident light at

an equal angle relative to the microfacet normal (shown as the dotted red line).

The amplitude of the Gaussian is a measure of the observed intensity for this angle, and
the uncertainty on the fit parameter is carried into the next step. We restrict these fits to
the range 500 - 530 nm to prevent the fitter from being impacted by random backgrounds;
an example fit is also shown in Figure 5.18.

For a given incident laser angle §; = 30°, we examine the spectral intensity at in-
creasing photodiode angle 6, in the left panel of Figure 5.19. We observe that Sample A
has primarily diffuse reflectance, while Sample B has apparent contributions from diffuse
(cosine-like behavior for 0-10 and 45-60 degrees), specular spike (large increase in inten-
sity at 30 degrees), and specular lobe reflectance (symmetric and non-cosine behavior for
angles above and below 30 degrees). To further characterize the relative contributions, we
plot the Gaussian amplitude from each combination of incident and detector angles that
we measured in Figure 5.19 right. We fit this data with a Gaussian restricted to ;1 = 0, and
find more than a 20° spread, indicating that the specular lobe reflectivity dominates over
the specular spike. However, this strategy does not fully describe the data, as we have
likely underestimated the errors (see x? / ndf in Figure 5.19). An unconstrained Gaussian
(v # 0) can better describe the data, but it does not have a clear physical interpretation.

It is also worth noting that during these tests, a misalignment of the laser and photodi-
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Figure 5.18: An example spectral intensity measurement using the tool for measuring the
surface roughness, showing the full observation (left) and a zoomed-in region around the
laser wavelength (right). In this example, the incident angle (laser leg) and the reflected
angle (photodiode leg) were both 40 degrees. In both plots, the blue points represent the
intensity recorded by the photodiode (in arbitrary units with artificial uncertainty), while

the red line illustrates the best-fit Gaussian.

ode was uncovered; the shift could be a result of this issue. For any measurements of the
specularity and surface roughness for our final choice of reflector, we recommend dedi-
cated runs at finer-binned angles and at multiple locations on the surface to improve our

understanding of this behavior.

During our testing, there was a misalignment in the laser-photodiode axis. The focused
laser-light would reflect off the sample, but the photodiode was shifted slightly off-axis
from the focus point. To compensate, we used a slightly larger / unfocused laser, such
that there was a 2 mm disk on the sample where the incident light could reflect. This
compensated for the misalignment, but we recommend future testing of how focusing
the laser can impact the extraction of the surface roughness. We would also recommend
repeating measurements at different locations on the sample to test for uniformity of the

surface roughness.

Both the total reflectance and specularity measurements we describe were done to de-
velop a procedure to collect and analyze the data for these optical measurements. We used
test samples to work through the procedure, and identified several avenues for improve-
ment in our eventual characterization of the final choice for our DO detector’s reflective

coating. Tests with water-soaked materials are now in development by COHERENT col-
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Figure 5.19: Left: The amplitudes of the best-fit Gaussians to the measured spectral inten-
sity (in arbitrary units) for an incident laser at 6; = 30° over varied photodiode angle for
samples A and B. The red line is a cosine curve with amplitude selected to offer a visual
cue of Lambert’s law — it is not a fit to the data. We observe clear excess near 6, = 30°
in the measured intensity for the glossy Sample B, indicating that it is a more specular
reflector. Sample A roughly follows the cosine behavior of a diffuse reflector. Right: The
amplitude of the best-fit Gaussian to the measured spectral intensity (in arbitrary units)
from each combination of incident and detector angles for Sample A. We average the am-
plitudes of like-combinations (e.g., (0;, 6,.) combinations of (30°,10°) and (45°, 25°) both
give 0. — 0; = —20°) to better estimate the uncertainty on our observations. We fit this
data with a Gaussian with fixed ;1 = 0°, such that the width of the fit describes the sur-
face roughness 0 = o, corresponding to spectral lobe reflectance. In future, finer-binned
data for 0, = 6; == 10° can enable examination of the relative contributions of the specular

spike and specular lobe.

laborators at ORNL, as we need to understand the impact of long-term submersion on the

optical properties of the selected reflective coating.

5.6.4 Impact of Optical Studies on Simulation

With simulation, we can understand the effect of changes in the total reflectivity or the
specularity of our reflective surfaces. In Figure 5.14, we observed that an increase from our
baseline R = 97% to a total reflectivity of R = 99% leads to increased light collection; this
makes sense, as higher reflection (lower absorption) means that more optical photons will

make it to the PMTs. We also note the improved fractional energy resolution with higher
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Figure 5.20: A comparison of the light yield for 30 MeV electrons (left) and fractional en-
ergy resolution (right) uniformly distributed throughout the Tank geometry, implemented
with varied reflectance types. The Diffuse, SpecSpike, and SpecLobe labels indicate the rel-
evant coefficient is 1 with others set to zero. The Combo label is a simulation in which
Css = Cgq = 0.33 and Cy; = 0.34. Our baseline simulations implement the Diffuse curves.
overall light collection — a high-quality reflector can resolve signals of interest to better
than 15%. However, more reflective surfaces can significantly increase financial costs for
the detector, and a 97% reflectivity is observed to do well enough that these additional
costs are not necessary.

Our planned reflective coating is multiple Tyvek layers glued to the inner surface of the
stainless steel tank; this setup is known to be primarily diffuse reflectance. In our baseline
simulations, we choose Cy = 1 and all other Cx = 0. Nonzero specular components can
change the performance of the detector, as shown in Figure 5.20. Since we’ve simulated
a perfectly diffuse reflector, any changes to the surface roughness predictably have no
effect on the detector performance. To summarize, accurate measurements of the optical
properties of our chosen reflector using the strategies we discussed in this section will
benefit the accuracy of our model of the detector response, but generally only the total

reflectance is required to accurately model a detector using a diffuse reflector.

5.7 Conclusion

The normalization of the neutrino flux is the dominant uncertainty that stands in the
way of a precision CEVNS program from the COHERENT experiment. We observed in
Chapter 4 that simulation alone cannot reduce this uncertainty; it is imperative that new
data be collected to better understand the neutrino flux from the SNS. Thin-target pion-
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production data will greatly benefit our work, but a more direct normalization through
the use of the DO detector we described in this chapter will account for the thick SNS
target and be immediately useful to the COHERENT program. Our work in this section
details several design studies which aim to improve the performance of the detector given
the detector size and funding constraints we faced in the attempts to rapidly deploy the

detector before the long shutdown of the SNS in 2023 for the planned beam upgrades.
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Chapter 6
Neutrons in Neutrino Alley

While the previous chapters focused on improving our understanding of the SNS neutrino
production, this is not the sole focus of my work with the COHERENT collaboration. As
we mentioned in Chapter 2, the model of the expected detector response to both signal
and background events is of utmost importance to interpret any experimental observation.
Our efforts in understanding the neutrino flux aim to reduce the uncertainty of the signal
model in our interpretation of CEVNS data. We now turn our attention to the background
model, which is dominated by the neutron flux in Neutrino Alley.

The discussion in the chapters that follow pulls heavily from the discussions and efforts
of the Backgrounds and MARS working groups within the COHERENT collaboration. In
particular, the joint investigations of the MARS detector response and the monitoring of
BRN backgrounds in Neutrino Alley reported in this work have been conducted with the
guidance and efforts of Belkis Cabrera-Palmer, Jing Liu, Jason Newby, Yuri Efremenko,

Max Hughes, Justin Raybern, and Conan Bock.

6.1 Neutrons as a CEvVNS Background

As discussed in Chapter 2, the only observable signature of a CEvNS interaction is the
small nuclear recoil. However, an incident neutron will cause the same result; neutron-
nucleus scattering is indistinguishable from CEvVNS in our detectors and has a higher
cross section than its neutrino counterpart. Passive high-Z materials are used in CEVNS
detectors to shield from v backgrounds (and can block low-energy neutrons), but will
also serve to convert high-energy neutrons into a shower of lower-energy neutrons. In

particular, fast neutrons with tens of MeV in energy will be the dominant background
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for CEVNS searches in Neutrino Alley, based on simulations of the nuclear recoils within
shielded CEvNS detectors [178].

The Spallation Neutron Source is the most intense neutron-production facility in the
world, with an estimated 20-30 beam-related neutrons (BRNs) produced each time an Hg
nucleus is spalled by a 1 GeV proton [179]. Knowing that neutrons will be a background
for CEVNS detectors, the COHERENT collaboration launched a campaign to study the
BRN rates at a variety of locations in the SNS target building (see Section 6.2.1). This
included locations above, behind, and beneath the target. Ultimately, this effort identified
a location with a manageable BRN flux; Neutrino Alley is, at its closest point, 19 m from
the Hg target inside the SNS shielding and moderating monolith, but is protected from
BRNs by a concrete/gravel fill occupying almost all of that distance.

The spallation process which produces the SNS neutrinos also produces an intense
flux of prompt neutrons. These BRNs then lose energy in the target, moderator suite, and
shielding monolith geometries illustrated in Figure 6.1. The majority of neutrons will be
stopped by this amount of material, yet some can still make it into the alley. It is impracti-
cal to simulate the neutron flux in the same way we study the neutrino flux; between the
required number of events to observe statistically significant results at detector locations
in Neutrino Alley and the uncertainities on neutron interaction models, there is limited, if
any, information to gain from simulating the complete details of the neutron propagation
through shielding materials.

Instead, we use experimental data in Neutrino Alley to build a model of the BRN flux
at various detector locations in Neutrino Alley. The paths neutron take to reach the alley
are of particular interest to COHERENT, as trenches, hallways, changes in beamline shut-
ter positions, and other such gaps in the shielding affect the observed BRN rates in the
alley (see Section 6.2.3.1). There are also ongoing efforts to develop a simplified neutron
propagation model to predict the results of these experimental efforts starting from the
primary neutron production within the Hg target and modeling the attenuation of the

flux rather than individual neutron propagation [104].
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Figure 6.1: Top: A duplicated diagram from Figure 4.8, here with additional shading in
red, showing the location and size of the concrete/gravel fill relative to the target location
and the position of Neutrino Alley. Bottom: A top-down view of the SNS target hall,
illustrating the size and location of the concrete/gravel fill relative to the target monolith
and Neutrino Alley.
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6.2 Strategies to Measure BRN Backgrounds In Situ

Because of the importance of understanding the neutron rate in Neutrino Alley, there have
been multiple approaches to measuring this quantity; some measurements are detector-
specific approaches which account for the exact shielding configuration, while others have
been made by dedicated neutron detectors. In this section, we overview the collabora-
tion’s efforts to measure and monitor the BRN rates near COHERENT detector locations.

Figure 6.2 shows the relative locations of BRN flux measurements in Neutrino Alley.

6.2.1 Historical Monitoring Systems

A dedicated BRN-measurement campaign occurred in 2013 to identify the neutron-quiet
location that we now know as Neutrino Alley. Several positions were identified as possible

deployment locations, both on the main target floor and in the basement.

6.2.1.1 Neutron Scatter Camera

Following the formation of the COHERENT collaboration in 2013 and the decision to de-
ploy at the SNS, a background measurement campaign identified that Neutrino Alley had
a much lower neutron flux than other possible deployment locations. The concrete/gravel
fill between the target and Neutrino Alley clearly attenuates the neutron flux to a man-
ageable level for the very sensitive CEVNS detectors. However, there is still a flux of BRNs
in the alley, and understanding the rate and spectrum of neutrons throughout Neutrino
Alley is of high importance to the collaboration.

The Neutron Scatter Camera (NSC) provided by Sandia National Laboratories [183]
is pictured in Figure 6.3. The general strategy of a NSC affixes PMTs to two indepen-
dent scintillating volumes to search for coincident neutron scatters in both volumes. The
energy of the neutron can be estimated as the sum of the energy deposited by the ini-
tial scatter and the energy calculated from the time-of-flight between scatters, and the
scattering kinematics are sensitive to the incident neutron direction. In the case of the
COHERENT background campaign, we know the approximate direction of the incident
BRNs, and were primarily focused on the spectral details and observable flux.

Neutrino Alley, labeled as “basement C2.5” and “basement C4” in the NSC results
shown in Figure 6.4 (left) and “Basement 8 m.w.e” in the right panel of the same fig-
ure, features orders-of-magnitude reduction of the BRN flux compared to the other lo-

cations investigated at the beamline level in Fall 2013. We immediately notice that the
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Figure 6.2: An illustration of Neutrino Alley, highlighting the location of various BRN

measurements by different subsystems at various times. Figure updated from [180].

BRN spectrum is dominated by the few- to tens-of-MeV range, which helps inform the
CEvNS detectors about the type and amount of shielding to use in their designs. The
BRNs generally arrive within 2 us of the beam spill, which corresponds to the “prompt”
analysis window associated with the v/, arrival in Neutrino Alley, suggesting that the
“delayed” analysis window will be an excellent tool for any subsystems which are espe-
cially neutron-sensitive. The NSC observed a prompt BRN flux of 5.3 n m~2 MWh~! in
the center of Neutrino Alley (near the CsI deployment) and a prompt BRN flux of 272.1
n m~2 MWh™! in the alcove (near the LAr deployment). The measured fluxes from the
NSC have very large uncertainties (>50%) due to poor statistics and limited understand-
ing of the double-scatter detection efficiency [180, 184, 185]; precision measurements of
the BRN flux and spectra are needed to build confidence in the neutron background model
for COHERENT detectors.

6.2.1.2 SciBath

While the NSC identified Neutrino Alley as the best possible deployment location in the
SNS target hall, SciBath was deployed to take precision measurements in the higher-
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Figure 6.3: Left: A photo of the Neutron Scatter Camera, reproduced from [181]. Incident
neutrons scatter in both the left and right scintillating volumes; the energy collected in the
initial scatter and the time between observed scatters enable measurements of the incident
neutron energy. In this configuration, electronics are deployed in the bottom of the frame,
and the cart is transported to the relevant deployment location. Right: A labeled diagram
of the SciBath detector, reproduced from [182]. Incident neutrons thermalized via proton

recoils before capturing on hydrogen (similar to the MARS detection strategy).

background alcove due to the additional space the alcove provided for the LAr cryogenic
systems. A three-dimensional array of 768 wavelength-shifting fibers in an 80-liter liq-
uid scintillator (LS) bath, SciBath had been previously used by COHERENT collabora-
tors working on Fermilab neutrino experiments [186], and the deployment characterized
both the neutron-flux and the cosmic-muon-flux backgrounds simultaneously. Scintil-
lation light from charged particles (e.g., cosmic muons or protons recoiling from elastic
neutron scatters) was captured by the fibers and guided to PMTs. Incident neutrons ex-
perienced several scatters in the scintillator, ultimately thermalizing before capturing on
hydrogen n +' H —2 H + v and producing a characteristic 2.2 MeV gamma-ray. Events
with a coincident signal of the neutron thermalization and capture v could then be tagged
as stopped neutron events and used to infer the neutron flux. SciBath observed a prompt
BRN flux of (2.140.4) x 1075 neutrons per square meter each beamspill, or, using consis-
tent units to the NSC results, 13.3+2.5n m 2 MWh™!, and a delayed BRN flux consistent
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Figure 6.4: Left: The observed energy spectra of BRNs (in a 1.3 ps analysis window coin-
cident with prompt neutron arrival following the beam-spill) by the NSC at the indicated
locations in the SNS target hall. The “basement C4” spectrum corresponds to the NSC
deployment in the center of Neutrino Alley, while “basement C2.5” corresponds to the
deployment in the alcove. Reproduced from [185]. Right: The observed arrival time of
BRNs at the indicated locations in the SNS target hall. This demonstrates that for Neutrino
Alley (Basement 8 m.w.e.), BRNs are expected in the “prompt” analysis window (< 2us
following a beam spill) coincident with v, arrival times, but are significantly reduced in
the “delayed” analysis window associated with v, and 7, arrival times (us). Reproduced
from [184].

with zero.

6.2.2 Detector-specific Analyses

COHERENT’s CEvNS detector groups have used their own strategies to characterize the
observed BRN rates in their specific shielding configurations. We do not produce BRN flux
measurements from these detector-specific studies, largely because the reduction of the
neutron fluxes through given shielding configuration are not the priority of these studies;
only the expected rates after shielding contribute to the final analyses.

The initial CsI[Na] detector deployed LS cells inside the chosen shielding configura-
tion to directly measure the observed BRN rate during beam-on operations [85]. The LAr
detector performed a three-week “no-water” run and removed the water shielding to di-
rectly measure neutron rates, in addition to utilizing the SciBath measurements at their
alcove deployment location [107].

The NUBEs measurement of the neutrino-induced-neutron cross section oy also re-
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quired knowledge of the BRNs that make it through the shielding configuration. Sim-
ulated models of the BRN flux based on neutron production models convolved with at-
tenuation lengths of different concrete compositions were explored for the NUBES, along
with a synthesis of the available Timing Cart data (see Section 6.2.3.1) near the end of the
concrete/gravel fill [103, 104].

6.2.3 Currently Deployed Monitoring Systems

The physics goals of COHERENT are impacted by the BRN flux at all detector locations,
yet our most precise measurement (from SciBath) has a 19% uncertainty and is confined
to a single location. The subsystems discussed in this section are currently taking data
in Neutrino Alley in pursuit of an accurate characterization of BRN fluxes throughout
Neutrino Alley. The derivation of flux estimates from these systems are not finalized,
due to ongoing detector characterization efforts and measurements. We present here a

preliminary discussion of the goals of these independent subsystems.

6.2.3.1 Timing Cart

The “Timing Cart” is a collection of four, unshielded LS cells with a single PMT per cell,
shown in Figure 6.5 left. These cells are placed on a small cart for mobility, and can be
deployed anywhere in Neutrino Alley to obtain a quick estimate of the BRN rate at that
location. Due to the small mass of this subsystem, the main goal of the Timing Cart is to
track the BRN arrival time at different locations in Neutrino Alley to inform our model of
BRN propagation through the SNS target hall.

As an example, the results of the Timing Cart helped to determine that the activities
of the beamline experiments at the SNS impact the neutron rate in Neutrino Alley. In
Figure 6.5, we show a top-down view of the SNS target hall and highlight the locations of
the neutron beamlines which transport neutrons to the relevant experimental halls. Each
beamline is generally accompanied by a “trench”, which is a hollow space dug into the
surroundings to provide enough space to perform maintenance tasks. These trenches can
provide an alternate path for neutrons to propagate to Neutrino Alley, and the Timing Cart
has preliminarily shown increased BRN rates at the locations of these trenches. Similarly,
the Timing Cart has shown that beamline “shutters” impact the observed BRN rates in
Neutrino Alley. If a beamline shutter is closed, neutrons are heavily moderated to prevent
their propagation down the beamline. In the alcove, the Timing Cart observed a decrease

in BRN counts correlated with closed shutters for the beamlines above the alcove.
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Figure 6.5: Left: A photo of the Timing Cart deployed near the center of Neutrino Alley.
Right: A top-down view of the SNS target hall, showing the position of Neutrino Alley
(purple) relative to neutron beamlines of interest (yellow arrows). Most of the beamlines
shown feature “trenches”, which give maintenance access to the beamlines but introduce

gaps in the shielding and possible alternate paths for neutron propagation.

The mobility of the Timing Cart is also of incredible benefit to the collaboration. It is
small enough to be deployed inside the stairwell nearest to the alcove of Neutrino Alley.
The observations of the Timing Cart in the stairwell helped to determine that neutrons can
avoid the concrete/gravel fill by propagating down the stairwell and into Neutrino Alley.
The quick estimates of BRN arrival times and rates help to identify locations or details
that require further investigation by the collaboration. Figure 6.6 shows the results from
each of the Timing Cart runs throughout Neutrino Alley. These efforts are ongoing; the
Timing Cart is currently deployed in the center of Neutrino Alley and has preliminarily
observed a change to the BRN flux following the decommissioning of the NUBES in June
2022, which further demonstrates the need for constant monitoring of the BRN rates in

Neutrino Alley.
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Location Hall co- Integrated neutron Power-law Power
ordinate flux _Yeutron

I« MWhr
(m)
Csl location 194 139+043+0.14 Fixed to 1.24
Alcove take 1 shutter 1 21 249068 £0.26 Fixed to 1.24
closed
Alcove take 1 shutter 1 2.1 18.72+223 1.08 +0.30
open
In front of rad monitor 258 5473 1£220 1.20 £ 0.08
with no lead
In front of rad monitor 258 46.94 £ 2.46 1.14 £ 0.09
with no lead on floor
In front of rad monitor 258 4628 +1.22 1.27 £ 0.04
with lead
Alcove take 2 production 21 1325 £0.56 1.61 £0.08
running
Next to trench/timing 121 0.68£0.19+0.04 Fixed to 1.24
rack
Alcove take 4 2.1 2584+124 1.41 £ 0.09
Alcove on top of NUBEs 21 1060 +£0.98 1.25 £ 0.10
shield
In stairwell production 0.1 261.84+3.80 117 £0.03
running
Next to trench/timing 125 0.58+0.0.14 +0.03 Fixed to 1.24
rack take 2
Csl Location take 2 194 0.50+0.16 0.03+1.25

Table 5: Summary of the fluxes

Figure 6.6: A summary table, provided by Max Hughes, of the Timing Cart measurements
throughout Neutrino Alley. Reproduced from an internal COHERENT technical note. The

column “Power-law Power” relates to the spectrum of incident BRNs (« in Equation 8.3).

6.2.3.2 MARS

The Multiplicity and Recoil Spectrometer (MARS) is a gadolinium-doped plastic scintilla-
tor originally designed to study the small fast-neutron fluxes (tens to hundreds of MeV) in
underground experiments [187], and is shown in Figure 6.7. This mobile detector has been
re-configured to meet the space restrictions of Neutrino Alley and monitor the BRN rates
in our surface-level experiment. Part of this refurbishing involved the removal of a neu-
tron detection mechanism, the so-called “multiplicity” mode. The original design featured
two stacked modules sandwiching a lead and steel table, as shown in the left panel of Fig-
ure 6.7, such that neutrons could interact in the first module, produce secondary neutrons
in the lead (hence “multiplicity”), and those secondary neutrons would be observed in the

second module.
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Figure 6.7: Left: An exploded diagram of the full MARS detector, reproduced from [187].
The unshaded region indicates the module deployed to Neutrino Alley. Right: A simulated
MARS capture-gated event. The incident neutron (yellow) down-scatters in the scintilla-
tor, then the thermal neutron captures on Gd. The de-excitation of the Gd produces an

~8 MeV shower of gammas (green).

The MARS detector as deployed in Neutrino Alley consists of twelve 2-cm-thick EJ-200
plastic scintillator layers interleaved with Gd-coated Mylar sheets'. The dimensions we
discuss here are given in Width x Height x Depth coordinates. The overall dimensions of
the detection volume (scintillator + Gd sheets) are 75 x 100 x 25 cm®. This module stands
vertically, held by a Unistrut frame, with each of the left and right faces covered by a
10 x 100 x 25 cm? acrylic light guide. On each side, eight 5-inch-diameter ADIT B133D01
photomultiplier tubes (PMTs) are coupled to these light guides by silicon grease. Black
tape covers the scintillator and acrylic volumes for light-tightness, and the scintillating
volume is further wrapped in an aluminum sheet for fire safety. We include a photo of
the MARS deployment in Neutrino Alley in Chapter 7 (see the left panel of Figure 7.1).

Without the lead table, MARS analyses cannot operate in “multiplicity” mode, and we
conduct so-called “capture-gated” analyses. When a fast neutron elastically interacts with
hydrogen nuclei in plastic scintillator, the recoiling protons generate a prompt scintillation
pulse. If the neutron does not escape, it will quickly thermalize while bouncing around
the detector. In the presence of a material with a large thermal-neutron capture cross
section like Gd, there is a high probability that de-excitation vy-rays will be produced. In
Gd specifically, the maximum total energy of the emitted y-rays is ~ 8 MeV from the

'We assume the Gd contains natural abundances; it is not isotopically pure.
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following interaction on naturally occurring Gd isotopes:
n + 4Gd — AIGd* — AIGd + 7s.

The capture-gated mode searches for two coincident signals: the prompt scintillation pulse
from proton recoils associated with the neutron thermalization, and a delayed pulse from
the v shower signifiying a neutron capture and subsequent Gd de-excitation. An example
capture-gated event is illustrated in the right panel of Figure 6.7.

This process in MARS has a time constant 7,c,p that depends on the Gd concentra-
tion and neutron thermalization time; it was measured to be 18.7 us for the full-MARS
configuration [188]. Thus, using the known timing and energy of the Gd gamma-ray
scintillation pulses, the population of fully thermalized and absorbed neutrons can be iso-
lated. Neutrons with energies in the few to tens of MeV will primarily transfer all their
kinetic energy to the scintillator in multiple elastic scatterings, such that the integrated
prompt pulse is a direct measure of the incoming neutron energy. Since the fraction of
neutrons thermalizing purely via elastic interactions decreases with increasing neutron
energy, being of the order of a few percent for ~ 50 MeV neutrons, the capture-gated
mode is expected to provide accurate rate and spectral information on BRN energies no
larger than a few tens of MeV [187].

Data readout, diagrammatically shown in Fig. 6.8, is done with two 14-bit, 250 MHz
Struck SIS3316 sixteen-channel waveform digitizers [189] mounted in a VME crate. The
first digitizer is used to record the observations of the sixteen PMTs, and the second asyn-
chronously records two SNS-provided timing signals, arbitrarily named “E39” and “E61”
triggers (where “E” stands for “event”), which are synchronized with the SNS beam-spill.
The E39 triggers are provided uninterrupted at 60 Hz during beam-on and beam-off pe-
riods, while the E61 triggers are supplied during beam-on operation whenever there are
protons sent to target. These beam spills also occur with a 60 Hz frequency but with one
event skipped every ten seconds (averaged frequency 59.9 Hz)

The signals from a pair of neighboring PMTs on one side of MARS and the corre-
sponding pair at the same height on the opposite side are joined into the same digitizer
channel group, for a total of four non-overlapping groups. These groups are illustrated
in the sample event of Figure 6.9, such that each plot in the left panel corresponds to a
trigger group in the manner labeled in the right panel. A trapezoidal Finite Impulse Re-
sponse (FIR) filter* with peak and gap times equaling 4 samples (16 ns) is applied on each

2A trapezoidal filter is a moving average which compares the difference integrals of two “peak” time

regions separated by the “gap” time. The FIR threshold requires that the difference between the “peak”
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Figure 6.8: A diagram of MARS’ electronic read-out and high-voltage setup, representing
only 8 of the 16 PMTs for simplicity. TO and TI represent the Trigger Out and Trigger In

connectors, respectively. Figure reproduced from [180].

four-channel sum signal to generate a trigger signal [189]. This FIR trapezoidal threshold
value — 300 ADC — reduces dead time while still recording low-energy signals. The in-
ternally generated trigger is routed to the external trigger input to start the sampling of
all sixteen channels, and 150 samples (600 ns) are recorded for each trigger: 50 baseline
pre-samples, and 100 samples containing the majority of the scintillation pulse. A sample
event is shown in Figure 6.9.

For each recorded event, the raw channel data contain the channel ID, timestamp,
peak height value and sample index®, and sums from each of six accumulators. Each
accumulator stores the integral of 25 samples, with accumulator 0 integrating samples
0-24, accumulator 1 integrating samples 25-49, etc. At the first stage of processing, each
PMT channel integral is calculated as the sum of accumulators 2 to 5 (signal region — 100

samples) minus the twice the sum of accumulators 0 and 1 (baseline region — 50 samples,

integrals be greater than a threshold value.
3The peak height refers to the maximum of the waveform; we track the maximum voltage associated

with the event and the sample-time at which that voltage occurred.
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Figure 6.9: Left: A sample event, showing a recorded waveform from each of MARS’
16 PMT channels. Right: A Geant4 screenshot (see Chapter 7 for details) highlighting the
PMT locations and trigger groups for the MARS detector. The color schemes are connected
across both figures; for example, the red curve of the upper left panel of the waveform
trace corresponds to the “Top Right” PMT in the “Top” trigger group; this corresponds to
the shaded red “Top” circle of the Geant4 screenshot.

doubled for equivalence to the signal region). The sum of the sixteen baseline-subtracted
integrals is taken to represent the total energy of the scintillator pulse in the digitizer
output units (“ADC” units). The times elapsed since the previous E39, the previous E61,
and the previous scintillator pulse are also recorded.

MARS’ deployment in Neutrino Alley is focused both on the monitoring of BRN rates
and measurements of the incident neutron spectrum. The Timing Cart has identified key
locations of interest where the more-massive MARS can collect the statistics to perform
a spectral unfolding; this work contributes to the development of a simulation response
matrix and the preliminary analyses of data taken throughout Neutrino Alley. We detail
the efforts to design and validate a simulation to model the MARS response in Chapter
7 and make a preliminary demonstration of our ability to interpret spectral information
from MARS data. We then report on measurements of the BRN rate at three distinct
locations in Neutrino Alley in Chapter 8 and describe these measurements in the context
of other COHERENT neutron-monitoring efforts.
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Chapter 7

Developing a Simulation of MARS to
Unfold the BRN Spectrum

The work in this chapter focuses on the introduction to the MARS detector and the devel-
opment of a simulation response matrix, with the ultimate goal of extracting a neutron
flux and energy spectrum from BRNs observed in Neutrino Alley. The Geant4 simulation
model I describe is my own work, but it was greatly benefitted by validations against an
independent model built by Jing Liu and Conan Bock using GEARS [190].

7.1 Geant4 Simulation of MARS

7.1.1 Geometry

We model the MARS geometry (described in Section 6.2.3.2) as accurately as possible
with the intent to study energy depositions and particle interactions without performing
optical simulations, pulling extensively from Caleb Roecker’s Geant4 simulation of the
original MARS detector [188]. The scintillator material is defined using the listed frac-
tions of natural hydrogen and carbon with atomic ratios for EJ-200 [191]. The Gd-paint is
simulated as a mixture of Gd and acetone, with the mixture left as a tuneable parameter
for matching the observed detector response (see Section 7.2). All other volumes (steel,
air, etc.) are defined using default material descriptions provided in Geant4, which imple-
ment databases of physical responses provided by the National Institute of Standards and
Technology (NIST) [192].

Our simulated detector is also shown in Figure 7.1 (right), and features a solid 75 X

100 x 25 cm?® scintillator volume with 13 layers of Gd-paint mixture as 75 x 100 x 0.07
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Figure 7.1: Left: A photograph of the MARS detector in Neutrino Alley. Right: A screen-
shot of the Geant4 model of the MARS detector.

cm? boxes inserted into the scintillator with 2 cm spacing. On the top and bottom of
the detector, the sides with no photocathode coverage, we add additional Gd-paint layers
with dimensions 75 x 0.05 x 25 cm®. On the edges of the detector which house the PMTs,
acrylic volumes of dimension 10 x 100 x 25 cm® serve as our model of the light guides.
We simulated each PMT as a 5 in @ X 5 mm quartz cylinder, but we do not simulate any

optical greases or other more specific couplings of the PMTs to the detector.

7.1.2 Physics Model

We use our simulation model to predict the behavior of the detector for low-medium en-
ergy particles. No incident particle is expected to exceed 1 GeV; we use calibration sources
in the few MeV range, though BRNs from the SNS could have energies up to a few hundred
MeV. We use the standard Geant4 physics list QGSP_BERT_HP to model all interactions
in our detector, though at present we have not validated the neutron thermalization model
— we primarily focus on the light collection and response to gammas in this work. The in-

teractions of s demonstrate consistency with other low-energy physics lists, as shown in
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Figure 7.2: Left: A comparison of the calculated energy deposits from 1.1 and 1.3 MeV ~s
simulated inside MARS using three different physics lists: QGSP_BERT_HP, Shielding,
and LBE. All models are demonstrated to be consistent in predicting the MARS response
to 7ys. Center/Right: A comparison of the calculated energy deposits from 14.1 MeV neu-
trons incident on MARS from outside the detector. The center plot shows the energy
deposited by the neutron thermalization (£;), while the right plot shows the energy de-
posited following the Gd de-excitation (F5). LBE predicts an efficiency that is a factor of
4 lower than the other models, in addition to predicting a different spectral response to
the Gd de-excitation from either QGSP_BERT_HP or Shielding.

Figure 7.2, though we do note discrepant response in the Gd de-excitation models. Given
the agreement between QGSP_BERT_HP and the Shielding physics list, which uses data-
driven approaches to neutron interactions below 20 MeV, we trust that these models are
more appropriate than LBE (the Low Background Experiment physics list).

The work with the original MARS detector used Geant4’s standard Shielding [193]
physics list in combination with the MENATE R [194, 195] description of neutron scat-
tering on carbon [187, 188]. Given our focus in this work on the response to low-energy
neutrons and calibration sources in the few-MeV range, we do not currently initialize
the MENATE R description as it is primarily important for neutrons above 20 MeV, but
we may re-evaluate this choice in future. We use Geant4’s photon evaporation model to
handle the de-excitation physics following a neutron capture, though future efforts will
incorporate the FIFRELIN model of v emission following a gadolinium de-excitation to
further improve our model of the MARS energy response [196, 197].

We choose not to perform an optical simulation of this detector, but instead create a
detector response model by measuring the optical effects and matching simulation to that
data. In this way, we do not need to model any optical greases which couple the PMTs to
the light guides, any potential optical coupling between the paint layers and scintillating

layers (particularly in the outer edges of MARS), etc. We simply validate our simulations
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by modeling a source and comparing the raw energy deposition from simulation to the
measured response of the detector. These calibrations inform the development of a full
detector characterization which would enable the unfolding of the incident neutron spec-

trum as follows.

7.1.3 Event Processing

To interpret our simulation data and compare our calculations to the observed energy ob-
servables (which will be extensively discussed in Chapter 8), we process simulated events
to create analogous structures in simulation and data. The raw observation of MARS is the
integrated pulse recorded in all 16 PMTs (a sample event is shown in Figure 6.9, with the
integration window illustrated), which is proportional to the total energy deposited in the
detector. Each event represents a group of energy deposits, and its height and width will
depend on the strength of the interaction, the geometry and optical properties of MARS,
and the operating voltages and gains of the PMTs themselves. We thus use the simulation
as a tool to unpack each of those effects, and build a model of the detector which helps us
to better understand the MARS response on an event-by-event basis.

Our simulation processing is outlined in this section, and undergoes five main steps

as visualized in Figure 7.3:

1. Collecting Deposited Energy into Pulses — We group the energy deposited by single
particles in time to develop a model of the waveform pulse that we would observe
in Section 7.1.3.1.

2. Quenching — The scintillation light yield by different particles will depend on the
properties of both the incident particle and the surrounding scintillating material.
We build a model of the differences between particle interactions in EJ200 in Section
7.1.3.2.

3. Smearing — The light collection of MARS is dependent on both the placement of
PMTs in the geometry and the amplification of signal within each individual PMT.
We describe the development of the smearing model in Section 7.2, but we’ll discuss

its general implementation in our simulation model in Section 7.1.3.3.

4. Threshold — We measure the signal acceptance fraction and implement a threshold

cut in Section 7.1.3.4.

5. Pairing — Finally, we pair all pulses which pass threshold in Section 7.1.3.5.
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Figure 7.3: An illustration of the processing for a single simulated neutron event. Each
blue line in the bottom panel corresponds to an interaction in the MARS detector; its po-
sition along the x-axis represents the time of the interaction while its height represents
the amount of energy deposited. We group energy depositions in fixed-width time bins,
shown as both the gray shaded regions on the bottom panel and the red horizontal lines
on the top panel, and title each group a “pulse”. The red points of the top panel demon-
strate the energy-weighted vertex of each pulse, with energy and time calculated using
Equations 7.2 and 7.3 respectively. All pulses which have a total energy exceeding the
threshold setting are paired as described in Section 7.1.3.5. The only possible event-pair
in this example is then defined by four variables: ¢ (the global time in simulation, relative

to the emission of the incident particle), At¢, £y, and Fj.

7.1.3.1 Collecting Deposited Energy into Pulses

Energy depositions in the MARS scintillating volume are gathered in bins of constant
width to mimic the physical scintillating pulse (see Chapter 6); these groupings of energy
depositions are what we’ll refer to as our simulation “pulses”. We structure the pulse ob-
jects to contain an array of the time and energy deposit for each constituent interaction,
and allow the object to update relevant data members throughout the next several steps.
The analysis favors time bins on the order of 400 ns', but there was no significant dif-
ference in simulation using 400 ns vs. 1us time bins, so we choose the larger of the two
values for computational efficiency — larger time bins limit the number of pulses that can

be created per event.

I'We record 150 samples per event, totaling 600 ns. However, the first two accumulators are baseline, so

the signal is recorded for 100 samples, or 400 ns.
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Figure 7.4: Left: A comparison of the proton quenching model parameterization we im-
plement in simulation to the central values of the measurements by Zhang et al. [198] and
LBNL [199]. Right: The same comparison, zoomed into the 0 - 5 MeV region for a closer
look at the low-energy discrepancy. We do not show the experimental uncertainties on
the measurements in either panel, but note that they are described to be less than 10% of

the central values.

7.1.3.2 Quenching

The low-energy light yield of proton recoils in plastic scintillators is of high importance to
a variety of experiments, so measurements on specific scintillator compositions are preva-
lent in the literature. For our purposes, we want to create a quenching model in simula-
tion to convert the raw energy deposited (MeV) to the observable light yield (MeVee, or
“electron-equivalent” energy) of the MARS EJ-200 scintillator®. Recent proton quenching
data has been taken for proton recoils less than 20 MeV [198, 199]. We illustrate these
datasets in Figure 7.4.

Rather than extrapolate these datasets to extend to all energies of interest®, we use the
Stopping and Range of Ions in Matter (SRIM) toolkit [200] to calculate the energy loss of
particles in the scintillator (@) and use the Chou parameterization to calculate the total

dx
light yield L(E) as[201]

E 2] 1
L(E) = S/ 1+ kBC;—f +C (Cfl—f) dE, (7.1)
0

2Quenching accounts for the tendency of nuclear recoils to induce a smaller response than electrons of

the same energy; nuclear recoils are less ionizing than electronic recoils.
*For example, a high-energy neutron could cause a proton to recoil with greater than 20 MeV, but since

we are interested in neutrons below 100 MeV, the majority of neutrons will create cascades of low-energy

proton recoils.
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Figure 7.5: A comparison of the light yield models implemented for different particles in
MARS. The proton model ranges from 0 - 100 MeV, while all other ions are limited to 0 -
20 MeV.

where S is the absolute scintillation efficiency, and £B and C' are adjustable parameters
that are empirically fitted parameter to the model. Using the SRIM results in combination
with the kB = 1.15 x 1072 gcm 2 MeV~! and C' = 0.84 x 107° g cm™* MeV~2 pa-
rameters found by Zhang et al. [198] to generate a lookup table to apply in simulation®.
Thus, in simulation, we use the total energy (in MeV) of a recoiling proton to look up the
appropriate light yield (MeVee). We show the parameterization we apply in Figure 7.4
relative to the central values of the LBNL and Zhang measurements, and note that this
offers a rough parameterization of the available data. We do, however, overquench in the
low-energy range; we artificially reduce the light collection in our simulation model by
roughly 25%. We will return to this point in Section 7.2.3, but generally accept this un-
certainty given the power of this approach: we can generate a light-yield lookup table for
any particle of interest.

Inelastic interactions in MARS can produce recoiling ions, and we use this SRIM-
parameterization approach to generate quenching models for deuterium, tritium, helium,
beryllium, carbon, and oxygen isotopes in addition to the proton quenching. We show
the quenching models as applied in simulation in Figure 7.5, and note that we only model

the ion light yield for energy deposits up to 20 MeV.

“The SRIM calculations were performed by Ana Paula Vizcaya Hernandez, and Belkis Cabrera-Palmer

developed the lookup table.
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The “vertex” of each simulated pulse is then calculated by summing over the individual
quenched energy deposits E; (at time ¢; and position 77) to obtain a measure of the energy-
weighted average parameters of the pulse. We define the pulse energy (£,), time (¢,), and

position (77,) as:

E,=) E, (7.2)
E;

. L E;

rp = Z?"ZEP (74)

All calculations beyond this point in the simulation processing ignore the constituent

energy depositions of the pulse and are performed on the pulse vertex.

7.1.3.3 Smearing

Just as for our D,O simulations, we use the MARS simulations to generate events and
describe probability distributions for given events to produce observable signals in the
detector. The energy resolution, or the width of the Gaussian peak that describes the
observation of a given energy deposit®, is characterized by performing calibrations with
sources of known energy and matching our simulated model of the energy deposited to
experimental observation.

The specifics of the smearing map we apply are described in great detail in Section 7.2,
and are found to have a position dependence®. In the simulation processing, we use the
energy-weighted position of the pulse, 77, to determine the expected smearing parameters,
and apply the smearing to the quenched energy deposit of the pulse. We must use the
quenched energy deposit here, as the smearing map is developed using ~y calibrations; we
have only measured the light response (quenched, MeVee) rather than the raw response
(recoil energy, MeV).

We do not construct a smearing model that is continuous in position; we determine the
smearing parameters only at specific locations in MARS and use a linear interpolation’

between measured positions to extract the smearing parameters s(7*) (scaling® — units

>This is the same concept of resolution we used in Chapter 5; we merely apply it to different physical
interactions.
®Note that the MARS PMTs are on the sides — this position dependence simply means that events close

to the PMTs will have a larger observed light yield than events far from the PMTs.
"This is a three-dimensional linear interpolation, and is described in detail in Section 7.2.
8We may also use the term “slope” in this work interchangeably with “scale”.
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MeVee / ADC) and 3(7) (resolution 0 = Sv/E — f in units v/MeVee) at the particular
location of interest. We then sample from a distribution S, of possible observed energies

in MARS based on the quenched pulse energy £, (units MeVee)

o S(Fp) ex —(E — Ep)2
Sp - vV 27TB2(7?p)Ep P( 252(Fp>Ep ) ’

such that the pulse energy in ADC units will be the random sample from 5,,.

(7.5)

7.1.3.4 Threshold

As we described in Section 6.2.3.2, the MARS detector triggers only if the summed energy
observed by a group of four PMTs exceeds a set threshold; this is done using the digitizer’s
trigger logic and applying a “Finite Impulse Response” (FIR) trapezoidal filter with peaking
and gap times of 16 ns. However, this does not lead to a strict cutoff in our energy spectrum
— rather, there is some increased probability to observe events of a given energy with a
defined threshold setting. For beam operations, we set an FIR = 300 ADC threshold, which
is the lowest possible setting that produces negligible dead time in MARS during nominal
SNS operations. We measure this directly by lowering the detection threshold below the
nominal operating value and comparing the observed spectra. Taking the ratio of the
observed counts per energy bin for the operating threshold compared to a setting which

allows lower-energy events through, we characterize the signal acceptance fraction € as

. 1+ erf(p20 —i—plE), (7.6)
where py and p; are free parameters, to estimate the probability that an event with a
given energy I in ADC units will pass the threshold cut, assuming that at some energy
that probability will be effectively unity. Sample measurements of the detection threshold
are shown in Figure 7.6, and we repeat the measurement in time to confirm the stability
of the threshold function we implement in simulation. The bottom panel of Figure 7.6
shows the comparison of all measurements in time. Because there is no clear trend of the
observed threshold in time, we create an “envelope” of the best fits, as shown by the black
points, and use the best fit to this envelope as our threshold function in simulation. The
parameters from this best fit are py = —3.4740.03 and p; = (3.0140.04) x 10~* ADC™ 1.
For each simulated pulse, we then evaluate the threshold curve at the value of the smeared
energy deposit, and use that signal acceptance fraction to determine whether or not the

pulse would be observed.
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Figure 7.6: Left: An example measurement of the signal acceptance fraction for FIR = 300
operations of MARS in March 2021, using a separate run with FIR = 70 operations as a
indicator of the signal that does not pass the higher threshold cut. Right: The best-fit
sigmoidal threshold curves from each threshold measurement, along with the 90% confi-
dence intervals on the fit. We take the average of the fits, and peform a fit to that average

to determine the signal acceptance fraction we apply in simulation.

7.1.3.5 Pairing

At this point in our simulation processing of an event, we have a list of pulses which would
pass the detection threshold. The pairing procedure is done just as for the analysis; we pair
all pulses which occur within a 200 ps window of the first pulse’s timestamp, maintaining
time-ordering of all pairs. So, for a simulated event with three pulses (p1, p2, p3) within
200 s, we would create three event-pairs ({p1, p2}, {p1, 03}, {p2, p3}).

These pulse-pairs then populate the output of our simulation processing; we track the
raw energy, quenched energy, and smeared energy of both pulses in the pair, the energy-
weighted time of the first pulse, and the elapsed time between pulses. This replicates
the event-pairing in data, so with this procedure we generate distributions of E;, Es, ¢
(where t = 0 occurs 800 us prior to the corresponding E39 signal of the event), and At

for particular sources incident on the MARS volume.

7.2 Characterizing the MARS Response

To understand the response of the MARS detector to incident neutrons, we must first

understand its response to gamma-rays. The FEs signal of all neutron events is the de-
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Figure 7.7: MARS data measured with uncollimated ®°Co (left, ~1 MeV +s) and ??*Th
(right, ~2.6 MeV 7) positioned on the alley-side (front) and wall-side (back) of the detector,
compared to background (no-source) measurements during beam-off. The consistent shift
of the observed spectrum to higher energies when the source is on the wall-side of the

detector indicates that different smearing parameters should be considered.

excitation of gadolinium following a capture — a process which releases a shower of vs
summing to approximately 8 MeV. In this section, we overview efforts to characterize
the position-dependence of the MARS response, develop the smearing model we apply in
simulation, and validate the simulation processing we outlined in Section 7.1.3. We note
that the majority of this effort is characterizing the detector while the SNS is not pro-
ducing neutrons (e.g., maintenance days, scheduled shutdowns), but Section 7.2.4 briefly

discusses observed changes to the MARS response during beam-on operations.

7.2.1 Gamma Reponse and Calibration

Cobalt-60 is a common radioactive nuclide that emits two y-rays with energies of 1.17 MeV
and 1.33 MeV after its decay to an excited state of Nickel-60. These incident ~ys generally
undergo either the photoelectric effect or Compton scattering. Both processes result in
fast-moving electrons in a scintillating material — the electrons ionize nearby atoms, and
the resulting light can be observed with the PMTs affixed to the edges of MARS. A %°Co
event does not produce a pulse-pair; the gammas quickly lose energy in the scintillator,
so single pulses contain the full energy deposit.

Sample spectra for an uncollimated source are shown in the left panel of Figure 7.7.
Note that the main peak of this signal is just below 10000 ADC, while the measured sig-
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nal acceptance fraction from Section 7.1.3.4 is only ~20% in this range. In order to see
the signal from this calibration, we must lower the detection threshold. We perform the
calibrations discussed in this section at FIR = 30, which accepts near-100% of the signal
above 3000 ADC’".

MARS is a large detector, and has only 16 PMTs on two edges of the scintillating
volume with which to measure the interactions. Thus, an understanding of the position-
dependence of the MARS response is crucial to developing a full response matrix. We use
a calibration grid of 20 positions (5 rows, 4 columns) as illustrated in Figure 7.8 to mea-
sure changes in the light collection of MARS as a function of position. After identifying
differences in uncollimated measurements with different calibration sources'' taken on
the front (closest to the alley) and back (closest to the wall) of the detector, illustrated in
Figure 7.7, we began repeating this 20-position grid on the front and back of the detector
(40 total calibration scans) in early 2022.

For each position in the grid scan, we simulate the response of MARS to the cobalt-60
source, including the attenuation of the incident y-rays as they interact in the collimator.
This allows us to account for the geometric effects on the raw spectrum separately from
the effects on the light collection; for example, events near the corners have a higher
probability to escape the detector before depositing all their energy and will shift the raw
response spectrum lower, but these events are also closer to the PMTs and will shift the

observed response spectrum higher.

We calculate the simulated pulse energy for each event in MeVee using the processing
we described in Section 7.1.3, shown in the right panel of Figure 7.9 for an example scan
position near the center of MARS. Each event from this simulated distribution has a raw
energy £ which is smeared to create a model of the expected observation in data. This
smearing is performed by constructing a Gaussian distribution with mean ¢ = F and a
variance 02 = o2 E?+ 2E +~? [202-205] to model the detector resolution. The smearing

parameters «, 3, and v each account for different parts of the signal production: « relates

*We do not apply a different threshold curve in simulation, because the smeared pulse energy is not

used in this section — we derive the position-dependent map of smearing parameters in this section.
1 As we previously noted, our threshold setting was chosen because it prevented dead-time in the DAQ.

We can safely lower the threshold during beam-off operations, but we do introduce dead-time if the SNS is

producing neutrons (see Section 7.2.4).
Thorium-228 is an unstable isotope with a long decay chain; it undergoes several o and 3 decays before

reaching the stable isotope Lead-208. At low energies, the emission spectrum is more complicated than °°Co,
but the beta decay of Thallium-208, in particular, emits a 2.6 MeV gamma that is a clean observable above
the MARS threshold.
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Figure 7.8: Left: A photo of the configuration for taking data with a cobalt-60 source.

We place the source within a 47 x 47 x 27 collimator, and control the position of the
collimator using a fabricated test stand using spare 80/20 aluminum framing available
around the lab. The button source extends approximately 1/8” into the 2” thickness of the
collimator. Center: A front-view diagram showing the position of the collimator relative
to the MARS scintillating volume for each of the 20 grid positions on the alley-side of the
detector. Right: A side-view diagram showing the locations of the collimator relative to
the PMT positions (dark green).

to the propagation of light from the interaction point to the photocathode, 5 accounts for
statistical variation in the light production and electronic amplification (the Fano Factor),
and ~y accounts for electronic noise [203]. We then apply a linear scale factor to convert the
smeared energy deposit from MeVee to ADC units (E'[ADC] = sE[MeV]). In some cases,
it is appropriate to approximate a = v = 0 [206]; prior MARS work followed this strategy
[188, 207], and we follow suit in this work but note that we will need to reevaluate this
in future as exploratory studies using nonzero v and  parameters demonstrate a better
fit to the data. The full smearing model mimics the distribution expressed in Equation 7.5,
and we sample from that distribution to fill the simulation histogram shown in the right
panel of Figure 7.9.

We use a procedure developed by Sam Hedges [103] to determine the values for the

resolution 3 and scale s which best fit the data at each position in the scan. This strategy
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samples through the user-defined parameter space using emcee [208] and uses RooFit
[209] to minimize the negative log likelihood (NLL) of the model.

The likelihood function is a measure of how effective a predictive model is at predicting
each data point. As an example, this could be done with a Gaussian estimation: for a
dataset of /N measurements Y; with known errors o;, and fit parameters 0 such that the
function f(X;, 5) is a model of the dataset, the likelihood function is given by

Lvid) = ﬁp (—m — &, W) | (7.7

2
20;

Note that this function will return its maximum value when the model, using parameters
0, most accurately describes the dataset. The NLL, referring to — In L(Y;|#), would then
be minimized for the given 6.

We find the best-fit smearing parameters 5(?) = { v S P } for each position in
ur %°Co scan of MARS using a predictive model of the data

£(0) = N,S(0) + Ny B, (7.8)
which is a sum of the probability distribution functions (PDF) from smeared simulated
signal S(0 ) (calculated from Equation 7.5) and measured backgrounds B. We require NN,
to be within 2% of the expectation from measured background rates'?, but allow N, to vary
by up to 15% of the expectation from background-subtracted source data. We restrict 3 to
take values between 0.15 and 0.5 v/MeVee (corresponding to an energy resolution between

15 and 50% for 1 MeV +ys), and the energy scale s to take values between 3500 and 7000

ADC
MeV *

We perform a binned fit for computational efficiency’, so the N measurements Y;

then represent the measured rate in each energy bin X;, and we use the model f(X, 5)
to predict the expected rate, £}, in that energy bin. Rather than a Gaussian estimation,

we use a Poissonian measure of the fit quality (to account for potentially low statistics),

Yi
i-e~ti The NLL we minimize is given by
!

N
—InL(Y;|0) = =) [YiIn(F,) — F], (7.9)

=1

where we neglect the term In(Y;!) because it has no dependence on the fit parameters 6.

12We take 30-minute background scans, but 5-minute source scans, so we allow the normalization of the
source to float given its higher statistical uncertainty. Generally, the background rates do not change during
beam-off calibration scans.

BBUnbinned fits took a full week to process. Binned fits took an hour.
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Figure 7.9: The fitting procedure for an example calibration position (Row 4 Column 2).
Left: The distribution of raw simulated pulse energies observed in MARS from a colli-
mated cobalt-60 source. Right: The best-fit result for a model of the smeared simulation
plus measured background to the measured data in the presence of the cobalt-60 source.
The blue curve of the right panel represents the smeared energy spectrum MARS will
realistically observe from cobalt-60. The values listed atop the figure refer to the best-

fit smearing parameters “beta” = 5(7), “amplitude” = %%, and “slope”=s(r). The

parameters (1) and s(7) feed back into Equation 7.5.

With best-fit smearing parameters from each of the 40 locations, we produce a position-
dependent light response model. We show the results for the roughly-annual calibrations
performed on the front (alley side) of MARS in Figure 7.10. May 2022 was the first calibra-
tion to take data on the front and back of MARS, which identified a ~7% increase in the
light collection on the wall side of MARS compared to the alley side. The exact cause is not
yet known, but we are studying the possibility of air-gaps between layers on the front of
MARS and are improving our simulation model to include possible reflected events from
the wall.

To apply these maps in simulation, we manually extrapolate our experimental obser-
vations to the edges of the scintillating volume so that we can perform a linear inter-
polation between the observations for any possible pulse position. We studied several
strategies for the extrapolation to the edges, and found minimal differences between ap-
proaches to the vertical extrapolation. We choose a method that fits the data from each of
the four columns in the scan with a constant, and assign the best fit value to the top and

bottom edges of MARS (y = £50 cm) in that x position as illustrated in the center panel
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Figure 7.10: Two-dimensional maps of the smearing parameters collected for calibrations on the alley-side of MARS at the
indicated date. The top plots show the values for the energy scale s, while the bottom plots show the values for the energy
resolution 3. The z-axis color scales are consistent, such that variations of color between the dates are differences in the
detector performance measured by the calibration. The border of the plots indicate the edges of the MARS scintillating volume

to illustrate the fraction of the volume that is affected by the extrapolation procedure described in the text.
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of Figure 7.8.

The extrapolation to the horizontal edges is more complicated, as the locations of
the PMTs heavily impact the observation. We choose to extrapolate each row using a
quadratic fit, expecting that the light yield will be higher near the edges of MARS. Then,
we evaluate the best-fit quadratic at + = +35 cm (the left/right edges of the scintillator)
for each of seven rows: the five rows of the calibration scan (at y position illustrated in the
center panel of Figure 7.8) and the two artifical rows at y = +50 cm that we developed
in the vertical extrapolation. This strategy ensures that there are values assigned to the
corners of the scintillating volume.

To summarize, we extrapolate the smearing parameters as constant in the vertical di-
mension and quadratic in the horizontal dimension. Including the points we add to the
map from the extrapolation, we then have 42 points (20 measured, 8 from the vertical ex-
trapolation of four columns, 14 from the horizontal extrapolation of seven rows) describ-
ing the two-dimensional smearing map on either the front or back of MARS. These maps
span the full scintillating volume of MARS, so for any pulse position 7, = {z, Yy, 2, } in
simulation, we can determine the smearing parameters (s, = s(7},), 5, = (7)) to use.
We use the built-in Delaunay interpolation from ROOT’s TGraph2DErrors object to deter-
mine the smearing parameters at {z,, y,, £12.5 cm} on the front (s, 5y at zy = 12.5 cm)
and back sy, 3, at 2z, = —12.5 cm) of the detector. We then perform a linear interpolation

between these front and back parameters, such that

Sf — Sp

sp =55+ (2 — 25 P (7.10)
8, = B + (2 — zf)fz‘%f; (7.11)

The fully extrapolated results from May 2022 are shown in Figure 7.11. For older scans,
where we had not yet identified the discrepancy between measurements on the front and
back of MARS, we assume a crude scaling of s, = 1.07s¢ and 3, = 0.933¢ based on the
results from May 2022. The smearing parameters s, and 3, can then be used in Equation

7.5 to generate a distribution of possible observations for the given simulation event.

7.2.2 Michel Electron Validation

To validate the calibration and the implementation of this light map in simulation, we
target other sources of interest. In particular, Michel electrons are produced when cosmic-

ray muons come to rest and decay within the MARS volume (¢~ — e~ +v, +7.), leaving
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Figure 7.11: A comparison of the fully extrapolated front (left) and back (right) maps of

the resolution /3 (top) and scale s (bottom) for the ®°Co calibrations conducted in May

an event-pair signature: the energy deposited by the muon as it comes to rest, and the

energy deposited by the electron after the muon decays. With a spectrum in the tens-
of-MeV range (see Equation 5.6 for expression), Michel electrons provide a test of the

linearity of our light map, and since electrons are not quenched, the MARS response to

this calibration source can directly validate our conversion from MeVee to ADC units.

To identify Michel electrons in the data, we place a cut £; > 300 kADC to identify
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Figure 7.12: Left: The Michel electron feature of the MARS £ spectrum, compared for our
two simulation cases and background-subtracted data. Right: A comparison of the ob-
served E; spectrum in MARS during beam-off operations, which is believed to be largely
associated with cosmic rays, to a simulation of the MARS response to cosmic rays using
the CRY module.

the large energy deposit of muons and At < 10us to identify muon-decay events (this
is nearly 5 times larger than the muon lifetime 7, ~ 2.2us). With these cuts, the E,
spectrum is expected to describe the energy deposited from Michel electron events. We
apply the same cuts to both simulation and data, and compare the observed energy deposit

in MARS to the fully smeared energy deposit from simulation.

In simulation, we model Michel electrons through two independent methods. Our first
strategy uses the CRY package [173] to model cosmic rays as they pass through the over-
burden of Neutrino Alley, identically to the D,O simulations in Chapter 5, and simulate
the full event of a muon coming to rest in MARS and producing a Michel electron. The
second strategy entails simulating electrons distributed throughout the MARS volume, in
random directions, with energies sampled from the Michel spectrum (see Equation 5.6).
In both cases, we fail to accurately predict the data — there is about a 15% discrepancy be-
tween the predicted endpoint of the F; spectrum in simulation and the observed endpoint
from data, illustrated in Figure 7.12 (left).

The benefit of the CRY simulation of cosmic rays is that we can also examine other
spectral features, as shown in the right panel of Figure 7.12. For example, a clear observ-
able in the MARS F); spectrum is the so-called “30°” bump above 300 kADC; this is where
muons pass through MARS at a roughly 30° angle, thus passing through the majority of
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the scintillator and leaving a measureable energy deposit as they come to rest. Our simu-
lation clearly predicts this peak, but fails to accurately model the higher-energy behavior
of MARS (believed to be saturation of the observed signal). Further studies into what
the feature around 1100 kADC represents and whether there are ambient backgrounds to
subtract from the raw MARS spectrum we use as a comparison point are underway.

The discrepancies with the Michel electron data, however, suggest that our smearing
model could be incomplete!* or could point to nonlinearity in the MARS response. We
are actively investigating both possibilities. A complete model might require o or 7y pa-
rameters, which could smear the data towards higher energies; preliminary studies have
shown that the inclusion of these additional smearing parameters may better describe the
data. To examine the nonlinearity, we pursue calibration with additional sources. We
have conducted ??*Th calibrations, which produce 2.6 MeV s, which preliminarily show
a consistent discrepancy between simulation and data. We have also performed new cal-
ibrations with an AmBe source, which produces a 4 MeV 7 (along with neutrons), that
have not yet been analyzed. Finally, we explore the Gd de-excitation spectrum from our

neutron calibrations as described below.

7.2.3 Neutron Response and Calibration

During the deployment and commissioning of MARS in late 2017, we calibrated the de-
tector using a californium-252 source, which produces multiple neutrons of a few MeV
each. Measurements with 252Cf provided preliminary information to the analysis about
the ), spectrum following a neutron capture, prior to the development of both the Geant4
simulation described in this chapter and our current analysis methodology described in
Chapter 8. In support of the data we had previously collected, we built a simulation model
for this calibration, and identified that the majority of the neutron spectrum is not observ-
able with MARS using its typical operating threshold; the measured E; of the event-pair
results from s produced in the fission, which will help to calibrate the neutron detection
efficiency if we know that our simulated response to neutrons is accurate. To validate our
model of both the neutron response and the efficiency, this source was not the practical
choice.

As such, we turned to a deuterium-tritium (DT) neutron generator, which initiates

fusion reactions between deuterium and tritium that produce a monoenergetic 14.1 MeV

4Tt was examinations of this discrepancy that ultimately uncovered that the front and back of MARS

repond differently to calibration sources.
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Figure 7.13: Left: The simulated neutron direction associated with the center of each back-
ing detector pixel onto the MARS scintillating volume (gray rectangle). The red points
indicate segment 5 (top right) and segment 25 (bottom left), which are the example com-
parisons used throughout this section. Right: The simulated distribution of E; pulse po-
sitions associated with pixel 110. The projection of this pixel onto MARS is indicated by
the green point in the left panel.

neutron (D + T — n + *He). This calibration is further benefitted by the emitted 3.5 MeV
a = “He, which must be in the opposite direction of the neutron to conserve momentum,
and many DT generators provide a “backing” detector to tag the a emission time and
direction. These characteristics provide a fantastic calibration source of monoenergetic
neutrons with measured time and incident direction. Data was taken with an API DT
generator provided by ORNL placed across the alley from MARS (46 inches from the front
of the detector) in October 2019%.

While our validation against Michel electrons is a useful check, this DT calibration is
the true test of the validity of our simulation model. Comparisons of our simulations to
experimental DT data enable validations of our model of the Gd concentration in MARS,
the Gd de-excitation physics and emission spectrum, the application of energy resolution
parameters from the cobalt-60 calibrations, the neutron thermalization and our quenching
model, and the predicted neutron-capture efficiency. In this section, we overview some

preliminary comparisons between simulation and data for the DT calibration.

The analysis of that data was performed by Belkis Cabrera-Palmer [180] and Justin Raybern [207].
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We simulate the DT source as an isotropic, monoenergetic 14.1 MeV neutron emit-
ted from 46 in away from the front face of MARS. The DT generator provided by ORNL
features a backing-a detector with 512 pixels (32 x 16), each with a 4.5° FWHM angu-
lar acceptance'®. We can then associate each experimental event with the triggered pixel
to create a position-dependent validation of our simulation model. In Figure 7.13 (left),
we show the projection of the central neutron direction associated with a trigger in each
backing detector pixel. In simulation, we calculate the angle between the neutron direc-
tion and the projected direction from every backing detector pixel to determine if the
pixel could have triggered. For example, the right panel of Figure 7.13 illustrates the dis-
tribution of F; pulses which are associated with a single pixel of the backing detector.
We group pixels by their position, such that we compare “segments”, or non-overlapping
groups of 16 pixels (4 x 4) which are all very near each other, to increase the statistics
without sacrificing the position-dependent analysis.

In Figure 7.14, we show comparisons of simulation to data for the event-pair At (the
time between E) and E») given that F € [23,57] kKADC, which is expected to depend on
the Gd-concentration and the thickness of the paint layers'’. We use the DT calibration
data to tune our simulation to match the observation. In this work, we use a Gd concen-
tration of 15% and 0.07-cm thick paint layers, which demonstrates consistency with the
measured capture time-constant of data across all pixels. However, the overall normal-
ization, which is a measure of the neutron detection efficiency, is not correct. Ultimately,
we will tune the simulated efficiency to this calibration measurement by altering the Gd
concentrations and paint-layer thicknesses, as well as by re-examining the underlying
physics model to ensure its validity. To further tune our simulation, however, we must
first validate the spectral response.

We compare the spectral observations of £, and Ej5 in Figure 7.15 by normalizing the
simulation curves to have the same integral as the measured data. There are noteworthy
shape differences in both the E; and F, spectra. Focusing on the Fs5 spectrum shown
in the right panels, we note a sharp excess near 20000 ADC, followed by a deficit in the
tails of the spectrum. This result further indicates that we do not effectively smear our

simulation, but it is worth noting that the endpoints differ by roughly 15% — a consistent

16This backing detector is a 100 pum thick YAP:Ce crystal mounted on a fiber-optic faceplate. A Hama-
matsu H13700 multi-anode flat panel PMT coupled to a resistor network is used to collect the scintillation
light from the crystal, and the four scaled ouptuts enable position reconstruction using Anger-logic [180,
210].

"Higher amounts of Gd provide less opportunity for a neutron to escape the paint layer and bounce

around the scintillator before finding the next paint layer.
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Figure 7.14: A comparison of the simulation prediction of the time between events in a
pair to the experimental observation for segments 5 (top) and 25 (bottom). Segment 5
is near the top-left of the detector, while segment 25 is near the bottom-right of MARS.
These segments include the pixels highlighted in red from Figure 7.13.

result with the defecit of the predicted endpoint for the higher-energy Michel electron
spectrum. Note that the disagreement of the spectra is also the limiting factor for further
tuning of the Gd concentration, as we cannot accurately describe the number of counts
meeting a specific energy cut unless we trust our prediction of the energy spectrum.

The comparisons to E are significantly worse; visually, we can see that the overall
spectrum is shifted towards lower ADC values. We expect that this is due to the lower
light yield of the quenching model we implement in simulation compared to the observed
data. The peak of the E; spectrum is roughly 25% lower in simulation than in data, which
is consistent with the deficit for low-energy proton recoils demonstrated in Figure 7.4. We
will resolve this in future work, but we must first ensure the smearing model accurately

predicts the Fy spectrum, which is unaffected by quenching'®.

7.2.4 SNS-ON Characterization Efforts

The presence of the hot-off-gas (HOG) background in Neutrino Alley during beam-on
operations has an observable impact on MARS. There are measurable differences to known
energy spectra, such as the Michel electron spectrum shown in Figure 7.16. In particular,

during beam-on operations, the presence of the HOG background provides a constant flux

The energy deposits which contribute to Es are electronic recoils caused by s from the Gd de-

excitation.
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Figure 7.15: A comparison of the simulation prediction of the E1 and E2 spectra to the

experimental observation for segments 5 (top) and 25 (bottom). Segment 5 is near the top-

left of the detector, while segment 25 is near the bottom-right of MARS. These segments

include the pixels highlighted in red from Figure 7.13.

of 511 keV ~ys. These are below threshold and will not independently trigger MARS, but

they do deposit energy in MARS and increase the measured integral for typical events.

The collaboration is deploying 2” thick lead shielding around the HOG pipe to reduce the

impact of this background, which will improve our future measurements.

To characterize the response of MARS during beam-on operations for past data, we
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have performed ®°Co calibrations during nominal beam-on operations. These analyses are
still ongoing due to dead-time issues lowering the FIR threshold to observe the spectral
features of our %°Co calibrations, along with quickly-changing HOG rates that have a
measureable impact on the background spectrum in the region of interest.

The normalization of the observed spectra is an important input to our fitting pro-
cedure, as discussed in Section 7.2. The total run-time is not an accurate normalization
parameter when the DAQ suffers from dead time during low threshold operations in high
HOG background rates. We improved our calculation of the run duration using an exter-
nal 60 Hz timing signal provided by the SNS (E39) to monitor the detector throughout the
calibration; rather than normalizing by the DAQ run duration, we can instead normalize
by the duration when MARS was able to collect data.

We also deployed an independent 2” @ x2” Nal cylindrical crystal with a single PMT
atop MARS to monitor the HOG background rates in the summer of 2021. The right panel
of Figure 7.16 shows the observed differences between 24-hour run periods; in general, we
are able to monitor changes in the HOG rates minute-by-minute and will be able to use
this to characterize observed changes in the MARS energy spectra. Given the considerable
challenges we’ve faced in the characterization of MARS during beam-on operations, we
have also begun a dedicated waveform study to search for small 511 keV ~ events in the
MARS response.
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Figure 7.16: Left: A plot of the observed E5 spectrum during 24-hour run periods on the
given calendar dates. The SNS was running at a nominal 1.4 MW on November 15, 2019,
but was shut down for maintenance on September 9, 2019 and March 15, 2020. We note
an observable shift in the observed Michel electron spectrum during beam-on operations,
in addition to the gradual decrease of the detector gain over long periods of time (see
Chapter 8). Right: The daily recorded spectrum in late May and early June 2021 from an
independent 2”@ x 2” Nal cylindrical crystal affixed to the top of MARS. The SNS shut-
down started on 5/31/2021, and we notice an immediate decrease of the 511-keV peak
associated with the HOG background.

7.3 Efforts towards Unfolding Neutron Spectra

The overall normalization of the simulated DT calibration is a measure of the simulated
neutron capture efficiency. As we observed in Figure 7.14, simulation consistently over-
predicts the capture efficiency, which is related to the expected number of events per bin.
Ultimately, we aim to demonstrate consistency between simulation and data for 14 MeV
neutrons by predicting the F; and F> spectra to within a few percent. Then, we can
use simulation to derive a full energy-dependent efficiency, tuned to the experimental
measurement of the efficiency at 14 MeV. We measure the energy deposited by BRNs in
Neutrino Alley in ADC units, and this procedure will convert this spectrum back to the
“raw” incident neutron energy in MeV units. With our efforts so far, we can make some
preliminary comments about the BRN spectrum.

In the left panel of Figure 7.17, we show the observed BRN spectrum from Run 2
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Figure 7.17: Left: The observed spectrum of BRNs in MARS from Neutrino Alley, repro-
duced from [180]. Further details about the measurement of the F; spectrum of incident
BRNs is contained in Chapter 8. Right: The simulated spectrum of neutron events with
given energy; we apply all analysis cuts and thresholds to predict the MARS efficiency for
each neutron energy. We can infer from this that the likelihood of observing high-energy
neutrons in Neutrino Alley flux is quite low given the lower capture efficiency at higher
neutron energies; the BRNs of Neutrino Alley are most likely to have few to tens of MeV

of kinetic energy given the observed excess in the sub-100 kKADC range.

(more details in Chapter 8) in ADC units. The right panel of Figure 7.17 shows a series
of simulation curves for monoenergetic neutrons. Even with the overprediction of the
capture efficiency in simulation, we do not expect MARS to observe a measureable rate
of BRNs below 5 MeV. Turning our attention to the peak in the data at 20000 ADC, we
observe that ~10 MeV incident neutrons will generate a similar signal. There are very few
BRN counts observed above 100000 ADC, suggesting that neutrons above 20 MeV do not

comprise a significant fraction of the BRN flux in Neutrino Alley.

In future, we will use a Markov-Chain Monte-Carlo (MCMC) strategy to take all of
the characterization information (capture efficiency, spectral response, quenching model,
etc.) we’ve outlined in this chapter and unfold the incident spectrum. We have made
significant progress towards this goal, and uncovered several avenues of exploration to
further validate our simulation model. In particular, our immediate efforts must focus
on the development of our smearing model; the efficiency measurements and spectral
unfolding are dependent on this piece, which we cannot yet trust. Further calibrations

using higher-energy ~ sources, during both beam-off and beam-on operations, are being
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explored, and we also plan to reexamine our choices about smearing parameters. Yet, the
detection efficiency and spectrum of BRNs in Neutrino Alley is only half the battle; we
now turn our attention to the analysis of BRN measurements throughout the alley with
MARS.
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Chapter 8

Monitoring BRN Rates with MARS

Although our main goal with this detector is to measure the neutron flux and spectrum
in Neutrino Alley, we can provide useful partial information to the collaboration while
we work towards the complete characterization of MARS. Observational differences in
MARS rates can indicate fluctuations of the BRN background, and we present the rate-
analyses conducted to date in this chapter. We separate MARS operations into 5 run
periods based on the conditions of the MARS operations and the deployment location in
Neutrino Alley. We will briefly discuss Runs 1 and 2, which were analyzed primarily by
COHERENT collaborators Belkis Cabrera-Palmer [180] and Justin Raybern [207] in the
context of BRN measurements throughout Neutrino Alley, but the focus of this work will

be the ongoing analyses of Runs 3, 4, and 5.

8.1 Data Quality

To ensure the quality of each day of data, we monitor the detector using Grafana [211]
to display and track the changes in characteristics of our choosing. We extract a daily
average of the total detector trigger rate, the trigger rates of individual PMTs, the PMT
baselines, and the rates of the E39 and E61 timing signals from the data for the health
monitoring of the detector'. Due to the frequency of inconclusive health checks in 2021
and early 2022, we transitioned to a closer monitoring of the detector and opted to perform
all health checks in real time. We now extract the relevant rates at the end of every data

file, each of which is generally ~1 GB in size and corresponds to about 1 hour of beam-on

'Timing outages disrupt our analysis flow, so we monitor E39. Similarly, beam-off maintenance periods
can sometimes include sporadic beam-testing, so monitoring of E61 can help us track down unexpected rate

excesses.
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data or 1.5 hours of beam-off data®. This has helped us to localize issues to a single binary

file rather than a full 24-hour run period.

We do not include data in the analysis which have a trigger rate “spike”, meaning that
the daily trigger rate is significantly changed from the surrounding date. Typically, we
exclude data only if the trigger rate is more than double the rates on surrounding days,
but we do allow for exceptions in cases close to this cutoff if the cause of the spike can
be identified. The average trigger rate depends on both beam conditions and ambient
backgrounds, so we make decisions about which data to include by examining the rate in
context with the detector performance in surrounding days and with the SNS operations.
As an example, during Run 3, we saw increasing background rates from the HOG pipe,
which increased the trigger rates in MARS by at least a factor of 4 over the course of the
run®. The trigger-rate spikes we observe during overall lower rate beam-on operations
are similar to healthy data from months with very high beam-on rates®, so our exclusion
criteria are chosen on a case-by-case basis, detailed in Appendix A. Ultimately, it is the
pre-processing (see Section 8.2.1) which solves any borderline cases; if the pre-processing
takes longer than 24 hours for a single day of data (healthy data with high rates can take

up to a few hours in pre-processing), we manually stop the analysis and exclude the data.

We also use the pre-processed file size as an indicator of the health of the data. As an
example, data when the E39 timing signal from the SNS is interrupted do not correctly
create event-pairs in the pre-processing, and such data are not used for our typical anal-
yses. A typical, healthy day of beam-off (-on) data from Run 3 will have a pre-processed
file size near 300 (750) MB, which is a significant reduction of the many-GB of binary
data taken during each 24-hour run. We generally exclude data with unreasonably small
(<10 MB) or large (>1.5 GB) file sizes relative to the surrounding data, but again allow
for manual exceptions in borderline cases.

Figure 8.1 shows all the daily rates of data we include in our analysis of Run 3 data

in blue, and data rejected by these quality checks in red. Ultimately, we end up removing
about 16% of the data collected during Run 3, 6% of the data from Run 4, and 12% of the

2This expectation is for stable, nominal operations. During a flush of the HOG pipe, for example, the

background rates are considerably higher and fill up the ~1 GB files much faster.
3We do not know with any certainty what caused the increasing backgrounds, though suspiciously a

beamline component was found to have more radiation damage than expected during the long shutdown

following our Run 3.
*As an example, a trigger rate of 2000 Hz would generally be classified as a spike in July 2019, but is a

typical healthy day of data-taking during July 2021 when the nearby hot-off-gas (HOG) background rates

were much higher.
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Figure 8.1: ]
A plot of the daily MARS trigger rate for Run 3. The days highlighted in red are rejected
by the data quality checks. The observed increase to the detector trigger rate (note the
logarithmic y-axis) during beam-on operations in 2020 and 2021 is correlated to increasing
HOG backgrounds; the detector health is trusted throughout the run because the trigger

rate consistently returns to stable beam-off operations (400 Hz).

data during the portion of the ongoing Run 5 we analyze in this work; we report the

specific inclusion/exclusion criteria for each day of data in each run in Appendix A.

8.2 Analysis Strategy

8.2.1 Preprocessing

To prepare the data for analysis, we associate any two scintillator pulses separated by no
more than 200 us into a pair, maintaining the time-ordering of the pulses. Any single pulse
can be a part of an unconstrained number of pairs. Each pair is described by the variables
t, By, At, sy, where t is the time relative to the preceding E39 trigger (which occurs at ¢ =
800 us)’, B represents the first pulse’s energy in ADC units, At is the inter-pulse time and
E5 is the energy of the second pulse, also in ADC units. These parameters are illustrated in
Figure 8.2. When a capture-gated neutron detection occurs, (¢, ;) represent the prompt
neutron-pulse time and energy, while (At, F5) represent the Gd neutron-capture time and
the energy of the Gd de-excitation y-ray pulse. The comparisons between DT data and
simulation in Section 7.2.3 show that the characteristic neutron capture time in MARS is

T < 17us, so the 200 s maximum bound on At will miss a negligible number of neutron-

>This requires that ¢ < 1/60 s for all event-pairs, since the frequency of the E39 trigger is 60 Hz.
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Figure 8.2: An illustration of a single event-pair in the MARS analysis. The variables F;
and F are the energies of the pulses in the pair, ¢ is the time of the first pulse (E39 occurs

at 800 us), and At is the elapsed time between the first and second pulses.

capture events.

We plot the raw spectra from a sample week of beam-off and beam-on data in Figure
8.3. We immediately observe a feature at roughly 400000 ADC units; this is associated with
cosmic-ray muons passing through the detector at a less-than 30° angle (thus depositing a
substantial amount of energy). By placing the muon cut £, > 300000 ADC, we can isolate
the population of muon events to observe a feature in the E5 spectrum corresponding to
Michel electrons. Placing this cut with the opposite time-ordering (muon is associated
with the £ pulse) gives a measure of the expected background for this estimation. This
is the strategy for all the analyses that follow; we identify cuts on the four event-pair

variables to isolate interesting populations of events.

8.2.2 Identifying BRNs Using Cuts on F; and At

To isolate BRN events in MARS, we place restrictions on the allowed values of At and F,
which have well-understood behavior associated with the thermalization time (At) and
gadolinium de-excitation spectrum (£5). We overview a baseline strategy which applies
the same cuts to all data in Section 8.2.2.1, and a more rigorous approach to derive ap-
propriate cuts given the changing detector performance in Section 8.2.2.2. In both cases,
we then use timing windows to examine signal compared to random backgrounds. These
timing windows are the prompt signal window ¢ € [800, 802]us, the same-width back-
ground window ¢ € [1000, 1002]us, and the much longer background window ¢ € [1, 15]

ms®. Our rate calculation is then an estimation of the excess in the signal region over

%The values of these cuts should seem a bit weird; we mentioned in Chapter 6 that the BRNs should

arrive within 2us of the beamspill! However, we shift E39 by 800 us in the acquisition to allow for some
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Figure 8.3: A sample week of data collected in MARS during beam-off (left) and beam-on
(right) periods, illustrating the total measured spectra of £} and Es, along with the easily-
identifiable Michel electron peak when a large £y deposit is observed (consistent with a

muon passing through the detector).

the time-normalized long background. The short and long background windows are ex-
pected to be fully consistent, as both are anti-coincident with the beam spill and represent

a characterization of the steady-state background.

8.2.2.1 Constant Cuts

The cuts described in this section were developed for use in the Run 2 and DT calibration
analyses, along with simulation, and are applied to Runs 3, 4, and 5. We use the cut
E, € [26,60] KADC to describe the gadolinium de-excitation’, and apply a cut At €
[6,48.1] us based on results from Run 2 and our knowledge of the relevant capture times
in the detector; Michel electrons dominate the 0 - 6 ys region given that the muon lifetime
is 2.2 pus, and the measured capture constant from the DT calibration was 7 < 17us, so

going beyond 50 ys starts to add more background events than signal events into the

characterization of the steady-state background before and after each beam-spill.
"We note from our work in Section 7.2.3 that this does not describe the full peak (which would be

roughly Ey € [10,70] kADC); there was a dedicated effort in Run 2 to determine the optimal cuts on E»
and At which maximizes the significance of the signal excess over background. Essentially, focusing on
the high-energy tail of the E'y spectrum minimizes the impact of the high rate of background events near
threshold.
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Figure 8.4: A comparison of ¢ for BRN-like events (top) and the E spectrum for Michel electron-like events (bottom) in observed

pulse-pairs in MARS for example 24-hour periods of beam-on and beam-off data during the different production runs.
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analysis.

The top panels of Figure 8.4 illustrate the distribution of arrival times for events in a
24-hour period which pass the neutron-capture cuts on At and F used in Run 2. We have
zoomed in to show the region surrounding our expected signal window, ¢ € [800, 802]us,
and observe clear excess of counts in this window during beam-on operations in the high
BRN-rate areas of Neutrino Alley investigated by Runs 4 and 5 (more in Section 8.3). Run
3 took place in an especially neutron-quiet location of the alley, so there is no pronounced
excess for a single day of data. These plots establish that our knowledge of the detector
operations during Run 2 can indeed be applied to the more recent runs.

However, we also know from Run 2 that MARS has an observable spectral difference
for beam-off and beam-on operations. The bottom panels of Figure 8.4 illustrate the Michel
electron feature in the F, spectrum for the same 24-hour run periods in Runs 3, 4, and
5. The shift to higher energies in Runs 3 and 4, associated with pile-up of HOG 511 s,
affects our interpretation of the excess in our signal region. The lack of significant shift
in the Run 5 data is likely because MARS is farther from the HOG pipe than any of the
other runs. We can also immediately note that these rough cuts demonstrate relatively
consistent MARS operations across all run locations.

Cosmic-ray muons passing through MARS can generate large pulses and represent
the main contribution to the high-energy ends of the £/; and E spectra. Muons decaying
within the detector produce highly energetic Michel electrons with a decay time constant
T,~ = 2.2 ps [212] and a kinetic-energy cutoff at ~50 MeV [213]. These events are in-
cluded in our (E4, E») analysis, as the event-pair will have pulses corresponding to the
muon’s ionization F; as the muon penetrates the detection medium and stops and the
Michel electron deposition F,. A sample week of data from beam-off and beam-on pe-
riods is shown in Figure 8.3, and a double-exponential fit to At illustrated in Figure 8.5

demonstrates our ability to identify these Michel electrons. This fit is given by

—At —At
f=npexp + nq exp , (8.1)
TN TGd

where 7, gq refer to the muon lifetime and Gd capture-time constant, respectively, and n;

are the normalizations for each component. The best-fit values of 7, = 1.99 & 0.01ps and
Tcd = 15.49 £ 0.41us inform our analysis cuts on At.

The cosmic muons (which produce the Michel electrons) will also knock off neutrons
in the detector or in the concrete surroundings of Neutrino Alley. These muon-induced
neutrons (uIN) will be a steady-state background in our paired analysis, because there

is an appreciable rate of muon ionization in the detector followed by Gd de-excitation.

145



10*

n-capture: E,=[26,60]x10%adc

10°

——— E,=[80,114]x10%adc

10°f

10

counts per [100 ns]

—_
o
o

1

ﬁ
0 oL T e .

0 100 150 0 50 100 150 200
E, [adc] At [ns]

Figure 8.5: Left: The distribution of At and F given that F; > 300 kADC for a five-week
beam-off period in Spring 2018. Right: The At projections for two s ranges. E, € [26, 60]
KADC corresponds to a Gd de-excitation, while £y € [80,114] KADC is a measure of
the background. We fit the neutron-capture region, illustrated by the pink curve, with a
double-exponential function (Equation 8.1) to identify the Michel electron ( 7, = 1.99 &
0.01ps) and neutron capture (764 = 15.4940.41us) populations. Figures reproduced from
[180].

Triple events, where we might observe the muon, neutron, and capture, are not observed.
During Run 2, we used a stable five-week period of beam-off data in Spring 2018 to identify
the gadolinium de-excitation spectrum using uIN. Figure 8.5 shows the distributions of At
and s for all event-pairs with £; > 300 kADC in that period. Note that this is the same
cut we apply to identify Michel electrons, and we do observe that irreducible population of
events in the right panel of Figure 8.5. Using the E range appropriate to neutron captures,

however, can isolate the smaller rate of the muon-induced neutron capture events.

We observe in the right panel of Figure 8.5 that At € [0,48.1]us will contain the
majority of neutron capture events, but will be dominated by the substantial rate of Michel
electron events. However, by restricting our search to At € [18,48.1]us, we can isolate
the pure muon-induced neutron population. We examine this population in Figure 8.6,
and observe that, just as with the shifted feature associated with Michel electrons we
showed in Figure 8.4 (bottom), there is both a shift in the spectrum associated with the
HOG background during SNS beam-on operations and a gradual decrease of the overall

detector gain.
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Figure 8.6: Top: Distributions of the Fs spectrum for neutron capture and background At
cuts for two weeks of data during beam-off and beam-on periods in Run 3, shown relative
to the five-week beam-off reference period from April 2018, scaled by the duration of the
At range. Bottom: The residual spectrum, defined as signal (At € [18,48.1]us) minus
background (At € [100, 199]us), which signals uIN capture events. The vertical lines

indicate areas of approximately equal integral.

In Figure 8.7, using the constant cuts on A¢ and E, we observe the correlated fluc-
tuations of both muon-induced neutrons and Michel electrons in time. An independent

measurement of the muon flux throughout the alley indicates that there are no major spa-
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Figure 8.7: Michel electron (top) and muon-induced neutron rates (bottom) identified us-
ing the constant cuts from Run 2 (At € [18,48.1|us and E, € [26,60] KADC).

tial changes in the Neutrino Alley overburden, which means that the instability of these

rates is caused by our approach.

8.2.2.2 Variable Cuts Using Muon-induced Neutrons

Since we know that the flux of cosmic-ray muons, and thus the rate of muon-induced
neutrons (uIN), is expected to be constant in time®, we can use this population of events to
derive variable cuts on E5 and account for the spectral shift of the HOG backgrounds. We
keep At fixed, as the time constants are only expected to be impacted by major detector
changes (PMT failures, changes to the detection efficiency, etc.), which are not caused by
background fluctuations. We also keep the width of our E; region fixed; we identify the
minimum value of an Es range for which the rate of yIN is equal to the observed rate

during the five-week beam-off reference period from April 2018. Mathematically, this

8We ignore the seasonal fluctuations of cosmic-ray muon rates, given that the slow-variation is not
correlated with the beam and thus cannot be the cause of our observations in Figure 8.7, which shows the

rates as they depend on the calendar date.
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means we want to equate

60 KADC Emin+34 KADC
/ B refdEs ref = / By dEs ;, (8.2)
2

6 KADC Emin

where Ej; refers to the measured pIN spectrum for the ith aggregation period using a
constant cut At € [18,48.1], leaving E,,;, as the only variable.

This procedure for deriving £ cuts depends heavily on the statistical fluctuations of
single bins in the uIN spectrum. As such, we aggregate data with similar beam status (i.e.,
our aggregation periods do not mix beam-off and beam-on data) and monitor the BRN
rates in Neutrino Alley in roughly two-week intervals. In future, we will develop alternate
strategies, such as fitting the Gd deexcitation spectrum to the residual pIN spectrum to
determine the appropriate energy scaling, so that we may monitor the daily BRN rates
throughout Neutrino Alley and study the potential impact of shutter status for each of
the beamlines which pass over the alley. The details of the aggregation periods for the
Runs 3, 4, and 5 are given in Appendix A.

As a visual cue for this procedure, the bottom panel of Figure 8.6 illustrates the iden-
tified £ ranges for two-week periods of data in Run 3; we identify the pIN population in
the data, and match the integral of the residual counts to the integral of the 2018 refer-
ence period for F, € [26,60] KADC. Figure 8.8 shows measured pIN rates for the chosen
aggregation periods of Run 3, 4, and 5. Note that while the Constant Es cuts fluctuate
with beam conditions and in time as we previously demonstrated, the Variable £ cuts
result in a constant rate of uIN by design. We derive these variable F, cuts for each

data-aggregation period, and apply them in our search for BRNS.
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Figure 8.8: A comparison of the observed pIN rates during Run 3 (top), 4 (bottom left)
and 5 (bottom right) using the constant Fs cut found by the April 2018 reference versus
the variable F, cuts derived by getting as-close-as-possible to the observed pIN rate from
April 2018. The minimum F, value for the range of the derived cuts is shown in green.
The rate of uIN using Variable F, cuts is fit with a constant, which is consistent across

production runs by design.

8.3 Production Run Results

In this section, we report on the full observations of the MARS detector, and compare the
measurements of MARS with results from SciBath, the Neutron Scatter Camera (NSC),
and the Timing Cart. Recall that the locations of each of the MARS runs discussed below

were illustrated relative to other COHERENT neutron-monitoring subsytems in Figure
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6.2.

The SNS provides databases of beam operations, including the time-dependent beam
power and energy. We integrate these databases into our analysis using the timestamps
of each 24-hour run period to calculate the total beam delivered during each day of data
and, subsequently, in each aggregation period. Using the variable £ cuts, and the fixed
cut At € [6,48.1]us, we examine the ¢t and E) distributions of the BRN population in
each run. We subtract the total number of counts in the signal region ¢ € [800,802]us
from the time-scaled number of counts in the long background region ¢ € [1, 15] ms to
measure the rate of the BRN-like excess in each aggregation period. We then normalize
this by the total beam delivered to report our results as observed BRN / GWh. We’ll then
convert these observations to a neutron flux that can be compared to other systems in
Section 8.3.5.

We perform two separate measures of the observed BRN / GWh. The first aggregates
the entire run, and takes the total number of BRN-like events observed in all aggregation
periods divided by the total beam delivered to estimate an “Average” rate, shown in red
in the figures that follow. The second strategy fits a constant to the results from each
aggregation period separately, and the “Best Fit” is shown in orange in the figures that
follow. We expect the “Average” to be the more accurate measure of the flux, given the
higher statistical significance of any BRN-like excess over the background, while the “Best
Fit” serves as an indication of any atypical operations (e.g., if a significant excess above

the fit is observed, we might look for a change in shutter positioning).

8.3.1 Runs 1 & 2: 2017 - 2018

Run 1 was a commissioning run from deployment near the Csl detector in Fall 2017 to
Spring 2018, during which we identified several issues with the DAQ and found the FIR
threshold setting which would limit dead time associated with the high HOG-background
trigger rate. During this run, one of the PMT channels was unusually noisy and caused
a feature in the £; spectrum where none should have existed. Ultimately, a reset of the
high-voltage system returned this channel to standard operations’.

Run 2 was our first true search for BRNs, and MARS took data near the Csl detector
from May - December 2018 (154 beam-on days, 3.872 GWh). The full analysis details are

The specific PMT was channel 0, which is oriented at the top left of the detector when viewed from
Neutrino Alley. We have frequently observed atypical behavior from this channel compared to other PMT
operations, especially during low-threshold operations. In June 2022, we identified a potentially faulty

read-in cable coming from this PMT; it remains unclear if this cable issue dates as far back as 2017.
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Figure 8.9: Observed BRN counts per GWh in the Run 2 data, aggregated over two week
(335 hour) periods. The calendar date of the start of the aggregation period, given in
MM/DD format (since all Run 2 data was collected in 2018). These results are normalized
by beam delivered, such that the plot estimates the BRNs observed by MARS per GWh.
The points falling at exactly 0 BRN per GWh represent data taken during beam-off and
are assumed to be 0 (so that we do not divide by 0 beam-delivered). Figure reproduced
from [180].

pubished in [180], and average rates of 38 & 6.7 BRN per GWh, (0.96 4+ 0.17 BRN per
beam-on day) were observed. We reproduce the results per aggregation period in Figure
8.9.

8.3.2 Run 3: Jan 2019 - June 2021

For Run 3, MARS was also in the center of Neutrino Alley, but was moved about a meter
closer to the alcove compared to the Run 2 location. We ran into a wide variety of data-
quality problems over the 2.5 years at this location, causing ~16% of the data to be rejected
prior to analysis. These problems ranged from SNS timing signal outages (meaning, no
E39 or E61 triggers), to disk-space write errors, to spikes in trigger rate with presently
unknown causes. In spite of these losses, MARS operations were generally very stable
during this time.

We chose to aggregate the data in two-week periods, as in Run 2, due to the low rate
of BRNs at this location. Our analysis includes 514 beam-on days and 9.39 GWh of beam
delivered from January 2019 to June 2021. We measure an average 18.2 + 1.5 BRN / GWh,

with rates shown per aggregation period in Figure 8.10. We plot the arrival time ¢ and
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Figure 8.10: Top: Comparison of Run 3 data within expected region of BRNs (800 - 802
is), an anti-coincident time window of equal length (1000 - 1002 ys), and a long-anti-
coincident window (1 - 15 ms) to increase precision of the measured background. Bottom:
Subtracting the background from the BRN expected window to estimate the signal. All
results are normalized by beam delivered, such that the bottom plot estimates the BRNs
observed by MARS per GWh. The points falling at exactly 0 BRN per GWh represent
data taken during beam-off and are assumed to be 0 (so that we do not divide by 0 beam-
delivered). We fit all data during beam-on days with a constant, shown as the horizontal
orange line, to determine the “Best-Fit” BRN per GWh. The red line indicates the flat

“Average” over all beam-on days (total BRN counts / total beam delivered).

energy spectrum £ of the observed BRN counts in Figure 8.11. We fit the arrival time
with a Gaussian and find that the distribution peaks at 800982 4= 0.45 ns with a FWHM of
412+ 97 ns; this is consistent with the POT trace (FWHM 350 ns). We fit the £} spectrum

with a power law

Rgen = NE; @ (8.3)

on the range E; € [30, 100] KADC to avoid any threshold effects, and find o = 2.07+0.45
with normalization N = (4418) x 10'° counts per GWh. This fit to the observed spectrum
gives a rough estimate of the expected power law describing the flux of incident BRNSs,

but should not be interpreted as accurate for the raw neutron energy until a full spectral
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Figure 8.11: Distributions of ¢ (left) and F; (right) for the BRN-like excess in Run 3. The
dashed black lines represent the fit results.

unfolding is performed.

8.3.3 Run 4: July 2021 - September 2021

Run 4 was our first move to a location at the edges of the alley, where there is not as much
of a concrete/gravel fill to attenuate the BRN flux. We generally refer to Run 4 as the
“rad monitor” location, so named because MARS was placed in front of the safety system
monitoring radiation levels in the area behind the wall. The proximity to this monitor and
the geometric space that MARS occupies limited our ability to stay in this location (ORNL
staff needed to be able to access that monitor), so Run 4 was only 2 months. A shorter run
was still useful in this location because we observed much higher rates than in the center
of the alley.

We used one-week aggregation periods for Run 4, which enable the use of our uIN
approach to deriving the cuts'® while also allowing MARS to search for any changes in
the measured rates. During the 63 beam-on days and 1.11 GWh of beam delivered in July
and August 2021, we measured an average 10608 £ 98 BRN / GWh, shown in Figure 8.12.

We plot the arrival time ¢ and energy spectrum F; of the observed BRN counts in
Figure 8.13, and again fit the distributions. The arrival time is described by a Gaussian
with o = 800730 £ 3 ns and FWHM of 360.2 + 4.2 ns, and the £, power-law fit (using
Equation 8.3) returns @ = 1.28 + 0.11 and N = (2.6 £ 3.1) x 107 counts per GWh.

¥Tn future, we will search for BRNs with daily monitoring by using the simulation-predicted Gd de-

excitation spectrum to perform fits to the F5 spectrum rather than using our current integral-approach.
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Figure 8.12: Top: Comparison of Run 4 data within expected region of BRNs (800 - 802
is), an anti-coincident time window of equal length (1000 - 1002 ys), and a long-anti-
coincident window (1 - 15 ms) to increase precision of the measured background. Bottom:
Subtracting the background from the BRN expected window to estimate the signal. All
results are normalized by beam delivered, such that the bottom plot estimates the BRNs
observed by MARS per GWh. The points falling at exactly 0 BRN per GWh represent
data taken during beam-off and are assumed to be 0 (so that we do not divide by 0 beam-
delivered). We fit all data during beam-on days with a constant, shown as the horizontal
orange line, to determine the “Best-Fit” BRN per GWh. The red line indicates the flat

“Average” over all beam-on days (total BRN counts / total beam delivered).

Again, this fit to the observed spectrum gives a rough estimate of the expected spectrum

of incident BRNs, but will require a full spectral unfolding to confirm.

There is a feature in the observed F; spectrum at roughly 40 kADC that we do not
expect and are actively investigating. Our current aim is to determine if this feature is
contained to a particular aggregation period or if it prevails throughout the run. We will
then examine the behavior of our other event-pair variables to isolate the source of the

feature.
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Figure 8.13: Distributions of ¢ (left) and F; (right) for the BRN-like excess in Run 4. The
dashed black lines represent the fit results.

8.3.4 Run 5: September 2021 — Present

Run 5 is at the other end of Neutrino Alley compared to Run 4; MARS is currently de-
ployed in the alcove. The Timing Cart has demonstrated that this interesting location
next to LAr likely observes additional neutrons from the stairwell and beamline trench.
Deploying MARS at this location, for a long period of time, allows us to look for different
neutron propagation paths and other differences relating to shutter positioning; we can
then provide direct information to the ongoing LAr analyses. For the 101 beam-on days
and 2.16 GWh of beam delivered between September 2021 and April 2022, we observe an
average 1664 £ 28 BRN / GWh, illustrated in Figure 8.14.

We plot the arrival time ¢ and energy spectrum FE; of the observed BRN counts in
Figure 8.15, and fit the observed distributions. The arrival time is generally described by a
Gaussian with ;1 = 800893 + 4 ns and FWHM of 410.2 4+ 7.0 ns. However, there is a small
excess preceding the larger excess that is consistent with the beam spill. This unexpected
excess can be characterized by a secondary Gaussian, such that ; = 800254 £ 6.8 ns and
FWHM 79.1 £ 10.9 ns. We do not know the origin of this excess, so we follow a similar
procedure to the F/; excess from Run 4: we must first determine if this excess is associated
with any particular aggregation period, then we can begin to isolate the characteristics of
the event-pairs described by this excess.

The E) power-law fit (using Equation 8.3) returns & = 1.68 £ 0.12and N = (1.2 £+
1.6) x 10? counts. As a reminder, the fit to the observed spectrum is only a rough estimate
of the incident BRN spectrum.
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Figure 8.14: Top: Comparison of Run 5 data within expected region of BRNs (800 - 802
is), an anti-coincident time window of equal length (1000 - 1002 ys), and a long-anti-
coincident window (1 - 15 ms) to increase precision of the measured background. Bottom:
Subtracting the background from the BRN expected window to estimate the signal. All
results are normalized by beam delivered, such that the bottom plot estimates the BRNs
observed by MARS per GWh. The points falling at exactly 0 BRN per GWh represent
data taken during beam-off and are assumed to be 0 (so that we do not divide by 0 beam-
delivered). We fit all data during beam-on days with a constant, shown as the horizontal
orange line, to determine the “Best-Fit” BRN per GWh. The red line indicates the flat

“Average” over all beam-on days (total BRN counts / total beam delivered).

8.3.5 Comparing BRN Measurements throughout Neutrino Alley

From each of the MARS production run analyses, we have measured a rate of BRNs per
GW of SNS operations. From the DT calibration, we know the detection efficiency e is
(4.2£1.8)% for 14.1 MeV incident neutrons (details of that analysis can be found in [180,
207]). We also know that the efficiency is energy-dependent from our characterization
work in Chapter 7, but we do not yet have a full model of this energy-dependent effi-
ciency. In this work, we use the measurement and approximate a flat efficiency across
all incident neutron energies to roughly estimate the BRN flux. As shown in Figure 7.17,

this is likely an overestimate, because 14 MeV neutrons have near-maximal efficiency in
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Figure 8.15: Distributions of ¢ (left) and F; (right) for the BRN-like excess in Run 5. The
dashed black lines represent the fit results.

MARS. Assuming a power-law spectrum with o ~ 1.5, as in [85], we can estimate the

uncertainty of the choice to use an energy-independent efficiency as

- [FnlE] B

where F; is the simulated neutron energy, €, is the simulated detection efficiency, and
epr is the measured efficiency. Using the seven points illustrated in Figure 7.17, we obtain
a roughly 4% uncertainty, which is negligible compared to the 43% uncertainty from the
calibration itself.

To convert our counts per GWh, R, to a flux estimate using the detection efficiency
and cross-sectional area A as
R R(E) NE™©
A d(E)A (B)A’

¢ = (8.5)
where the inclusion of Equation 8.3 after the arrow indicates our eventual goal to provide
energy-dependent flux information to the COHERENT detector systems once a spectral
unfolding is achieved. The total uncertainty will be the sum in quadrature of the statistical
uncertainty reported in the previous sections and the uncertainty on the efficiency.

We report our estimation of the observed flux of prompt BRNs from all measurements
in Neutrino Alley in Table 8.1. These observations, despite their significant uncertainties,
demonstrate that there is at least an order of magnitude variation of the BRN flux in

Neutrino Alley. We plot these based on the detector distance from the alcove wall in
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Table 8.1: A comparison of all BRN measurements of the baseline neutron flux in Neutrino
Alley, with position estimated relative to the alcove wall. This table excludes detector-
specific rate estimates from finalized COHERENT analyses so that we ignore any shield-
ing configuration dependencies. Lines of the table with a gray shading indicate atypical
configurations of the Timing Cart, which explore interesting changes to the BRN flux
caused by effects other than the alley position. We also report the uncertainty (¢) on each

measurement as a percentage of the observed flux (®).

Detector Deployment Notes Position (m) | BRNm 2 MWh~! | ¢/®
Timing Cart Stairwell 0.1 261.84 £ 3.89 1.5%
MARS Alcove, Run 5 1.5 53 £23 43%
Timing Cart Alcove, shutter 1 closed 2.1 2.49 £ 0.45 18%
Timing Cart Alcove, shutter 1 open 2.1 18.72 = 2.23 12%
Timing Cart Alcove, take 2 2.1 13.25 £ 0.56 4.2%
Timing Cart | Alcove, atop NUBEs shield 2.1 19.60 £ 0.98 5%
Timing Cart Alcove, take 4 2.1 25.84 £ 1.24 4.8%
SciBath Alcove 3.7 13£25 19%
NSC Alcove, Basement C2.5 4 300 >50%
Timing Cart Trench/Timing Rack 12.1 0.68 £+ 0.23 34%
Timing Cart | Trench/Timing Rack, take 2 12.5 0.58 £0.14 25%
NSC Center, Basement C4 13 5 >50%
MARS Center, Run 3 15 0.58 £+ 0.25 43%
MARS Center, Run 2 18 1.20 £ 0.56 47%
Timing Cart Csl Location 19.4 1.39 £ 045 33%
Timing Cart CsI Location, take 2 19.4 0.50 £ 0.16 32%
Timing Cart Rad Monitor, no lead 25.8 54.73 + 2.29 4.1%
Timing Cart Rad Monitor, lead 25.8 46.28 + 1.22 2.6%
Timing Cart Rad Monitor, floor 25.8 46.94 + 2.46 5.2%
MARS Rad Monitor, Run 4 26 335 &+ 140 43%

Figure 8.16. As we previously mentioned, this suggests that there are alternate neutron
paths that avoid the concrete/gravel fill since the edges of the alley have much higher
rates than the center.

We have demonstrated the ability to measure the BRN rates throughout Neutrino Alley
with MARS, and have obtained consistent results with measurements from other systems.
Further characterization work is needed to reduce current uncertainties on the prompt
BRN flux and to unlock the full potential of MARS as we focus on unfolding the incident

neutron spectrum.
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Figure 8.16: A comparison of all BRN measurements of the baseline neutron flux in Neu-
trino Alley, with a position estimated relative to the alcove wall. We show both 50% (solid)
and 75% (dotted) uncertainties on the NSC measurements; the exact uncertainty is very
large, but not precisely known. The “Atypical Config” label on some of the Timing Cart
data correspond to the shaded-gray rows from Table 8.1. The shaded red region indicates
the approximate location of the Concrete/Gravel shielding between Neutrino Alley and
the SNS target, and the vertical lines indicate the approximate locations of the CsI and

LAr subsystems.
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Chapter 9
Conclusion

From Pauli’s proposition of the neutrino to present day, we have established that three
active flavors of neutrinos exist; that while neutrinos are created and destroyed in fla-
vor states, they can oscillate between flavors since the flavor states are superpositions
of mass states; and that while they are among the most abundant particles in the uni-
verse, neutrinos have incredibly low interaction rates. With the COHERENT experiment,
we contribute to measurements of low-energy neutrino scattering cross sections, with a
specific emphasis on measurements of CEvNS.

Cross-section measurements generally require precise knowledge of the signal flux;
this is even more important when searching for rare interactions, and all neutrino inter-
actions can be considered rare. In this work, we have developed a full characterization of
the signal flux of neutrinos produced at the SNS in Chapter 4, albeit with a large uncer-
tainty associated with the production of pions from 1 GeV protons incident on a mercury
target. This 10% systematic is the dominant uncertainty for all of COHERENT’s neutrino
observables. We have also contributed to design efforts for a D,O detector in Chapter 5
that will bring this systematic to the few-percent level. A commissioning version of this
detector was deployed without D5O in July 2022.

While understanding the expected signal is a necessary part of the cross section mea-
surements, it is not the sole piece of the puzzle. Neutron events will cause similar nuclear-
recoil signatures to CEVNS, and we must understand this incident flux of particles as well.
Using MARS, we have made measurements of the prompt BRN flux throughout Neutrino
Alley (Chapter 8) and are pushing towards a full detector characterization (Chapter 7)
that can be used to unfold the incident spectrum for each measurement. Our flux mea-
surements have a high uncertainty associated with a mismatch between calibration data

and simulation, and it is of high importance to resolve these discrepancies in future work.
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The efforts described in this work are far from the final story; each chapter has several
avenues for further exploration, study, and improvement. However, the knowledge we
have gained characterizing the fluxes at the Spallation Neutron Source will directly im-
pact our efforts to interpret detector observations in Neutrino Alley and at the upcoming
Second Target Station, supporting the next decade of COHERENT phsyics.
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Appendix A

Daily Data Collected During MARS

Production Runs

We begin a new MARS data run every 24-hours, allowing us to separate runs by date. This
appendix presents the individual days of data recorded as live-time for each production
run of MARS discussed in this work. Each table represents a calendar month of data, with
each row in a table representing a single day of data-taking. A row highlighted in red in
the tables below indicates that the data from that day was excluded from our search for
BRNs in Neutrino Alley.

We use the alternating shading of gray / white to indicate the aggregation blocks in the
data we include in the analyses; a change in color indicates the start of a new aggregation
period. Aggregation periods can and do ignore calendar transitions, and we maintain
consistent shading across the monthly tables. The tables included in these sections each

contain the following columns:

- Date: The calendar date, based on the UTC Timestamp in the next column, on which

the 24-hour run period began.

— UTC Time: The timestamp when the 24-hour run period began, formatted as a six-
digit number reflecting the hour, minute, and second in UTC. It is important to
note that for Production Run 3, the computer operating the DAQ had a 2 hour and
47 minute delay from local time, which modified the conversion to UTC time. We
signify this with the asterisk “UTC*”. For data collected after July 2021, this is no
longer an issue because we began using a different computer (with no observable
delay) to operate the DAQ.
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— Binary: The top-level folder for the binary data files associated with this 24-hour run
on the ORNL computing cluster “hcdata” The specific file locations on the noted
RAID server will generally be “/dataX/coherent/data/mars/prodRunNUMBER/rawData/”,

where dataX is replaced by the string in this column.
— Size: The size of the ROOT file generated in the pre-processing step in megabytes.
— Rate: The average trigger rate of the MARS detector during this 24-hour period.

— E39 Rate: The average trigger rate of the E39 timing signal. Nominal operations are
60 Hz.

— E61 Rate: The average trigger rate of the E61 timing signal. During beam-off, the
expected E61 rate is 0 Hz, though accelerator testing is indicated by non-zero values.
During beam-on, the E61 rate fluctuates depending on how many protons were sent
to target during the run period. Nominal 1.4 MW operations result in E61 rates near
60 Hz.

A.1 Production Run 3

Table A.1: Details of Run 3 data from January 2019. MARS was moved on January 23,
2019, but a DAQ crash was observed in late February 2019. We generally ignore all data
from January 2019 in our analyses because the pre-processed file sizes are small relative

to the observed trigger rate.

Date UTC”* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-01-24 003219 data5 602 597.773 = =
2019-01-25 003220 data5 32 591.681 = =
2019-01-26 003221 data5 32 558.536 59.939 39.867
2019-01-27 003222 data5 30 538.948 59.948 52.074
2019-01-28 003223 data5 32 549.398 59.949 59.459
2019-01-29 003224 data5 32 539.071 59.951 36.511
2019-01-30 003225 data5 33 570.017 59.952 49.198
2019-01-31 003226 data5 32 621.674 59.933 59.069

164



Table A.2: Details of the Run 3 data from February 2019. A DAQ-crash was identified on
February 20, 2019, and data-taking halted while the issue was resolved. Normal operations
resumed on February 27, 2019, and we exclude all prior data from this month given the

low preprocessed file size relative to the observed trigger rate.

Date UTC”* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-02-01 003227 data5 32 637.741 59.939 59.614
2019-02-02 003228 data5 46 624.398 59.954 39.761
2019-02-03 003229 data5 33 606.550 59.951 45.496
2019-02-04 003230 data5 32 648.701 59.925 58.633
2019-02-05 003231 data5 45 599.984 59.945 25.091
2019-02-06 003232 data5 33 504.842 59.950 2.305
2019-02-07 003233 data5 28 607.630 59.943 59.087
2019-02-08 003234 data5 32 553.619 59.954 7.872
2019-02-09 003235 data5 30 588.228 59.939 54.834
2019-02-10 003236 data5 32 624.733 59.940 58.963
2019-02-11 003237 data5 32 602.437 59.943 31.318
2019-02-12 003238 data5 33 506.830 59.953 4.060
2019-02-13 003239 data5 29 669.322 59.940 55.209
2019-02-14 003240 data5 54 724.812 59.938 54.884
2019-02-15 003241 data5 49 650.746 59.935 55.576
2019-02-16 003242 data5 59 667.987 59.936 58.819
2019-02-17 003243 data5 62 676.202 59.894 59.492
2019-02-18 003244 data5 49 667.306 59.945 59.620
2019-02-19 003245 data5 48 622.473 59.943 36.489
2019-02-27 001704 data5 612 603.684 59.946 52.070
2019-02-28 001705 data5 642 637.804 59.939 59.828
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Table A.3: Details of the Run 3 data from March 2019. We exclude data collected on
March 21, 2019 due to the unreasonably high trigger rate and preprocessed file size. We
also ignore data from March 30 and 31, 2019 due to the irregularity of the E39 rate.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-03-01 001706 data5 644 640.414 59.947 59.603
2019-03-02 001707 data5 646 641.768 59.940 59.830
2019-03-03 001708 data5 638 630.904 59.939 54.517
2019-03-04 001709 data5 643 639.089 59.950 59.459
2019-03-05 001710 data5 618 600.752 59.951 32.972
2019-03-06 001711 data5 624 619.698 59.933 57.835
2019-03-07 001712 data5 650 647.570 59.911 59.567
2019-03-08 001713 data5 650 647.430 59.923 59.751
2019-03-09 001714 data5 630 623.230 59.937 45.123
2019-03-10 001715 data5 646 629.126 58.411 47.361
2019-03-11 001716 data5 541 533.008 59.946 22.110
2019-03-12 001717 data5 528 517.257 59.954 33.981
2019-03-13 001718 data5 591 584.027 59.930 57.927
2019-03-14 001719 data5 606 601.881 59.950 59.457
2019-03-15 001720 data5 582 576.146 59.945 42.684
2019-03-16 001721 data5 614 610.637 59.947 59.396
2019-03-17 001722 data5 611 609.104 59.942 59.625
2019-03-18 001723 data5 607 603.009 59.957 56.549
2019-03-19 001724 data5 581 567.258 59.951 33.677
2019-03-20 001725 data5 601 594.773 59.941 56.379
2019-03-21 001726 data5 3047 14062.479 54.036 9.882
2019-03-22 001727 data5 529 560.721 59.780 0.217
2019-03-23 001728 data5 486 467.774 59.955 0.002
2019-03-24 001729 data5 469 458.247 59.961 0.000
2019-03-25 001730 data5 467 453.141 59.964 0.063
2019-03-26 001731 data5 468 449.321 59.956 3.715
2019-03-27 001732 data5 457 444812 59.956 0.000
2019-03-28 001733 data5 463 441.651 59.958 0.000
2019-03-29 001734 data5 452 439.790 59.950 0.000
2019-03-30 001735 data5 436 245.945 33.645 0.000
2019-03-31 001736 data5 346 65.970 9.059 0.000
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Table A.4: Details of the Run 3 data from April 2019. We exclude nearly half of the data
this month due to work occurring on the E39 timing signal during the long shutdown of
the SNS.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-04-01 001737 data5 344 65.295 9.035 0.000
2019-04-02 001738 data5 341 65.366 9.064 0.000
2019-04-03 001739 data5 381 107.733 14.955 0.000
2019-04-04 001740 data5 309 112.357 15.628 0.000
2019-04-05 001741 data5 333 145.077 20.218 0.000
2019-04-06 001742 data5 443 427.985 59.722 0.000
2019-04-07 001743 data5 442 428.155 59.960 0.000
2019-04-08 001744 data5 441 427.887 59.966 0.000
2019-04-09 001745 data5 441 427.133 59.960 0.000
2019-04-10 001746 data5 440 425.982 59.965 0.000
2019-04-11 001747 data5 439 424.721 59.960 0.000
2019-04-12 001748 data5 286 218.963 30.985 0.000
2019-04-13 001749 data5 437 422.562 59.959 0.000
2019-04-14 001750 data5 437 422.731 59.959 0.000
2019-04-15 001751 data5 437 422.353 59.959 0.000
2019-04-16 001752 data5 439 424.778 59.960 0.000
2019-04-17 001753 data5 429 198.917 28.095 0.000
2019-04-18 001754 data5 437 422.805 59.967 0.333
2019-04-19 001755 data5 437 422.083 59.966 0.999
2019-04-20 001756 data5 445 421.484 59.959 0.143
2019-04-21 001757 data5 438 422.789 59.960 0.000
2019-04-22 001758 data5 440 425.470 59.964 0.000
2019-04-23 001759 data5 349 100.799 14.153 0.000
2019-04-24 001800 data5 429 204.024 28.422 0.000
2019-04-25 001801 data5 319 71.366 9.907 0.003
2019-04-26 001802 data5 335 223.075 31.113 0.496
2019-04-27 001803 data5 395 147.470 20.718 0.000
2019-04-28 001804 data5 345 80.993 11.451 0.000
2019-04-29 001805 data5 342 80.342 11.426 0.000
2019-04-30 001806 data5 332 98.410 13.997 0.000

167



Table A.5: Details of the Run 3 data from May 2019. We exclude a large fraction of the
data this month due to work occurring on the E39 timing signal during the long shutdown
of the SNS.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-05-01 001807 data5 440 422.843 59.963 0.292
2019-05-02 001808 data5 320 170.931 24.868 0.034
2019-05-03 001809 data5 430 411.271 59.953 0.167
2019-05-04 001810 data5 416 212.654 31.122 0.000
2019-05-05 001811 data5 425 409.472 59.950 0.000
2019-05-06 001812 data5 362 94.522 13.879 0.000
2019-05-07 001813 data5 193 64.313 9.459 0.002
2019-05-08 001814 data5 331 65.447 9.578 0.000
2019-05-09 001815 data5 322 64.639 9.449 0.000
2019-05-10 001816 data5 321 64.290 9.432 0.000
2019-05-11 001817 data5 319 63.655 9.399 0.000
2019-05-12 001818 data5 330 64.332 9.517 0.000
2019-05-13 001819 data5 427 276.293 40.596 0.000
2019-05-14 001820 data5 431 296.698 43.298 0.000
2019-05-15 001821 data5 374 119.789 17.348 0.000
2019-05-16 001822 data5 430 415.064 59.956 0.000
2019-05-17 001823 data5 428 412.065 59.952 0.000
2019-05-18 001824 data5 404 194.371 28.365 0.000
2019-05-19 001825 data5 291 328.512 48.142 0.000
2019-05-20 001826 data5 347 59.499 8.706 0.000
2019-05-21 001827 data5 329 65.267 9.542 0.000
2019-05-22 001828 data5 326 64.708 9.455 0.000
2019-05-23 001829 data5 324 63.845 9.318 0.000
2019-05-24 001830 data5 323 64.652 9.450 0.000
2019-05-25 001831 data5 322 64.346 9.432 0.000
2019-05-26 001832 data5 321 64.185 9.421 0.000
2019-05-27 001833 data5 322 64.163 9.424 0.000
2019-05-28 001834 data5 321 63.966 9.412 0.000
2019-05-29 001835 data5 195 63.674 9.397 0.006
2019-05-30 001836 data5 296 137.042 20.247 0.000
2019-05-31 001837 data5 424 406.155 59.941 0.275
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Table A.6: Details of the Run 3 data from June 2019.

Date UTC* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-06-01 001838 data5 424 407.340 59.945 0.000
2019-06-02 001839 data5 422 406.135 59.950 0.000
2019-06-03 001840 data5 422 406.769 59.943 0.000
2019-06-04 001841 data5 425 409.792 59.949 0.000
2019-06-05 001842 data5 425 409.238 59.948 0.000
2019-06-06 001843 data5 425 409.193 59.950 0.166
2019-06-07 001844 data5 425 408.803 59.951 0.987
2019-06-08 001845 data5 427 408.109 59.949 0.666
2019-06-09 001846 data5 424 407.827 59.954 0.000
2019-06-10 001847 data5 425 408.277 59.956 0.131
2019-06-11 001848 data5 428 403.761 59.946 0.300
2019-06-12 001849 data5 431 405.403 59.944 0.637
2019-06-13 001850 data5 429 409.706 59.951 0.858
2019-06-14 001851 data5 434 408.923 59.943 0.122
2019-06-15 001852 data5 432 407.651 59.954 0.595
2019-06-16 001853 data5 426 405.274 59.950 0.934
2019-06-17 001854 data5 429 404.381 59.942 0.402
2019-06-18 001855 data5 430 404.030 59.943 0.085
2019-06-19 001856 data5 428 404.854 59.943 0.445
2019-06-20 001857 data5 430 404.728 59.942 0.000
2019-06-21 001858 data5 428 404.891 59.944 0.445
2019-06-22 001859 data5 483 470.919 59.949 37.068
2019-06-23 001900 data5 586 580.263 59.948 49.377
2019-06-24 001901 data5 685 685.239 59.941 55.326
2019-06-25 001902 data5 720 720.550 59.933 48.525
2019-06-26 001903 data5 767 768.141 59.896 54.542
2019-06-27 001904 data5 762 763.819 59.927 57.192
2019-06-28 001905 data5 833 915.204 59.916 55.622
2019-06-29 001906 data5 736 731.036 59.930 56.599
2019-06-30 001907 data5 755 751.285 59.933 56.496
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Table A.7: Details of the Run 3 data from July 2019. We exclude the data on July 5, 6, and
13, 2019 due to the unexpectedly high trigger rates.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-07-01 001908 data5 740 739.537 59.917 57.075
2019-07-02 001909 data5 630 633.376 59.943 38.905
2019-07-03 001910 data5 668 674.430 59.940 52.546
2019-07-04 001911 data5 1856 2382.479 59.790 56.586
2019-07-05 001912 data5 3200 3811.671 59.627 57.542
2019-07-06 001913 data5 710 716.827 59.909 50.769
2019-07-07 001914 data5 750 749.898 59.925 57.155
2019-07-08 001915 data5 752 752.298 59.926 59.585
2019-07-09 001916 data5 630 636.607 59.106 35.372
2019-07-10 001917 data5 589 590.900 59.947 35.779
2019-07-11 001918 data5 712 697.472 59.924 49.758
2019-07-12 001919 data5 732 731.396 59.933 57.827
2019-07-13 001920 data5 1716 1924.880 59.824 55.812
2019-07-14 001921 data5 770 771.101 59.921 56.527
2019-07-15 001922 data5 723 722.524 59.932 50.777
2019-07-16 001923 data5 738 740.543 59.898 57.015
2019-07-17 001924 data5 804 805.802 59.918 59.468
2019-07-18 001925 data5 784 785.050 59.923 59.776
2019-07-19 001926 data5 732 733.754 59.940 58.947
2019-07-20 001927 data5 675 670.599 59.940 57.004
2019-07-21 001928 data5 648 644.040 59.947 58.530
2019-07-22 001929 data5 644 639.097 59.947 59.425
2019-07-23 001930 data5 584 585.904 59.929 36.018
2019-07-24 001931 data5 620 621.003 59.882 52.351
2019-07-25 001932 data5 693 690.751 59.936 59.200
2019-07-26 001933 data5 920 1052.511 59.901 58.015
2019-07-27 001934 data5 699 707.152 59.936 58.050
2019-07-28 001935 data5 594 585.102 59.919 32.199
2019-07-29 001936 data5 605 611.225 59.939 45.336
2019-07-30 001937 data5 835 846.091 59.893 58.296
2019-07-31 001938 data5 890 901.537 59.922 54.848
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Table A.8: Details of the Run 3 data from August 2019. Calibration data using a %°Co
source was collected on August 15, and normal operations resumed on August 16. A lot
of the data taken in the early part of the month is excluded from our analysis due to the

low file sizes in the preprocessed data.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-08-01 001939 data5 1.1 784.042 59.922 50.955
2019-08-02 001940 data5 0.0022 768.727 59.937 37.391
2019-08-03 001941 data5 22 749.144 59.926 49.985
2019-08-04 001942 data5 0.0022 761.618 59.930 53.866
2019-08-05 001943 data5 0.0022 776.411 59.936 59.613
2019-08-06 001944 data5 0.0022 652.466 59.927 33.624
2019-08-07 001945 data5 0.0022 488.374 59.957 0.997
2019-08-08 001946 data5 0.0022 475.999 59.463 0.500
2019-08-09 001947 data5 472 457.291 59.960 0.000
2019-08-10 001948 data5 463 448.368 59.964 0.000
2019-08-11 001949 data5 301 441.594 59.958 0.454
2019-08-12 001950 data5 0.0022 437.926 59.951 0.606
2019-08-13 001951 data5 0.935 434.725 59.938 0.642
2019-08-14 001952 data5 0.0022 433.792 59.930 0.609
2019-08-16 233524 data5 9.6 436.689 59.957 0.000
2019-08-17 233525 data5 84 861.131 59.694 48.296
2019-08-18 233526 data5 0.0022 1284.906 59.555 57.048
2019-08-19 233527 data5 0.0022 1328.243 59.882 59.136
2019-08-20 233528 data5 0.0022 1347.993 59.876 56.165
2019-08-21 233529 data5 0.0022 1410.836 59.858 54.557
2019-08-22 233530 data5 16 1199.687 59.883 57.083
2019-08-23 233531 data5 0.0022 1093.407 59.898 50.416
2019-08-24 233532 data5 0.0022 798.039 59.922 18.180
2019-08-25 233533 data5 501 488.343 59.088 0.000
2019-08-26 233534 data5 483 468.390 59.953 0.000
2019-08-27 233535 data5 358 458.206 53.478 0.000
2019-08-28 233536 data5 5.3 451.695 59.791 0.000
2019-08-29 233537 data5 331 445.838 59.956 0.167
2019-08-30 233538 data5 413 441.925 59.952 0.100
2019-08-31 233539 data5 455 438.573 59.951 0.000
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Table A.9: Details of the Run 3 data from September 2019.

Date UTC* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-09-01 233540 data5 452 436.170 59.955 0.000
2019-09-02 233541 data5 451 433.901 59.900 0.000
2019-09-03 233542 data5 451 433.212 59.906 0.000
2019-09-04 233543 data5 450 431.529 59.883 0.199
2019-09-05 233544 data5 453 430.641 59.832 0.180
2019-09-06 233545 data5 449 430.172 59.938 0.747
2019-09-07 233546 data5 450 433.692 59.946 0.000
2019-09-08 233547 data5 452 435.349 59.974 0.000
2019-09-09 233548 data5 483 471.563 59.954 44.220
2019-09-10 233549 data5 535 509.619 59.944 49.712
2019-09-11 233550 data5 545 534.548 59.950 58.527
2019-09-12 233551 data5 551 541.664 59.952 59.283
2019-09-13 233552 data5 560 548.994 59.952 59.439
2019-09-14 233553 data5 570 560.212 59.940 59.710
2019-09-15 233554 data5 576 565.874 59.943 59.587
2019-09-16 233555 data5 583 572.620 59.953 59.326
2019-09-17 233556 data5 588 578.444 59.952 59.435
2019-09-18 233557 data5 576 566.507 59.952 56.763
2019-09-19 233558 data5 586 576.113 59.953 54.640
2019-09-20 233559 data5 588 581.132 59.821 59.713
2019-09-21 233600 data5 589 581.658 59.767 47.207
2019-09-22 233601 data5 586 579.864 59.945 55.726
2019-09-23 233602 data5 591 581.958 59.879 53.173
2019-09-24 233603 data5 590 582.299 59.885 59.776
2019-09-25 233604 data5 590 582.783 59.895 53.468
2019-09-26 233605 data5 594 586.373 59.931 55.190
2019-09-27 233606 data5 594 588.244 59.934 59.758
2019-09-28 233607 data5 597 590.902 59.933 59.819
2019-09-29 233608 data5 596 590.729 59.937 59.638
2019-09-30 233609 data5 591 577.508 59.596 26.940
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Table A.10: Details of the Run 3 data from October 2019. Calibration data using a DT
generator was collected on October 25, 2019; the surrounding week of data was used for

testing, and we did not record typical beam data.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-10-01 233610 data5 554 541.167 59.944 30.700
2019-10-02 233611 data5 503 492.714 59.880 0.000
2019-10-03 233612 data5 473 461.638 59.927 0.000
2019-10-04 233613 data5 470 458.493 59.953 0.000
2019-10-05 233614 data5 465 452.856 59.960 0.000
2019-10-06 233615 data5 459 446.628 59.951 0.000
2019-10-07 233616 data5 454 440.911 59.653 0.000
2019-10-08 233617 data5 449 439.657 59.941 0.000
2019-10-09 233618 data5 444 432.846 59.887 0.000
2019-10-10 233619 data5 435 429.201 59.968 0.000
2019-10-11 233620 data5 438 424.790 59.962 0.000
2019-10-12 233621 data5 436 421.898 59.962 0.000
2019-10-13 233622 data5 433 420.126 59.954 0.000
2019-10-14 233623 data5 431 416.902 59.962 0.000
2019-10-15 233624 data5 432 415.623 59.967 0.000
2019-10-16 233625 data5 3.3 415.738 59.953 0.000
2019-10-17 233626 data5 434 416.637 19.982 0.000
2019-10-18 233627 data5 433 418.045 59.952 0.000
2019-10-19 233628 data5 432 417.702 59.959 0.000
2019-10-20 233629 data5 432 416.462 59.950 0.000
2019-10-21 233630 data5 432 415.533 59.952 0.113
2019-10-22 233631 data5 432 414.813 59.951 0.220
2019-10-23 233632 data5 385 412.385 59.957 0.639
2019-10-28 155829 data5 459 438.405 59.955 0.028
2019-10-29 155830 data5 471 467.652 59.951 0.247
2019-10-30 155831 data5 442 418.931 59.954 0.270
2019-10-31 155832 data5 504 497.967 59.955 39.086
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Table A.11: Details of the Run 3 data from November 2019. Here, we started to notice
increased trigger rates and file sizes during beam-on operations; we do include this data

regardless because the increase is roughly constant.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-11-01 155833 data5 540 545.165 59.940 33.142
2019-11-02 155834 data5 614 627.295 59.936 24.480
2019-11-03 155835 data5 583 615.152 59.937 33.638
2019-11-04 155836 data5 896 888.680 59.871 56.961
2019-11-05 155837 data5 891 890.111 59.920 52.039
2019-11-06 155838 data5 1028 1015.927 59.893 58.052
2019-11-07 155839 data5 944 935.780 59.911 55.542
2019-11-08 155840 data5 974 964.105 59.908 59.619
2019-11-09 155841 data5 949 937.539 59.908 53.921
2019-11-10 155842 data5 1014 998.005 59.936 59.621
2019-11-11 155843 data5 926 926.036 59.911 51.408
2019-11-12 155844 data5 834 856.893 59.918 42.334
2019-11-13 155845 data5 1026 1008.783 59.819 56.163
2019-11-14 155846 data5 1066 1043.883 59.892 57.601
2019-11-15 155847 data5 1101 1076.988 59.878 57.300
2019-11-16 155848 data5 1109 1077.658 59.899 56.952
2019-11-17 155849 data5 1174 1140.816 59.881 58.609
2019-11-18 155850 data5 1175 1122.997 59.879 48.387
2019-11-19 155851 data5 741 766.736 59.936 22.269
2019-11-20 155852 data5 1074 1057.216 59.898 59.413
2019-11-21 155853 data5 1133 1107.779 59.876 59.477
2019-11-22 155854 data5 1159 1134.546 59.897 59.347
2019-11-23 155855 data5 1181 1146.831 59.883 58.604
2019-11-24 155856 data5 937 942.507 59.769 42.066
2019-11-25 155857 data5 1167 1145.545 59.879 56.927
2019-11-26 155858 data5 949 971.848 59.906 45.387
2019-11-27 155859 data5 1064 1047.776 59.889 55.383
2019-11-28 155900 data5 1056 1043.499 58.858 58.589
2019-11-29 155901 data5 1115 1093.614 59.894 59.457
2019-11-30 155902 data5 723 730.366 59.920 44.389
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Table A.12: Details of the Run 3 data from December 2019. We start to exclude data with
exceptionally high rates compared to the normal beam-on operations, such as the high

trigger rates on December 3 and 23, 2019.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2019-12-01 155903 data5 1253 2329.982 59.806 12.097
2019-12-02 155904 data5 797 1036.922 59.619 30.362
2019-12-03 155905 data5 5602 4839.357 59.477 57.120
2019-12-04 155906 data5 1522 1922.273 59.805 59.111
2019-12-05 155907 data5 1196 1172.305 59.720 59.407
2019-12-06 155908 data5 1108 1081.562 59.899 55.368
2019-12-07 155909 data5 1125 1104.429 59.779 59.432
2019-12-08 155910 data5 1131 1109.738 59.866 59.068
2019-12-09 155911 data5 1214 1178.268 59.883 56.648
2019-12-10 155912 data5 880 921.210 59.908 42.127
2019-12-11 155913 data5 1126 1101.063 59.846 58.825
2019-12-12 155914 data5 1156 1128.049 59.898 56.878
2019-12-13 155915 data5 1306 1263.397 59.867 58.668
2019-12-14 155916 data5 1279 1241.141 59.891 59.589
2019-12-15 155917 data5 1234 1202.289 59.875 58.924
2019-12-16 155918 data5 1364 1765.140 59.813 44.224
2019-12-17 155919 data5 1151 1410.151 59.869 33.368
2019-12-18 155920 data5 1247 1218.500 59.886 54.334
2019-12-19 155921 data5 1176 1152.697 59.888 57.945
2019-12-20 155922 data5 1176 1154.198 59.888 59.623
2019-12-21 155923 data5 1155 1126.396 59.888 55.724
2019-12-22 155924 data5 1224 1194.128 59.885 59.402
2019-12-23 155925 data5 2856 6700.839 59.348 0.000
2019-12-24 155926 data5 519 508.428 59.956 0.000
2019-12-25 155927 data5 495 483.404 59.960 0.000
2019-12-26 155928 data5 485 468.817 59.952 0.446
2019-12-27 155929 data5 479 459.044 59.826 0.253
2019-12-28 155930 data5 475 453.344 59.956 0.246
2019-12-29 155931 data5 474 448.815 59.960 0.088
2019-12-30 155932 data5 468 446.477 59.954 0.529
2019-12-31 155933 data5 848 901.242 59.413 52.317

175



Table A.13: Details of the Run 3 data from January 2020. We exclude the data from January
7, 2020 due to the incredibly high trigger rate.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-01-01 155934 data5 1047 1026.944 59.897 51.469
2020-01-02 155935 data5 1025 1023.393 59.902 49.946
2020-01-03 155936 data5 1148 1107.841 59.888 55.631
2020-01-04 155937 data5 1091 1071.929 59.846 54.738
2020-01-05 155938 data5 1094 1076.294 59.883 58.742
2020-01-06 155939 data5 1128 1106.157 59.886 55.889
2020-01-07 155940 data5 6068 10612.861 59.041 9.818
2020-01-08 155941 data5 1071 1056.622 59.898 58.991
2020-01-09 155942 data5 890 891.180 59.917 39.004
2020-01-10 155943 data5 1160 1131.780 59.902 59.106
2020-01-11 155944 data5 1080 1075.034 59.897 47.049
2020-01-12 155945 data5 1218 1187.059 59.886 58.657
2020-01-13 155946 data5 1220 1186.276 59.881 58.921
2020-01-14 155947 data5 934 965.309 59.911 40.225
2020-01-15 155948 data5 1193 1173.116 59.888 58.147
2020-01-16 155949 data5 1178 1248.230 59.878 59.016
2020-01-17 155950 data5 1111 1082.722 59.889 57.004
2020-01-18 155951 data5 1115 1090.259 59.901 59.310
2020-01-19 155952 data5 993 990.496 59.904 47.480
2020-01-20 155953 data5 615 628.003 59.938 0.715
2020-01-21 155954 data5 778 842.330 59.921 39.264
2020-01-22 155955 data5 1168 1140.870 59.878 56.684
2020-01-23 155956 data5 1161 1138.878 59.890 59.284
2020-01-24 155957 data5 1144 1122.631 59.894 58.976
2020-01-25 155958 data5 1195 1173.365 59.879 59.133
2020-01-26 155959 data5 1012 1022.976 59.901 39.620
2020-01-27 160000 data5 910 966.235 59.898 47.263
2020-01-28 160001 data5 1237 1210.171 59.880 59.698
2020-01-29 160002 data5 1242 1213.605 59.895 53.934
2020-01-30 160003 data5 1201 1164.170 59.886 57.674
2020-01-31 160004 data5 1322 1280.443 59.872 59.035
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Table A.14: Details of the Run 3 data from February 2020. We exclude the data from
February 4, 2020 due to the high trigger rate, which ultimately crashed the DAQ for the
following days. Data-taking resumed on February 7, but the health monitoring of the
detector did not resume until February 8. Due to E39 timing signal issues, we also exclude
data taken on February 25, 26, 28, and 29, 2020.

Date UTC”* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-02-01 160005 data5 1353 1305.487 59.873 59.630
2020-02-02 160006 data5 1359 1312.430 59.874 58.538
2020-02-03 160007 data5 1511 1976.945 59.811 45.899
2020-02-04 160008 data5 5901 9728.238 59.045 13.988
2020-02-07 160011 data5 1240 — — -
2020-02-08 160012 data5 1056 1054.406 59.905 49.185
2020-02-09 160013 data5 1163 1142.030 59.882 59.581
2020-02-10 160014 data5 1175 1150.468 59.888 56.892
2020-02-11 160015 data5 956 967.968 59.911 47.325
2020-02-12 160016 data5 2274 2260.879 59.787 59.393
2020-02-13 160017 data5 1250 1342.989 59.865 58.719
2020-02-14 160018 data5 1075 1050.813 59.894 56.648
2020-02-15 160019 data5 1029 1017.915 59.864 53.915
2020-02-16 160020 data5 1096 1073.345 59.891 55.898
2020-02-17 160021 data5 1058 1032.460 59.855 56.777
2020-02-18 160022 data5 1079 1065.911 59.904 59.561
2020-02-19 160023 data5 1034 1112.224 59.891 38.918
2020-02-20 160024 data5 535 520.778 59.949 0.370
2020-02-21 160025 data5 490 466.272 59.946 0.046
2020-02-22 160026 data5 466 448.053 59.955 0.000
2020-02-23 160027 data5 458 438.477 59.954 0.000
2020-02-24 160028 data5 450 429.988 59.908 0.000
2020-02-25 160029 data5 5.3 425.228 1.795 0.000
2020-02-26 160030 data5 0.0087 420.532 0.000 0.000
2020-02-27 160031 data5 447 416.495 59.949 0.000
2020-02-28 160032 data5 52 415.880 19.984 0.000
2020-02-29 160033 data5 0.0087 415.266 0.000 0.000
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Table A.15: Details of the Run 3 data from March 2020. Data from March 1, 6, 7, and 8,
2020 are excluded as a result of E39 issues. Furthermore, data was not taken on March 2,
2020

Date UTC”* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-03-01 160034 data5 0.0087 413.996 0.000 0.000
2020-03-03 160036 data5 431 409.424 59.955 0.000
2020-03-04 160037 data5 428 406.419 59.945 0.000
2020-03-05 160038 data5 426 404.514 59.937 0.000
2020-03-06 160039 data5 57 401.982 23.984 0.000
2020-03-07 160040 data5 0.0087 399.646 0.000 0.000
2020-03-08 160041 data5 0.000252 399.163 0.000 0.000
2020-03-09 160042 data5 420 397.447 59.730 0.000
2020-03-10 160043 data5 419 396.130 59.956 0.000
2020-03-11 160044 data5 418 395.244 59.955 0.000
2020-03-12 160045 data5 417 393.441 59.955 0.000
2020-03-13 160046 data5 418 391.624 59.955 0.000
2020-03-14 160047 data5 411 390.433 59.954 0.000
2020-03-15 160048 data5 410 389.667 59.955 0.000
2020-03-16 160049 data5 412 386.379 59.953 0.000
2020-03-17 160050 data5 406 384.521 59.951 0.000
2020-03-18 160051 data5 406 383.741 59.952 0.000
2020-03-19 160052 data5 407 383.547 59.952 0.000
2020-03-20 160053 data5 407 384.141 59.958 0.000
2020-03-21 160054 data5 405 382.911 59.962 0.000
2020-03-22 160055 data5 404 381.063 59.952 0.000
2020-03-23 160056 data5 404 380.788 59.949 0.000
2020-03-24 160057 data5 406 380.848 59.947 0.000
2020-03-25 160058 data5 405 380.119 59.951 0.000
2020-03-26 160059 data5 403 378.023 59.947 0.000
2020-03-27 160060 data5 406 377.631 59.950 0.094
2020-03-28 160061 data5 408 379.898 59.950 0.000
2020-03-29 160062 data5 403 380.979 59.956 0.894
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Table A.16: Details of the Run 3 data from April 2020. Though the trigger rates are much
higher than typical, they are consistently high during this beam-on period, which extends

into May 2020, and we allow all of this data into our analyses.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-04-01 194735 data6 405 379.813 59.946 0.313
2020-04-02 194736 data6 404 379.747 59.958 0.037
2020-04-03 200426 data6 491 499.479 59.952 18.646
2020-04-04 200427 data6 649 709.714 59.937 27.808
2020-04-05 200428 data6 1134 1120.392 59.881 50.315
2020-04-06 200429 data6 1194 1256.846 59.884 46.580
2020-04-07 200430 data6 2041 1917.200 59.795 54.528
2020-04-08 200431 data6 3386 3045.680 59.723 57.444
2020-04-09 200432 data6 492 471.667 59.952 0.177
2020-04-10 200433 data6 451 428.329 59.962 0.197
2020-04-11 200434 data6 440 414.858 59.958 0.212
2020-04-12 200435 data6 2121 2459.797 59.773 43.459
2020-04-13 200436 data6 967 1018.547 59.899 59.444
2020-04-14 200437 data6 824 827.910 59.923 55.102
2020-04-15 200438 data6 705 708.815 59.932 43.325
2020-04-16 200439 data6 733 732.028 59.929 53.610
2020-04-17 200440 data6 794 789.237 59.923 57.204
2020-04-18 200441 data6 768 763.338 59.934 59.783
2020-04-19 200442 data6 1163 1145.735 59.884 58.130
2020-04-20 200443 data6 950 978.132 59.907 48.122
2020-04-21 200444 data6 574 594.687 59.937 40.453
2020-04-22 200445 data6 792 807.121 59.917 55.479
2020-04-23 200446 data6 1329 1294.889 59.871 57.518
2020-04-24 200447 data6 948 948.294 59.909 55.577
2020-04-25 200448 data6 1074 1069.775 59.894 58.601
2020-04-26 200449 data6 655 657.406 59.927 42.562
2020-04-27 200450 data6 443 421.552 59.959 0.494
2020-04-28 200451 data6 938 1560.776 59.860 38.321
2020-04-29 200452 data6 4464 3506.144 59.652 59.190
2020-04-30 200453 data6 4454 3503.510 59.622 55.197
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Table A.17: Details of the Run 3 data from May 2020. The trigger rate on May 6, 2020 was
deemed atypically high, and this day is excluded from our analyses. We also exclude data

from May 18, 19, and 20 due to higher-than-typical rates.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-05-02 034731 data6 3043 2584.055 59.753 56.479
2020-05-03 034732 data6 4213 3393.888 59.668 58.383
2020-05-04 034733 data6 4906 3663.382 59.627 59.357
2020-05-05 034734 data6 3466 3161.519 59.707 49.969
2020-05-06 034735 data6 8410 5088.317 59.531 56.659
2020-05-07 034736 data6 2044 1999.413 59.812 59.486
2020-05-08 034737 data6 1820 1742.109 59.807 58.736
2020-05-09 034738 data6 1596 1517.654 59.846 59.415
2020-05-10 034739 data6 1570 1494.079 59.862 59.039
2020-05-11 034740 data6 1571 1494.060 59.876 58.969
2020-05-12 034741 data6 1122 1189.311 59.887 40.292
2020-05-13 034742 data6 1511 1435.898 59.865 63.149
2020-05-14 034743 data6 1646 1557.350 59.851 62.958
2020-05-15 034744 data6 1684 1590.810 59.856 59.517
2020-05-16 034745 data6 1628 1533.852 59.824 54.493
2020-05-17 034746 data6 1712 1656.036 59.847 54.541
2020-05-18 034747 data6 2853 2484.320 59.760 59.592
2020-05-19 034748 data6 3135 2683.469 59.649 51.417
2020-05-20 034749 data6 2142 1956.220 59.800 59.166
2020-05-21 034750 data6 1716 1600.083 59.848 57.034
2020-05-22 034751 data6 1697 1581.500 59.854 55.923
2020-05-23 034752 data6 1734 1618.391 59.862 57.314
2020-05-24 034753 data6 1104 1198.011 59.882 31.748
2020-05-25 034754 data6 683 694.817 59.933 40.421
2020-05-26 034755 data6 801 884.627 59.917 39.100
2020-05-27 034756 data6 1639 1544.512 59.848 57.179
2020-05-28 034757 data6 1740 1627.004 59.840 58.132
2020-05-29 034758 data6 1806 1692.598 59.798 59.618
2020-05-30 034759 data6 1770 1656.916 59.815 59.700
2020-05-31 034800 data6 2001 1906.219 59.828 59.356
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Table A.18: Details of the Run 3 data from June 2020.

Date UTC* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-06-01 034801 data6 1740 1637.761 59.834 59.425
2020-06-02 034802 data6 1249 1318.641 59.879 45.673
2020-06-03 034803 data6 1833 1725.711 59.840 59.228
2020-06-04 034804 data6 1875 1739.238 59.837 53.003
2020-06-05 034805 data6 2015 1852.653 59.818 57.338
2020-06-06 034806 data6 1863 1741.511 59.823 59.255
2020-06-07 034807 data6 1916 1790.797 59.823 57.775
2020-06-08 034808 data6 1902 1783.246 59.829 59.655
2020-06-09 034809 data6 1356 1548.420 59.856 46.154
2020-06-10 034810 data6 1936 1857.591 59.817 55.422
2020-06-11 034811 data6 1676 1614.025 59.836 54.593
2020-06-12 034812 data6 1580 1502.384 59.868 53.969
2020-06-13 034813 data6 1361 1382.738 59.860 47.501
2020-06-14 034814 data6 1575 1488.767 59.856 55.172
2020-06-15 034815 data6 1580 1486.798 59.864 54.968
2020-06-16 034816 data6 1400 1407.051 59.858 49.578
2020-06-17 034817 data6 1652 1561.779 59.851 59.206
2020-06-18 034818 data6 1630 1541.763 59.840 59.675
2020-06-19 034819 data6 1692 1595.468 59.775 59.429
2020-06-20 034820 data6 1547 1467.561 59.864 53.401
2020-06-21 034821 data6 1102 1212.781 59.884 35.806
2020-06-22 034822 data6 589 597.022 59.941 35.242
2020-06-23 034823 data6 497 538.487 59.944 10.727
2020-06-24 034824 data6 1545 1485.293 59.864 54.575
2020-06-25 034825 data6 1912 2035.331 59.813 59.412
2020-06-26 034826 data6 1663 1578.823 59.843 59.594
2020-06-27 034827 data6 1667 1578.030 59.851 59.738
2020-06-28 034828 data6 1835 1852.590 59.828 59.001
2020-06-29 034829 data6 2043 2034.906 59.787 52.865
2020-06-30 034830 data6 1517 1764.610 59.852 49.154
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Table A.19: Details of the Run 3 data from July 2020. A disk-space issue on the DAQ
machine prevented normal data-taking in the first half of July. We stopped taking data
on July 14, 2020 to diagnose and address this issue before resuming normal operations on
July 20, 2020; the E39 rate on July 20 is atypically low (and was not a result of the DAQ
restart), so this day is also excluded from our analyses. Data from July 25, 2020 are ignored

as a result of the preprocessed file size.

Date UTC”* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-07-01 034831 data6 0.0022 1763.794 59.831 59.286
2020-07-02 034832 data6 0.0022 1675.789 59.814 58.269
2020-07-03 034833 data6 0.0022 1586.934 59.836 59.432
2020-07-04 034834 data6 0.0022 1662.656 59.851 59.682
2020-07-05 034835 data6 0.0022 1626.501 59.855 59.496
2020-07-06 034836 data6 0.0022 1583.394 59.842 59.537
2020-07-07 034837 data6 0.0022 1204.832 59.856 39.213
2020-07-08 034838 data6 0.0022 1641.687 59.838 58.190
2020-07-09 034839 data6 0.0022 1800.704 59.841 59.457
2020-07-10 034840 data6 0.0022 1832.545 59.828 59.471
2020-07-11 034841 data6 0.0022 1746.713 59.819 59.504
2020-07-12 034842 data6 0.0022 1961.287 59.813 57.985
2020-07-13 034843 data6 0.0022 1875.957 59.752 56.386
2020-07-14 034844 data6 0.0022 1490.340 59.852 58.958
2020-07-20 214909 data6 416 355.919 48.164 0.000
2020-07-21 214910 data6 407 385.030 59.962 0.000
2020-07-22 214911 data6 402 379.990 59.957 0.000
2020-07-23 214912 data6 397 373.239 59.948 0.000
2020-07-24 214913 data6 391 367.520 59.963 0.000
2020-07-25 214914 data6 27 362.790 59.959 0.029
2020-07-26 214915 data6 384 359.821 59.963 0.000
2020-07-27 214916 data6 382 357.325 59.963 0.000
2020-07-28 214917 data6 380 354.696 59.957 0.000
2020-07-29 214918 data6 380 353.297 59.956 0.000
2020-07-30 214919 data6 381 354.050 59.958 0.000
2020-07-31 214920 data6 377 348.771 59.960 0.000
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Table A.20: Details of the Run 3 data from August 2020.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-08-01 214921 data6 367 342.155 59.952 0.000
2020-08-02 214922 data6 363 336.791 59.967 0.000
2020-08-03 214923 data6 358 331.227 59.962 0.000
2020-08-04 214924 data6 360 329.427 59.962 0.000
2020-08-05 214925 data6 378 350.052 59.960 0.000
2020-08-06 214926 data6 390 362.036 59.959 0.283
2020-08-07 214927 data6 401 368.534 59.902 0.129
2020-08-08 214928 data6 399 372.331 59.950 0.000
2020-08-09 214929 data6 400 373.620 59.974 0.000
2020-08-10 214930 data6 403 377.935 59.958 0.111
2020-08-11 214931 data6 399 370.031 59.937 0.077
2020-08-12 214932 data6 375 349.584 59.957 0.055
2020-08-13 214933 data6 363 335.416 59.966 0.832
2020-08-14 214934 data6 359 327.622 59.962 0.309
2020-08-15 214935 data6 357 324.652 59.965 0.300
2020-08-16 214936 data6 350 322.815 59.959 0.983
2020-08-17 214937 data6 356 321.258 59.964 0.165
2020-08-18 214938 data6 356 322.000 59.967 0.297
2020-08-19 214939 data6 436 422.968 59.956 45.389
2020-08-20 214940 data6 669 676.114 59.937 54.985
2020-08-21 214941 data6 618 644.857 59.939 41.464
2020-08-22 214942 data6 825 826.657 59.924 58.828
2020-08-23 214943 data6 888 889.527 59.920 59.693
2020-08-24 214944 data6 818 840.513 59.918 43.349
2020-08-25 214945 data6 1741 2353.917 59.801 57.517
2020-08-26 214946 data6 1112 1104.037 59.899 59.644
2020-08-27 214947 data6 1110 1099.596 59.890 59.607
2020-08-28 214948 data6 1145 1124.792 59.901 57.889
2020-08-29 214949 data6 1181 1160.624 59.770 59.170
2020-08-30 214950 data6 943 986.675 59.896 47.798
2020-08-31 214951 data6 834 876.635 59.919 34.545
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Table A.21: Details of the Run 3 data from September 2020. Data from September 2, 2020
is excluded due to the exceptionally high trigger rate observed.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-09-01 214952 data6 811 906.837 59.879 47.803
2020-09-02 214953 data6 3148 8649.874 57.944 25.684
2020-09-03 214954 data6 953 979.394 59.907 56.112
2020-09-04 214955 data6 1063 1057.522 59.894 59.634
2020-09-05 214956 data6 1063 1056.888 59.899 59.649
2020-09-06 214957 data6 1076 1069.437 59.893 59.156
2020-09-07 214958 data6 953 997.352 59.900 45.251
2020-09-08 214959 data6 996 988.303 59.897 59.185
2020-09-09 215000 data6 1139 1133.836 59.889 58.933
2020-09-10 215001 data6 1183 1162.686 59.841 59.577
2020-09-11 215002 data6 829 902.219 59.921 37.969
2020-09-12 215003 data6 991 1048.505 59.903 46.700
2020-09-13 215004 data6 487 475.670 59.948 29.505
2020-09-14 215005 data6 476 482.334 59.957 26.856
2020-09-15 215006 data6 847 887.634 59.908 56.037
2020-09-16 215007 data6 1076 1072.349 59.905 59.597
2020-09-17 215008 data6 1016 1019.823 59.902 53.658
2020-09-18 215009 data6 1060 1052.194 59.888 59.775
2020-09-19 215010 data6 1074 1064.850 59.893 59.436
2020-09-20 215011 data6 1110 1100.862 59.905 59.681
2020-09-21 215012 data6 864 913.647 59.919 38.160
2020-09-22 215013 data6 964 977.638 59.897 55.098
2020-09-23 215014 data6 1081 1070.699 59.620 59.169
2020-09-24 215015 data6 1098 1091.575 59.896 59.012
2020-09-25 215016 data6 1093 1086.002 59.898 58.604
2020-09-26 215017 data6 1117 1108.182 59.861 59.540
2020-09-27 215018 data6 1117 1105.856 59.876 58.999
2020-09-28 215019 data6 909 970.231 59.907 43.813
2020-09-29 215020 data6 924 955.380 59.912 54.882
2020-09-30 215021 data6 1059 1055.781 59.894 56.722
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Table A.22: Details of the Run 3 data from October 2020.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-10-01 215022 data6 1022 1021.030 59.888 57.638
2020-10-02 215023 data6 1067 1063.099 59.904 59.682
2020-10-03 215024 data6 1123 1114.364 59.892 59.319
2020-10-04 215025 data6 1117 1106.322 59.879 58.789
2020-10-05 215026 data6 964 986.202 59.909 44.355
2020-10-06 215027 data6 966 980.461 59.909 54.924
2020-10-07 215028 data6 996 997.048 59.898 57.264
2020-10-08 215029 data6 1046 1042.760 59.904 59.744
2020-10-09 215030 data6 1104 1096.257 59.900 58.940
2020-10-10 215031 data6 988 1041.037 59.898 46.877
2020-10-11 215032 data6 444 426.010 59.958 6.441
2020-10-12 215033 data6 435 418.104 59.957 24.176
2020-10-13 215034 data6 664 707.948 59.925 51.463
2020-10-14 215035 data6 900 906.514 59.907 59.415
2020-10-15 215036 data6 974 966.362 59.906 56.487
2020-10-16 215037 data6 925 940.227 59.877 53.385
2020-10-17 215038 data6 1010 1011.898 59.903 59.553
2020-10-18 215039 data6 904 914.865 59.920 51.934
2020-10-19 215040 data6 895 944.345 59.913 48.122
2020-10-20 215041 data6 679 706.323 59.901 58.911
2020-10-21 215042 data6 1022 1012.160 59.887 59.137
2020-10-22 215043 data6 1063 1060.610 59.899 59.554
2020-10-23 215044 data6 1064 1061.216 59.895 59.779
2020-10-24 215045 data6 1094 1092.211 59.917 59.749
2020-10-25 215046 data6 1091 1088.421 59.889 59.735
2020-10-26 215047 data6 589 625.431 59.943 17.443
2020-10-27 215048 data6 910 963.557 59.909 48.457
2020-10-28 215049 data6 1174 1198.455 59.884 57.741
2020-10-29 215050 data6 1341 1310.426 59.875 59.762
2020-10-30 215051 data6 1236 1222.191 59.889 59.650
2020-10-31 215052 data6 1258 1237.537 59.873 59.295

185




Table A.23: Details of the Run 3 data from November 2020.

Date UTC* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-11-01 215053 data6 1169 1162.678 59.891 56.056
2020-11-02 215054 data6 826 866.572 59.926 40.047
2020-11-03 215055 data6 731 758.118 59.930 48.263
2020-11-04 215056 data6 852 868.657 59.923 51.643
2020-11-05 215057 data6 862 864.385 59.909 53.479
2020-11-06 215058 data6 893 897.640 59.897 56.884
2020-11-07 215059 data6 866 883.906 59.911 45.857
2020-11-08 215100 data6 668 697.671 59.929 35.486
2020-11-09 215101 data6 447 426.906 59.764 6.062
2020-11-10 215102 data6 760 801.812 59.918 52.635
2020-11-11 215103 data6 971 972.495 59.909 59.151
2020-11-12 215104 data6 975 972.848 59.906 59.639
2020-11-13 215105 data6 959 958.530 59.906 59.703
2020-11-14 215106 data6 979 976.188 59.909 56.730
2020-11-15 215107 data6 957 954.700 59.899 59.269
2020-11-16 215108 dataé6 872 889.963 59.916 48.694
2020-11-17 215109 data6 791 816.400 59.928 54.050
2020-11-18 215110 data6 938 939.344 59.911 59.584
2020-11-19 215111 data6 964 957.293 59.920 57.637
2020-11-20 215112 data6 985 982.704 59.873 58.458
2020-11-21 215113 data6 1001 1003.680 59.901 59.324
2020-11-22 215114 data6 913 920.909 59.914 47.414
2020-11-23 215115 data6 969 975.344 59.907 58.487
2020-11-24 215116 data6 871 463.270 59.851 0.449
2020-11-25 215117 data6 934 1033.941 59.910 50.174
2020-11-26 215118 data6 1018 1033.239 59.859 58.351
2020-11-27 215119 data6 855 886.853 59.924 43.360
2020-11-28 215120 data6 438 431.666 59.961 0.000
2020-11-29 215121 data6 406 387.482 59.962 0.000
2020-11-30 215122 data6 303 374.987 44.262 0.000
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Table A.24: Details of the Run 3 data from December 2020. The data in the early part of
this month are excluded due to an E39 outage at the SNS.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2020-12-01 215123 data6 0.0087 368.106 0.000 0.000
2020-12-02 215124 data6 0.0087 367.226 0.000 0.000
2020-12-03 215125 data6 0.0087 361.184 0.000 0.000
2020-12-04 215126 data6 0.0087 358.733 0.000 0.000
2020-12-05 215127 data6 0.0087 355.732 0.000 0.000
2020-12-06 215128 data6 0.0087 354.456 0.000 0.000
2020-12-07 215129 data6 0.0087 351.335 0.000 0.000
2020-12-08 215130 data6 0.000252 349.796 17.595 0.000
2020-12-09 215131 data6 0.0087 349.122 46.442 0.000
2020-12-10 215132 data6 12 348.021 51.387 0.000
2020-12-11 215133 data6 370 346.257 59.951 0.000
2020-12-12 215134 data6 370 346.324 59.966 0.000
2020-12-13 215135 data6 370 346.661 59.957 0.000
2020-12-14 215136 data6 369 344.896 59.952 0.000
2020-12-15 215137 data6 369 344.936 59.949 0.000
2020-12-16 215138 data6 369 345.233 59.955 0.000
2020-12-17 215139 data6 368 343.694 59.948 0.000
2020-12-18 215140 data6 367 342.845 59.952 0.000
2020-12-19 215141 data6 367 342.842 59.943 0.000
2020-12-20 215142 data6 367 342.898 59.946 0.000
2020-12-21 215143 data6 366 342.035 59.944 0.000
2020-12-22 215144 data6 366 341.523 59.949 0.000
2020-12-23 215145 data6 366 342.499 59.944 0.000
2020-12-24 215146 data6 367 342.434 59.940 0.000
2020-12-25 215147 data6 366 341.816 59.930 0.000
2020-12-26 215148 data6 366 341.888 59.936 0.000
2020-12-27 215149 data6 367 342.423 59.940 0.000
2020-12-28 215150 data6 367 343.191 59.949 0.000
2020-12-29 215151 data6 367 343.022 59.947 0.000
2020-12-30 215152 data6 367 342.706 59.965 0.000
2020-12-31 215153 data6 366 342.017 59.944 0.000
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Table A.25: Details of the Run 3 data from January 2021. We stopped normal data taking
on January 27, 2021 to prepare for new %°Co measurements and various beam-off charac-

terization studies over the coming weeks.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-01-01 215154 data6 366 342.158 59.940 0.000
2021-01-02 215155 data6 366 341.431 59.930 0.000
2021-01-03 215156 data6 365 340.797 59.942 0.000
2021-01-04 215157 data6 364 339.800 59.920 0.000
2021-01-05 215158 data6 364 339.624 59.921 0.000
2021-01-06 215159 data6 364 339.384 59.923 0.000
2021-01-07 215200 data6 364 339.649 59.967 0.000
2021-01-08 215201 data6 364 339.668 59.927 0.000
2021-01-09 215202 data6 364 339.494 59.922 0.000
2021-01-10 215203 data6 364 339.925 59.928 0.000
2021-01-11 215204 data6 364 340.112 59.932 0.000
2021-01-12 215205 data6 364 339.635 59.932 0.000
2021-01-13 215206 data6 365 340.566 59.940 0.000
2021-01-14 215207 data6 365 340.826 59.929 0.000
2021-01-15 215208 data6 365 340.850 59.935 0.000
2021-01-16 215209 data6 365 340.541 59.931 0.000
2021-01-17 215210 data6 364 339.929 59.933 0.000
2021-01-18 215211 data6 364 339.461 59.919 0.000
2021-01-19 215212 data6 364 339.135 59.912 0.000
2021-01-20 215213 data6 364 339.277 59.926 0.000
2021-01-21 215214 data6 364 339.841 59.938 0.000
2021-01-22 215215 data6 364 339.564 59.925 0.000
2021-01-23 215216 data6 363 339.171 59.914 0.000
2021-01-24 215217 data6 364 339.556 59.928 0.000
2021-01-25 215218 data6 364 339.785 59.921 0.000
2021-01-26 215219 data6 364 338.870 59.830 0.000
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Table A.26: Details of the Run 3 data from February 2021. We resumed normal operations

following calibration and characterization studies in late January and early February 2021.

Date UTC* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)

2021-02-26 180709 data2 845 854.188 59.924 52.375
2021-02-27 180710 data2 885 885.289 59.932 56.585
2021-02-28 180711 data2 308 870.941 59.916 52.014
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Table A.27: Details of the Run 3 data from March 2021. We exclude the data from March
2, 2021 due to preprocessing issues. We stopped taking data on March 30, 2021 to prepare

for beam-on characterization studies and calibrations using a ®*Co source.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-03-01 182832 data7 879 876.860 59.598 51.049
2021-03-02 182833 data7 42 467.798 59.900 0.651
2021-03-03 020514 data7 844 845.161 59.922 58.543
2021-03-04 020515 data7 913 913.517 59.929 58.590
2021-03-05 020516 data7 892 880.482 59.910 52.546
2021-03-06 020517 data7 840 850.421 59.915 55.179
2021-03-07 020518 data7 735 775.314 59.927 40.158
2021-03-08 020519 data7 435 414.798 59.957 11.568
2021-03-09 020520 data7 426 403.729 59.946 14.066
2021-03-10 020521 data7 651 689.493 59.906 51.133
2021-03-11 020522 data7 855 857.298 59.927 59.432
2021-03-12 020523 data7 832 834.130 59.922 57.941
2021-03-13 020524 data7 836 841.254 59.916 59.084
2021-03-14 020525 data7 863 868.477 59.911 59.415
2021-03-15 020526 data7 1035 1119.737 59.891 59.425
2021-03-16 020527 data7 723 751.999 59.935 54.905
2021-03-17 020528 data7 830 877.935 59.933 55.337
2021-03-18 020529 data7 2756 2577.620 59.742 49.680
2021-03-19 020530 data7 1519 1797.209 59.747 53.216
2021-03-20 020531 data7 790 802.407 59.931 52.706
2021-03-21 020532 data7 824 828.037 59.747 59.527
2021-03-22 020533 data7 787 791.060 59.932 53.232
2021-03-23 020534 data7 660 709.247 59.933 33.706
2021-03-24 020535 data7 1461 1526.456 59.847 56.592
2021-03-25 020536 data7 2973 2584.846 59.680 56.998
2021-03-26 020537 data7 2676 2531.054 59.772 52.690
2021-03-27 020538 data7 1170 1243.373 59.878 53.378
2021-03-28 020539 data7 1907 2093.866 59.811 43.569
2021-03-29 020540 data7 1323 1378.807 59.868 56.882
2021-03-30 020541 data7 1403 1506.463 59.549 45.705
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Table A.28: Details of the Run 3 data from April 2021. April 1, 2021 was a calibration day,
and is not included in our beam analyses. We do not exclude data with extraordinarily
high rates from this month due to the consistent excess; these rates were deemed physical

and are included in our analyses.

Date UTC” Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-04-02 003849 data7 1239 1299.330 59.878 58.646
2021-04-03 003850 data7 1824 1786.862 59.837 59.575
2021-04-04 003851 data7 2041 2074.509 59.801 42.749
2021-04-05 003852 data7 541 593.431 59.940 19.014
2021-04-06 003853 data7 664 757.301 59.922 36.332
2021-04-07 003854 data7 4137 3288.440 59.705 58.128
2021-04-08 003855 data7 5789 3823.046 59.640 57.897
2021-04-09 003856 data7 2304 2808.269 59.726 41.664
2021-04-10 003857 data7 5317 4055.163 59.627 58.423
2021-04-11 003858 data7 6580 4366.920 59.610 55.029
2021-04-12 003859 data7 6235 4493.660 59.555 58.326
2021-04-13 003900 data7 2853 2883.985 59.754 42.982
2021-04-14 003901 data7 3634 3179.152 59.700 57.050
2021-04-15 003902 data7 5158 3632.890 59.651 53.181
2021-04-16 003903 data7 5439 3956.598 59.485 58.579
2021-04-17 003904 data7 6525 4570.070 59.545 58.503
2021-04-18 003905 data7 6289 4469.593 59.575 57.655
2021-04-19 003906 data7 7258 4454.453 59.631 56.697
2021-04-20 003907 data7 1426 1696.431 59.851 45.376
2021-04-21 003908 data7 876 870.290 59.916 59.393
2021-04-22 003909 data7 1859 1821.667 59.230 59.119
2021-04-23 003910 data7 4210 3353.118 59.662 59.551
2021-04-24 003911 data7 6349 4618.898 59.544 58.224
2021-04-25 003912 data7 5667 4033.180 59.596 52.391
2021-04-26 003913 data7 3725 3087.209 59.714 54.321
2021-04-27 003914 data7 2997 2674.349 59.748 39.002
2021-04-28 003915 data7 4163 3217.126 59.225 58.940
2021-04-29 003916 data7 5071 3835.003 59.657 59.466
2021-04-30 003917 data7 5073 3846.813 59.626 59.164
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Table A.29: Details of the Run 3 data from May 2021. We choose May 31, 2021 as the final
day of Run 3 arbitrarily; beam-off data taking continued through June 2021, but we used
that time primarily to explore options for moving MARS, perform additional calibrations,
and confirm that the detector behavior was stable and healthy despite the exceptionally
high rates during the end of Run 3.

Date UTC* Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-05-01 003918 data7 4706 3584.304 59.681 59.357
2021-05-02 003919 data7 3207 2836.779 59.767 33.158
2021-05-03 003920 data7 438 421.742 59.957 0.190
2021-05-04 003921 data7 422 394.864 59.959 0.096
2021-05-05 003922 data7 405 386.232 59.964 0.000
2021-05-06 003923 data7 397 377.075 59.957 0.000
2021-05-07 003924 data7 391 370.310 59.942 0.000
2021-05-08 003925 data7 391 365.765 59.961 0.563
2021-05-09 003926 data7 384 362.517 59.965 0.000
2021-05-10 003927 data7 383 358.936 59.961 0.334
2021-05-11 003928 data7 385 356.521 59.964 0.114
2021-05-12 003929 data7 384 356.940 59.970 0.412
2021-05-13 003930 data7 379 351.496 59.970 0.444
2021-05-14 003931 data7 374 349.467 59.976 0.014
2021-05-15 003932 data7 372 348.220 59.968 0.000
2021-05-16 003933 data7 373 347.188 59.954 0.285
2021-05-17 003934 data7 435 420.899 59.956 31.622
2021-05-18 003935 data7 644 637.754 59.940 56.151
2021-05-19 003936 data7 616 626.005 59.945 45.748
2021-05-20 003937 data7 731 731.627 59.935 59.614
2021-05-21 003938 data7 722 724.007 59.938 57.369
2021-05-22 003939 data7 745 746.987 59.926 59.423
2021-05-23 003940 data7 787 790.345 59.926 57.885
2021-05-24 003941 data7 825 827.955 59.765 59.529
2021-05-25 003942 data7 844 845.533 59.923 57.760
2021-05-26 003943 data7 1156 1416.010 59.706 51.462
2021-05-27 003944 data7 1673 1764.724 59.828 56.428
2021-05-28 224847 data7 3939 2807.509 59.683 54.224
2021-05-29 224848 data7 2834 2446.395 59.759 50.206
2021-05-30 224849 data7 1495 1558.274 59.843 42.177
2021-05-31 224850 data7 336 428.014 59.966 0.135
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A.2 Production Run 4

Production Run 4 took place at the so-called “Rad monitor location”, at the end of Neutrino
Alley near a ORNL-operated monitoring system for the high-radiation area behind the
wall of the alley.
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Table A.30: Details of the Run 4 data taken during July 2021. Calibrations using a %°Co
source were taken on July 1, which desynchronized the detector health monitoring on
the subsequent days. We exclude July 2 and 3 from our analysis out of an abundance of

caution in monitoring MARS at its new location.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-07-02 141913 data7 328 = = =
2021-07-03 141914 data7 335 = = =
2021-07-04 141915 data7 334 303.242 59.967 0.995
2021-07-05 141916 data7 336 304.621 59.967 0.994
2021-07-06 141917 data7 341 304.639 59.974 0.222
2021-07-07 141918 data7 338 304.616 59.967 0.000
2021-07-08 220628 data7 340 989.223 59.190 0.142
2021-07-09 220629 data7 341 304.929 59.967 0.337
2021-07-10 220630 data7 342 304.681 59.971 0.143
2021-07-11 220631 data7 352 319.614 59.968 13.869
2021-07-12 220632 data7 579 575.567 59.951 57.684
2021-07-13 220633 data7 641 637.504 59.943 56.819
2021-07-14 220634 data7 678 676.888 59.942 53.834
2021-07-15 220635 data7 744 743.322 59.914 59.092
2021-07-16 220636 data7 848 854.556 59.917 57.110
2021-07-17 220637 data7 821 822.961 59.927 57.831
2021-07-18 220638 data7 871 868.551 59.907 58.734
2021-07-19 220639 data7 651 694.826 59.935 31.387
2021-07-20 220640 data7 775 793.919 59.908 55.407
2021-07-21 220641 data7 867 865.934 59.901 57.674
2021-07-22 220642 data7 1052 1174.497 59.892 59.322
2021-07-23 200326 data7 2334 2107.392 58.971 57.888
2021-07-24 200327 data7 4215 3263.449 59.691 50.976
2021-07-25 200328 data7 896 904.068 59.864 59.320
2021-07-26 231344 data7 1912 2922.697 59.712 51.137
2021-07-27 231345 data7 2292 2327.087 59.749 44.030
2021-07-28 231346 data7 3312 3327.656 59.685 58.108
2021-07-29 212502 data7 2840 6056.752 58.696 57.572
2021-07-30 212503 data7 3770 3254.867 59.691 58.970
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Table A.31: Details of the Run 4 data taken during August 2021. Run 4 concluded on
August 31, and preparations to move MARS to a new location began on September 1,
2021.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-08-02 132320 data7 403 376.491 59.953 0.267
2021-08-03 132321 data7 494 556.871 59.936 29.904
2021-08-04 132322 data7 1806 1718.540 59.831 59.718
2021-08-05 132323 data7 3423 2785.562 59.757 57.347
2021-08-06 132324 data7 4496 3398.513 59.622 50.401
2021-08-07 132325 data7 5049 3813.249 59.624 59.405
2021-08-08 132326 data7 6001 4321.346 59.594 59.070
2021-08-09 132327 data7 6991 4661.400 59.593 53.476
2021-08-10 132328 data7 3932 3252.111 59.432 44.113
2021-08-11 132329 data7 7504 4969.011 56.000 55.902
2021-08-12 132330 data7 6461 4141.934 59.655 53.244
2021-08-13 132331 data7 7455 5009.126 59.418 59.313
2021-08-14 132332 data7 6635 4386.501 59.582 49.774
2021-08-15 132333 data7 7826 5089.011 59.565 59.460
2021-08-16 132334 data7 7938 4884.476 59.539 43.980
2021-08-17 132335 data7 1872 2222.280 59.772 41.425
2021-08-18 132336 data7 6560 4240.852 59.536 47.254
2021-08-19 132337 data7 7950 4749.649 59.540 58.810
2021-08-20 132338 data7 9762 5865.302 59.486 58.231
2021-08-21 132339 data7 10868 5996.900 59.446 57.361
2021-08-22 132340 data7 10000 5321.835 59.481 49.013
2021-08-23 132341 data7 8615 4940.874 59.508 46.970
2021-08-24 132342 data7 947 1162.323 59.897 44.949
2021-08-25 132343 data7 5248 3671.412 59.655 55.578
2021-08-26 132344 data7 8902 5481.098 59.487 58.654
2021-08-27 132345 data7 10745 6421.161 59.395 59.286
2021-08-28 132346 data7 9240 5352.831 59.485 46.034
2021-08-29 132347 data7 500 590.143 59.944 0.230
2021-08-30 132348 data7 405 375.451 59.952 0.028
2021-08-31 132349 data7 140 3602.564 59.650 48.853
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A.3 Production Run 5

For Production Run 5, MARS was located in the alcove at the end of Neutrino Alley, next to
the LAr detector. Run 5 is ongoing; MARS is presently still in the alcove. For the purposes
of this work, we truncate the dataset at the end of April 2022.

Table A.32: Details of the Run 5 analysis taken during September 2021. The data from

September 23 through 27 are excluded due to high trigger rates and inconsistent file sizes.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-09-03 173330 data7 2337 1648.538 59.84 46.15
2021-09-04 173331 data7 1541 2136.14 59.777 57.332
2021-09-05 173332 data7 2399 2027.093 59.804 52.237
2021-09-06 173333 data7 2193 1749.417 59.827 42.06
2021-09-07 173334 data7 1648 1859.053 59.768 50.215
2021-09-08 173335 data7 1676 2487.94 59.761 59.299
2021-09-09 173336 data7 2577 2159.811 59.803 58.017
2021-09-10 152630 data7 2464 1819.107 59.82 57.374
2021-09-11 152631 data7 1961 1605.59 59.82 54.417
2021-09-12 152632 data7 1685 1506.472 59.836 53.256
2021-09-13 152633 data7 1577 1692.768 59.843 48.848
2021-09-14 152634 data7 1773 1174.221 59.883 48.712
2021-09-15 152635 data7 986 1909.652 59.801 58.612
2021-09-16 152636 data7 2111 1938.28 59.814 59.7
2021-09-17 152637 data7 2095 1779.968 59.826 59.584
2021-09-18 152638 data7 1925 1828.925 58.794 58.576
2021-09-19 152639 data7 2004 1843.127 59.81 54.996
2021-09-20 152640 data7 1961 1773.944 59.633 51.266
2021-09-21 152641 data7 1458 1770.241 59.817 49.76
2021-09-22 152642 data7 2380 2108.556 59.819 58.446
2021-09-23 152643 data7 1176 11886.309 791.327 786.893
2021-09-24 152644 data7 1 5726.514 1544.296 1538.501
2021-09-25 152651 data7 1 902.005 226.575 215.536
2021-09-26 152652 data7 56 249.748 62.594 17.678
2021-09-27 152653 data7 412 390.504 59.957 0.345
2021-09-28 152654 data7 861 1195.977 59.891 47.893
2021-09-29 152655 data7 1837 1945.818 59.816 49.917
2021-09-30 152656 data7 1096 1278.83 59.88 40.242
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Table A.33: Details of the Run 5 analysis taken during October 2021. Data from October
2 are excluded due to the low pre-processed file size. Data from October 9-12 and 25-27

are excluded due to an SNS timing outage.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-10-01 152657 data7 929 1154.99 59.882 40.086
2021-10-02 152658 data7 29 6969.839 2575.439 2568.256
2021-10-03 152659 data7 340 2078.057 59.784 59.67
2021-10-04 152700 data7 2126 1924.426 59.793 49.449
2021-10-05 152701 data7 1140 1305.544 59.871 51.452
2021-10-06 152702 data7 1839 1732.659 59.843 58.498
2021-10-07 152703 data7 1821 1704.587 59.835 57.534
2021-10-08 152704 data7 385 1714.594 59.855 59.425
2021-10-09 152709 data7 1 = = =
2021-10-10 152713 data7 1 = = =
2021-10-11 152718 data7 1 = = =
2021-10-12 152722 data7 1 = = =
2021-10-18 124917 data7 1528 1473.031 59.827 58.067
2021-10-19 124918 data7 1474 1436.638 59.873 53.786
2021-10-20 124919 data7 575 644.721 59.94 21.613
2021-10-21 124920 data7 400 376.898 59.955 0.313
2021-10-22 124921 data7 378 355.786 59.97 0
2021-10-23 124922 data7 373 348.99 59.968 0
2021-10-24 124923 data7 366 344.486 59.963 0
2021-10-25 124924 data7 1 341.843 = =
2021-10-26 124925 data7 1 341.738 — —
2021-10-27 124926 data7 1 339.114 51.347 0
2021-10-28 124927 data7 363 337.996 59.906 0
2021-10-29 124928 data7 362 336.206 59.77 0
2021-10-30 124929 data7 361 335.447 59.969 0
2021-10-31 124930 data7 360 334.079 59.97 0
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Table A.34: Details of the Run 5 analysis taken during November 2021. Data from Novem-
ber 6, 9, and 29 are excluded since E39 is inconsistent with the known 60 Hz signal. Data
was not taken on November 8 as we investigated the E39 inconsistencies. These issues
were identified to be user-error in the DAQ operations; multiple terminals had open com-

munications to the VME crate, which led to read/write errors in the digitizer.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-11-01 124931 data7 359 333.38 59.964 0
2021-11-02 124932 data7 358 332.378 59.968 0
2021-11-03 124933 data7 357 331.233 59.963 0
2021-11-04 124934 data7 357 330.866 59.963 0
2021-11-05 124935 data7 357 330.902 59.963 0
2021-11-06 124936 data7 32 505.705 4375.234 0
2021-11-07 124937 data7 356 330.049 59.963 0
2021-11-09 154102 data7 357 333.53 222.687 0.004
2021-11-10 154103 data7 357 331.404 59.964 0
2021-11-11 154104 data7 362 335.346 59.516 0
2021-11-12 154105 data7 357 331.088 59.964 0
2021-11-13 154106 data7 355 328.3 59.963 0
2021-11-14 154107 data7 353 327.031 59.967 0
2021-11-15 154108 data7 352 325.403 59.963 0
2021-11-16 154109 data7 353 326.023 59.969 0
2021-11-17 154110 data7 348 321.088 59.961 0
2021-11-18 154111 data7 364 337.662 59.905 0
2021-11-19 154112 data7 378 354.058 59.963 0
2021-11-20 154113 data7 374 350.447 59.959 0
2021-11-21 154114 data7 367 342.917 59.953 0
2021-11-22 154115 data7 358 333.114 59.963 0
2021-11-23 154116 data7 354 327.559 59.963 0
2021-11-24 154117 data7 352 325.409 59.967 0
2021-11-25 154118 data7 352 325.097 59.962 0
2021-11-26 154119 data7 351 324.312 59.962 0
2021-11-27 154120 data7 350 323.657 59.963 0
2021-11-28 154121 data7 341 323.615 59.962 0
2021-11-29 154122 data7 20 323.335 48 0
2021-11-30 154123 data7 350 323.996 59.966 0
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Table A.35: Details of the Run 5 analysis taken during December 2021. Data were not taken
from December 17 - 19 due to a scheduled power outage for electrical work unrelated to

our operations.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2021-12-01 154124 data7 351 324.926 59.962 0
2021-12-02 154125 data7 352 324.79 59.97 0
2021-12-03 154126 data7 351 323.729 59.962 0
2021-12-04 154127 data7 350 322.769 59.961 0
2021-12-05 154128 data7 349 321.396 59.962 0
2021-12-06 154129 data7 348 320.512 59.965 0
2021-12-07 154130 data7 347 319.858 59.961 0
2021-12-08 154131 data7 346 318.978 59.96 0
2021-12-09 154132 data7 346 318.595 59.96 0
2021-12-10 154133 data7 346 318.625 59.969 0
2021-12-11 154134 data7 345 317.737 59.968 0
2021-12-12 154135 data7 344 316.545 59.963 0
2021-12-13 154136 data7 344 316.545 59.959 0
2021-12-14 154137 data7 344 316.076 59.963 0
2021-12-15 154138 data7 344 315.981 59.957 0
2021-12-16 154139 data7 344 315.826 59.958 0
2021-12-20 194421 data7 324 289.167 59.964 0.444
2021-12-21 194422 data7 335 298.168 59.967 0.188
2021-12-22 194423 data7 340 304.819 59.967 0.378
2021-12-23 194424 data7 337 308.45 59.939 0
2021-12-24 194425 data7 340 311.126 59.949 0
2021-12-25 194426 data7 340 311.794 59.956 0
2021-12-26 194427 data7 341 312.699 59.956 0.181
2021-12-27 194428 data7 347 312.686 59.955 0.109
2021-12-28 194429 data7 342 313.652 59.96 0
2021-12-29 194430 data7 348 313.711 59.959 0.328
2021-12-30 194431 data7 371 342.166 59.955 39.655
2021-12-31 194432 data7 393 376.744 59.935 41.649
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Table A.36: Details of the Run 5 analysis taken during January 2022.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2022-01-01 194433 data7 544 571.652 59.942 39.955
2022-01-02 194434 data7 409 570.906 59.95 32.612
2022-01-03 194435 data7 479 468.232 59.945 48.52
2022-01-04 194436 data7 1031 664.351 59.907 57.221
2022-01-05 194437 data7 1070 1222.002 59.894 58.187
2022-01-06 205839 data7 759 1204.144 59.34 58.449
2022-01-07 164653 data7 825 1013.781 59.226 58.428
2022-01-08 164654 data7 843 944.343 59.924 58.404
2022-01-09 164655 data7 924 983.483 59.917 53.421
2022-01-10 164656 data7 756 1044.64 59.904 53.858
2022-01-11 164657 data7 766 757.014 59.926 39.316
2022-01-12 164658 data7 989 1087.933 59.909 59.573
2022-01-13 203130 data7 989 1142.953 59.896 59.631
2022-01-14 203131 data7 864 1100.378 59.897 55.149
2022-01-15 203132 data7 903 1007.632 59.91 56.739
2022-01-16 203133 data7 779 1096.283 59.908 57.593
2022-01-17 143626 data7 1053 1244.177 59.897 47.201
2022-01-18 143627 data7 792 941.276 59.917 45.862
2022-01-19 143628 data7 849 1075.231 59.9 49.96
2022-01-20 143629 data7 1036 1128.174 59.916 59.25
2022-01-21 143630 data7 951 1265.105 59.891 53.981
2022-01-22 143631 data7 975 1018.749 59.915 57.705
2022-01-23 143632 data7 477 928.641 59.908 38.456
2022-01-24 143633 data7 402 503.027 59.913 27.981
2022-01-25 143634 data7 693 419.606 59.955 0.188
2022-01-26 143635 data7 989 1144.862 59.893 58.433
2022-01-27 143636 data7 1129 1041.322 59.92 59.762
2022-01-28 143637 data7 997 1313.287 59.898 59.53
2022-01-29 143638 data7 1209 1147.518 59.901 56.984
2022-01-30 143639 data7 952 1330.037 59.872 49.491
2022-01-31 143640 data7 1076 1280.377 59.904 59.105
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Table A.37: Details of the Run 5 analysis taken during February 2022.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2022-02-01 143641 data7 1005 1142.415 59.905 47.123
2022-02-02 143642 data7 1254 1524.351 59.883 58.869
2022-02-03 143643 data7 508 1072.012 59.904 43.47
2022-02-04 143644 data7 410 452.04 59.965 0.188
2022-02-05 143645 data7 396 429.519 59.962 4.634
2022-02-06 143646 data7 386 416.237 59.974 0.215
2022-02-07 143647 data7 547 433.191 59.969 21.732
2022-02-08 204145 data7 931 802.063 59.1 58.871
2022-02-09 204146 data7 1125 1134.367 59.919 55.813
2022-02-10 204147 data7 620 1161.614 59.899 58.996
2022-02-11 204148 data7 567 709.373 59.95 59.778
2022-02-12 204149 data7 972 692.744 59.94 51.599
2022-02-13 204150 data7 1001 1164.991 59.907 59.709
2022-02-14 204151 data7 520 1031.067 59.908 59.724
2022-02-15 204152 data7 680 551.608 59.961 35.583
2022-02-16 204153 data7 804 870.444 59.899 59.175
2022-02-17 204154 data7 987 964.182 59.804 48.281
2022-02-18 204155 data7 753 1008.863 59.832 57.01
2022-02-19 204156 data7 751 921.288 59.933 52.125
2022-02-20 204157 data7 578 776.151 59.94 43.161
2022-02-21 204158 data7 432 639.674 59.95 47.222
2022-02-22 204159 data7 720 463.425 59.959 12.831
2022-02-23 204200 data7 1093 940.666 59.927 59.004
2022-02-24 204201 data7 591 1169.147 59.898 58.787
2022-02-25 204202 data7 923 748.414 59.95 59.349
2022-02-26 204203 data7 965 1084.084 59.886 58.752
2022-02-27 204204 data7 899 1034.246 59.902 59.62
2022-02-28 204205 data7 795 1021.743 59.91 59.799
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Table A.38: Details of the Run 5 analysis taken during March 2022. Calibrations using a

%0Co and ??%Th sources were conducted from March 30 through April 3.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2022-03-01 204206 data7 868 875.883 59.919 40.755
2022-03-02 204207 data7 214 1027.487 59.913 58.948
2022-03-03 204208 data7 585 1275.374 59.856 58.906
2022-03-04 204209 data7 928 669.078 59.949 58.715
2022-03-05 204210 data7 1466 1171.906 59.893 59.54
2022-03-06 204211 data7 1273 1690.032 59.854 59.52
2022-03-07 204212 data7 569 1300.831 59.873 58.44
2022-03-08 161408 data7 473 687.423 58.516 33.069
2022-03-09 161409 data7 1216 750.374 59.931 33.915
2022-03-10 161410 data7 206 1447.208 59.867 59.638
2022-03-13 182559 data7 430 440.49 59.963 0
2022-03-14 182600 data7 412 451.334 59.962 0.311
2022-03-15 182601 data7 405 436.71 59.964 0.15
2022-03-16 182602 data7 394 429.358 59.961 0
2022-03-17 182603 data7 388 424.357 59.957 0
2022-03-18 182604 data7 384 417.266 59.968 0
2022-03-19 182605 data7 381 412.327 59.971 0
2022-03-20 182606 data7 294 408.104 59.967 0
2022-03-21 130219 data7 377 404.422 59.715 0
2022-03-22 130220 data7 377 403.839 59.97 0
2022-03-23 130221 data7 377 404.112 59.966 0
2022-03-24 130222 data7 376 403.555 59.973 0
2022-03-25 130223 data7 376 402.929 59.969 0
2022-03-26 130224 data7 372 400.04 59.966 0
2022-03-27 130225 data7 369 395.66 59.965 0
2022-03-28 130226 data7 368 393.409 59.966 0
2022-03-29 130227 data7 368 391.033 59.963 0
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Table A.39: Details of the Run 5 analysis taken during April 2022. Calibrations using
a %Co and ??®Th sources were conducted from March 30 through April 3. Data from
April 4 crashed our analysis scripts, for presently unkown reasons. We arbitrarily end the

discussion of Run 5 for this work on April 30, though Run 5 is currently ongoing.

Date UTC Time | Binary | Size (MB) | Rate (Hz) | E39 Rate (Hz) | E61 Rate (Hz)
2022-04-04 130233 data7 315 388.674 28.502 0
2022-04-05 130234 data7 367 390.168 59.946 0
2022-04-06 130235 data7 368 390.762 59.95 0
2022-04-07 130236 data7 367 391.261 59.969 0
2022-04-08 130237 data7 368 390.784 59.951 0
2022-04-09 130238 data7 368 391.816 59.951 0
2022-04-10 130239 data7 368 392.391 59.954 0
2022-04-11 130240 data7 369 392.552 59.954 0
2022-04-12 130241 data7 370 392.876 59.954 0
2022-04-13 130242 data7 371 394.853 59.955 0
2022-04-14 130243 data7 371 395.503 59.956 0
2022-04-15 130244 data7 370 394.864 59.956 0
2022-04-16 130245 data7 369 393.722 59.956 0
2022-04-17 130246 data7 369 393.865 59.966 0
2022-04-18 130247 data7 368 392.833 59.958 0
2022-04-19 130248 data7 368 391.704 59.956 0
2022-04-20 130249 data7 371 393.906 59.953 0
2022-04-21 130250 data7 374 397.9 59.957 0
2022-04-22 130251 data7 377 401.849 59.962 0
2022-04-23 130252 data7 380 405.304 59.962 0
2022-04-24 130253 data7 381 407.336 59.963 0
2022-04-25 143028 data7 382 408.229 59.96 0
2022-04-26 143029 data7 381 408.956 59.966 0
2022-04-27 143030 data7 375 404.799 59.96 0
2022-04-28 143031 data7 371 397.327 59.962 0
2022-04-29 185312 data7 369 393.299 59.909 0
2022-04-30 185313 data7 368 391.691 59.953 0
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