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Abstract: Two-level quantum systems are building blocks of quantum technologies, where the qubit
is the basic unit of quantum information. The ability to design driving fields that produce prespecified
evolutions of relevant physical observables is crucial to the development of such technologies. Using
vector algebra and recently developed strategies for generating solvable two-level Hamiltonians,
we construct the general solution to the inverse problem for a spin in a time-dependent magnetic
field and its extension to any two-level system associated with fictitious spin and field. We provide a
general expression for the field that drives the dynamics of the system so as to realize prescribed time
evolutions of the expectation values of the Pauli operators and the autocorrelation of the Pauli vector.
The analysis is applied to two-state charge transfer systems, showing that the charge transfer process
can be seen as a motion of the state of the associated fictitious qubit on the Bloch sphere, and that the
expectation values of the related Pauli operators describe the interference between the two differently
localized electronic states and their population difference. Our formulation is proposed as a basic step
towards potential uses of charge transfer in quantum computing and quantum information transfer.

Keywords: inverse problem; spin in time-dependent magnetic field; two-level model; charge transfer;
electronic coupling; Bloch sphere

1. Introduction

Realizations of coherent quantum dynamics are the subject of ever-growing interest in
fields of investigation ranging from charge and excitation dynamics in biochemical and
biophysical systems [1-12] to carbon (nano)materials [13-15], nanotechnology [11,16-18],
and novel quantum technologies [18-22]. In all these research fields, the most basic building
block of systems that involve (at least partial) coherent quantum dynamics is the qubit, and
the control of its dynamics by appropriate driving fields plays a central role in new quantum
technologies [22-24], including quantum information processing (where charge, spin, or
more generally quantum state transfer is usually involved) [10,11,21,24-31], quantum
computing [22,23,32-36], quantum metrology [21,29,37], and sensing [21,38—-41].

Apart from the spin qubit, which consists of a spin in a magnetic field, a charge qubit
can be realized, e.g., by the two charging states of a superconducting island characterized
by the absence/presence of an excess Cooper pair [42], or by two electronic wave functions
of a quantum dot (which can also correspond to different charging states of the quantum
dot) [43], or by a molecule in an optical microcavity [17], or still by a charge-transfer
(CT) system [8]. Rapid technological advances are increasingly enabling the construction,
robustness, control, and measurability of qubits [14,17,43].
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The use of quantum two-level systems [14,22,44] requires their precise initializa-
tion and measurement [20], as well as the ability to control their time evolution (espe-
cially at avoided crossings in the case of spin, charge, excitation, and information trans-
fer) [8,19,45-52]. Individual spins in generally variable magnetic fields and CT systems that
satisfy the two-state approximation offer many relevant opportunities for the implementa-
tion of two-level systems and the observation of coherent quantum dynamics: the former
thanks to their generally weak coupling to the environment, which can also allow the
persistence of quantum coherence at room temperature [15]; the latter due to their ubiquity
in biochemical and biophysical systems, and the possibility of using avoided crossing to
control their dynamics [1,2,7,8,47,52-54]. Furthermore, as long recognized [55], any two-
level system that does not involve a %2-spin particle can still be described as a fictitious spin
in a fictitious field, which allows the application to CT [8] of methods initially (implicitly or
explicitly) conceived for studying % spins in time-dependent magnetic fields [56-61].

The above considerations stress the relevance of theoretical models in which the
two-level system driven by a generally variable field or interaction is described by a
time-dependent Hamiltonian. The field can be externally applied or be expression of the
interaction of the given qubit with other qubits or other components of the surrounding
environment [45,49,62-69]. Time-dependent parameters determine the evolution of two-
level or multi-level systems related to CT [8,70], spin population transfer and dynamics
in general [60,71,72], quantum computing [23,34,36,73], quantum information process-
ing [74-78], NMR spectroscopy [79], quantum plasmonics [80], and so forth.

The study of (two-level) systems described by time-dependent Hamiltonians is rele-
vant in terms of both direct and inverse problems [81]. In the first case, the aim is to find
the exact time evolution of a system described by a known Hamiltonian (e.g., a spin subject
to an external field with known time dependence). This has stimulated the search for
conditions under which a time-dependent Hamiltonian problem can be exactly solved ana-
lytically [82]. In the second case, the goal is finding the time-dependent field that produces
a desired unitary transformation of the system, i.e., a prespecified dynamic evolution. For
example, this is a typical problem in quantum computing, where quantum gates are used to
evolve qubits to final objective states and coherent control of the qubit evolution is crucial
to implement reliable and reproducible computations. The quantum computing machinery
must work whatever the input, producing the appropriate unitary transformation of any
given initial set of qubit states [34,83]. In these contexts, apart from the central role of qubits
as units of information, one-qubit models are often implemented; for example, they are
exploited in Ref. [84], where the time evolution of spin chains periodically driven by light
is simulated on quantum computers.

In a more general context, which also includes machine learning techniques (e.g.,
used to learn quantum states [85,86]), expectation values of physical observables and
possibly their correlations are obtained from experiments and represent the starting point
of an inverse problem. In the specific case of quantum state learning, the problem is to
estimate an unknown quantum system, starting from measurements of observables on the
system [85], but in many other situations the accent is on the evolution of the system, i.e.,
on how to obtain the desired dynamic evolutions of the measured quantities by suitably
engineering the system, namely, the Hamiltonian that represents the system (in particular,
dynamical invariants can also be used for the engineering purpose [87]). When the reverse
engineering concerns spins in variable magnetic fields, the expectation values of the Pauli
matrices, or the corresponding spin operators, play the most significant role in describing
the dynamics [88]. Their importance holds for other types of two-level systems, since they
can be formulated in terms of a fictitious spin, as is shown below.

In this study, we entirely solve the inverse problem concerning two-level systems
for an input that consists of the time-dependent expectation values of the Pauli operators
and one of their possible correlations. First, through a convenient parameterization of
the time evolution operator, we formulate the expression for the driving magnetic field
that generates a prescribed unitary evolution (Section 2). After that, we solve the inverse
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problem of finding the time-dependent field that produces any prescribed evolution of
the expectation values of the Pauli operators and the time autocorrelation of the Pauli
vector (its real part is sufficient indeed). The analysis also affords the expressions for the
matrix elements of the evolution operator in terms of such quantities, thus also completely
solving the dynamical problem for the engineered Hamiltonian (Section 3). The mapping
of a generic two-level system to a fictitious spin in a fictitious magnetic field is used in
Section 4 to highlight the applicability of the approach to any two-level system, such as
the fundamental two-state CT system investigated in Section 5. The analysis (i) clarifies
the meaning and significance of the chosen observable expectation values in the case of
CT processes and (ii) transparently interprets the CT as the motion of a point representing
a qubit state on the Bloch sphere, with relevance to potential quantum information and
quantum computing uses of CT processes, and opportunities for generalizations briefly
discussed in the conclusive Section 6.

2. Spin in a Variable Magnetic Field: Solving the Inverse Problem

Using Pauli matrices o = (07,07, 03), the Hamiltonian H(t) of a spin-1/2 particle in
an arbitrary time-dependent magnetic field B(t) is given by:

H() ... _( B  Bi—iB,
5 —Blt)o= <Bl+iBg _Bs ) M

where the simplifying notation B(t) = f%B(t) is used, 1y is the gyromagnetic ratio of the
system, and 71 is the reduced Planck constant. More generally, and also in our application
below, this Hamiltonian model represents a fictitious spin in a fictitious magnetic field [8,55].

The time-evolution operator for H(t) belongs to SU(2) and, e.g. exploiting Cayley—
Klein parameters, its common parameterization reads [59,89,90].

U(t) = U(t,0) = <_Z(*t)(t) ab*(?t))' ?

where [a(t)]* + |b(t)]* = 1 and, since U(0) = 1 (i.e., the identity operator, or its matrix
representation), itis a(0) = 1 and b(0) = 0.
Here, we introduce the following further parameterization:

U(t) =up(t)l —iu(t) - o. 3)

In Equation (3), (19, u) are four real functions of time (where there is no ambiguity, the
time dependence of the quantities is not explicitly shown to simplify the notation) related
to a and b by the relations.

a:uo—iug, b:—i(ul—iuz):—uz—iul. (4)
Furthermore, the unitarity of U imposes the constraint:
u% +ur=1 )

on the norm of (19, u), with u denoting the modulus of u.
The field B is related to (1o, u) by (see Appendix A).

/

wo=—-B-u, u =uB+Bxu, (6)

where Lagrange notation is used for derivatives. From Equations (5) and (6), we derive the
following expression for B in terms of (1o, u) (Appendix A):

B=uu —ujutuxu. (7)
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Equation (7) solves the inverse problem of finding a time-dependent field that gener-
ates a prescribed unitary evolution in the case of a single spin, which is the prototypical
qubit, with relevance to fields of investigation ranging from control theory [23,46,83,91,92]
to quantum computing, especially where the implementation of quantum gates is in-
volved [20,32,46,83,93]. However, in Section 3 we will solve the inverse problem in the
most practicable experimental way, that is, starting from a desired evolution of the expecta-
tion values of observables amenable to measurement.

3. Finding (Engineering) the Field That Produces the Desired Observable Evolution

Since the system under study is a (pseudo)spin, Pauli matrices represent the funda-
mental observables of interest. In this section, we determine the time-dependent magnetic
field that makes their expectation values and correlations evolve in a prefixed way.

The expectation values of Pauli matrices ¢y, 03, and 03 are compactly written as:

vi=v(t) = (o)(t) = Tr [ou(t)pow(t)], 8)

where pg = p(0) is the density matrix that describes the initial state of the qubit. In
particular,
vp = v(0) = Tr[opo]. )

vt depends on vj and the time evolution operator. Using Equations (3) and (8), we obtain
(Appendix B).
Vi = vg+ 2ugu X vo + 2u X (u X vq). (10)

It is worth noting that scalar multiplication of Equation (10) by u readily gives:
u-vy=1u-vy, (11)
i.e., the displacement of v; is always orthogonal to u. Also, as expected (Appendix B),
v% = v%. (12)

Part of the dependence of B on v; results from the relationship between the expectation
values of the Pauli operators and the components of B. This relation leads to:

Vi=2BXxv (13)

which is the analogue of the macroscopic Bloch equations in our single spin model. Vector
multiplication of Equation (13) by v; on the right, together with the use of Equations (A6)

and (12), gives:
B = LZ |:Vt X V’t + Z(B . Vt)Vt:| . (14)

2v3

Equation (13) shows that the component of the variable magnetic field B parallel
to v; does not influence the first time derivative of v;. However, this component must
also be constrained to achieve a specific time evolution of the system, as described, for
example, by a given U(t) relevant for quantum computing tasks or as required to produce
desired correlations of some (at least one: vide infra) physical quantities. From Equation
(13) it is easily realized that for a time-dependent field the component of B parallel to
vt (which is named By in the following) influences the evolution of v;. For example, the
derivation of Equation (13) with respect to ¢, the subsequent substitution of the expression
(13) for v';, and the use of Equation (A6) give v =2B xvi+ 4BH v¢B — 4B%v;, with evident
contributions from B|. Note that also the first term in this expression is generally nonzero.
This is understood considering that, since B (t) is parallel to v; at any ¢ by definition and

vilvy, B'H (t) also has a component which, being parallel to vy, is orthogonal to v; and
therefore contributes to v’ ;.
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According to Equation (7), the solution of the inverse problem starting from the
assignment of v; (and in particular of v() requires finding the expression of (u9,u) as a
function of v; and vo. However, in general, the relation between (1, u) and v; cannot be
fully disentangled. In Appendix C we show that:

~_u _w(vo+vi)+voXvy

u=— = 15
ug 27(2) + vy -V (15
with
V34 o -
w=u-vy ==+ Lgvt—v%. (16)
2u
Then, using the equality u’ = u/oti + 1oU to rewrite Equation (7) as:
B:ug(ﬁurﬁx{f), (17)
after lengthy vector algebra (Appendix C), one obtains:
1 ,
B:—zvtxvt—i-BH, (18)
2u3
with
2 Vo (Vt XV t) \'/3
BH = [2M0wl — 202 02 v . (19)
0 0 0"Vt

Equations (18) and (19) are consistent with the general expectation from Equation (14)
and manifests an incomplete disentanglement of (19, u) and v; through the presence of
ug. Note that B depends on the initial condition, since there is only one specific field
(and hence Hamiltonian) that produces the desired evolution starting from a given initial
spin state.

We can complete our definition of the inverse problem and arrive at a full recipe for
finding the required field B by complementing the initial knowledge of v; with that of
one correlation of Pauli operators. In the present analysis, we mostly focus on the time
autocorrelation of the Pauli vector o, which can be written in the form (the derivation is
presented in Appendix D).

C(t) = Tr[o(t) - opg] = Tr [u*(t)ou(t) : opo} = 413 — 1 + 4iugu - vo. (20)

Moreover, since observables are usually related to the real or imaginary part of a correlation
function, and the strategies for measuring the real parts of correlations of observables
are easier to devise than those for their imaginary parts [94,95], we limit ourselves to
considering the real part of the correlation function:

ReC(t) = 4u(t) — 1. (21)

Note that Equation (21) readily follows from Equation (20), since u and v are both real
by construction. Since U(0) =1 = u(0) = 1,itis C(0) = Tr[0?pg] = 3 and the acceptable
solution for u(t) from Equation (21) is:

up(t) = %\/I—Q—Re(](t). (22)

Equations (18), (19) and (22) solve the inverse problem of determining the magnetic field B
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that produces the desired time evolution of v; and ReC(t) starting from the initial conditions
vp and C(0) = 3. Furthermore, using Equations (15) and (22) yields (Appendix D).

u(t) = 5+ { 1+ ReC(t)vg X v;

vy+Vo Vi

i\/%*vﬂ LI ij) [1+ ReC(t)](vo +vt)}

(23)

where the use of the + or — sign depends on the values of the quantities v¢ and ReC(t),
which are preassigned in the inverse problem.

For systems with unitary evolution, inserting (22) and (23) into Equation (3) gives the
evolution operator U(t), thus providing the complete description of the dynamics of the
spin in the time-dependent magnetic field. Different expressions for U(t) would result from
using a different correlation, for example ImC(f) or any of the fundamental two-observable
correlations (Appendix E), whose real parts satisfy the relation.

3

1 1
EReCnp(t) = ReTr [0y (t)oppo] = (u% - 2>5np —UQ Y UjEjnp + Unlip. (24)
=1

4. The Inverse Problem for a General Two-Level System

As pointed out in Section 2, the above analysis can generally be referred to a fictitious
spin in a fictitious field B, thus being applicable to any two-level system (which can also
represent a qubit). Without loss of generality [59], the Hamiltonian matrix can be written
as [8,55,59].

_ () Via(t) _ Q(t) Lo (e ()
H(t)_(vl*z(t) —%(f)):<%wo(t)e’¢(t) sz_Qit) ) (25)

on the basis of the eigenstates |1) = (é) and |2) = <(1)) of the unperturbed (or uncoupled)

Hamiltonian (V3 = 0). Here, Q)(t) is half the (time-dependent) energy separation between
these two states and Vi, () denotes their coupling, which has modulus wy(t)/2 and phase
¢(t). One can also use the Pauli matrices and the matrices that represent the ladder
operators o+ = %(01 + 07) to recast the Hamiltonian matrix in the two equivalent forms (cf.
Refs. [55,96,97]).

H(t) = Q(t)oz + onm[cos P(t) o1 + sinp(t) o] 26)
— O(t)o3 + U {e_@(t}m + ei‘/’(t)a_} :

In units such that 2 = 1, the fictitious magnetic field is related to the matrix elements
of the Hamiltonian by the relations [8,55]

By (t) = ReVip(t) = %Y cos (1)
By(t) = ImVip(f) = ‘*’2< sing(t) - (27)
B3(t) = Q(t)

Therefore, the modulus of the field projection onto the xy plane is equal to the modulus
of the coupling matrix element, while the field component orthogonal to the xy plane is half
the energy difference between the basis states. Furthermore, the phase of the coupling can
be derived from the ratio of B, and B;. Equation (27) highlights that the role played by the
magnetic field in engineering the dynamics of a spin is played by the energy difference and
the coupling between the unperturbed states in the case of a general two-state system. One
still needs to find what v; and u(t) translate into as the inverse problem is reformulated
for the general two-level system. This problem is addressed in Section 5, where its solution
is further clarified by a formulation for CT systems.
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We conclude this section noting that for all cases in which the phase of the coupling
satisfies the condition:

¢'(t) = 20(t) — pewo(t) (28)

the evolution operator for the system described by the Hamiltonian (25) is already known
and has the matrix form [8,59].

120 D(pit) i ) +-6(ji) _jsin®(ut) 20

1+ >

U(t) = V. 14+pu ) (29)
) ity 12-+c0s? B(gist) i 2 49

1+ 1+p?

where 1
O(iit) = /1 2x(t), x(t) = 5 [ wolt)ar (30)
and [8]
s t) = arctan[\/ﬁtancb(y;t)} for t # t(2n_1)n/2(‘u) (n€N). 31)

—

2n—-1)% for t = t(p,_1)r/2(1)

In Equations (29)-(31), t = t;/2(p), t3z/2(pt), - . . are the times at which ®(u;t) = 7,
37”, ...,and yu is a positive real parameter. If y = 0, Equation (31) is replaced by [8].
0 fort <t<t

(0 t) = { (—3+2m)m (3+2n)7 (neZ). (32)

% +2n

The comparison between Equations (3) and (29) provides the expressions for the
parameters (1o, u) in terms of the Hamiltonian parameters. The specific functional forms of
(ug,u) (and therefore of the related Hamiltonian parameters) that correspond to the desired
v¢ and ug(t) are given by Equations (22) and (23). In Section 5, the inverse problem for the
two-level system is attacked head-on, after some considerations that then enable a back
comparison with the known matrix form (29) of the evolution operator when condition (28)
is satisfied.

5. Inverse Charge-Transfer Problem: Controlling the Charge Dynamics

In the framework of CT, |1) and |2) are diabatic electronic states that describe the
localization of the excess, transferring charge before and after the CT process. As shown by
some of us in a recent study [8], condition (28) can be implemented through a (physical)
rotation of the charge donor in a frame where the charge acceptor is fixed, or conversely.
After solving the inverse problem proposed hereafter, we will show that it corresponds to
physical situations described by y = 0 in Ref. [8].

Our main purpose in this section is to analyze the meaning and use of the inverse
problem solution in the framework of CT, which will also highlight the mapping of CT
to the motion of the corresponding qubit on its Bloch sphere in a transparent way. It is
worth noting that the states of the system are often denoted |1) and |2) in CT studies and
correspond to |[+) = |0) and |—) = |1), respectively, in the usual qubit notation.

The Hamiltonian of the CT system has the general form (25). For a given energy
difference 2 Q)(t) between the diabatic electronic states, the modulus of their electronic
coupling, wy(t)/2, is the determinant of the CT rate when free energy factors are not
at play, as we assume here. The electronic state evolution essentially occurs near an
avoided crossing, where 2 Q(t) becomes small compared to the coupling (Figure 1a).
In addition, cases where the charge dynamics involves degenerate localized states are
also encountered. For example, CT between two defects in a solid state-like matrix, over
suitable temperature ranges, may meet both this condition and the neglect of free energy
reorganization. Furthermore, also in this case, the CT dynamics can either be periodic (as
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in the Rabi oscillation) or not, depending on the time dependence of the electronic coupling
between the initial and final states [8].

Energy donor  acceptor

a b 2) e [=)=[1)

Figure 1. Description of a two-state CT process as a qubit state moving on the Bloch sphere.
(a) Energy profile of the CT system as a function of a nuclear reaction coordinate or some other
time-dependent parameter (such as the amplitude of an applied electric field in a driven CT sys-
tem [98]) Q(t) describing the system along the CT reaction path [1,8,98]. All quantities in the
Hamiltonian matrix (25) depend on time through this parameter; e.g., Q(t) = f(Q(t)), where f is
a suitable function of Q. The dashed lines describe the energies of the diabatic states (that is, the
diagonal terms of the Hamiltonian) at varying Q(#) and hence t. The solid lines describe the energies
of the adiabatic states, which split near the transition state coordinate, where the diabatic levels
cross. Their minimum separation at this coordinate is twice the modulus of the coupling between
the diabatic states |1) and |2). Near the transition state, where the charge transition can more easily
occur, the diabatic energy difference is negligible compared to the coupling. The inset shows the
potential energy profile seen by the transferring charge (e.g., an electron) along its coordinate g,
at the transition nuclear coordinate, where the two localized electronic states are degenerate (the
corresponding wave functions are schematized in purple). The tunneling probability is determined
by the electronic coupling matrix element. (b) A coherent CT process can be seen as a motion of the
representative point of the system state on a great circle of the Bloch sphere of the fictitious spin asso-
ciated with the two-level system through Equation (27). If the charge transition probability reaches
unity, the corresponding point on the Bloch sphere moves from the north pole to the south pole (red
dashed line).

In what follows, we consider degenerate states, and therefore ()(t) = 0. We also
use ¢ = 0. These parameter choices do not affect our main conclusions, while further
simplifying the analysis and maximizing the transparency of the description of a CT process
as a motion on the Bloch sphere.

We write the state of the system at a generic time t as

[p(8)) = CL(H[1) + Ca(8)[2), (33)

and the initial conditions are C;(0) = 1, C2(0) = 0, which correspond to a density matrix:

m={o o) (34)

If the charge is finally localized as in state |2), the final state is described by Equation
(33) with C; = 0, C; = 1. Then, in terms of the associated qubit, the initial and final states
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are located at the poles of the Bloch sphere (Figure 1b). Inserting the matrix expression (2)
for the evolution operator into the matrix equation:

C(t) = U(H)C(0), (35)

where C is the column vector of C; and Cy, for the above initial conditions we obtain:

(@) 50
un=(c o) (50

Note that C; (¢) and C,(t) satisfy the normalization condition |C; (£)|* + |C2(£)[* = 1
at any t. Furthermore, since a global phase factor of the state vector can be disregarded,
Cy(t) is chosen to be real. In general, this may require the inclusion of an additional phase
factor in Cy(t), and the same could be done for phase ¢ if it were nonzero.

The insertion of Equations (33), (34) and (36) into Equation (8) readily gives:

vi = 2C1 (ReCa ()% + 2C1 (NImCs (1Y + [ (1) — |Co (1) 2. (37)

It can be verified that v; satisfies the necessary condition v? = 1 at all times.

The fastest dynamic evolution is expected along a great circle arc from the north pole
to the south pole of the Bloch sphere [26]. This is compatible with the expression (37) for v;
if Cy(t) is set as a pure imaginary quantity. Since U(dt) = 1 — iH(0)dt implies that:

Co(dt) = —i@dt, (38)
we write Cp(t) = —i|Cy ()| and Equation (35) becomes:
vi = 2C1 ()| Ca(t)[§ + [CR(1) — ICa(D) 2 (39)

Similarly to the expression (33) for the state of the system, Equation (39) goes beyond
the case of CT process. The cross term of the v; component along § expresses the interference
between the two electronic states necessary to build up the final populations. The v;
component along Z is the population difference between the two diabatic states. By using
the normalization condition on the expansion coefficients of the state vector, this component
can be rewritten as 2C(t) — 1. Considering this expression from the point of view of the
occupation of the donor site, rather than from a CT perspective, the Z component of v; is
strictly related to the average charge on the donor molecular site (the same consideration
can be applied to the acceptor site), similarly to what is found for charge qubits that
correspond to the occupation and de-occupation of a superconducting island by an excess
Cooper pair [42].

In CT processes, the cross term describes the transient delocalization of the charge. If
the charge finally localizes with unit probability on the acceptor site, this term returns to
its initial zero value as the transfer is completed. Accordingly, the population difference
passes from 1 (charge initially on the donor site) to —1 (charge finally on the acceptor site).

v; describes the aforementioned rotation on the Bloch sphere by setting:

C1(t) = cosx(t) = up(t)
{ C;(t) = —isin«(t) (40)

which implies
vy = —sin 2« (t)y + cos 2k (t)2. (41)
Indeed, one can easily see that Equation (40) is the solution of the Schrédinger equation

in matrix form for the generic Hamiltonian (25) simplified by choosing Q(f) = 0 and ¢ =0,
once «(t) is defined as in Equation (30). The rotation on the Bloch sphere can reach the



Physics 2024, 6

1180

south pole depending on the form of x(t), that is, on the time dependence of the electronic
coupling.

For t = 0, Equation (41) gives vy = 2 (and therefore v = 1, as expected for a pure
state that evolves coherently), which corresponds to the initial CT state, that is, to the north
pole on the Bloch sphere. At this point it is readily seen that:

Vi X V= 2K'% (42)

and

w=20
{ VO'(VtXV’t) -0 —)BH =0. (43)

Finally, using the expression (30) for x(t), one obtains

B = %CU()(t) X = Vlz(t) X. (44)
This result can be read in two equivalent ways. In the case considered, the CT corresponds
to a rotation on a great circle of the Bloch sphere that is generated by a fictitious magnetic
field perpendicular to the orbit whatever the initial point on the sphere, the arc length
run, and the travel speed. All these features depend on the specific time-dependent
functional form of B. In terms of the Hamiltonian (25), as the states are degenerate and
the coupling is real, the state of the system is subject to a rotation which amounts to a
changing localization of the charge. In physical-mathematical terms, in cases where the
system evolution is unitary and BH = 0, Equation (18) becomes B = (vt X v’t) /2 and
provides the general solution to the dynamical problem, irrespective of the functional form
(i.e., whatever the specific initial value and time dependence) of v;. A specific choice of
electronic coupling modulus produces a specific CT dynamics within the general form (40)
or (41). For example, wy(t) = 2vsech(vt) leads to a smooth increase in the population of
the final state, as described by the transition probability P;_5(t) = |Ca(¢)|* = tanh?(vt) [8],
and the CT rate clearly depends on the coupling.

Now, one can use the formalism in Section 3 to calculate directly the evolution operator.
With 1 (t) from Equation (40) and v + vo - v; = 1 + cos 2« (t) = 2 cos? x(t), Equation (23)
gives:

u(t) = vo X vi  sin2xk(t)

T 2cosk(t)  2cosk(t) sinx (D)%, “5)

which can be replaced into Equation (3) to obtain:

u :< cos k() —isinK(t))/ )

—isink(t)  cosx(f)

consistent with the known result provided by Equation (29) for the present case, as shown
in ref. [8]. Note, as a backward comparison, that the system evolution chosen in the inverse
problem satisfies Equation (28) with Q(t) = 0 and y = 0; ¢ is therefore a constant, which is
zero in the above.

6. Concluding Remarks

In this study, we present a general solution to the inverse problem for two-level
systems. A sensible point of our theoretical approach is that it starts from expectation
values of observables, as is required by experimental measurements.

In the case of a spin-1/2 particle, the magnetic field specifies the Hamiltonian, namely,
the system, and therefore its evolution for any given initial conditions. Equation (19) reflects
the fact that having two different expectation values of the Pauli operators at times ¢ # 0
when starting from the same values vy at t = 0 requires two different driving fields.

The methodology lends itself to applications within more complex systems and gener-
alizations. For example, it was shown that the dynamics of two coupled spin-1/2 systems
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subject to two different magnetic fields can be reduced to two independent sub-dynamics
of the spins [99] that can be exactly solved by appropriate choice of the fields. Therefore,
it would be interesting and practically relevant to combine the present approach with
that in Ref. [99] to engineer the composite system. This can be particularly useful for
applications in quantum computing, where generally a set of qubits is steered from an
initial condition to a desired final one. Other generalizations may also be easily enabled,
e.g., by the treatment of multilevel spin dynamics as a sequence of two-level transitions
at avoided crossings [100]. Finally, the consideration of the spin system in contact with a
thermal bath is of clear relevance to the comparison with many experiments and worthy
of future analysis. However, it is also worth noting that the charge-transfer model em-
ployed describes the single passage through an avoided crossing within the diabatic state
framework for a system generally at a nonzero temperature.

We show the meaning and application of the inverse problem solution to CT systems,
where the time evolution of the expectation values of the Pauli (or the corresponding
spin) operators translates into the interference between the two localized-charge states and
their population difference. We emphasize the formal equivalence of the spin in magnetic
field and CT systems through the visualization of a CT process on the Bloch sphere. This
type of picture has also been used for the coherent excitation of two-level systems, with
a different meaning of the physical quantities involved [3,101], and can be useful for
quantum information handling purposes, for example to help conceive of information
transfer processes that can be accomplished through a given two-state physical system.

We conclude noting that, apart from possible useful extensions, the stand-alone impor-
tance of the proposed method is enhanced by the need for coherent control of individual
qubits in many quantum technologies [102].
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Appendix A

In this appendix we demonstrate the relationship between B and (1, u) described by
Equations (6) and (7). Using the Hamiltonian in Equation (1), the parameterization of the
evolution operator in Equation (3), and the definition of the Pauli matrices, we obtain

E _ 33 Bl —1iBy upg — iu3 —Up — iu1 _ M11 M12 (Al)
h By +1iB; —Bs3 Up — iUy U+ ius My My )’
where

My = B3(u0 — iu3) + (Bl — le) (u2 - iul) = Bsug + Byup — Bou; —iB-u
. (A2)
:B3u0+(B><u)3—zB-u,
Mip = —Bs(uz +iuy) + (By — iBa) (uo + ius)
= Byug + Bous — Bzup — i(Baug + Bsuy — Byug) (A3)
= Biug + (B X u)l - i[B2u0 + (B X u)z} p

My = (By + Ba)(ug — ius) — B3(uz — iug)
= Byug + Bouz — Bzup + i(Bpug + Bsuy — Byug) (A4)
= Biug + (B x u); +i[Baup + (B x u),],

My = —(B1 + iBz)(Z/lz + iul) — B3(M0 + iu3) = —Bsugp — (B1u2 — Bzul) —iB

-u
:—B3u0—(B><u)3—iB~u. ’ (AS)

Inserting the above quantities and the parameterized expression for U(t) into the
Schrodinger equation for the evolution operator, ihl’ = HU, it is immediately seen that
Equation (6) is satisfied. Then, using the vector identity

ax (bxc)=b(a-c)—c(a-b), (A6)
vector multiplication of the second Equation (6) by u from the left yields
uxu =upuxB+ux (Bxu)=1uuxB+u’B—(u-Bu (A7)

Inserting Equation (5) and the second equality (6) into Equation (A7), we obtain

uxu =up (uOB — u’) + 1B+ uou=B+u'pu—upu — B=upu —u'put+uxu, (A8)

which is Equation (6).
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Appendix B

Inserting Equation (3) for the evolution operator into Equation (8), using the commu-
tators of the Pauli matrices, the relation oo = Jj1 + 1 Z €107 (which is readily obtained

by adding the commutator to the anticommutator of the Pauli matrices, and making use
of the Kronecker delta and Levi-Civita symbol), the invariance of the trace of a product
of operators with respect to cyclic permutations of the operators, and Equation (A6), one
obtains Equation (10):

v; = Tr[o(upl —iu- o)po(upl +iu- o)]

= Tr[o(ugpotp + itgpou - 0 —iu - opyliy +u - opou - 0)]

= uOTr[(rpo} +iugTr[(u- 0)opy — o(u- 0)pg] + Tr[(u- o)o(u- o)pp]
= udvo + iugTr[uj (0j0 — 0y0;) &po | + Tr [u07&051410100

= udvo — 2uoTr {sjklékalu]- po] + &uju Tr [0j00700 | o
= ufvo — 2uoeg;&xu;Tr[oy po] + &uju; Tr [((Sjkl + i€ jkm am)o*lpo} (49)
= udvo — 2uoeg&xvoruj + Eug Tr[oy00] + i€kt j1u1€ ji Tr[0m 0100

= (1 — u?)vo + 2ug u X Vo + &t 0o + i€kl jUiE i ~+ ExjmCill € mintiV0n
= v+ 2upu x vo +u(u-vy) — vou? +u x (u x vp)

= vo+ 2upgu X v+ 2u x (u x vq)

where Einstein’s notation is used for the repeated indices. Using (A6), Equation (A9) is
rewritten in the form

Vi — Vo = 2ugu X v + 2(u - vo)u — 2u>vy. (A10)
and, using Equation (5),
Vi + v = 2udvo 4+ 2ugu X vo +2(u - vo)u. (A11)

By performing the scalar multiplication of (A10) and (A11) side by side, using the prop-
erties of the scalar triple product, and denoting 6 the angle between u and vy,

one obtains

v} — v = 4u0uzv% sin? 0 + 4u2u?v3 cos? 0

Al2
+ 4u4v cos? 0 — 4u2uzv% 4yt v cos20 =0, ( )

namely, Equation (12) In partlcular, for a pure state, it is straightforwardly seen using
Equation (9) that 07 = v3 =

Appendix C

To find the necessary relations between (1, u) and v¢, and then the expression for the
field, we first use Equations (10), (A6) and (A11) to write the vector product

vy X v = 2ugvy X (uxvo)—l—Zvox[ X (uxvo)]

= Z[MOU%LI - uO(u VO)VO - (u VO) ( X VO)] (A13)

= 2upviu — w(Zuovo + 2ugu x vp)

= 2uovou — —[vt + vy —2(u-vp)u]

whence

u:(u-vo)(v0+vt)+u0v0xvt' (A14)

2 [u%v% + (u- vo)z}
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Equation (15) is clearly obtained by dividing both sides of Equation (A14) by 1, while
the scalar multiplication by vy produces the following:

o) (2 vi
(uvo)Egtvove) - o [u%v% + (u- vo)z} =034 vp- vt

u-vg=
Z[uév(z)-&-(wvo)z] (A15)
2
_ o~ uvy __ Yo tVvo vt 2
— W=u VO—TO— 211% R

Equation (16) is thus demonstrated.
Next, we use the vector identity (A6), Equation (12), and the property v; - v'; = 0 that
results from Equation (13) to write the following expression for B:

=0 +axa

Sl

_voviw (v0+v,g)+v0 X Vi) C (vo+vt)+wvt+v0><vt
(UO+VO Vl) UO+V0 Vi

+ w(vo+vi)+vo X vy % w' (vo+vi)Fwv v XVt
vé +vo-vt vé +vovt

_ VoV ¢ [w(vo+vy) +vo xvi]
(v%+v0~vt)2

_ _V0~V,[[w(V0+V[)+V0 th] + w' (Vo-l—Vt)-‘rZUV't-l-VOXV’t
('UOJrVO Vf)2 Z7(2)4"’0"715

+(2+v7v)[ (V0+Vt) X (wvt+V0><Vt)

+ (VO X vt) x (w'vy + w'vi +wv'y) + (vo x vi) x (vo x v’t)]

= 2{ V() Vt 0><Vt+ZUZ(V0+Vt)><V’t
v+v v

(A16)

+ (w Vi — wv’ F—w Vo)(Z)O +vp- Vt) + [(Vt X V’t) -Vo]VQ}
+w’(v0+vt)+wv't+vo ><V’f _
U%J"VO‘Vt (U%+V0-Vt)2 (U%+V0-Vt)

2 2. !
2 / 1 X WV XV ¢ .
|: wv + ( + vz—i-v vy )VO v t} T (U%+v0»vt)2

Singling out the term proportional to v; x v'; in Equation (18), we obtain

vo-(vixvy) o vV

7V0 X Vi

e rem—

vo—i—v Vi

By Vo (Vi X V') vov'
_ 0Vt
2= 2 2V0 — 5 2V X Vi
0 (v§+vo-vi) (v5+vo-vi)

/ w2 ’
—|—v%+v ~; |:ZT/UVt+ (1+v[2)+vat)V0 XVt:|

2 ’
+L w y_méﬁwxvf (A17)

2
Vy+Vo-Vi

_ _ouwly Vo (v XV )V — (Vo v 1) Vo X v+ (Vo vy )V XV =03V X V'y
‘U%-‘rV[)'Vt (Ué+V0'Vt)2

UOVO XV 1—(Vg-vi) Vi XV 'y
2u3v3 (v5+vo-vy)

+

At this point, using the Jacobi identity for the cross product,

0=vp X [VO X (v X V) + v X (Vi xvg) + vV x (vg X vt)]

, , , . (A18)
:Vo-(VtXVt)VQ—U%VtXVt—f—(VO‘Vt)VOXVt—(VO‘Vt)V()XVt,

the expression for B|| reduces to

2ulw'v Vivo X Vi — (Vo - Vi) Vi XV
BH _ 0 t + ovo 2t 2( 0 t) t t, (A19)
vy + VoVt 200(00+V0-Vt)
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which is evidently orthogonal to v';, since v; L v';. Furthermore, it is BH Lv; x v In fact,
using the vector identity

(axb)-(cxd)=(a-c)(b-d)—(a-d)(b-c) (A20)

and Equation (12), it is obtained:
[vg(vo X Vi) — (vo - vi) (Ve X v’t)} (v x V) =3 (vo - vi)ol — (vo - vi)oPult = 0. (A21)
Since BH 1 {v't, Vi X Vi }, it is very easy to see geometrically that BH is parallel to v;. To

show this analytically, we make use of the expansion of vy on the orthogonal vector basis
{vt,v't,vi x v';}, which, using Equation (12) and the fact that v; L v's, is written

v - Vi Vo v o vy (VEX V)
Vo = Vi v

2

Y

0/2 020/2 Vi X V¢ (AZZ)
t 0t

Inserting this expression into the product v x v'; of Equation (A19) gives

2112w’vt v, -(v XV )
B, = 0 0 (VEXV ¢
Il

— Vix (vixVv
vg+vove 20307 (03 +vove) e (v )

A23
23w’ vy (vixvy) ( )
v%-i—vo‘vt 205 (v%-i—vo Vi)

Vi,

namely, Equation (19).

Appendix D

In this Appendix, we derive the expression (20) for the time autocorrelation of the
Pauli vector and the related Equation (23). Using the identity € €,,jx = 20}, the properties
of the scalar triple product, and Equation (5), one obtains

C(t) =Tr[(upl +iu-0)o(upl —iu- o) - opg]

= udTr[o - opo] +iugTr{[(u-0)o — o(u-0)] - opo} + Tr{[(u-o)o(u-o)] - opo}
= 3udTr[po] + iugTr [u;(0j0% — 0k0;) 018110 + Tt 1004141070 b0

= 3uf — 2uoTr | ujejiy, (Tm(?’kpo} + uju)Tr (0503 (0%07 + 2i€ e T ) Po]

= 3uf — 2ugTr | ujejim (il + i€ pin an)po} + 3uju Tr [oj0700 |

428 je 1 Tx [0j070mp0] = 3uf + 2iugTr [uje]-km € nkm O'npo}

—|—3u]'ukTr |:(5jk1 + igjkl (Tl)po:| + Ziu]‘€lkm u;Tr [Uj(gkml + i€kmn O'H)po}

= 31/1% + 4iugTr [M]‘é]'n U'npo] + 3u? + Siujejkl Ur0q;

—ZM]'MIS lkm €nkm Tr[(5]n1 + isjnp U'p)p()]

= 3uf + 4iugu;Tr [oj00] + 3u? — 4uju;61, 85 — 4ittjiug€ jup 61 Tr [0pp0 ]
=3u} + diugujog; + 3u? — 4u? — diuje g ug vo = 4u3 — 1+ 4iug(u - vo)

(A24)
where Einstein’s notation is used again for the summation over the repeated indices.
Equation (A24) gives Equation (20), whence (21) and (22).

To derive Equation (23), we first note that the insertion of Equation (22) into the third
equality (A15) gives

2 ] 2
u~v0:i\/1)0+;()vt—zo[l+ReC(t)]. (A25)
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Equation (23) readily results from using Equations (22) and (A25) in the numerator of
the expression (A14) for u and the second equality (A15) in its denominator.

Appendix E

Here, we derive the general expression (24) for the fundamental two-observable time
correlations of Pauli operators. Using Equation (5), Einstein’s notation for the repeated
indices, and the identity &x€jun = SkmO1n — Skndim, one finds

Cup(t) = Tr[(uol +iu- 0)oy (1ol —iu- 0)oppo]

= u3Tr [0n0pp0] + iugTr{[(u- o)y — oy (u- o)]oppo }

+Te{[(u- 0)on(u- o)]oppo}

= udTr[(6np1 + ienpg 0q) 0] + iuoTr [uj(0j0w — 0w07) oppo]

+Tr [400141010pp0| = ugbup + itgenpgvog — 2uoTr {u]»s]-nk (TkO'ppo}

+uju1Tr |: (5]‘,11 + igjnk U’k) ((Slpl + ielpm O'm)po} = u% <5np + ienquOq)
—2uTr {ujsjnk ((Skpl + i€kpq O’Q)po} + Untty + i€y 6y Tr[ompo]

+iu; U1€jnk 5lpTr[0kp0] ul‘g]nk‘c—lmer [(‘Skml + Z“‘gkmq Uq)Po}

= 105 (up + ienpgvog) — 2uou; [‘ank Sp +1(0jp0ng — 5]“15”17)00‘1} T Unllp
—iunsplm Uioom — iu,,snjk ujUOk - ujulsjnkslpk - iujulsjnk <5lq5kp - 51p5kq>voq
= 13 (8np + i€npgvog) + 2up(u X &p), — 2iugvonity + 2iugligvogdup + tnitp
—iun(u X Vo)p - iup(u X Vo)n - u]-ul ((Sjlénp - 5]-p<51,1) - isjnpu]-uqvoq — isnjqujvoqup
= (u% + 2iugu - vo — uz)énp + [2uy — 2iugvo, —i(u x vo), Jup

+{[(2uo + iu - vo)u — iudvo] x &}, —iun(uxvy), —iuy(u xvo),

P
(”0 + fugu - vo — )(SHP + 2[uy — iugve, — i(u x vo),Jup
+{[(2up + iu - vo)u — iudvy| x &pt, — iun(uxvp)

p
(A26)

from which Equation (24) results.

References

1.

Migliore, A.; Polizzi, N.F; Therien, M.].; Beratan, D.N. Biochemistry and Theory of Proton-Coupled Electron Transfer. Chem. Rev.
2014, 114, 3381-3465. [CrossRef] [PubMed]

Scholes, G.D.; Fleming, G.R.; Chen, L.X.; Aspuru-Guzik, A.; Buchleitner, A.; Coker, D.E; Engel, G.S.; van Grondelle, R.; Ishizaki,
A.; Jonas, D.M.; et al. Using Coherence to Enhance Function in Chemical and Biophysical Systems. Nature 2017, 543, 647-656.
[CrossRef] [PubMed]

Brinks, D.; Hildner, R.; van Dijk, E.M.; Stefani, FD.; Nieder, J.B.; Hernando, J.; van Hulst, N.F. Ultrafast Dynamics of Single
Molecules. Chem. Soc. Rev. 2014, 43, 2476-2491. [CrossRef] [PubMed]

Rozzi, C.A.; Falke, S.M.; Spallanzani, N.; Rubio, A.; Molinari, E.; Brida, D.; Maiuri, M.; Cerullo, G.; Schramm, H.; Christoffers, J.;
et al. Quantum Coherence Controls the Charge Separation in a Prototypical Artificial Light-Harvesting System. Nat. Commun.
2013, 4, 1602. [CrossRef] [PubMed]

Phelan, B.T.; Zhang, ].; Huang, G.J.; Wu, Y.L.; Zarea, M.; Young, R.M.; Wasielewski, M.R. Quantum Coherence Enhances Electron
Transfer Rates to Two Equivalent Electron Acceptors. J. Am. Chem. Soc. 2019, 141, 12236-12239. [CrossRef] [PubMed]

Jha, A; Zhang, P.P,; Tiwari, V.; Chen, L.; Thorwart, M.; Miller, R.J].D.; Duan, H.G. Unraveling Quantum Coherences Mediating
Primary Charge Transfer Processes in Photosystem Ii Reaction Center. Sci. Adv. 2024, 10, eadk1312. [CrossRef]

Rather, S.R.; Scholes, G.D. From Fundamental Theories to Quantum Coherences in Electron Transfer. J. Am. Chem. Soc. 2019, 141,
708-722. [CrossRef]

Migliore, A.; Messina, A. Controlling the Charge-Transfer Dynamics of Two-Level Systems around Avoided Crossings. J. Chem.
Phys. 2024, 160, 084112. [CrossRef]

Jin, J.; Wang, S.; Zhou, J.; Zhang, W.-M.; Yan, Y. Manipulating Quantum Coherence of Charge States in Interacting Double-Dot
Aharonov-Bohm Interferometers. New J. Phys. 2018, 20, 043043. [CrossRef]


https://doi.org/10.1021/cr4006654
https://www.ncbi.nlm.nih.gov/pubmed/24684625
https://doi.org/10.1038/nature21425
https://www.ncbi.nlm.nih.gov/pubmed/28358065
https://doi.org/10.1039/C3CS60269A
https://www.ncbi.nlm.nih.gov/pubmed/24473271
https://doi.org/10.1038/ncomms2603
https://www.ncbi.nlm.nih.gov/pubmed/23511467
https://doi.org/10.1021/jacs.9b06166
https://www.ncbi.nlm.nih.gov/pubmed/31302997
https://doi.org/10.1126/sciadv.adk1312
https://doi.org/10.1021/jacs.8b09059
https://doi.org/10.1063/5.0188749
https://doi.org/10.1088/1367-2630/aab5cb

Physics 2024, 6 1187

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

Li, Y.-C.; Chen, X. Shortcut to Adiabatic Population Transfer in Quantum Three-Level Systems: Effective Two-Level Problems and
Feasible Counterdiabatic Driving. Phys. Rev. A 2016, 94, 063411. [CrossRef]

Ban, Y.; Chen, X.; Platero, G. Fast Long-Range Charge Transfer in Quantum Dot Arrays. Nanotechnology 2018, 29, 505201.
[CrossRef]

Ness, G.; Shkedrov, C.; Florshaim, Y.; Sagi, Y. Realistic Shortcuts to Adiabaticity in Optical Transfer. New |. Phys. 2018, 20, 095002.
[CrossRef]

Chandra, S.; Sciortino, A.; Das, S.; Ahmed, F; Jana, A.; Roy, J.; Li, D.; Liljestrom, V.; Jiang, H.; Johansson, L.S.; et al. Gold Au(I)
Clusters with Ligand-Derived Atomic Steric Locking: Multifunctional Optoelectrical Properties and Quantum Coherence. Adv.
Opt. Mater. 2023, 11, 2202649. [CrossRef]

Baydin, A.; Tay, F,; Fan, ].C.; Manjappa, M.; Gao, W.L.; Kono, J. Carbon Nanotube Devices for Quantum Technology. Materials
2022, 15, 1535. [CrossRef] [PubMed]

Dolde, E; Jakobi, I.; Naydenov, B.; Zhao, N.; Pezzagna, S.; Trautmann, C.; Meijjer, J.; Neumann, P; Jelezko, F.; Wrachtrup, J.
Room-Temperature Entanglement between Single Defect Spins in Diamond. Nat. Phys. 2013, 9, 139-143. [CrossRef]

Popp, W.; Polkehn, M.; Binder, R.; Burghardt, I. Coherent Charge Transfer Exciton Formation in Regioregular P3ht: A Quantum
Dynamical Study. J. Phys. Chem. Lett. 2019, 10, 3326-3332. [CrossRef] [PubMed]

Wang, D.Q.; Kelkar, H.; Martin-Cano, D.; Rattenbacher, D.; Shkarin, A.; Utikal, T.; Gotzinger, S.; Sandoghdar, V. Turning a
Molecule into a Coherent Two-Level Quantum System. Nat. Phys. 2019, 15, 483-489. [CrossRef]

Wang, L.K.; Bai, D.; Xia, Y.P.; Ho, W. Electrical Manipulation of Quantum Coherence in a Two-Level Molecular System. Phys. Rev.
Lett. 2023, 130, 096201. [CrossRef]

Ivakhnenko, O.V.; Shevchenko, S.N.; Nori, F. Nonadiabatic Landau—Zener-Stiickelberg-Majorana Transitions, Dynamics, and
Interference. Phys. Rep. 2023, 995, 1-89. [CrossRef]

Cheng, B.; Deng, X.H.; Gu, X.; He, Y,; Hu, G.C,; Huang, PH.; Li, J.; Lin, B.C.; Lu, D.W.; Lu, Y.; et al. Noisy Intermediate-Scale
Quantum Computers. Front. Phys. 2023, 18, 21308.

Migliore, A.; Messina, A. Quantum Optics Parity Effect on Generalized Noon States and Its Implications for Quantum Metrology.
Ann. Phys. 2022, 534, 2200304. [CrossRef]

Acin, A.; Bloch, I.; Buhrman, H.; Calarco, T.; Eichler, C.; Eisert, ].; Esteve, D.; Gisin, N.; Glaser, S.J.; Jelezko, F.; et al. The Quantum
Technologies Roadmap: A European Community View. New J. Phys. 2018, 20, 080201. [CrossRef]

Dong, D.; Petersen, I.R. Quantum Control Theory and Applications: A Survey. IET Control. Theory Appl. 2010, 4, 2651-2671.
[CrossRef]

Dell’Anno, E; De Siena, S.; Illuminati, F. Multiphoton Quantum Optics and Quantum State Engineering. Phys. Rep. Rev. Sect.
Phys. Lett. 2006, 428, 53-168. [CrossRef]

Costanzo, L.S.; Coelho, A.S.; Pellegrino, D.; Mendes, M.S.; Acioli, L.; Cassemiro, K.N.; Felinto, D.; Zavatta, A.; Bellini, M.
Zero-Area Single-Photon Pulses. Phys. Rev. Lett. 2016, 116, 023602. [CrossRef]

Jafarizadeh, M.A.; Naghdi, F; Bazrafkan, M.R. Time Optimal Control of Two-Level Quantum Systems. Phys. Lett. A 2020, 384,
126743. [CrossRef]

Feng, T.; Xu, Q.; Zhou, L.; Luo, M.; Zhang, W.; Zhou, X. Quantum Information Transfer between a Two-Level and a Four-Level
Quantum Systems. Photonics Res. 2022, 10, 2854-2865. [CrossRef]

Migliore, A.; Napoli, A.; Messina, A. The Physical Origin of a Photon-Number Parity Effect in Cavity Quantum Electrodynamics.
Results Phys. 2021, 30, 104690. [CrossRef]

Yang, Y.; Liu, X.; Wang, J.; Jing, J. Quantum Metrology of Phase for Accelerated Two-Level Atom Coupled with Electromagnetic
Field with and without Boundar. Quantum Inf. Process. 2018, 17, 54. [CrossRef]

Shevchenko, S.N.; Kiyko, A.S.; Omelyanchouk, A.N.; Krech, W. Dynamic Behavior of Josephson-Junction Qubits: Crossover
between Rabi Oscillations and Landau-Zener Transitions. Low Temp. Phys. 2005, 31, 569-576. [CrossRef]

Masuda, S.; Tan, K.Y.; Nakahara, M. Theoretical Study on Spin-Selective Coherent Electron Transfer in a Quantum Dot Array.
Universe 2020, 6, 2. [CrossRef]

Koch, C.P; Boscain, U.; Calarco, T.; Dirr, G,; Filipp, S.; Glaser, S.J.; Kosloff, R.; Montangero, S.; Schulte-Herbruggen, T.; Sugny, D.;
et al. Quantum Optimal Control in Quantum Technologies. Strategic Report on Current Status, Visions and Goals for Research in
Europe. EP] Quantum Technol. 2022, 9, 19. [CrossRef]

Chiavazzo, S.; Sendberg Serensen, A.; Kyriienko, O.; Dellantonio, L. Quantum Manipulation of a Two-Level Mechanical System.
Quantum 2023, 7, 943. [CrossRef]

McArdle, S.; Endo, S.; Aspuru-Guzik, A.; Benjamin, S.; Yuan, X. Quantum Computational Chemistry. Rev. Mod. Phys. 2020, 92,
015003. [CrossRef]

Chen, X.; Lizuain, I.; Ruschhaupt, A.; Guéry-Odelin, D.; Muga, J.G. Shortcut to Adiabatic Passage in Two- and Three-Level Atoms.
Phys. Rev. Lett. 2010, 105, 123003. [CrossRef]

Paudel, H.P; Syamlal, M.; Crawford, S.E.; Lee, Y.-L.; Shugayev, R.A.; Lu, P.; Ohodnicki, PR.; Mollot, D.; Duan, Y. Quantum
Computing and Simulations for Energy Applications: Review and Perspective. ACS Eng. Au 2022, 2, 151-196. [CrossRef]
Pezze, L.; Smerzi, A.; Oberthaler, M.K.; Schmied, R.; Treutlein, P. Quantum Metrology with Nonclassical States of Atomic
Ensembles. Rev. Mod. Phys. 2018, 90, 035005. [CrossRef]


https://doi.org/10.1103/PhysRevA.94.063411
https://doi.org/10.1088/1361-6528/aae0ce
https://doi.org/10.1088/1367-2630/aadcc1
https://doi.org/10.1002/adom.202202649
https://doi.org/10.3390/ma15041535
https://www.ncbi.nlm.nih.gov/pubmed/35208080
https://doi.org/10.1038/nphys2545
https://doi.org/10.1021/acs.jpclett.9b01105
https://www.ncbi.nlm.nih.gov/pubmed/31135165
https://doi.org/10.1038/s41567-019-0436-5
https://doi.org/10.1103/PhysRevLett.130.096201
https://doi.org/10.1016/j.physrep.2022.10.002
https://doi.org/10.1002/andp.202200304
https://doi.org/10.1088/1367-2630/aad1ea
https://doi.org/10.1049/iet-cta.2009.0508
https://doi.org/10.1016/j.physrep.2006.01.004
https://doi.org/10.1103/PhysRevLett.116.023602
https://doi.org/10.1016/j.physleta.2020.126743
https://doi.org/10.1364/PRJ.461283
https://doi.org/10.1016/j.rinp.2021.104690
https://doi.org/10.1007/s11128-018-1815-z
https://doi.org/10.1063/1.2001634
https://doi.org/10.3390/universe6010002
https://doi.org/10.1140/epjqt/s40507-022-00138-x
https://doi.org/10.22331/q-2023-03-09-943
https://doi.org/10.1103/RevModPhys.92.015003
https://doi.org/10.1103/PhysRevLett.105.123003
https://doi.org/10.1021/acsengineeringau.1c00033
https://doi.org/10.1103/RevModPhys.90.035005

Physics 2024, 6 1188

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.
51.

52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.

64.

65.

66.

67.

68.

Migliore, A.; Naaman, R.; Beratan, D.N. Sensing of Molecules Using Quantum Dynamics. Proc. Natl. Acad. Sci. USA 2015, 112,
E2419-E2428. [CrossRef]

Chu, Y,; Liu, Y;; Liu, H.; Cai, J. Quantum Sensing with a Single-Qubit Pseudo-Hermitian System. Phys. Rev. Lett. 2020, 124, 020501.
[CrossRef]

Ghaemi-Dizicheh, H.; Ramezani, H. Non-Hermitian Floquet-Free Analytically Solvable Time-Dependent Systems. Opt. Mater.
Express 2023, 13, 678-686. [CrossRef]

Honigl-Decrinis, T.; Shaikhaidarov, R.; de Graaf, S.E.; Antonov, V.N.; Astafiev, O.V. Two-Level System as a Quantum Sensor for
Absolute Calibration of Power. Phys. Rev. Appl. 2020, 13, 024066. [CrossRef]

Bouchiat, V.; Vion, D.; Joyez, P; Esteve, D.; Devoret, M.H. Quantum Coherence with a Single Cooper Pair. Phys. Scr. 1998, T76,
165-170. [CrossRef]

Khivrich, I; Ilani, S. Atomic-Like Charge Qubit in a Carbon Nanotube Enabling Electric and Magnetic Field Nano-Sensing. Nat.
Commun. 2020, 11, 2299. [CrossRef] [PubMed]

Zhou, X.J.; Zifer, T.; Wong, B.M.; Krafcik, K.L.; Léonard, E; Vance, A.L. Color Detection Using Chromophore-Nanotube Hybrid
Devices. Nano Lett. 2009, 9, 1028-1033. [CrossRef] [PubMed]

Wubs, M.; Keiji, S.; Kohler, S.; Kayanuma, Y.; Hinggi, P. Landau—Zener Transitions in Qubits Controlled by Electromagnetic
Fields. New J. Phys. 2005, 7, 218. [CrossRef]

Peyraut, F.; Holweck, E; Guerin, S. Quantum Control by Few-Cycles Pulses: The Two-Level Problem. Entropy 2023, 25, 212.
[CrossRef]

Menchon-Enrich, R.; Benseny, A.; Ahufinger, V.; Greentree, A.D.; Busch, T.; Mompart, J. Spatial Adiabatic Passage: A Review of
Recent Progress. Rep. Prog. Phys. 2016, 79, 074401. [CrossRef]

Suzuki, T.; Nakazato, H.; Grimaudo, R.; Messina, A. Analytic Estimation of Transition between Instantaneous Eigenstates of
Quantum Two-Level System. Sci. Rep. 2018, 8, 17433. [CrossRef]

Grimaudo, R.; Vitanov, N.V.; Messina, A. Coupling-Assisted Landau-Majorana-Stuckelberg—Zener Transition in a System of Two
Interacting Spin Qubits. Phys. Rev. B 2019, 99, 174416. [CrossRef]

Vitanov, N.V.; Shore, B.W. Stimulated Raman Adiabatic Passage in a Two-State System. Phys. Rev. A 2006, 73, 053402. [CrossRef]
Lakshmibala, S.; Balakrishnan, V. Nonclassical Effects and Dynamics of Quantum Observables; Springer International Publishing:
Cham, Switzerland, 2022. [CrossRef]

Garanin, D.A.; Schilling, R. Inverse Problem for the Landau—Zener Effect. Europhys. Lett. 2002, 59, 7-13. [CrossRef]
Shevchenko, S.N.; Ashhab, S.; Nori, F. Landau-Zener-Stiickelberg Interferometry. Phys. Rep. 2010, 492, 1-30. [CrossRef]
Dattagupta, S. Two-Level Systems in Quantum Chemistry and Physics. Resonance 2021, 26, 1677-1703. [CrossRef]
Cohen-Tannoudji, C.; Diu, B.; Lalog, F. Quantum Mechanics; Hermann: Paris, France, 1977; Volume 1.

Barnes, E.; Das Sarma, S. Analytically Solvable Driven Time-Dependent Two-Level Quantum Systems. Phys. Rev. Lett. 2012, 109,
060401. [CrossRef] [PubMed]

Barnes, E. Analytically Solvable Two-Level Quantum Systems and Landau-Zener Interferometry. Phys. Rev. A 2013, 88, 013818.
[CrossRef]

Economou, S.E.; Barnes, E. Analytical Approach to Swift Nonleaky Entangling Gates in Superconducting Qubits. Phys. Rev. B
2015, 91, 161405. [CrossRef]

Messina, A.; Nakazato, H. Analytically Solvable Hamiltonians for Quantum Two-Level Systems and Their Dynamics. J. Phys. A
Math. Theor. 2014, 47, 445302. [CrossRef]

Nakazato, H.; Sergi, A.; Migliore, A.; Messina, A. Invariant-Parameterized Exact Evolution Operator for Su(2) Systems with
Time-Dependent Hamiltonian. Entropy 2023, 25, 96. [CrossRef]

He, Z.-C.; Wu, Y.-X,; Xue, Z.-Y. Exact quantum dynamics for two-level systems with time-dependent driving. arXiv 2024,
arXiv:2211.03342.

Zhang, Q.; Hanggi, P.; Gong, J. Nonlinear Landau—Zener Processes in a Periodic Driving Field. New . Phys. 2008, 10, 073008.
[CrossRef]

Nyisomeh, L.E; Diffo, G.T.; Ateuafack, M.E.; Fai, L.C. Landau-Zener Transitions in Coupled Qubits: Effects of Coloured Noise.
Phys. E 2020, 116, 113744. [CrossRef]

Abari, N.E.; Rakhubovsky, A.A ; Filip, R. Thermally-Induced Qubit Coherence in Quantum Electromechanics. New ]. Phys. 2022,
24, 113006. [CrossRef]

Mohamed, A.B.A.; Rmili, H.; Omri, M.; Abdel-Aty, A.H. Two-Qubit Quantum Nonlocality Dynamics Induced by Interacting
of Two Coupled Superconducting Flux Qubits with a Resonator under Intrinsic Decoherence. Alex. Eng. . 2023, 77, 239-246.
[CrossRef]

Antao, T.V.C.; Peres, N.M.R. Two-Level Systems Coupled to Graphene Plasmons: A Lindblad Equation Approach. Int. . Mod.
Phys. B 2021, 35, 2130007. [CrossRef]

Grimaudo, R.; Messina, A.; Nakazato, H.; Sergi, A.; Valenti, D. Characterization of Quantum and Classical Critical Points for an
Integrable Two-Qubit Spin-Boson Model. Symmetry 2023, 15, 2174. [CrossRef]

Grimaudo, R.; Valenti, D.; Sergi, A.; Messina, A. Superradiant Quantum Phase Transition for an Exactly Solvable Two-Qubit
Spin-Boson Model. Entropy 2023, 25, 187. [CrossRef] [PubMed]


https://doi.org/10.1073/pnas.1502000112
https://doi.org/10.1103/PhysRevLett.124.020501
https://doi.org/10.1364/OME.483188
https://doi.org/10.1103/PhysRevApplied.13.024066
https://doi.org/10.1238/Physica.Topical.076a00165
https://doi.org/10.1038/s41467-020-16001-5
https://www.ncbi.nlm.nih.gov/pubmed/32385257
https://doi.org/10.1021/nl8032922
https://www.ncbi.nlm.nih.gov/pubmed/19206226
https://doi.org/10.1088/1367-2630/7/1/218
https://doi.org/10.3390/e25020212
https://doi.org/10.1088/0034-4885/79/7/074401
https://doi.org/10.1038/s41598-018-35741-5
https://doi.org/10.1103/PhysRevB.99.174416
https://doi.org/10.1103/PhysRevA.73.053402
https://doi.org/10.1007/978-3-031-19414-6
https://doi.org/10.1209/epl/i2002-00152-9
https://doi.org/10.1016/j.physrep.2010.03.002
https://doi.org/10.1007/s12045-021-1279-9
https://doi.org/10.1103/PhysRevLett.109.060401
https://www.ncbi.nlm.nih.gov/pubmed/23006253
https://doi.org/10.1103/PhysRevA.88.013818
https://doi.org/10.1103/PhysRevB.91.161405
https://doi.org/10.1088/1751-8113/47/44/445302
https://doi.org/10.3390/e25010096
https://doi.org/10.1088/1367-2630/10/7/073008
https://doi.org/10.1016/j.physe.2019.113744
https://doi.org/10.1088/1367-2630/ac9a66
https://doi.org/10.1016/j.aej.2023.06.065
https://doi.org/10.1142/S0217979221300073
https://doi.org/10.3390/sym15122174
https://doi.org/10.3390/e25020187
https://www.ncbi.nlm.nih.gov/pubmed/36832554

Physics 2024, 6 1189

69.

70.

71.
72.

73.

74.

75.

76.

77.

78.

79.

80.

81.
82.

83.
84.

85.

86.

87.

88.

89.
90.

91.

92.

93.
94.

95.

96.

97.

98.

99.

100.

Grimaudo, R.; Messina, A.; Sergi, A.; Vitanov, N.V,; Filippov, S.N. Two-Qubit Entanglement Generation through Nonhermitian
Hamiltonians Induced by Repeated Measurements on an Ancilla. Entropy 2020, 22, 1184. [CrossRef]

Cong, S.; Gao, M.Y,; Cao, G.; Guo, G.C.; Guo, G.P. Ultrafast Manipulation of a Double Quantum-Dot Charge Qubit Using
Lyapunov-Based Control Method. IEEE ]. Quantum Elect. 2015, 51, 8100108. [CrossRef]

Li, K.Z.; Xu, G.F. Robust Population Transfer of Spin States by Geometric Formalism. Phys. Rev. A 2022, 105, 052433. [CrossRef]
Belousov, Y.; Man’ko, V.I; Migliore, A.; Sergi, A.; Messina, A. Symmetry-Induced Emergence of a Pseudo-Quitrit in the Dipolar
Coupling of Two Qubits. Entropy 2022, 24, 223. [CrossRef]

Castaldo, D.; Rosa, M.; Corni, S. Quantum Optimal Control with Quantum Computers: A Hybrid Algorithm Featuring Machine
Learning Optimization. Phys. Rev. A 2021, 103, 022613. [CrossRef]

Puri, S.; Andersen, C.K.; Grimsmo, A.L.; Blais, A. Quantum Annealing with All-to-All Connected Nonlinear Oscillators. Nat.
Commun. 2017, 8, 15785. [CrossRef] [PubMed]

Ribeiro, H.; Burkard, G.; Petta, ].R.; Lu, H.; Gossard, A.C. Coherent Adiabatic Spin Control in the Presence of Charge Noise Using
Tailored Pulses. Phys. Rev. Lett. 2013, 110, 086804. [CrossRef] [PubMed]

Forster, E; Petersen, G.; Manus, S.; Hanggi, P.; Schuh, D.; Wegscheider, W.; Kohler, S.; Ludwig, S. Characterization of Qubit
Dephasing by Landau-Zener-Stiickelberg-Majorana Interferometry. Phys. Rev. Lett. 2014, 112, 116803. [CrossRef]

Wang, L.; Zhou, C.; Tu, T.; Jiang, H.-W.; Guo, G.-P; Guo, G.-C. Quantum Simulation of the Kibble-Zurek Mechanism Using a
Semiconductor Electron Charge Qubit. Phys. Rev. A 2014, 89, 022337. [CrossRef]

Cao, G.; Li, HO,; Ty, T.; Wang, L.; Zhou, C.; Xiao, M.; Guo, G.C.; Jiang, HW.; Guo, G.P. Ultrafast Universal Quantum Control of a
Quantum-Dot Charge Qubit Using Landau-Zener-Stiickelberg Interference. Nat. Commun. 2013, 4, 1401. [CrossRef]
Foroozandeh, M.; Adams, R.W.; Meharry, N.J.; Jeannerat, D.; Nilsson, M.; Morris, G.A. Ultrahigh-Resolution NMR Spectroscopy.
Angew. Chem. Int. Ed. Engl. 2014, 53, 6990-6992. [CrossRef]

Uken, D.A ; Sergi, A. Quantum Dynamics of a Plasmonic Metamolecule with a Time-Dependent Driving. Theor. Chem. Acc. 2015,
134, 141. [CrossRef]

Bernatska, j.; Messina, A. Reconstruction of Hamiltonians from Given Time Evolutions. Phys. Scr. 2012, 85, 015001. [CrossRef]
Sinitsyn, N.A.; Yuzbashyan, E.A.; Chernyak, V.Y.; Patra, A.; Sun, C. Integrable Time-Dependent Quantum Hamiltonians. Phys.
Rev. Lett. 2018, 120, 190402. [CrossRef]

Palao, J.P,; Kosloff, R. Optimal Control Theory for Unitary Transformations. Phys. Rev. A 2003, 68, 062308. [CrossRef]
Rodriguez-Vega, M.; Carlander, E.; Bahri, A.; Lin, Z.-X,; Sinitsyn, N.A; Fiete, G.A. Real-Time Simulation of Light-Driven Spin
Chains on Quantum Computers. Phys. Rev. Res. 2022, 4, 013196. [CrossRef]

Cao, N.P; Xie, J.; Zhang, A.N.; Hou, S.Y.; Zhang, L.].; Zeng, B. Neural Networks for Quantum Inverse Problems. New ]. Phys.
2022, 24, 063002. [CrossRef]

Rocchetto, A.; Aaronson, S.; Severini, S.; Carvacho, G.; Poderini, D.; Agresti, I.; Bentivegna, M.; Sciarrino, F. Experimental
Learning of Quantum States. Sci. Adv. 2019, 5, eaaul946. [CrossRef]

Torrontegui, E.; Martinez-Garaot, S.; Muga, ].G. Hamiltonian Engineering Via Invariants and Dynamical Algebra. Phys. Rev. A
2014, 89, 043408. [CrossRef]

Ran, D.; Zhang, B.; Chen, Y.H.; Shi, Z.C ; Xia, Y.; Ianconescu, R.; Scheuer, J.; Gover, A. Effective Pulse Reverse-Engineering for
Strong Field-Matter Interaction. Opt. Lett. 2020, 45, 3597-3600. [CrossRef]

Weissbluth, M. Atoms and Molecules; Academic Press, Inc.: New York, NY, USA, 1978. [CrossRef]

Varshalovich, D.A.; Moskalev, A.N.; Khersonskii, V.K. Quantum Theory of Angular Momentum; World Scientific Publishing:
Singapore, 1988. [CrossRef]

Dridi, G.; Liu, K.P,; Guérin, S. Optimal Robust Quantum Control by Inverse Geometric Optimization. Phys. Rev. Lett. 2020, 125,
250403. [CrossRef]

Laforgue, X.; Dridi, G.; Guérin, S. Optimal Quantum Control Robust against Pulse Inhomogeneities: Analytic Solutions. Phys.
Rev. A 2022, 106, 052608. [CrossRef]

Vandersypen, L.M.K,; Eriksson, M.A. Quantum Computing with Semiconductor Spins. Phys. Today 2019, 72, 38—45. [CrossRef]
Buscemi, F.; Dall’Arno, M.; Ozawa, M.; Vedra, V. Universal Optimal Quantum Correlator. Int. . Quantum Inf. 2014, 12, 1560002.
[CrossRef]

de Lima Bernardo, B.; Azevedo, S.; Rosas, A. On the Measurability of Quantum Correlation Functions. Ann. Phys. 2015, 356,
336-345. [CrossRef]

Grimaudo, R.; de Castro, A.S.M.; Nakazato, H.; Messina, A. Classes of Exactly Solvable Generalized Semi-Classical Rabi Systems.
Ann. Phys. 2018, 530, 1800198. [CrossRef]

Li, W. Invariant-Based Inverse Engineering for Fast Nonadiabatic Geometric Quantum Computation. New |. Phys. 2021, 23,
073039. [CrossRef]

Rubbmark, J.R.; Kash, M.M.; Littman, M.G.; Kleppner, D. Dynamical Effects at Avoided Level Crossings: A Study of the
Landau-Zener Effect Using Rydberg Atoms. Phys. Rev. A 1981, 23, 3107-3117. [CrossRef]

Grimaudo, R.; Messina, A.; Nakazato, H. Exactly Solvable Time-Dependent Models of Two Interacting Two-Level Systems. Phys.
Rev. A 2016, 94, 022108. [CrossRef]

Foldi, P; Benedict, N.G.; Peeters, EM. Multilevel Spin Dynamics in Time-Dependent External Magnetic Field. Acta Phys. Hung. B
2006, 26, 47-54. [CrossRef]


https://doi.org/10.3390/e22101184
https://doi.org/10.1109/JQE.2015.2440783
https://doi.org/10.1103/PhysRevA.105.052433
https://doi.org/10.3390/e24020223
https://doi.org/10.1103/PhysRevA.103.022613
https://doi.org/10.1038/ncomms15785
https://www.ncbi.nlm.nih.gov/pubmed/28593952
https://doi.org/10.1103/PhysRevLett.110.086804
https://www.ncbi.nlm.nih.gov/pubmed/23473186
https://doi.org/10.1103/PhysRevLett.112.116803
https://doi.org/10.1103/PhysRevA.89.022337
https://doi.org/10.1038/ncomms2412
https://doi.org/10.1002/anie.201404111
https://doi.org/10.1007/s00214-015-1749-9
https://doi.org/10.1088/0031-8949/85/01/015001
https://doi.org/10.1103/PhysRevLett.120.190402
https://doi.org/10.1103/PhysRevA.68.062308
https://doi.org/10.1103/PhysRevResearch.4.013196
https://doi.org/10.1088/1367-2630/ac706c
https://doi.org/10.1126/sciadv.aau1946
https://doi.org/10.1103/PhysRevA.89.043408
https://doi.org/10.1364/OL.397053
https://doi.org/10.1016/B978-0-12-744450-5.X5001-4
https://doi.org/10.1142/0270
https://doi.org/10.1103/PhysRevLett.125.250403
https://doi.org/10.1103/PhysRevA.106.052608
https://doi.org/10.1063/PT.3.4270
https://doi.org/10.1142/S0219749915600023
https://doi.org/10.1016/j.aop.2015.03.012
https://doi.org/10.1002/andp.201800198
https://doi.org/10.1088/1367-2630/ac12df
https://doi.org/10.1103/PhysRevA.23.3107
https://doi.org/10.1103/PhysRevA.94.022108
https://doi.org/10.1556/APH.26.2006.1-2.7

Physics 2024, 6 1190

101. Hildner, R.; Brinks, D.; van Hulst, N.F. Femtosecond Coherence and Quantum Control of Single Molecules at Room Temperature.
Nat. Phys. 2011, 7, 172-177. [CrossRef]
102. Kimble, H.J. The Quantum Internet. Nature 2008, 453, 1023-1030. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


https://doi.org/10.1038/nphys1858
https://doi.org/10.1038/nature07127

	Introduction 
	Spin in a Variable Magnetic Field: Solving the Inverse Problem 
	Finding (Engineering) the Field That Produces the Desired Observable Evolution 
	The Inverse Problem for a General Two-Level System 
	Inverse Charge-Transfer Problem: Controlling the Charge Dynamics 
	Concluding Remarks 
	Appendix A
	Appendix B
	Appendix C
	Appendix D
	Appendix E
	References

