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Abstract

A top quark mass measurement is performed using 35.9 fb−1 of LHC proton-proton
collision data collected with the CMS detector at

√
s = 13 TeV in 2016. The measure-

ment uses the tt all-jets final state, which comprises a total of six jets. A kinematic
fit is performed to reconstruct the decay of the tt system and suppress QCD multijet
background. By means of the ideogram method, the top quark mass is determined,
simultaneously constraining an additional jet energy scale factor (JSF). The result of
172.34± 0.20 (stat+JSF)± 0.76 (syst) GeV for the top quark mass is in good agreement
with previous measurements in the same and different final states.
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1 Introduction
The top quark is the heaviest known fundamental particle and its mass mt is an important
parameter of the standard model (SM) of particle physics. Precise measurements of mt can be
used to test the consistency of the SM [1–3] and search for new physics. Since the top quark
dominates the higher order corrections to the Higgs boson mass, mt can also be used to put
constraints on the stability of the electroweak vacuum [4, 5].

At the CERN LHC, top quarks are predominantly produced in quark-antiquark pairs (tt)
through the gluon fusion process and almost exclusively decay to a b quark and a W boson.
Each tt event can be classified by the decays of the daughter W bosons. In the all-jets decay
channel, only events where both W bosons decay further into two qq′ pairs are considered.

This document presents a measurement of mt obtained in the tt all-jets decay channel using
data taken in 2016 by the CMS experiment at a center-of-mass energy of 13 TeV corresponding
to an integrated luminosity of 35.9 fb−1. The two bottom quarks and the four light quarks from
the tt decay are required to be well separated in the laboratory frame of reference, hence the
experimental signature is characterized by six jets in the detector.

Although this final state provides the largest branching fraction of all top quark pair decays, the
measurement of mt in this channel is particularly challenging due to the large background from
QCD multijet production. A kinematic fit of the decay products to a tt hypothesis is employed
to effectively separate signal from background events.

The top quark mass is extracted using the ideogram method [6, 7], which uses likelihood func-
tions for each event that depend on the top quark mass only or on both the top quark mass
and an additional jet energy scale factor (JSF). In the second case, the invariant mass of the two
jets associated with the W → qq′ decay serves as an observable in the likelihood functions to
estimate the JSF directly.

The previous result by the CMS Collaboration in this decay channel using similar techniques
as in this study, but with data at

√
s = 8 TeV, obtained a top quark mass of [8]

172.32± 0.25 (stat+JSF)± 0.59 (syst) GeV.

The ATLAS Collaboration has published a measurement using the same final state with
√

s =
7 TeV data [9]. Combining the results of several measurements using different final states, the
ATLAS and CMS Collaborations reported values of mt = 172.84 ± 0.70 GeV [10] and mt =
172.44± 0.49 GeV [8], respectively.

A first top quark mass measurement using proton-proton (pp) collision data at
√

s = 13 TeV in
the lepton+jets channel resulted in mt = 172.25± 0.08 (stat+JSF)± 0.62 (syst) GeV [11], based
on the dataset collected in 2016, which is also used in this analysis.

2 Event selection and simulation
Jets are clustered from particle flow (PF) [12] objects with the anti-kt algorithm and a distance
parameter of 0.4 [13–15], excluding charged hadron tracks not originating from the primary
collision vertex. Only jets with pT > 30 GeV reconstructed within |η| < 2.4 are used in the
analysis. For the identification of jets originating from the hadronization of b quarks the com-
bined secondary vertex algorithm (CSVv2) b tagger is used [16]. The chosen working point
provides an identification efficiency of approximately 50% with a probability of misidentifying
a light-flavor (uds) or gluon jet of approximately 0.1%. The hadronic activity is defined as the
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scalar sum of all jet transverse momenta

HT ≡∑
jets

pT.

Data events are selected by a High Level Trigger (HLT) requiring the presence of at least six
PF jets with pT > 40 GeV and HT > 450 GeV. Additionally, at least one jet is required to be
b-tagged.

In the offline selection, an event needs to contain a well reconstructed vertex localized within
24 cm in z direction and 2 cm in x-y direction around the nominal interaction point. Selected
events are required to contain at least six jets, at least two of which have to be tagged as b jets.
The sixth jet (jet6), ordered in pT, needs to have a transverse momentum of pT(jet6) > 40 GeV
and HT > 450 GeV is required. The two b jets have to be separated in ∆R =

√
∆φ2 + ∆η2 by

∆R(bb) > 2.0.

Simulation of the tt signal assuming a mass of 172.5 GeV is performed using the POWHEG v2 [17–
20] matrix-element (ME) generator in next-to-leading order perturbative QCD. For the parton
distribution function (PDF) the NNPDF3.0 NLO set [21] is used with the strong coupling con-
stant αS = 0.118. This is one of the first PDF sets including total tt cross-section measurements
from ATLAS and CMS at

√
s = 7 and 8 TeV as input. The parton shower and hadronization

are handled by PYTHIA 8.219 [22] using the CUETP8M2T4 tune [23, 24] and GEANT4 is used
to simulate the response of the CMS detector [25]. The simulated signal sample is normalized
to the integrated luminosity of the data sample using the next-to-next-to-leading order cross
section of σtt = 832 pb [26]. In addition to the default sample, six further samples are used
assuming top quark masses of 166.5, 169.5, 171.5, 173.5, 175.5, and 178.5 GeV.

For simulated events, an HLT emulation is used. The residual differences in the trigger effi-
ciency between data and simulation are corrected by applying scale factors to the simulated
events. These are obtained by measuring the trigger efficiency with respect to a reference HT-
trigger for both data and simulation. The parametrized ratio as a function of pT(jet6) and HT
is used to reweight the simulated events. Additional pp collisions (pileup) are included in
the simulated events. These are reweighted to match the pileup distribution in data. Further-
more, corrections to the jet energy scale and resolution, as well as to the b-tagging efficiency,
are applied.

3 Kinematic fit and background estimation
To improve the resolution of the top quark mass and decrease the background contribution, a
kinematic fit is applied. It exploits the known topology of the signal events, i.e., pair production
of a heavy particle and anti-particle, each decaying to Wb with W → qq′. The three-momenta
of the jets are varied and the minimum of

χ2 = ∑
j∈jets


(

pT
reco
j − pT

fit
j

)2

σ2
pT j

+

(
ηreco

j − ηfit
j

)2

σ2
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+
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φreco

j − φfit
j

)2

σ2
φj


is determined while constraining the invariant mass of the jets assigned to each W-boson decay
to mW = 80.4 GeV. As an additional constraint, the two top quark candidates are required to
have equal invariant masses.
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All possible parton-jet assignments are tested using the leading six jets in the event, but only
b-tagged jets are used as b candidates and equivalent choices (e.g. swapping the two jets origi-
nating from one W boson) are not considered separately. Of the remaining 12 possibilities only
the assignment yielding the smallest χ2 is used in the following. The χ2 value can be used as a
goodness-of-fit measure (gof). For three degrees of freedom, it is translated into a p-value of

Pgof ≡ 1− erf

(√
χ2

2

)
+

√
2χ2

π
e−χ2/2.

Events are required to fulfill Pgof > 0.1 for the best assignment. The Pgof distribution is dis-
played in Fig. 1 (right).

In simulation, event generator information can be used to validate the correct assignment of the
reconstructed jets to the top quark decay products. Events are classified accordingly as correct
or wrong permutations. A parton-jet assignment is considered correct if the jets can be matched
unambiguously to the right partons within ∆R < 0.3. Wrong permutations can occur due to a
wrong parton-jet assignment yielding the smallest χ2 or jets being out of acceptance, not being
reconstructed, or failing the identification requirements.

Requiring Pgof > 0.1 increases the fraction of correct permutations from 6% to 51%. The fitted
top quark mass (mfit

t ) is calculated as the invariant mass of the corresponding jets returned by
the kinematic fit. Compared to the mass calculated from the originally reconstructed jets the
mass resolution is improved from 14.0 GeV to 8.8 GeV for the correct parton-jet assignments,
where in both cases the same events passing the Pgof > 0.1 are used.

The ∆R(bb) > 2.0 and Pgof > 0.1 requirements greatly reduce the background from QCD
multijet production, but a significant number of events enters the signal selection owing to the
large production cross section. These events are fulfilling the goodness-of-fit criterion due to
combinatorial chance, but not due to an underlying decay topology. Therefore, it is assumed
that b jets can be exchanged with light jets for the background estimation, which is purely data
driven.

For the background estimation the same selection as for the signal is applied as described
above, but instead of requiring two b-tagged jets, events with exactly zero b-tagged jets are
used. For this veto a very loose working point is used for the b tagger to exclude signal con-
tamination of tt events in this QCD-enriched sample. A prescaled trigger similar to the signal
trigger is used for this selection, which is not requiring the presence of b jets. The kinematic
fit is applied as before, but here any of the six light jets can be assigned to the partons origi-
nating from the W decays, as well as to the partons serving as b quarks, leading to 90 possible
permutations that have to be evaluated. This method allows the determination of the kine-
matic shapes of the background, but the normalization is unknown. In the following plots the
background is normalized to the difference of the integrals of the data and expected signal dis-
tributions. This sample contains approximately five times the number of expected background
events, so it provides a good statistical precision.

The final selected data set consists of 10799 events with a signal purity of 75%. Figure 1 shows
the distributions of the separation of the two b jets ∆R(bb) and the goodness-of-fit probability
Pgof in data compared to the background estimate and tt simulation. For the tt signal, correct
and wrong parton-jet assignments are shown separately. The corresponding distributions of
the fitted top quark mass mfit

t and the reconstructed W boson mass mreco
W , calculated from the

originally reconstructed jets, are shown in Fig. 2. These two quantities are the ones used in the
top quark mass extraction described in the following.
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Figure 1: The ∆R(bb) (left) and Pgof (right) distributions of data compared to signal simulation
and the multijet background estimate. The hashed bands represent the total uncertainty of the
prediction.

4 Ideogram method
For the extraction of the top quark mass mt the ideogram method is used [6, 7]. Simultane-
ously, a jet scale factor (JSF) is determined that is used on top of the standard CMS jet energy
calibration [8] to reduce the corresponding systematic uncertainty. The distributions of the top
quark mass mfit

t obtained from the kinematic fit and the average reconstructed W boson mass
mreco

W are used as estimators in a combined fit.

The likelihood

L (mt, JSF) = P (sample|mt, JSF)

= ∏
events

P (event|mt, JSF)

= ∏
events

P
(

mfit
t , mreco

W |mt, JSF
)

is maximized, yielding the best-fit values for mt and JSF. A prior probability for the JSF can be
incorporated by maximizing

P(JSF) · P (sample|mt, JSF)

instead. Treating mfit
t and mreco

W as uncorrelated, the probability P
(
mfit

t , mreco
W |mt, JSF

)
factorizes

into

P
(

mfit
t , mreco

W |mt, JSF
)
= fsig · P

(
mfit

t , mreco
W |mt, JSF

)
+
(
1− fsig

)
· Pbkg

(
mfit

t , mreco
W

)
= fsig ·∑

j
f jPj

(
mfit

t |mt, JSF
)
· Pj (mreco

W |mt, JSF)

+
(
1− fsig

)
· Pbkg

(
mfit

t

)
· Pbkg (mreco

W )
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Figure 2: The fitted top quark mass (left) and reconstructed W boson mass (right) distributions
of data compared to signal simulation and the multijet background estimate. The shown re-
constructed W boson mass is the average of both W bosons in the event. The hashed bands
represent the total uncertainty of the prediction.

where f j with j ∈ {correct, wrong} is the relative fraction of the different permutation cases
and fsig the signal fraction.

The probability densities Pj
(
mfit

t |mt, JSF
)

and Pj (mreco
W |mt, JSF) for the signal are described by

analytic functions parametrized in mt and JSF. For the determination of the parameters, a si-
multaneous fit to simulated samples for seven different generated top quark masses mgen

t and
five different input JSF values is used. The background is described by a spline interpolation
independent of mt and JSF.

Three variations of a maximum likelihood fit are performed to extract the top quark mass. In
the 1D analysis, the JSF is fixed to unity (prior probability ∝ δ(1)), i.e., the standard CMS jet
energy calibration. For the 2D analysis the JSF is completely free in the maximum likelihood
fit. The signal fraction and correct permutation fraction are free parameters in both cases. The
hybrid method is a weighted combination of both approaches, corresponding to a Gaussian
constraint of the JSF around unity. The prior probability reflects the knowledge from the stan-
dard CMS jet energy corrections and is described by a Gaussian probability density.

To calibrate the mass extraction method, pseudo-experiments are performed for seven different
generated values of mgen

t and three input JSF values. The extracted mt and JSF values are com-
pared to the input values and the residual slope is used as calibration. The residual biases after
the calibration are shown in Fig. 3 for pseudo-experiments for different JSF and mgen

t values.
Neither a significant residual offset nor slope are observed.

5 Systematic uncertainties
A summary of the systematic uncertainty sources is shown in Table 1. These values are ob-
tained from pseudo-experiments using signal samples with variations of the individual system-
atic uncertainty sources. In the following, details for the determination of the most important
uncertainties are given. Most systematic uncertainty sources are shifted by ±1 standard devia-
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Figure 3: Difference of extracted and generated top quark masses and JSFs for different input
masses and JSFs after the calibration.

tion and the absolute value of the largest resulting shifts in mt and JSF are quoted as systematic
uncertainties for the measurement. For some uncertainties, different models are compared as
described individually. The maximum of the statistical uncertainty on the observed shift and
the shift itself is used as the systematic uncertainty.

Method calibration: The quadratic sum of statistical uncertainty and residual biases (see Fig. 3)
after the calibration is used as systematic uncertainty.

JECs: Jet energies are scaled up and down according the pT- and η-dependent data/simulation
uncertainties [27]. The correlation groups follow the recommendations documented in
Ref. [28].

Jet energy resolution: Since the jet energy resolution measured in data is worse than in simula-
tion, the simulation is modified to correct for the difference [27]. The jet energy resolution
in the simulation is varied up and down within the uncertainty.

b tagging: The pT-dependent uncertainty of the b-tagging efficiencies and misidentification
rates of the CSV b tagger [16] is taken into account by reweighting the simulated events
accordingly.

Pileup: For the uncertainty in the determination of the number of pileup events and the reweight-
ing procedure, the inelastic pp cross section used in the determination is varied by±4.6%.

Background: An uncertainty of the background prediction is obtained by applying the method
to simulation and comparing the obtained estimate to the direct simulation. A linear fit to
the ratio is consistent with unity. The slope is varied up and down within its uncertainty
and used to reweight the events used for the background PDF determination.

Trigger: To estimate the uncertainty of the trigger selection, the data/simulation scale factor
described in Section 2 is omitted. Additionally a base trigger requiring the presence of
one muon is used to derive the correction factor. The maximum of the observed shifts
with respect to the nominal correction is quoted as uncertainty.
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Table 1: List of systematic uncertainties for the all-jets channel. The signs of the shifts corre-
spond to the +1 standard deviation variation of the systematic uncertainty source. For linear
sums of uncertainty groups, the relative signs have been considered.

2D 1D hybrid
δm2D

t δJSF2D δm1D
t δmhyb

t δJSFhyb

[GeV] [%] [GeV] [GeV] [%]
Experimental uncertainties
Method calibration 0.06 0.2 0.06 0.06 0.2
JEC (quad. sum) 0.18 0.3 0.73 0.15 0.2
- Intercalibration −0.04 −0.1 +0.12 −0.04 −0.1
- MPFInSitu −0.03 −0.0 +0.22 +0.08 +0.1
- Uncorrelated −0.17 −0.3 +0.69 +0.12 +0.2
Jet energy resolution −0.12 +0.4 +0.18 −0.03 +0.3
b tagging 0.02 0.0 0.01 0.02 0.0
Pileup −0.06 +0.1 +0.00 −0.04 +0.1
Background 0.10 0.1 0.03 0.07 0.1
Trigger +0.04 −0.1 −0.04 +0.02 −0.1
Modeling of hadronization
JEC Flavor (linear sum) −0.35 +0.1 −0.31 −0.34 +0.0
- light quarks (uds) +0.10 −0.1 −0.01 +0.07 −0.1
- charm +0.03 −0.0 −0.01 +0.02 −0.0
- bottom −0.29 −0.0 −0.29 −0.29 −0.0
- gluon −0.19 +0.2 +0.03 −0.13 +0.2
b jet modeling (quad. sum) 0.09 0.0 0.09 0.09 0.0
- b frag. Bowler-Lund −0.07 +0.0 −0.07 −0.07 +0.0
- b frag. Peterson −0.05 +0.0 −0.04 −0.05 +0.0
- semi-leptonic B decays −0.03 −0.0 −0.03 −0.03 −0.0
Modeling of perturbative QCD
PDF 0.01 0.0 0.01 0.01 0.0
Ren. and fact. scale 0.05 0.0 0.04 0.04 0.0
ME/PS matching +0.32± 0.20 −0.3 −0.05± 0.14 +0.24± 0.18 −0.2
ME generator +0.29± 0.34 +0.1 +0.36± 0.24 +0.31± 0.30 +0.1
ISR PS scale +0.17± 0.17 −0.2 +0.13± 0.12 +0.12± 0.14 −0.1
FSR PS scale +0.22± 0.12 −0.2 +0.11± 0.08 +0.18± 0.11 −0.1
Top quark pT +0.03 −0.0 +0.02 +0.03 −0.0
Modeling of soft QCD
Underlying event +0.16± 0.19 −0.3 −0.07± 0.14 +0.10± 0.17 −0.2
Early resonance decays +0.02± 0.28 +0.4 +0.38± 0.19 +0.13± 0.24 +0.3
CR modeling (max. shift) +0.41± 0.29 −0.4 −0.43± 0.20 −0.36± 0.25 −0.3
- “gluon move” (ERD on) +0.41± 0.29 −0.4 +0.10± 0.20 +0.32± 0.25 −0.3
- “QCD inspired” (ERD on) −0.32± 0.29 −0.1 −0.43± 0.20 −0.36± 0.25 −0.1
Total systematic 0.88 1.0 1.10 0.76 0.7
Statistical (expected) 0.21 0.2 0.16 0.20 0.1
Total (expected) 0.91 1.0 1.11 0.79 0.7

JEC Flavor: The difference of the Lund string fragmentation and the cluster fragmentation is
evaluated comparing PYTHIA 6.4 [29] and HERWIG++ 2.4 [30]. The jet energy response is
compared separately for each jet flavor [27]. Uncertainties for jets from different quark
flavors and gluons are added linearly, allowing to take into account possible differences
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between the measured JSF, which is mainly sensitive to light quarks and gluons, and the
b jet energy scale.

b jet modeling: The uncertainty associated with the fragmentation of b quarks is split into
three components. The Bowler–Lund fragmentation function is varied within its uncer-
tainties as determined by the ALEPH and DELPHI collaborations [31, 32]. As an alter-
native model of the fragmentation into b hadrons, the Peterson fragmentation function
is used and the difference to the result using the Bowler–Lund fragmentation function is
assigned as an uncertainty. The third uncertainty source taken into account is the semilep-
tonic b hadron branching fraction, which is varied by −0.45% and +0.77%, motivated by
measurements of B0/B+decays and the corresponding uncertainties [33].

PDF: The 100 PDF replicas of the NNPDF3.0 NLO (αs = 0.118) set are used to repeat the
analysis [21]. The variance of the results is used to determine the PDF uncertainty. In
addition, αs is scaled to 0.117 and 0.119. The maximum of the PDF uncertainty and the αs
variations is quoted as uncertainty.

Renormalization and factorization scales: Renormalization and factorization scales for the
matrix-element calculation are used that are multiplied independently from each other
and simultaneously by factors of 0.5 and 2 compared to the default values. This is
achieved by reweighting simulated events appropriately. The quoted uncertainty cor-
responds to the envelope of the resulting shifts.

ME/PS matching: The matching of the POWHEG matrix elements to the PYTHIA parton show-
ers is varied by shifting the parameter hdamp = 1.58+0.66

−0.59 [24] within the uncertainties. The
jet response pT

reco

pT
gen (pT

gen) is rescaled in the variation samples to reproduce the response
observed in the default sample.

ME generator: Instead of using POWHEG v2 as matrix-element generator, the
MADGRAPH5 aMC@NLO generator with the FxFx matching scheme is used [34, 35].

ISR PS scale: For the initial-state radiation (ISR), the parton shower (PS) scale is varied in
PYTHIA. The ISR PS scale is multiplied by 2 and 0.5 in dedicated samples.

FSR PS scale: The PS scale used for final-state radiation (FSR) is scaled up by
√

2 and down by
1/
√

2 [23], affecting the fragmentation and hadronization, as well additional jet emission.
The jet response is rescaled in the variation samples to reproduce the response observed
in the default sample.

Top quark pT: Recent calculations suggest that the top quark pT spectrum is strongly affected
by next-to-next-to-leading-order effects [36]. Therefore, the top quark pT in simulation is
varied to match the distribution measured by CMS [37, 38] and its effect on the measure-
ment is quoted as a systematic uncertainty.

Underlying event: Underlying event measurements have been used to tune PYTHIA param-
eters describing non-perturbative QCD effects [23, 24]. The parameters of the tune are
varied within their uncertainties.

Early resonance decays: Color reconnection (CR) modeling introduces systematic uncertain-
ties which are estimated by comparing different CR models and settings. In the default
sample the top quark decay products are not included in the CR process. This setting is
compared to the case of including the decay products by enabling early resonance decays
(ERD) in PYTHIA 8.
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CR modeling: In addition to the default model used in PYTHIA 8, two alternative CR mod-
els are used, namely a model with string formation beyond leading color (“QCD in-
spired”) [39] and a model allowing the gluons to be moved to another string (“gluon
move”) [40]. Underlying event measurements are used to tune the parameters of all mod-
els [23, 24]. The largest shifts of the variations are assigned as the CR uncertainty.

This approach, as well as the early resonance decay variation, is new with respect to the
Run 1 results, because these color-reconnection models are newly available in PYTHIA 8.
The new models have first been used to evaluate the mt uncertainty due to color recon-
nection in Ref. [11].

6 Results
For the 2D fit using the 10799 tt all-jets candidate events, the extracted parameters are

m2D
t = 172.43± 0.22 (stat+JSF)± 0.88 (syst) GeV and

JSF2D = 0.996± 0.002 (stat)± 0.010 (syst).

The corresponding 1D and hybrid fits yield

m1D
t = 172.13± 0.17 (stat)± 1.10 (syst) GeV,

mhyb
t = 172.34± 0.20 (stat+JSF)± 0.76 (syst) GeV, and

JSFhyb = 0.997± 0.002 (stat)± 0.007 (syst).

The hybrid measurement of 172.34 ± 0.20 (stat+JSF) ± 0.43 (CR+ERD) ± 0.63 (syst) GeV is the
main result of this analysis, since it is constructed to provide the lowest uncertainty. The color
reconnection and early resonance decay parts are separated from the rest of the systematic un-
certainties here. Due to the larger data sample used in this analysis, the statistical uncertainty
is reduced with respect to the result of mt = 172.32± 0.25 (stat+JSF)± 0.59 (syst) GeV obtained
at
√

s = 8 TeV. The systematic uncertainty is increased with respect to the Run 1 result, mainly
because of the availability of more sophisticated color-reconnection model variations in PYTHIA

8. These new models have first been used to evaluate the mt uncertainty due to color reconnec-
tion in Ref. [11], where the same increase in systematic uncertainty with respect to the Run 1
result is observed. This is the first time a NLO tt simulation has been employed to calibrate a
direct top quark mass measurement in the all-jets final state.

7 Summary
In this study, a measurement of the top quark mass using events with at least six jets in the
final state has been presented. The analyzed data was collected with the CMS experiment in pp
collisions at

√
s = 13 TeV. This data sample corresponds to an integrated luminosity of 35.9 fb−1

and contains 10799 candidate events after the event selection. The kinematic properties in each
event are reconstructed using a constrained fit, assuming a tt hypothesis, which allowed to
suppress the dominant QCD multijet background and improve the mass resolution.

The top quark mass and an additional jet energy scale factor were extracted using the ideogram
method, which uses the likelihood of the top quark mass and jet scale factor in each event
to determine these parameters. The resulting top quark mass is measured to be 172.34 ±
0.20 (stat+JSF)± 0.43 (CR+ERD)± 0.63 (syst) GeV = 172.34± 0.20 (stat+JSF)± 0.76 (syst) GeV.
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This is in good agreement with the previous CMS results at
√

s = 7 and 8 TeV [8], as well as
with the result in the lepton+jets channel at

√
s = 13 TeV [11]. The quoted modeling uncertain-

ties are increased with respect to previous results at lower center-of-mass energies due to the
utilization of alternative color-reconnection models which have not been available previously.
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