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Abstract We present a package for the computer algebra
system Mathematica, which implements the parametrized
post-Newtonian (PPN) formalism. This package, named
XPPN, is built upon the widely used tensor algebra pack-
age suite xAct, and in particular the package xTensor therein.
The main feature of xPPN is to provide functions to perform
aproper 3+ 1 decomposition of tensors, as well as a perturba-
tive expansion in so-called velocity orders, which are central
tasks in the PPN formalism. Further, xPPN implements var-
ious rules for quantities appearing in the PPN formalism,
which aid in perturbatively solving the field equations of any
metric theory of gravity. Besides Riemannian geometry, also
teleparallel and symmetric teleparallel geometry are imple-
mented.

1 Introduction

The parametrized post-Newtonian (PPN) formalism [1-7]
is an indispensable tool for testing the viability of gravity
theories. It is used to characterize any given theory of grav-
ity by a set of ten parameters, which are closely related to
the phenomenological properties of the theory under con-
sideration. This allows to compare the parameters which are
obtained theoretical through the PPN formalism with their
values measured in experiments within the solar system and
related physical settings.

In order for the PPN formalism to be applicable, the
gravity theory under consideration must satisfy a number
of assumptions. The most important is the existence of a
metric governing the motion of test bodies, which can be
described by a perturbation around a flat Minkowski back-
ground. Another assumption concerns the source of gravity,
which is chosen to be a fluid satisfying the covariant conser-
vation of energy-momentum, encoded in the Euler equations
of fluid dynamics. Further, it is assumed that the field equa-
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tions are of second derivative order, or can be brought into
this form, so that their solution take a known standard form
in terms of particular Poisson-like integrals over the source
matter distribution.

In order to determine the post-Newtonian limit of a given
gravity theory, one must perform a 341 split of its field equa-
tions (which are, in general, tensor equations) into space and
time components, and then perform a perturbative expansion
around a fixed vacuum solution. Depending on the structure
of the field equations, both tasks may be challenging to per-
form by hand, and so the use of computer algebra comes as
a useful tool. Due to the common assumptions on which the
PPN formalism is based, and the similar steps to be applied to
different theories of gravity, it appears natural to implement
these common tasks into a general computational tool, which
can then be used to calculate the post-Newtonian limit for
any given theory. A number of functions to achieve this has
already been implemented in Maple [8]. The aim of xPPN[9]
is to provide another implementation, based on a more exten-
sive framework for performing tensor calculations.

A very powerful tensor algebra software is the xTensor
package, which is part of the xAct suite of Mathematica pack-
ages [10]. It comes with numerous functions to define and
manipulate tensorial expressions, and includes concepts such
as induced metrics on hypersurfaces orthogonal to a vector
field, or component calculations in xCoba, which can be used
to achieve a 3 + 1 split of tensorial expressions. The former
is employed, for example, for cosmological perturbation the-
ory in the xPand package [11], in conjunction with the xPert
package [12] for general tensor perturbations. It thus appears
natural to follow a similar approach to implement also the
PPN formalism in xAct. However, the latter comes with a
few peculiarities which obstruct this strategy. The main dif-
ficulty lies in the different treatment of space and time in
the PPN formalism, such as assigning different perturbation
orders to space and time components of tensors. Another,
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albeit smaller issue is the different convention for counting
the perturbation orders in xPert and the PPN formalism.

Even though it is possible to implement the PPN formal-
ism also using the existing functionality mentioned above,
it appears simpler to overcome the aforementioned difficul-
ties by using a different approach both to the 3 + 1 split and
the perturbative expansion, without using the induced met-
ric framework or the xCoba and xPert packages. This is the
approach followed by xPPN. The key idea is to complement
every tensor defined on the spacetime manifold by a num-
ber of tensors on a purely spatial manifold, which addition-
ally depend on an external time parameter, and which repre-
sent the separated time and space components of the original
spacetime tensor. Also derivatives are split into spatial deriva-
tives and derivatives with respect to the time parameter. This
approach allows an essentially different treatment of pertur-
bations for space and time components. The aim of this article
is to present this approach, as well as the implementation of
the PPN formalism which is based on this framework.

This article is structured as follows. We start with a brief
review of the PPN formalism and its extensions implemented
by xPPN in Sect. 2. The general concepts on which this
implementation is based are explained in Sect. 3. The main
functionality of xPPN is laid out in Sect. 4, where we display
the geometric objects defined by xPPN, and Sect. 5, where
we explain the functions provided for the common operations
on tensor expressions. A complete usage example is given in
Sect. 6, which shows how to calculate the PPN parameters of
a simple scalar-tensor theory of gravity. A summary and out-
look towards possible future extensions are given in Sect. 7.
For further reference, we provide notes on the implementa-
tion and internal operation of xPPN in Appendix A.

In order to make code listings more readable, the follow-
ing syntax highlighting is used. Mathematica keywords are
typeset in blue, xAct keywords are typeset in green and xPPN
keywords are typeset in red. We use lowercase letters for
coordinate indices and uppercase letters for Lorentz indices,
where in both cases Greek indices run from 0 to 3 and belong
to spacetime, while Latin indices run from 1 to 3 and belong
to space only.

2 Parametrized post-Newtonian formalism

The aim of the xPPN package is to provide an implemen-
tation of the parametrized post-Newtonian (PPN) formal-
ism and several of its geometric extensions. Here we briefly
summarize these theoretical foundations. We first discuss the
standard PPN formalism and the perturbative expansion of
the metricin Sect. 2.1. An extended formulation using a tetrad
as the fundamental field instead of the metric is shown in
Sect. 2.2. We then display its application to teleparallel grav-
ity in Sect. 2.3 and symmetric teleparallel gravity in Sect. 2.4.
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2.1 Standard formalism for Riemannian geometry

There exist different versions of the PPN formalism. Here
we adhere to its form presented in [5]. Its starting point is
the assumption that the propagation of light and massive test
bodies is governed by a pseudo-Riemannian metric gqg of
Lorentzian signature. This metric is further considered in a
weak field limit as an asympotically flat perturbation around a
flat Minkowski background. The source of this perturbation
is assumed to be of compact support and modeled by the
energy-momentum tensor

0% = (p + pIl + pu“u® + pg*? (1)

of a perfect fluid with four-velocity u®, rest energy density
p, specific internal energy IT and pressure p. Further, a fixed
Cartesian coordinate system (x*) = (¢, x%) is used, denoted
as the universe rest frame. It is then assumed that the velocity
v? = u®/u® of the source matter in this coordinate system
is small compared to the speed of light, [v*| < ¢ = 1. This
velocity takes the role of the perturbation parameter. Physical
quantities, such as the metric, are expanded in terms of the
source velocity, and any term in this perturbative expansion
which is proportional to |v4|" is said to be of n’th velocity
order, which is commonly denoted O(n) in the literature. !
For the metric g, this expansion may be written explicitly
in the form

o0
8up = O Bup = Bup + Lup + Zup + Bup + fap + O,
n=0

@)

where we used overscripts to indicate velocity orders gog ~
O(n). Terms beyond the fourth velocity order are usually not
considered in the standard PPN formalism implemented by
xPPN. The zeroth velocity order is assumed to be the flat
Minkowski background,

Sup = Nap = diag(—1,1, 1, 1). 3)

For the metric perturbations, one finds that the first velocity
order vanishes, éalg = 0, since the lowest velocity order of
the matter source is the second order, as we will argue below.
Further, the components éOa’ §00, §ab, §0a change their sign
under time reversal, and are prohibited by energy-momentum
conservation. It follows that only the components

2 2 3 4 4
800, 8&ab» &0a> 8£00, &ab 4)
are non-vanishing. For the first four terms, a particular stan-

dard gauge is assumed, in which the metric components take

! Note in particular that O(1) ~ |v] in this notation is the first velocity
order, and not unity, which would be O(0) ~ 1.
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the form
00 = 2U, (5a)
8ab = 2y Ubap, (5b)

1
20 = —3G+ 4yt —m 0 -2V,

1
— (o =8 +285)We, (50)

800 = —2BU% + 2+ 2y + a3 + 1 — 26)P,
+2(0 43y =28+ +&)D,
+2(1 +83)P3 + 2@y + 384 — 25)Dy
— 26Dy — (41 —26)A. (5d)

For the last term §ab no such expansion is assumed in the stan-
dard PPN formalism, but it may be included in an extended
formalism [13, 14]. The terms on the right hand side are the
so-called PPN potentials and PPN parameters; see Sects. 4.6
and 4.7 for their definition and [5] for a physical explanation.
Here the PPN potentials describe the matter distribution, and
their form is independent of the theory under consideration,
while the PPN parameters are independent of the matter dis-
tribution, and their values are determined by the gravity the-
ory. In order to determine the values of the PPN parameters
for a given gravity theory, one follows a well-defined proce-
dure to expand the gravitational field equations into velocity
orders, which are then solved successively, up to the fourth
order. The virtue of the PPN formalism is the fact that this
form of the metric is sufficiently generic to solve the met-
ric field equations of a large number of gravity theories, in
which the source of gravity is the matter energy-momentum.
In order to obtain this solution, one must also decompose the
energy-momentum tensor (1) into space and time compo-
nents, as well as into velocity orders. For the matter variables,
one assigns the orders p ~ I1 ~ O(2) and p ~ O(4), based
on their order of magnitude in the solar system. Lowering
the indices of the energy-momentum tensor, its components
then take the form

©00 = p (1+ T +[vf = dw) + O, (6a)
Boa = —pva + O(O), (6b)
Ous = pUaV + Poab + O(6). (60)

Further, one assumes that the gravitational field is quasi-
static, which means that it changes only due to the motion
of the source matter, excluding, e.g., transient gravitational
waves. Hence, time derivatives of all physical quantities are
weighted with an additional velocity order, dg ~ O(1). In

particular, this affects derivatives of the metric, which enter
the field equations through the Levi—Civita connection

a4 L v
[Wap = Eg (aagSB + 8ﬂgot8 - aﬁgaﬁ) @)

and its curvature tensor. Here and in the following, we denote
terms related to the Levi—Civita connection with an empty
circle, in order to distinguish them from other connections to
be introduced later, following the standard convention in the
literature on teleparallel and related gravity theories, where
this distinction becomes relevant; note that this circle is a dis-
tinct symbol from a zero denoting the zeroth velocity order.

2.2 Tetrad extension

There exist numerous gravity theories in which one of the
fundamental fields is a tetrad (or coframe) field 6", which
defines the metric via the relation

gap = nrad’ 40 g, ®)

where nra = diag(—1, 1, 1, 1) is again the Minkowski met-
ric, here with Lorentz indices. Its post-Newtonian expansion
can be obtained as follows [15—-17]. Its zeroth order is given
by a diagonal background tetrad,

0Ty = AT, = diag(1, 1, 1, 1). 9)

defined in the previous section. For any higher order terms

k
6" in its perturbative expansion, it turns out to be more
convenient to work with the expressions [18,19]

k y AT

Top = Nay Ar”0" g, (10)
which carry only spacetime indices, where

Ar® = diag(1,1,1, 1) (11)

is the inverse background tetrad. While it is entirely possible
to use the perturbations %aﬁ as fundamental variables, it turns
out to be more convenient to decompose them into metric
perturbations and another, independent degree of freedom.
This can be achieved by noting that the metric perturbations
follow from the relation (8) to be given by

n n

n k n— . n—k

Bap =ra 3070025 =00 3 b,dmis. (12)
k=0 k=0

Hence, the nth order metric perturbation encodes é;aﬂ the
symmetric part 27(g) of the tetrad perturbation, up to lower
order terms. Isolating the highest orders from the sum on the
right hand side, we find that this symmetric part is given by

n—1

n n n n—k

Top + Ta = 8ap — 777/6 Z ‘éya‘[&ﬁ- (13)
k=1
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For the antisymmetric part, which constitute the afore-
mentioned independent degree of freedom, one may define
another, antisymmetric tensor field by

o = 2T[ap) = Tap — Tpa- (14)

In summary, the perturbative orders 6", of the tetrad for
n > 1 are then defined as

n 1 n n n-l k n—k,
0" = S0 AT (gm + lya — 20 ZeAyeé"a) (15)
k=1

in terms of §aﬂ and gzaﬂ. Following a similar line of argument
as for the metric, the only non-vanishing components of the
antisymmetric tensor up to the fourth velocity order which
must be considered are given by

2 3 4

dab, Q0as Aab- (16)
Note finally that the tetrad 6 ', comes also with an inverse, the
frame field er®. It follows from its relation with the coframe
field that its background is the diagonal element 3r“ = Ar%,
while higher perturbation orders are recursively defined as

n—1

N I I L (17)
k=0

where the tetrad perturbations on the right hand side are fur-
ther expanded using the rule (15).

2.3 Teleparallel geometry

The tetrad and its perturbative expansion discussed above
play a fundamental role as the dynamical field variable in
a particular class of gravity theories known as teleparallel
gravity [20]. In their covariant formulation [21], another fun-
damental field variable is used, which is the spin connection
&' Ag. Together with the tetrad and its inverse, it defines
another connection, whose coefficients are given by?

74 = er” (30" 5 + & agb5). (18)

The spin connection is further restricted to be flat and anti-
symmetric, so that also the affine connection has vanishing
curvature and is metric-compatible,

3af‘yﬁ5 — 3ﬁf‘ya5 + f‘yakf‘xﬂé
17l es =0, V,gap =0, (19)

but it possesses non-vanishing torsion. Under these condi-
tions, the spin connection turns out to be a gauge quantity,
so that one can locally choose a Lorentz gauge in which it
vanishes, known as the Weitzenbock gauge [22]. Choosing

2 Here we follow the convention used by xTensor, in which the first

N
lower index o on the connection coefficients I'Y o4 is the “derivative”
index.

@ Springer

this gauge, &' Aq = 0, the connecting coefficients (18) are
expressed in terms of the tetrad and its inverse alone [18].
This allows to derive their perturbative expansion, and the
perturbative expansion of any derived tensor fields, in terms
of the perturbations (15) and (17), and hence in terms of §o,,3
and 30,,3.

2.4 Symmetric teleparallel geometry

Finally, the third class of gravity theories discussed here
has become known as symmetric teleparallel gravity theories
[23]. In these theories yet another connection is employed,

X
whose coefficients we denote by I'” 5, and which is assumed
to have vanishing curvature and torsion,

3afx‘yﬁa — aﬂf‘yaS + lx“yaxlxﬂkﬂa - fx‘yﬂxlxﬂms =0,
7 s — I gy = 0. (20)

It follows from these properties that there exists a local coor-
dinate system (x'¢), called the coincident gauge, such that
its connection coefficients T Y4 in this coordinate system
vanish [24]. Hence, in the standard PPN coordinate system
(x%), the connection coefficients are given by

ax?  9x’

b = ax’8 dx*9xB’ @h

The post-Newtonian expansion of these connection coeffi-
cients is derived from the assumption that the two coordinate
systems (x%) and (x'*) are related by an infinitesimal coor-
dinate transformation, induced by a vector field £¢, so that
up to the quadratic order one can write

1
x/ot:xa_f_%-ol_’_zgﬂaﬁga_}_._. (22)

From this assumption follows that the connection coefficients
take the form

X

1
I op = 0u0pE” + - (600 D505
1208000557 — D 0pE°05EY) + -+, (23)
also up to the quadratic order in the vector field £. Finally,
the vector field is expanded in velocity orders. It turns out that

in the PPN formalism the only non-vanishing components are
given by [25]

ge, £0) gl (24)

From these components the perturbative expansion of the
connection coefficients I'” 4 g is obtained.
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3 Mathematical foundation

Two fundamental mathematical concepts form the basis of
the PPN formalism detailed in the previous section, and so
their implementation is an important part of any computa-
tional tool to address this formalism. Here we briefly discuss
these concepts and their formulation we choose to implement
in xPPN. This will serve as an explanation of the mathemat-
ical background for the following sections. We discuss the
split of tensors on spacetime into their space and time parts in
Sect. 3.1 and the perturbative expansion into velocity order
in Sect. 3.2.

3.1 3 4 1 split of tensors

As explained in the previous section, one of the crucial steps
in applying the PPN formalism is the 3 + 1 decomposition of
all tensorial quantities. A proper, geometric interpretation of
this split can be given by regarding the spacetime manifold
My, equipped with coordinates (x%) = (¢, x%), as a product
manifold My = T; x S3, where ¢ is the time coordinate on
the manifold 77 = R, while (x“) are the spatial coordinates
on S3. It follows that for every ¢ € T1, one can find a map
ii 1 83 = My, (x%) — (¢, x%), whose image in My is called
the spatial slice, or constant time hypersurface at time ¢. The
collection of all spatial slices then forms a foliation of M.
While the construction appears abstract, it gives a clear
interpretation of the 3 + 1 split of tensor fields as follows. A
vector field with components X% on My splits in the form

X%, = X 90 + X%9, (25)

into a temporal part X3y, which is parallel to the coordinate
lines generated by the time coordinate 7, and a spatial part
X“9,, which is tangent to the spatial hypersurfaces. Under
purely spatial coordinate transformations, X behaves as a
scalar, while X“ are the components of a vector field. For
any fixed value of ¢, we may thus take the pullback along
ir to obtain a scalar function i X 0. as well as a vector field
i/ (X*9,), both now being tensor fields on S3, hence func-
tions of the spatial coordinates (x“). The dependence of the
components X% on the time coordinate ¢ is still present as a
dependence on the choice of the spatial hypersurface, and ¢
is regarded as a parameter which corresponds to this choice,
instead of a coordinate.

The interpretation of time ¢ as a parameter instead of a
coordinate is, of course, purely mathematical, but it allows
for a number of simplification when it comes to the imple-
mentation of the 34 1 split in computer algebra. Most impor-
tantly for the PPN formalism, it allows to treat time deriva-
tives dp essentially differently from spatial derivatives d,.
This is necessary, because in the PPN formalism time deriva-
tives are weighted with an additional velocity order, which
is not the case for spatial derivatives. Another advantage

becomes apparent when considering tensors with symme-
tries. For example, considering an antisymmetric tensor field
Agp, the 3 + 1 split can be written as

Agpdx® ® dxP = Agodr ® dr + Ag,dt ® dx®
+Ag0dx? @ df + Agpdx® @ dxP,  (26)

where Agp = 0 and Ag, = —A,0. Hence, the independent
components can be described by a single covector field Ao,
and antisymmetric tensor field A, on S3. Thus, the use of
tensor symmetries in conjunction with the 3 + 1 split allows
to immediately discard vanishing components, which helps
to simplify the calculation.

The outlined interpretation of the 341 split and the decom-
position of tensor fields on spacetime M} into tensor fields on
space S3, with an additional parameter dependence, and cor-
responding counting of velocity orders, are a central ingre-
dient of xPPN. In Sect. 5.1 we explain how to select certain
components from the 3 4+ 1 decomposition of a tensor field,
while Sect. 5.3 shows how to decompose arbitrary tenso-
rial expressions. The implementation of these operations is
outlined in Appendix A.1, which shows the internal repre-
sentation of decomposed tensor fields, while in Sect. A.2 we
schematically explain the decomposition algorithm and its
treatment of tensor symmetries.

3.2 Perturbative expansion in velocity orders

Another important ingredient of the PPN formalism is the
perturbative expansion of tensor fields into velocity orders.
Similarly to the expansion (2) for the metric, also any other
tensor field A is expanded as

s n
A=A, @7)
n=0

where each term is of the corresponding velocity order A~
O(n), and where we omit tensor indices for brevity. Note
that this is different from the convention used, e.g., in the
xPert package [12], where the perturbative expansion takes
the form

A=y %A”[A], (28)
n=0

and thus has the explicit form of a Taylor expansion in the per-
turbation parameter . We therefore list a few formulas which
follow from the perturbative expansion (27). Most notably,
for atensor A = Ap--- Ay given as a product of N tensors
A1, ..., Ay, one has the nth order term given by

N o,
A= Y ]_[ka’i, (29)

ki+..+ky=ni=1

@ Springer
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where the orders k; of the factors A; run over non-negative
integers. Another important relation is the expansion of
expressions F' = f(A), where f is a scalar, or more general
a tensorial function. In this case a Taylor expansion of the

0
function f around the background A is used,

o\ k
- (A B A) ® (2
fa) =3 s (4). (30)
k=0
where f &) denotes the kth derivative, and then the product
formula (29) is applied. For a function of N arguments, this
formula naturally generalizes to

o0
fAL A=)
k1=0
0 \ ki
C (k1 kn) 0 0 r (Al_AI)
3ol (Al,...,AN>1_[T. 31)
ky=0 i=1

Finally, time derivatives are weighted with an additional
velocity order, and so for A’ = 9y A one has

A= A (32)
and analogously for higher derivative orders, where the left
hand side is to be understood as the nth order term in the
expansion of A’.

In xPPN, the perturbative expansion of tensor fields into
velocity orders, which takes into account the rules outlined
above, is implemented in the function VelocityOrder,
which is explained in detail in Sect. 5.4. A few notes on the
implementation of this function are given in Appendix A.3.

4 Geometric objects defined by xPPN

The PPN formalism relies on the existence of a number of
objects, such as the spacetime manifold, the physical met-
ric and its background value, as well as a particular set of
potentials and constant parameters, which are necessary for
its application to any gravity theory. For convenience, these
objects are already defined by xPPN when the package is
loaded, so that the user must define only those additional
geometric objects which are specific to the gravity theory
under consideration. Here we give an overview of these pre-
defined objects. The manifolds corresponding to the split of
spacetime into space and time, as well as a number of bundles
over these manifolds, are given in Sect. 4.1. To define ten-
sors on these manifolds and write tensorial expressions, xAct
relies on indices; Sect. 4.2 lists the indices defined by xPPN
for the given bundles. The geometric objects constituting the
background geometry are listed in Sect. 4.3, while Sect. 4.4
gives a detailed account of the dynamical geometry and its
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perturbative expansion. The energy-momentum tensor and
its expansion in fluid variables is shown in Sect. 4.5. Finally,
the objects constituting the standard PPN metric are the PPN
potentials detailed in Sect. 4.6 and the PPN parameters listed
in Sect. 4.7.

4.1 Manifolds and bundles

Tensors in xTensor are defined with respect to a manifold.
In order to implement the 3 4- 1 decomposition discussed in
Sect. 3.1, xPPN defines three manifolds:

1. MfTime is the one-dimensional time manifold 77.

2. MfSpace is the three-dimensional space manifold S3.
All tensors for which the 3 4 1 split into time and space
components has been carried out are defined on this mani-
fold, with an additional dependence on the time parameter
TimePar.

3. MfSpacetime is the four-dimensional spacetime man-
ifold M4 = T} x S3. Itis defined as a product manifold,
so that sums over tensor indices of M4 may automatically
be decomposed into sums over 77 and S3. All geometric
objects which appear in the theory under consideration
should be defined on this manifold.

Each of these manifolds is canonically equipped with a
tangent bundle; xTensor defines these automatically, and
they are named TangentMfTime, TangentMfSpace
and TangentMfSpacetime, respectively, and denoted
by prefixing the manifold symbol with T. In addition,
XPPN defines another vector bundle over each of these
three manifolds, whose rank is the same as the dimen-
sion of the manifold, and which is used to define quan-
tities carrying Lorentz indices. These bundles are named
LorentzMfTime, LorentzMfSpace and
LorentzMfSpacetime, respectively, and denoted by
prefixing the manifold symbol with L.

4.2 Indices

Indices play an important role in x7ensor, since they are
used to denote tensor expressions and establish the relation
between tensor slots and vector bundles. Often a large num-
ber of indices is necessary for longer tensor expressions, and
each of them must be defined as a symbol (possibly with
an appended number). xPPN addresses this problem by pre-
defining a large number of indices using symbols which are
unlikely to collide with other notation. In particular, the fol-
lowing indices are defined:

1. LTI[0] is used by xPPN to denote the time component
of the 3 + 1 decomposed forms of tensors, and is printed
as 0. From the viewpoint of xTensor, this is a label index,
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which is not associated with any vector bundle and has
no implied meaning. It is used because 3 + 1 decompo-
sitions are defined on S3, and so only spatial indices can
be associated with the tangent bundle. Also it may appear
an arbitrary number of times and in any position in any
tensor expression.

2. \[ScriptT] (printed as t) is the generic index on the
tangent bundle T77. xTensor will use this to automatically
generate as many indices ¢, #, ... as needed as an inter-
mediate step when performing a 3 + 1 decomposition of
indices, before replacing them with 0.

3. \[ScriptCapitalT] (printed as 7) is the generic
index on the Lorentz bundle L.77. It is used by xTensor in
the same way as ¢ on TT7.

4. Lowercase Latinlettersa, . . ., z (character codes 97-122)
are used to denote indices on TS3. xPPN automatically
defines the symbols T3a, . . ., T3 z to denote these indices,
so that there is no need for the user to manually declare any
indices, while at the same time avoiding possible name
conflicts and leaving single letters free for other use. The
prefix “T3” is omitted when the symbol is printed in out-
put form, so that only the index letter itself appears in
printed output.

5. Uppercase Latinletters A, . . ., Z (character codes 65-90)
are used to denote indices on LLS3. As for the lowercase
indices listed in the previous item, xPPN defines symbols
L3A, ..., L37Z for these uppercase indices, and omits the
prefix “L3” when printing the indices in output form.

6. Lowercase Greek letters «, . . ., w (character codes 945—
969, 977, 981, 982, 1008, 1009, 1013) are used to denote
indices on TMjy. The corresponding symbols defined by
xPPN are denoted T4«, ..., T4dw.

7. Uppercase Greek letters A, . .., € (character codes 913—
929, 931-937) are used to denote indices on ILM4. The
corresponding symbols defined by xPPN are denoted L4 A,
.o, LAA<W>.

To obtain a list of pre-defined indices for any of these
bundles, the xTensor command IndicesOfVBundle may
be used. For example, to list all indices defined on T My, use:

In[ := IndicesOfVBundle[TangentMfSpacetime]

The Mathematica command Names, together with a string
pattern, may also be used to list these indices. This will give
a similar result as the aforementioned command:

In[]:= Names["T4" ~~ _]

4.3 Background geometry

xPPN automatically defines a number of geometric objects
corresponding to the background geometry, around which
the perturbative PPN expansion is performed. On each of the
three manifolds 77, S3, M4 a metric, a tetrad and an inverse
tetrad are defined. They are denoted as given in Table 1.
Each of these geometric objects is defined to be constant
with respect to the partial derivative PD on its respective
manifold, so that PD applied to any of these objects vanishes.
Further, contractions of a tetrad and its inverse are carried out
automatically, and yield the corresponding delta tensor.

NB! Note that each of the background metrics is defined
as the first metric on its respective manifold. Hence, it is also
used by x7Tensor in order to raise and lower indices, such
that for a vector defined as A% one has A, A% = AY AP Naf»
which can easily be verified by using the xTensor command
SeparateMetric:

In[]:= DefTensor[A[T4 o], {MfSpacetime}]

In[]:= ToCanonical[SeparateMetric[][A[—T4 o] A[T4«]]]
Out[]= A% AP1gp

In order to raise and lower indices with the physical metric
8ap, the metric (as defined in the following section) must be
written out explicitly.

4.4 Dynamical geometry

The background geometry detailed above is defined indepen-
dently of any gravity theory and matter configuration. This
is contrasted with the dynamical geometry which we discuss
next. These are the dynamical fields which are used to medi-
ate the gravitational interaction, and which are related to the
matter source by the gravitational field equations. The most
important of these geometric objects is the metric, which
we discuss in Sect. 4.4.1. A similar role may be taken by the
tetrad, as shown in Sect. 4.4.2. Further, three covariant deriva-
tives are defined, which represent the three connections used
in different formulations of general relativity [26]: the Levi—
Civita connection in Sect. 4.4.3, the teleparallel connection
in Sect. 4.4.4 and the symmetric teleparallel connection in
Sect. 4.4.5.

4.4.1 Metric

As detailed in Sect. 2.1, the central object in the PPN formal-
ism is the metric gug, which is denoted by
Met [-T4x, -T4B] inxPPN. Its inverse g/ is written as
InvMet [T4x, T4p]. Also here it must be emphasized
that this is different from Met [T4x, T4, which would
be interpreted differently:
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EEJ .l::tsl d;f;glg?u;g ;;;;ometric Symbol Definition Manifold Indices
BkgMetricM4 Nep = diag(—=1,1,1,1) My (—=TMy, —TMy)
BkgMetricS3 Sab = Nab S3 (=TS3, —TS3)
BkgMetricTl noo = —1 T (=TT, =TTy)
BkgTetradM4 AT, = diag(1, 1,1, 1) My LMy, —TMy)
BkgTetradS3 AAa S3 (ILS3, —TS3)
BkgTetradTl A% Ty (LT, —=TTy)
BkgInvTetradMd Ar® =diag(1,1,1,1) My (—=LMy, TMy)
BkgInvTetradS3 Ap? S3 (—LS3, TS3)
BkgInvTetradTl Ao T (=LLTy, TTy)
4.4.3 Levi-Civita connection
In[]:= ToCanonical[SeparateMetric[][Met[T4 e, T43]]]
Outl]= 7Y nﬁsg?"s Together with the metric Met [-T4c, -T4B1, xPPN

A number of rules are defined for the perturbative expansion
of the metric, and automatically applied when this expansion
is performed. The zeroth order reduces to the background
Minkowski metric (3), and so its space and time components
are given by

go0=—1, 80a=0, Lab=0ar. (33)
The remaining components, up to the fourth velocity order,
are set to vanish, except for the components (4), for which
no further rules are defined. These must be solved for in
order to determine the PPN parameters. See Sect. 5.2 for
more information how to apply these rules using the function
ApplyPPNRules.

4.4.2 Tetrad

In order to implement the tetrad extension to the PPN for-
malism detailed in Sect. 2.2, xPPN defines the tetrad 87, as
the object Tet [L4IT, -T4«], together with an appropriate
set of rules to evaluate its perturbative expansion using the
formula (15). The antisymmetric tensor field ayg occurring
in this expansion is denoted by Asym[-T4x, -T4(3] in
xPPN. Further, next to the tetrad, also its inverse er? is def-
ined in xPPN, which is entered as InvTet [-L4l, T4«].
A number of automatically applied rules are defined for these
inverse tetrads, so that they are contracted with tetrads if pos-
sible, and derivatives are evaluated according to

er®0'p =585, er®0”, =6p,

8’3@Fa = —ereAaaﬂQAy. (34)

Further, perturbations of the tetrad are evaluated following

the formula (17), together with expanding the tetrad pertur-
bation using the expansion (15).
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defines its unique metric-compatible, torsion-free Levi—
Civita connection, whose coefficients are defined from the
metric by the well-known formula (7). The correspond-
ing covariant derivative is entered as CD[-T4«], and it
is written in postfix notation using a semicolon “;”, as
well as using the symbol V in prefix notation, to distin-
guish it from other covariant derivatives introduced later.
xTensor automatically defines a number of tensors for any
covariant derivative. Most notably are the Christoffel “ten-
sors” ChristoffelCD[T4y, -T4x, -T4[1, which
are defined as the difference between the connection coeffi-
cients To‘?’alg and the (vanishing) coefficients of a fiducial con-
nection associated to the partial derivatives d, with respect to
the coordinates. Further, xTensor defines a number of curva-
ture tensors, such as the Riemann, Ricci, Einstein and Weyl
tensors. xPPN defines the corresponding perturbative expan-
sions in terms of the metric perturbations for all tensor fields
derived from the covariant derivative CD[-T4 ] .

4.4.4 Teleparallel connection

In order to work with teleparallel gravity theories, as dis-
cussed in Sect. 2.3, xPPN defines also the teleparallel con-
nection (18), along with its torsion tensor and their per-
turbative expansion. The corresponding covariant deriva-
tive is entered as FD[-T4«], and is denoted % in prefix
notation and a bar “I” in postfix notation. Working in the
Weitzenbock gauge implies that the connection coefficients
ChristoffelFD[T4y, -Tdx, -T4(] take the sim-
ple form

I up = er” 0267 5. (35)

and their perturbative expansion is defined accordingly.
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4.4.5 Symmetric teleparallel connection

Finally, to accommodate the PPN formalism for symmet-
ric teleparallel theories of gravity shown in Sect. 2.4, xPPN
provides yet another pre-defined connection, which is char-
acterized by vanishing torsion and curvature, but which is
not compatible with the metric gy,. Its covariant deriva-
tive is entered as ND[-T4«] and denoted by the symbol

Vin prefix notation, and a hash “#” in postfix notation. The
perturbative expansion (23) of its connection coefficients is
expressed in terms of a vector field £, which is defined
under the name X1 [T4«] in xPPN. Its perturbative expan-
sion is implemented such that the only non-vanishing compo-
nents are the three components (24). Also for this connection,
XxAct automatically defines torsion and curvature tensors, but
both are set to vanish identically. The only tensorial quantity
describing this connection and its relation to the Levi—Civita
connection is the nonmetricity, which is given by

Qaﬂy = Vagﬂy- (36)

In xPPN, the nonmetricity is called
NonMet [-T4dx, -T4f3, -T4vy], and its perturbative
expansion is obtained from the definition above.

4.5 Energy—-momentum variables

In the PPN formalism it is assumed that the source of
gravity is the energy-momentum tensor ®yg of a perfect
fluid (1), which defined by xPPN is a tensor on My denoted
by EnergyMomentum[-T4x, -T4(]. Note that it is
defined with lower indices. In order to raise the indices, the
physical metric gy must be used explicitly; implicitly raising
the indices by writing EnergyMomentum [T4x, T4{]
would use the background metric 74g, and hence not give the
correct result. Also note that we use the symbol ® instead
of the more conventional T in order to avoid confusion with
the torsion tensor.

For convenience, xPPN also defines the trace-reversed
energy-momentum tensor

- 1
®a/3 = ®a/3 - Egotﬁgys@y& 37

denoted by TREnergyMomentum[-T4x,
which is likewise defined as a tensor on M.

In order to describe the 341 split of the energy-momentum
tensor and its decomposition into velocity orders, xPPN
further defines the following tensors on S3 depending on
TimePar, which represent the variables describing the per-
fect fluid:

-T4f], and

1. Density[] is the rest mass density p ~ O(2).
2. Pressure]] is the pressure p ~ O(4).

3. InternalEnergy[] is the specific internal energy
T~ OQ).
4. Velocity[T3a] is the velocity v* ~ O(1).

When the energy—momentum tensor Ogg is expanded in
velocity orders as shown in Sect. 5.4, the relations

2 4 s 2
B = p, ®00=0(H+|v| —80()),

4

3
Opq = —pVa, Oup = pVaVp + péap, (38)

which follow directly from the expansion (6), are applied,
while all other components vanish.

4.6 Post-Newtonian potentials

The post-Newtonian potentials are a central ingredient to the
PPN formalism. In xPPN they are defined as tensors on the
space manifold S3 with an additional time dependence. Most
of them are scalars, but there are also vector and tensor poten-
tials, which therefore carry indices in the tangent bundle T S3.
In particular, the following PPN potentials are defined:

1. PotentialChi [] isthe post-Newtonian superpoten-
tial

x (%) =— / Ex'p@, ¥)x = 7). (39)

2. PotentialU[] is the Newtonian potential

U(t,i):fd3x’p(t’x/) (40)

x5

3. PotentialUU[-T3a,
potential

-T3b] 1is the anisotropic

- t,x'
Uup(t, x) = /d3x/M(xa — x))(xp — xp)

F—3p
1
= X.,ab — EAXSalr 41

4. PotentialV[-T3a] is the isotropic vector potential

- 1, X )vg(t, X
V(. %) =/d3x’—'°( * Jvalt, X) 42)
X — x'|
5. PotentialW[-T3a] is the anisotropic vector poten-

tial

o, X op(t, X') (xa —x,) (xp —X})
P '

W,(t, 55):/ d3x
43)
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6. PotentialPhil[] is the kinetic energy potential

=/ =>/\2
O (1. %) = / d%’M. (44)

X=X

7. PotentialPhi2 [] is the gravitational self-energy
potential

Dy (1, %) = /&gw. (45)

¥ — X'|

8. PotentialPhi3 [] is the internal energy potential

Dy(t. 7) = / d%/%. (46)

X —X|

9. PotentialPhi4 [] is the pressure potential

- (t, X
D41, %) = / d%’h. (47)

10. PotentialAl[] is the anisotropic kinetic potential

=/ =/ N
A([,f):/d%c”oa,x)[va(t’X)(xa xa)] . (48)

TP

11. PotentialB[] is the potential related to change in
velocity

t,x dvg (1, X'
B(t, %) = /d%’M(xa C LX) g
[x — x| dr

12. PotentialPhiW[] is the Whitehead potential

Dy (t, %) = /d3x//d3x”p(t,£’)p(r,£”)

8 Xa — X, [ X, —x] B Xq — X,/
|)‘C’_)‘C’/|3 |)_C’—)_CW| |)_C'/—)_CW| :

(50)

Note that these integrals are not implemented directly in
xPPN, which makes no explicit use of the coordinates apart
from the assumption that partial derivatives of the tensors
defining the background geometry vanish. However, they
enter into the formalism indirectly, since they define the rela-
tions between the potentials and the source terms which are
explained in detail in Sect. 5.6.
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Table 2 Constants representing the PPN parameters in xPPN

Symbol Parameter
ParameterBeta B
ParameterGamma Yy
ParameterAlphal o]
ParameterAlpha?2 o)
ParameterAlpha3 o3
ParameterZetal {1
ParameterZeta? ¢
ParameterzZetal 33
ParameterZetad C4
ParameterXi &

4.7 Post-Newtonian parameters

The PPN parameters are represented in xPPN by objects
which are declared as constants within x7ensor, so that any
derivatives acting on them vanish. A full list is given in
Table 2. Note that assuming the PPN parameters to be con-
stant, which is one of the standard assumptions of the PPN
formalism, means that it cannot be directly applied to, e.g.,
theories with massive fields mediating the gravitational inter-
action, since in such theories the values of the PPN parame-
ters depend on the distance between the source and the test
mass; also time variation of PPN parameters depending on
a cosmological background is not considered. The former
may be included in a future version of xPPN by introducing
additional Yukawa-type potentials, which depend on a mass
determining the interaction scale [27,28]. The latter might be
implemented by allowing for PPN parameters which depend
on TimePar instead of being declared constant [29].

5 Utility functions

We now present a number of utility functions defined by
xPPN, which can be used to manipulate terms which typically
appear in the post-Newtonian expansion, perform necessary
computational steps and solve the gravitational field equa-
tions in terms of the post-Newtonian potentials and param-
eters listed in the previous sections. Which of these func-
tions need to be used highly depends on the gravity the-
ory under consideration, and we show this for a few of
them in an explicit example in Sect. 6; here we give an
overview of the functions provided and how they are applied.
In Sect. 5.1 we show how to refer to specific parts of tensors
in their space-time decomposition and perturbative expan-
sion. The definition and application of substitution rules for
such terms is explained in Sect. 5.2. The decomposition of
general tensorial expressions into space and time compo-
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nents is shown in Sect. 5.3, and further into velocity orders in
Sect. 5.4. The transformation of terms using the Euler equa-
tions derived from energy-momentum conservation is dis-
played in Sect. 5.5, and applied to post-Newtonian potentials
in Sect. 5.6. Finally, utility functions for sorting derivatives
prior to applying these rules are shown in Sect. 5.7.

5.1 Selecting space-time components and velocity orders
of tensors

As explained in Sect. 3.1, xPPN defines for each tensor
declared on the spacetime manifold M4 a number of tensors

Note that the indices do not have to be in the natural position
in which they have been for the tensor head /. The function
PPN yields the same result as if the indices had been specified
in their natural position, and then raised or lowed with the
background metric BkgMetricS3 on S3:

In[]:= DefTensor[A[T4«], MfSpacetime]

In[]:= ContractMetric[PPN[A][T3b] BkgMetricS3[—T3b, —T3a]]
Out[]= A,

In[ |:= % == {PPN}[A][—{T3a}]
Out[]= True

Tensor symmetries are taken into account, and indices are
sorted into canonical order if possible:

In[]:= DefTensor[A[-T4«,
In[]:= PPN[A][-LI[O0], -LI[0]]
out[1= 0

In[]:= PPN[A][-T3a, -LI[0]]
out [1= —Aoa

-T4B1, MfSpacetime, Antisymmetric[{1l, 2}1]

on the space manifold S3, which represent the 3 + 1 decom-
position of the initial tensor and its velocity orders. In order to
access these components, xPPN defines the utility function
PPN to easily obtain them from a tensor head, a sequence of
indices and optionally a velocity order. This function can be
used in two ways, taking the following arguments:

1. PPN [h] [i], where & is a tensor head and i is a sequence
of indices, such that each index either belongs to S3 or is
LI[0] (possible with a minus sign);

2. PPN[h,n] [i], where n is a non-negative integer and &
and i are as above.

The application of this function is illustrated by the following
example of a vector A*:

In[]:= DefTensor[A[T4x], MfSpacetime]
In[]:= PPN[A] [T3a]
out[]= A
In[]:= PPN[A, 2][LI[0]]
2
out[1= A°

5.2 Definition and application of replacement rules

For pre-defined tensors on the spacetime manifold My,
such as the metric or the energy-momentum tensor, xPPN
defines a number of substitution rules for the terms in their
post-Newtonian expansion. In order to apply these rules to
any given tensorial expression, xPPN provides the function
ApplyPPNRules, which can be invoked in two different
ways:

1. ApplyPPNRules [X] recursively applies the defined
PPN rules to all tensors which appear in the expression
X and its subexpressions.

2. ApplyPPNRules [ X, h] applies the defined PPN rules
only to those tensors within X with head 4.

For example, the zeroth order of the physical metric is given
by the Minkowski background metric:
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Outl )= {200» 80> 8ab}

In[]:= ApplyPPNRules /@ %
OUtH: {_1, 07 5ab}

In[]:= {PPN[Met, 0][-LI[0], —LI[0]], PPN[Met, O][—LI[0], —T3a], PPN[Met, 0][-T3a, —T3b]}

By default, xPPNdoes not associate any rules to the terms
in the post-Newtonian expansion of user-defined tensors.
Therefore, xPPN provides a number of functions to define
and undefine such rules. This can be done with the following
functions:

1. OrderSet [PPN[h,n] [i], X] defines or replaces a
rule, such that ApplyPPNRules substitutes the n’th
order term PPN [A,n] [i] by X, where X can be any
tensorial expression which has the same free indices as
defined by i.

2. OrderUnset [PPN[A,n] [i]] removes the PPN rule
associated with the term PPN [/,n] [i] in the post-
Newtonian expansion.

3. OrderClear [h] removes any PPN rules associated to
the tensor head /.

Their application can be illustrated as follows.

5.3 3 4 1 space-time split of tensorial expressions

XxPPN defines two functions handling the 3 + 1 decompo-
sition of arbitrary tensorial expressions on spacetime into
their space and time components, as explained in Sect. 3.1:
SpaceTimeSplit and SpaceTimeSplits. While the
former calculates one specific component of the 3+ 1 decom-
position, the latter yields an array with all components. In
both functions the decomposition is applied to both free and
dummy indices.

The function SpaceTimeSplit takes two arguments:
a tensor on My (possibly containing free indices) and a list
of replacement rules, which assigns to each free index in a
bundle over M4 either an index over the corresponding bundle
over S3 or the label index LI [0] (possibly dressed with a
minus sign to indicate a lower index). For example, for an
expression of the form A%g with free indices T4, -T4f3,
the second argument may be any of the following:

In[]:= DefTensor[A[T4x], MfSpacetime]
n[]:= a = {PPN[A, O0][LI[0]], PPNI[A,
In[]:= ApplyPPNRules /@ a

cuti1- (A9, Ae, A0, A%y

In[]:= OrderSet[PPN[A, O][LI[O0]], 11;
In[]:= OrderSet[PPN[A, 0][T3a], 01;
In[]:= OrderSet[PPN[A, 1][T3a],

In[]:= ApplyPPNRules /@ a

out 1= {1, 0, AY, v}

In[]:= OrderUnset[PPN[A, 1][T3a]ll;
In[]:= ApplyPPNRules /@ a

out 1= {1, 0, A2, A%

In[]:= OrderClear[A];

In[]:= ApplyPPNRules /@ a

out[1= {XO, X“, fio, z‘i“}

0][T3a],

Velocity[T3all;

PPN[A, 1][LI[0]], PPN[A, 1][T3al};
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Tdx —-LI[0], -T4B—-LI[0]
Tdx —-T3a, -T4BR—-LI[0]
Tdx —-»LI[0], -T4B3—-T3b
T4x —>T3a, -T4Bl—-T3b

R

Of course, other names than a, b may be used for the indices
on 3, but their position must remain the same; their role is to
specify how the free indices in the resulting expression will
be named. The function SpaceTimeSplit then calculates
the component of the expression where each free index on My
isreplaced by the specified indices of the 3+ 1 decomposition.
For example, for a tensor A%g defined by

The order of the rules in the replacement list corresponds
to the order of the dimensions of the resulting array. In the
example above, the first dimension corresponds to o, while
the second dimension corresponds to 8. Hence,

nlil:= %$[[1, 211
out [1= AY,

selects the component where « is replaced by O (the first ele-
ment of (0, @)), while g is replaced by b (the second element
of (0, b)). Similarly,

In[]:= SpaceTimeSplits[A[T4ox, —T43], {—T4R — —T3b, T4x— T3a}]
Out[]= {{A%, A%}, (A%, A%y }}

In[]:= DefTensor[A[T4x, —T4{], MfSpacetime]

one may use

yields the transposed array.

In[]:= SpaceTimeSplit[A[T4x, -T4p],
out [1= A%

nll:=% == {PPN}[A][{T3a}, -LI[O0]]
out []1= True

{T4dx — T3a,

-T4f — -LI[0]}]

to obtain the component A%(. In contrast to the function PPN,
which yields the 3 4+ 1 decomposed component of a single
tensor only, any tensorial expression may be decomposed by
SpaceTimeSplit instead of a single tensor. For example,
to decompose the expression A%, AY g one may use

Finally, we remark that both SpaceTimeSplit and
SpaceTimeSplits also operate on partial derivatives
PD[-T4«x] with respect to spacetime coordinates. These
are converted as follows:

Oul]= A% A% + A9, AP,

In[]:= SpaceTimeSplit[A[T4x, —T4dvy] A[T4dy, —T4[3], {T4x — T3a, —T43 — —LI[0]}]

Observe that also the dummy index y has been split into a
sum over dummy indices in the 3 + 1 decomposition.

The function SpaceTimeSplits is similar, but in its
second argument only indices of S3 (and hence no LI [01])
are allowed as the right hand sides of the rules. The function
then returns an array in which the free indices of the original
expression are replaced either by the specified spatial indices
or the time index 0, as shown in the following example:

In[]:= DefTensor[A[], MfSpacetime]
In[]:= PD[—-T4«][A[]]
Out[]= 04 A

In[]:= SpaceTimeSplits[%, { —T4x — —T3a}]
Out[]={dpA, 9,A}

In[]:= % == {ParamD[TimePar][PPN[A][]], PD[—T3a][PPN[A][]]}
Out[]= True

SpaceTimeSplits[A[T4x, -T4P],

{A%, A%}

In[]:=
out 1= {{A%, A%},

{T4dx — T3a,

-T43 — -T3b}]
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In[]:= DefTensor[A[T4x],

In[]:= VelocityOrder [PPN[A] [T3a]
0

0 2 1 1 2
out [1= A%A, + A%A, + A%A,

MfSpacetime]

In[]:= VelocityOrder |[ParamD[TimePar] [PPN[A] [-T3a]]

2 3
’ out []= 0pAg + 9zA0

PPN[A] [-T3a]l, 2]

+ PD[-T3a] [PPN[A] [-LI[0]]], 3]

|

Observe that the time derivative is not represented as a
partial derivative, but as a parameter derivative with respect
to the time parameter TimePar. Finally, we remark that the
automatic split is implemented only for partial derivatives
PD[-T4«x]; any other derivatives most be converted with
ChangeCovD or LieDToCovD, as appropriate.

The function Veloci tyOrder supports the boolean option
UsePPNRules. If it is set to True (the default case), any
rules assigned to PPNTensor objects are applied immedi-
ately as soon as they are encountered. If it is set to False,
no PPN rules are applied. For example, for the energy-
momentum tensor this yields the following results:

In[]:= VelocityOrder [PPN[EnergyMomentum] [-LI[0], -LI[0]], 2, UsePPNRules — True]

Out[l= p

In[]:= % == Density[]

out []1= True

In[]:= VelocityOrder [PPN[EnergyMomentum] [-LI[0], -LI[0]], 2, UsePPNRules — False]
2

out[1= Oqo

In[]:= % == PPN[EnergyMomentum, 2][-LI[0], -LI[0]]

Out [1= True

5.4 Decomposition into velocity orders

As explained in Sect. 3.2, an important part of the PPN for-
malism is the series expansion of expressions in velocity
orders. In order to select a single term X ~ O(n) from an
expression X, xPPN  provides the function
VelocityOrder. The term X is then expressed as
VelocityOrder [X,n]. Here n must be a non-negative
integer, while X can be any tensorial expression on S3, which
may in addition depend on TimePar. It makes use of a num-
ber of standard relations for the velocity order in the PPN
formalism: orders are distributed over products, and time
derivatives are weighted with an additional velocity order.
This is illustrated in the following example:
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Observe that in the first case the rule é()o — pis applied, but
not in the second case. For large expressions the default set-
ting UsePPNRules —True is significantly faster, since
the PPN rules imply the vanishing of many terms in the post-
Newtonian expansion, which are thus immediately discarded
when the rules are applied.

5.5 Euler equations

An important assumption of the PPN formalism is that the
energy-momentum tensor Oyg introduced in Sect. 4.5 sat-
isfies the covariant conservation equation %a e = 0.
Expanding this equation into velocity orders and perform-
ing a 34 1 split into space and time components, one obtains
the Euler equations, which govern the dynamics of the fluid.
These equations are implemented in xPPN in three different
functions, which perform the following substitutions on all
matching subexpressions of their arguments:

1. TimeRhoToEuler [ X] applies the replacement

p.0 = —(pva)a- (&29)]
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2. TimeVelToEuler [ X] applies the replacement

1 p.
Va,0 = E(éoo,a — VpUap — . (52)
P
3. TimePiToEuler [X] applies the replacement
p. 1 1
Mo — va [ 22 = Mg — = 800.a — = &bbia
0 2 2
PVq, 1
S A (53)
0 2

The functions can be successively applied in order to trans-
form terms involving higher order time derivatives.

5.6 Transformation of PPN potentials

The post-Newtonian potentials defined in Sect. 4.6 and
their derivatives satisfy a number of relations among each
other and with the energy-momentum variables defined in
Sect. 4.5, some of which follow directly from the definition
of the potentials, while others can be derived from the Euler
equations discussed in the previous section. xPPN defines a
number of utility functions in order to implement these rela-
tions and use them to turn PPN potentials and their deriva-
tives into either other PPN potentials or terms constructed
from the energy-momentum tensor. The most important of
these is PotentialToSource [X ], which performs the
following replacements on all subexpressions of X:

ANy — 8mp, AAA — 8 (pvavp).ap — 47 A(p|v]?),
AAB — 8n[Ap — (U,ap).al,
AD; — —dapv|?, Ay > —dnpU,
AD3 - —4npll, ADy — —4mp,
AU — —4mp, AV, - —dmpuv,,
A®y — dxpU —4U U 4 + 2U ap X.ab- (54

The remaining functions act on specific PPN potentials or
their derivatives. Their effects are listed in Table 3.

5.7 Sorting of derivatives

In xAct, derivatives are, in general, not sorted automatically.
This poses two difficulties, which may lead to problems in
simplifications:

1. Mathematica does not recognize terms which are math-
ematically equal if they contain derivatives in different
order. For example, expressions of the form 9,dg X and
0p0y X are equal, since partial derivatives commute, but
since they are represented differently, Mathematica does
not recognize this.

Table 3 Functions to transform specific PPN potentials

Function Transformation
PotentialChiToU Ay — =2U
PotentialUToChi U— f%AX
PotentialUToUU U— Uy
PotentialUUToU Ui — U
PotentialUUToChi Usb = Xoab — %Axﬁab
PotentialUToV Uo—> —Vaa
PotentialUToW Uo— Waa
PotentialVToU Vaa = =Up
PotentialWToU Waa — Up
PotentialVToW Vaa = —Waa
PotentialWToV Waa = —Vaa
PotentialVToChiw Va = Wa + X,0a
PotentialWToChiv Wao — Vi — X.0a
PotentialChiToPhiAB x00 = A+B— P
PotentialUToPhiAB U — —3AA+ B — @)

2. In order to apply the transformations listed in Sect. 5.6,
pattern matching is applied to find divergences, time
derivatives and Laplace operators acting on tensors. How-
ever, due to the way how derivatives are represented in
xTensor, Mathematica recognizes such terms only if they
are not interspersed with other derivatives. For example,
0y A% is found in dgd, A%, but not in d,dg A%, even though
these terms are mathematically equal.

The first of these problems can be solved by defining
a canonical order for derivatives and keeping them always
sorted in canonical order. Such a canonical ordering is imple-
mented as part of the xTensor function ToCanonical, so
that the following terms are recognized by Mathematica as
equal and canceled:

In[]|:= DefTensor[A[], MfSpacetime]

In[]:= PD[—T4a][PD[—T4B1[A[]]] — PD[—T4B][PD[—T4x][A[]]]
Out|= 05 A — B A

In[]:= ToCanonical[%]
In[ ]:= % == PPN[A][—T3a]
Out[]=0

However, this does not solve the second problem, since a
different order of derivatives is required, depending on the
type of pattern to be matched; for example, matching a time
derivative would require the order 9,99 A%, while matching a
divergence would require the order dgd, A“. Hence, keeping
allindices in a fixed, canonical order would not allow for such
patterns to be found. Hence, xPPN implements a different

@ Springer



504 Page 16 of 33

Eur. Phys. J. C (2021) 81:504

In[]:= DefTensor[A[T4«], MfSpacetime]

Out[]= 8°809,0.0p A€

In[]:= SortPDs[expr]
Out[]= 999, dp0%9, A€

In[]:= SortPDsToTime[expr, A]
Out[]= 8%8,0.8,00 A€

In[]:= SortPDsToDiv[expr, A]
Out[]= 82809, 0p 9. A€

In[]:= SortPDsToBox[expr, A]
Out[]= 8o, 0, 90% A€

In[]:= expr = PD[T3b][ParamD[TimePar][PD[—T3a][PD[—T3c][PD[—T3b][PPN[A][T3c]]]]]]

method by defining different functions, which allow sorting
derivatives on demand in any of the necessary orders. The
following functions are defined:

1. SortPDs [X] sorts all derivatives in canonical order by
applying the following rules:

(a) Spatial derivatives are applied before time derivatives,
i.e., moved to the right.

(b) Spatial derivatives are sorted in lexicographic order,
i.e., indices which come earlier in lexicographic order,
are applied first.

(c) Derivatives with upper indices are applied before
derivatives with otherwise identical lower indices.

2. SortPDsToTime[X,h] sorts derivatives acting on
tensors with head & such that time derivatives are applied
first, i.e., moved to the right.

3. SortPDsToDiv [X, h] sorts derivatives acting on ten-
sors with head & such that divergences may be matched,
i.e., such that derivatives are applied first, whose index
is contracted with a corresponding index of the tensor
expression.

4. SortPDsToBox[X, h] sorts derivatives acting on ten-
sors with head /& such that Laplace operators are formed
from spatial derivatives, if possible, and those are applied
first.

The effect of these functions on an expression with mul-

tiple derivatives acting on a tensor is shown by the following
code:

@ Springer

The implementation of these functions is inspired by the
field theory package xTras [30], which defines a similar set
of functions, which take into account also non-commuting
derivatives by adding suitable correction terms. Also note
that the replacement functions listed in Sect. 5.6 make use
of these sorting functions automatically in order to estab-
lish the necessary order of indices before pattern matching is
performed.

6 Example: scalar-tensor gravity

In order to demonstrate the use of the xPPN package, we pro-
vide a practical example in form of a complete, commented
session, which calculates the PPN parameters of a scalar-
tensor class of gravity theories, thereby showing the use of
some of the functions detailed in the previous sections. The
precise steps which are needed to determine the PPN param-
eters highly depend on the specific theory under considera-
tion, and must be chosen accordingly. We briefly present the
action and field equations of this class in Sect. 6.1. A few
preliminary commands, for loading the package and setup,
are given in Sect. 6.2. In section 6.3, the necessary tensors
and constants for the calculation are defined. These are used
in the definition of the field equations in Sect. 6.4. Their post-
Newtonian expansion is derived in Sect. 6.5. In Sect. 6.6, the
perturbative solution of the resulting equations is obtained.
Finally, in Sect. 6.7, the PPN metric and parameters are cal-
culated.
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6.1 Action and field equations

In the following we discuss a class of scalar—tensor theories
of gravity, whose action is given by [31]

1 o)
S=55 . d*xy/—g (wR - Tapwapw)
+Sm[g;w’ x] (55)

in Brans—Dicke like parametrization in the Jordan conformal
frame. Here S, denotes the matter part of the action, where
we collectively denoted by x the set of matter fields. The
gravitational part contains a free function w of the scalar
field ¥ . Each theory of this class is defined by a particular
choice of this free function w. By variation of this action with
respect to the metric and the scalar field as well as subtraction
of a suitable multiple of the trace of the metric field equation
one obtains the field equations

o w g da)
YRy — Vudotr — Eaﬂwam + 4w’i 6wapwaf’w
w—+1
= K2 (®MV — mgl“)@) N (563)
o d(,l) 2
(2w+3)D¢+Eap1paw =k’0, (56b)

where [] = g’w%u%v is the d’Alembert operator on the
physical spacetime Mj.

6.2 Package loading and preliminaries

In order to load and use xPPN, as the first prerequisite a
working installation of xAct [10] is needed. The files pro-
vided by xAct then reside in a directory named xAct in the
Mathematica package search path. The xPPN package comes
as a directory named xPPN, which must be placed inside
the xAct directory. If both packages are installed correctly,
XxPPN can be loaded with the command

In[]:= << XAct'xPPN"

This should load xPPN and its dependencies from the xAct
package suite. Note that loading may take some time, since
XPPN calculates the perturbative expansion of the pre-

defined tensor fields upon package loading. To suppress $
symbols in the index notation, it is useful to set the following
XAct printing option:

In[]:= $PrePrint = ScreenDollarIndices;

Finally, we define two utility functions which help to cre-
ate rules from equations; this functionality, which is simply
a shorthand notation for the versatile function MakeRule
from the xTensor package, are not specific to xPPN, and are
defined here only to shorten the notation in the later course
of this example:

In[]:= mkrg[eq_Equal] := MakeRule[Evaluate[List @ @ eq],
MetricOn — All, ContractMetrics — True]

In[]:= mkrO[eq_Equal] := MakeRule[Evaluate[List @ @ eq],
MetricOn — None, ContractMetrics — False]

6.3 Object definitions

We continue by defining the xAct objects which we will be
using for the calculation and their notation. We start with the
scalar field v, which is a tensor without any indices.

In[]:= DefTensor[psi[], MfSpacetime, PrintAs — "¢"]

We then continue with the cosmological background value
W of the scalar field. This is a constant.

In[ := DefConstantSymbol[psi0, PrintAs — "W"]

Another constant which we will need is the gravitational con-
stant k.

In[]:= DefConstantSymbol[kappa, PrintAs — "«"]

The action (55) also depends on a free function w. This is
defined as a scalar function.

n_n

In[]:= DefScalarFunction[omega, PrintAs — "w"]

We then come to the field equations (56), which we write
in the form £, = 0 and £ = 0, by moving the energy-
momentum tensor to the left hand side. The two tensors rep-
resenting these field equations are then defined as follows.
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In[]:= DefTensor [MetEg[-T4x, -T4p], MfSpacetime, Symmetric[{l, 2}], PrintAs — "&"]
DefTensor [ScalEqg[], MfSpacetime, PrintAs — "&"]

H
B
Il

Finally, in this example we will solve the field equations

by making an ansatz for the solution in terms of PPN poten- ~ 0-5 Post-Newtonian expansion

tials and unknown, constant coefficients, which we will then

determine. For this purpose, we define a function which cre- The most crucial and resource intensive part of the calcu-
ates such constant coefficients on demand as follows. lation is the derivation of the post-Newtonian expansion of

In[]:= aa[i_] := Module[{sym = Symbol["a" <> ToString[i]]},
If[!ConstantSymbolQ[sym],
DefConstantSymbol[sym, PrintAs — StringJoin["\I\(a\_", ToString[i], "\)"]]
K
Return[sym]]

6.4 Field equations the field equations. For this purpose, we must first define the

expansion of the scalar field. Here we impose the relations
In the next step, we enter the field equations (56). As men-
tioned before, we must pay attention to explicitly use the
inverse metric g*? for terms such as the kinetic term oYl Y
of the scalar field or the trace ®°, of the energy-momentum
tensor. Taking these into account, we can enter the metric
field equation (56a) as follows.

0 | 3
=¥, ¢¥v=0, ¢v=0. 57

In[]:= psi[] * RicciCD[—-T4«, —T4p] — CD[—T4«][CD[—T4]1[psi[1]] —
PD[—T4«][psi[]] * PD[—T4p][psi[]] * omega[psi[]] / psi[] +
InvMet[T4y, T48] « PD[—T4v][psi[]] * PD[—T48][psi[]] * Met[—T4x, —T4[3] *
omega’[psi[]] / (4 omega[psi[]] + 6) —
(EnergyMomentum|[—T4x, —T43] — InvMet[T4y, T45] * EnergyMomentum[—T4y, —T406] *
Met[—T4o, —T43] * (omega[psi[]] + 1) / (2 omega[psi[]] + 3)) * kappa’2;

In[]:= meteqdef = MetEq[—T4«, —T43] == %;
In[ := meteqru = mkrO[meteqdef];

Similarly, we continue with the scalar field equation (56b):

Tn[l:= (2 omegalpsil[]] + 3) * InvMet[T4x, T4P] * CD[-T4x] [CD[-T4P][psil]l]] +
omega’ [psi[]] * InvMet[T4«, T4PB] * PD[-T4«x] [psil[]] * PD[-T4B][psil[]l] -
kappa”2 * InvMet[T4x, T4p] * EnergyMomentum[-T4«, -T4P];

In[]:= scalegdef = ScalEqg[] == %;
In[]:= scalegru = mkr0O[scaleqgdef];
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In xPPN, they are implemented as follows:

In[]:= OrderSet[PPN[psi, 0]1[], psiO];
In[]:= OrderSet[PPN[psi, 11[1, 01;
In[]:= OrderSet[PPN[psi, 31[1, 01;

With these definitions in place, we can continue with the
calculation. We will do so in two steps. First, we perform
a 3 + 1 decomposition of the field equations. For this pur-
pose, we convert the Levi—Civita covariant derivatives to par-
tial derivatives and Christoffel symbols. Also we perform a
number of simplifications. Again we start with the metric
field equations.

In[]:= {#, #/. meteqru} &[MetEq[—T4x, —T431];

In[]:= ChangeCovD[%, CD, PD];

In[]:= Expand[%];

In[]:= SpaceTimeSplits[#, {—T4x — —T3a, —T43 — —T3b}] & /@ %;
In[]:= Expand[%];

In[]:= Map|[ToCanonical, %, {3}];

In[]:= Map[SortPDs, %, {3}1;

In[]:= meteq31list = %;

In[]:= meteq31def = Union[Flatten[MapThread[Equal, %, 2]]];

In[]:= meteq31ru = Flatten[mkrg /@ %];

We proceed similarly with the scalar field equations:

n[]:= {#, # /. scaleqru} &[ScalEqll]l;
In[]:= ChangeCovD[%, CD, PD];

In[]:= Expand[%];

In[]:= SpaceTimeSplit[#, {}] & /@ %;
Inl]l:= Expand[%];

In[]:= ToCanonical /@ %;

In[]l:= SortPDs /@ %;

In[]:= scaleg3llist = %;

In[]:= scaleg3ldef = Equal @@ %;
In[]l:= scaleg3lru = Flatten[mkrg[%]];

In the second step, we further decompose the equations
obtained in the previous step into velocity orders O(0), ...,
O(4). Also here we perform a few tensor simplifications
alongside the calculation, starting again with the metric equa-
tion.

In[]:= Outer[ VelocityOrder, meteq31list, Range[O0, 4]];

In[]:= Map[NoScalar, %, {4}];

In[]:= Expand[%];

In[]:= Map[ContractMetric[#, OverDerivatives — True,
AllowUpperDerivatives — True] &, %, {4}];

In[]:= Map[ToCanonical, %, {4}];

In[]:= Map[SortPDs, %, {4}];

In[]:= meteqvlist = Simplify[%];

In[]:= meteqvdef = Union[Flatten[MapThread[Equal, %, 3]]]

In[]:= meteqvru = Flatten[mkrg /@ %];

Finally, we apply the same step also to the scalar field equa-
tion.

In[]:= Outer[VelocityOrder, scaleq31list, Range[0, 4]];

In[]:= Map[NoScalar, %, {2}];

In[]:= Expand[%];

In[]:= Map[ContractMetric[#, OverDerivatives — True,
AllowUpperDerivatives — True] &, %, {2}];

In[]:= Map[ToCanonical, %, {2}];

In[]:= Map[SortPDs, %, {2}];

In[]:= scaleqvlist = Simplify[%];

In[]:= scaleqvdef = Flatten[MapThread[Equal, %, 1]]

In[]:= scaleqvru = Flatten[mkrg /@ %];

6.6 Perturbative solution

We can now use the post-Newtonian expansion of the field
equations and solve them order by order. For this purpose we
make use of prior knowledge that the field equations of the
theory at hand can be solved by a particular ansatz for the
metric and scalar field, so that at every step of the calculation
we are left with solving for a number of constant coefficients;
this ansatz and solution method must be adapted if the pack-
age is applied to other theories. We show the zeroth velocity
order (the background vacuum solution) in Sect. 6.6.1, the
second velocity order in Sect. 6.6.2, the third velocity order
in Sect. 6.6.3 and the fourth velocity order in Sect. 6.6.4.

6.6.1 Zeroth velocity order
First, we verify that the background vacuum equations are

solved identically by the background geometry. This can be
checked as follows.

In[]:= PPN[MetEq, O][—LI[0], —LI[O0]] /. meteqvru
Out[]=0

In[]:= PPN[MetEq, 0][—T3a, —T3b] /. meteqvru
Out[]=0

In[]:= PPN[ScalEq, O][] /. scaleqvru
Out[]=0

6.6.2 Second velocity order

We then continue with the second velocity order. First, we
2 2 2
gather the equations &y, E4p, € to be solved:
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In[]:= eqgs2 = FullSimplify[{PPN[MetEqg, 2][-LI[0], -LI[O0]],
PPN [MetEqg, 2][-T3a, -T3b], PPN[ScalEqg, 2][]1} /. metegvru /. scalegvru];

These equations take the form

2 2
E=k2p+ QW)+ 3) A,

) oW +2 W,

S0 = —k2p—2 T2 T Adoo,

0= T Py + 3 278w

2 o) +1 v, 2

ab K pza)(\lf)—}—:i ab + ) 800,ab — 8cc,ab

2
+2§c(a,b)c - Aéab) - 1/f,ab- (58)

The easiest way to solve these equations is using an ansatz for
the metric and scalar field perturbations in terms of the post-
Newtonian potentials, with arbitrary, constant coefficients.
This ansatz can be defined as follows:

Inspecting the obtained equations shows that they are given
by

é' =k%p — dmrasQw (V) + 3)p,
éoo =2nVa;p — sz%,
= (4 2D ) s
+ |:277‘V(612 +a3) — KZ%} pSap.  (59)

aa[3] * PotentialUU[—T3a, —T3b],
PPN[psi, 2][] == aa[4] * PotentialU[]}

2
Out[]= {éoo =a1U, gup=aUSup +a3Upy, ¥ = asU}

In[]:= ans2ru = Flatten[mkrg /@ ans2def];

In[ ;= ans2def = {PPN[Met, 2][—LI[0], —LI[0]] == aa[1] * PotentialU[],
PPN[Met, 2][—T3a, —T3b] == aa[2] * PotentialU[] * BkgMetricS3[—T3a, —T3b] +

To obtain the equations to be solved, one inserts this ansatz
into the field equations. Since the field equations contain
derivatives of the metric and scalar field perturbations, this
will yield derivatives of the post-Newtonian potentials U and
Ugp. These must be matched with the terms arising from the
energy-momentum tensor ©g. For this purpose, one applies
the functions listed in Sect. 5.6. For the potentials at hand it
is most convenient to first convert them to derivatives of the
superpotential x, before transforming them to terms involv-
ing the matter density p.

These equations are solved if and only if the coefficients
of each of the terms p, pd4p and Ay 4p vanishes individ-
ually. This yields four equations for the four coefficients
ai,...,as. However, one finds that these are not linearly
independent, due to the gauge freedom arising from the dif-

In[]:= eqs2 /. ans2ru;

In[]:= PotentialUToChi /@ %;
In[]:= PotentialUUToChi /@ %;
In[]:= Expand[%];

In[]:= ToCanonical /@ %;

In[ ]:= PotentialToSource /@ %;
In[]:= Expand[%];

In[]:= ToCanonical /@ %;
In[]:= SortPDs /@ %;

In[]:= eqsa2 = FullSimplify[%];

In[]:= ContractMetric[#, OverDerivatives — True, AllowUpperDerivatives — True] & /@ %;
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feomorphism invariance of the theory. Hence, they must be
supplemented with an additional, gauge fixing equation. The
common choice in the PPN formalism is to eliminate the term
U,p from the component éab, thus setting az = 0. We can
thus determine the component equations:

6.6.3 Third velocity order

We then come to the third velocity order. Also here we pro-
ceed in full analogy to the second velocity order shown above.

3
First, we isolate the field equation &y, which we will solve:

In[]:= egsc2 = FullSimplifyI[{
Coefficient[egsa2[[1]], Densityl[]],
Coefficient[egsa2[[2]], Density][]

Coefficient[egsa2[[3]],
* BkgMetricS3[-T3a,

Density[]],
-T3b]], aal31}1;

We can then solve the equations:

In[]:=

sola2 = FullSimplify[First[Solvel[#

== 0 & /@ egsc2, aa /@ Rangel[l, 41111;

This yields the solution

) (W) +2
a) =k ,
2aVQRw(¥) + 3)
) o) +1
a) =k P
27V QRw(¥) + 3)
2
a3 =0, aa (60)

T QoY) +3)

We may check that this indeed solves the equations:

In[]l:= Simplify[egsa2 /. sola2]

out[]= {0, 0, 0}

Together with the ansatz we defined, this solution now yields
2
the solution for the perturbations (gzvoo, éab, /S

In[ ]:= sol2def = ans2def /. sola2;
In[ |:= sol2ru = Flatten[mkrg /@ sol2def];

Finally, we also check that this result solves the second-order
field equations:

In[l:= egs2 /. sol2ru;

Inl]l:= Expand[%];

In[]:= PotentialToSource /@ %;
In[]:= ToCanonical /@ %;
In[]:= SortPDs /@ %;

In[]:= Simplify[%]

out[]= {0, 0, 0}

In[]:= eqs3 = FullSimplify[PPN[MetEq, 3][—LI[0], —T3a] /. meteqvru];

This equation takes the form
3 2 2
Eoa = K PV — ¥ 0a
v
t7 (§0b,ab — Dg0a + Lab,ob — §bb,0a) : (61)

We then choose an ansatz for the third-order metric perturba-
tion §70a . This now involves the post-Newtonian vector poten-
tials V,; and W, with constant coefficients:

In[]:= ans3def = PPN[Met, 3][—LI[0], —T3a] ==
aa[5] * Potential V[—T3a] + aa[6] x Potential W[—T3a]
Out[]= g’Oa =asVy +acW,y

In[]:= ans3ru = mkrg[ans3def];

To obtain the equation to be solved, we insert this ansatz into
the field equation, together with the second-order solution
obtained in the previous step. Also here we obtain derivatives
acting on the post-Newtonian potentials, which we can sim-
plify by using their interrelations, and finally convert them
to terms matching the energy—momentum source. Here it is
most useful to first eliminate the potential W,. The result-
ing terms can then be converted to source terms and terms
involving derivatives acting on U only:
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In[]:= egs3 /. ans3ru /. sol2ru;

In[]:= PotentialWToChiVI[%];

In[]:= Expand[%];

In[]:= ContractMetric[%, OverDerivatives — True,
In[]:= PotentialChiToUI[%];

In[]:= PotentialVToU[%];

In[]:= PotentialToSourcel[%];

In[]:= ToCanonical [%];

In[]l:= SortPDs[%];

In[]:= egsal3 = FullSimplify[%];

AllowUpperDerivatives — Truel];

Inspecting this equation shows the following form:

g:()a = [k* + 27 W (as + ac)] (Pva - %) . (62)
This equation only determines the sum as + ag of the coef-
ficients we introduced. Here we leave their difference as an
undetermined parameter, which we will solve for when we
come to the fourth velocity order, which will fix the post-
Newtonian gauge. We thus determine the solution:

6.6.4 Fourth velocity order

Finally, we come to the fourth velocity order, which is the

most involved. For the theory under consideration, it is suf-
4

ficient to solve the field equation &y, as it determines the

necessary component §00. We hence isolate this equation:

In[]:= sola3 = FullSimplify|[
First[Solve[{egsa3 == 0, aal[6] - aal[b] == aal0]}, {aalb5], aal6l1}]11];
The solution is given by
In[]:= eqs4 = PPN[MetEq, 4][—LI[0], —LI[0]] /. meteqvru;
aop K2 aop K2
a5s=——— ——, dg= — — . (63) . .
2 AU 2 AU We find that it takes the following form:
We check that this solves the equations: 4 |\ 4 3 ) s 2 2
Eoo = 7 (ZAgoo —4804,0a + 28aa.00 + 800.a800.a + §00.a8bb.a
In[]:= Simplify[egsa3 /. sola3] '
=0 ~2800.a8ab.b — 800 béb)—ulz lz
Out[]= ,a8ab, ,ab8a 46!)(‘1’)-‘{-6 aV¥.a
2
Together with the ansatz for the third-order metric component o'Wy e 2 0W+2 s

270,1 we obtain the solution:

In[]l:= sol3def = ans3def /. sola3;
In[]l:= sol3ru = mkrg[sol3def];
Finally, we also check that this solves the third-order field

equation we started with:

pY +k

0

Qo (W) + 3)2 20(W) + 3750

12 12 2
—El/f,a(éoo,a - Ellfﬁéoo — Y00 — k2plv)?
o(V) +2 o(W)+3
2T g2 T (64)
20(W) + 3 20W) +3

In[]:= eqs3 /. sol2ru /. sol3ru;
In[]:= Potential WToChiV[%];
In[]:= Expand[%];

In[]:= Potential ChiToU[%];
In[]:= Potential VToU[%];
In[]:= PotentialToSource[%];
In[]:= ToCanonical[%];
In[]:= SortPDs[%];

In[]:= Simplify[%]

Out[]=0

In[]:= ContractMetric[%, OverDerivatives — True, AllowUpperDerivatives — True];
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As we shall see below, this equation can be solved by the  For consistency, it is useful to check the completeness of this
following ansatz: decomposition:

In[]:= ansd4def = PPN[Met, 4][-LI[0], -LI[0]] == aal[ll] * PotentialU[]"2 +
aal[7] * PotentialPhil[] + aal[8] * PotentialPhi2[] +
aal[9] * PotentialPhi3[] + aal[l0] * PotentialPhidl[]

out[]= §00=a7d>1+a8d>2+a9<b3 +a10¢4+a11U2

In[]:= ansd4ru = mkrgl[ansddef];

We then insert this ansatz into the fourth-order field equation,
alongside the previously determined solutions at lower veloc-
ity order. In order to convert the post-Newtonian potentials
to a unified form, from which we can read off the indepen-
dent equations for the constant coefficients in the ansatz, it
is sufficient to replace the divergence terms V, , and W, ,
by time derivatives of U, before replacing all potentials by
source terms. This is done as follows:

In[ ;= eqs4 /. ans4ru /. sol2ru /. sol3ru;

In[]:= Expand[%];

In[ := ContractMetric[%, OverDerivatives — True, AllowUpperDerivatives — True];
In[ := PotentialVToU[%];

In[ |:= Potential WToU[%];

In[ |:= Potential ToSource[%];

In[ := ToCanonical[%];

In[ |:= SortPDs[%];

In[ := Expand[%];

In[]:= eqsad4 = Simplify[ScreenDollarIndices[%]];

The resulting equation g’oo, which we do not display here for
brevity, involves the six independent terms p, pI1, pU, U oo,
plvl?, U ,U ,, whose constant coefficients must vanish. We
thus isolate these constant coefficients:

in[]:= eql = Simplify[Coefficient[eqsa4, Pressure[]]];

In[ := eq2 = Simplify[Coefficient[eqsa4, Density[] * InternalEnergy[]]];

In[ := eq3 = Simplify[Coefficient[eqsa4, Density[] * PotentialU[]]];

In[ := eq4 = Simplify[Coefficient[eqsad4, ParamD[TimePar, TimePar][PotentialU[]]]];

In[:= eq5 = Simplify[Coefficient[eqsa4, Density[] * Velocity[—T3a] % Velocity[T3a]]];

In[ := eqb = Simplify[Coefficient[eqsa4, PD[—T3a][PotentialU[]] x PD[T3a][Potential U[]]]];
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In[]:= Simplify[Pressure[] * eql + Density[] * InternalEnergy[] * eqg2 +
Density[] * PotentialU[] * eqg3 + ParamD[TimePar, TimePar][PotentialU[]] * egd +
Density[] * Velocity[-T3a] * Velocity[T3al] * egb5 +
PD[-T3a] [PotentialU[]] * PD[T3a] [PotentialU[]] * egb - egsad]

out[]= 0

We have thus obtained six equations for the six remaining

unknowns ag, de, . .., ajj. It turns out that these equations
are linearly independent, so that we can solve for all missing
constants:
In[]:= solad = Simplify[First[Solve[# == 0 & /@ {egl, eqg2, eq3, eqgd, eg5, egbl},

aa /@ Prepend[Rangel[7, 111, 0]111;

This yields the solution

K2 Bo(V) +4 K oW +2 Since we have now determined ag, we can complete the par-
e 20(V) +3’ “ v 20(¥) +3’ tial third-order solution we obtained earlier:
4 2 3 /
ag = 1671:2\IJ2 SRR 3(22(5;;)_:_3?;0 W Yo (\IJ)’ In[]:= sol3def = ans3def /. Simplify[sola3 /. sola4];
In[]:= sol3ru = mkrg[sol3def];
oo W oW
T v 0T 20 20(9) + 3 Using the remaining constants ag, ..., a1y, we obtain the
o= - Kb 484 80w (V) + 440 (V) + 8w (V) + \Ilw/(\IJ). solution for §00:
3272w?2 Qw(¥) 4 3)3
(65) In[]:= sold4def = ansd4def /. sola4;
In[]:= soldru = mkrgl[solddef];
We check that it is indeed a solution:

Again, we check for consistency that this solves the fourth-

In[]:= Simplify[egsad /. solad] order field equation:

out[1= 0
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In[]:= eqs4 /. sol2ru /. sol3ru /. sol4ru;
In[]:= Expand[%];

In[]:= PotentialVToU[%];
In[]:= Potential WToU[%];
In[]:= PotentialToSource[%];
In[]:= ToCanonical[%];
In[]:= SortPDs[%];

In[]:= Expand[%];

In[]:= Simplify[%]

Out[]=0

In[]:= ContractMetric[%, OverDerivatives — True, AllowUpperDerivatives — True];

6.7 PPN metric and parameters

Using the solution we determined so far, we can now cal-
culate the post-Newtonian metric and parameters. For this
purpose, we first isolate the metric components to be deter-
mined.

This can be done in two steps. First, we choose the normal-
ization constant k, which corresponds to the effective New-
tonian constant, such that éoo = 2U. We define the following
equation:

In[]:= metcomp = {PPN[Met, 2][-LI[0], -LI[0]], PPN[Met, 2][-T3a, -T3b],
PPN[Met, 3][-LI[0], -T3al, PPN[Met, 4][-LI[0], -LI[0]]}
Out[]= {§007§aba§0(19§00}

We then insert the solution we have found.

In[ ]:= metcomp /. sol2ru /. sol3ru /. soldru;
In[:= ToCanonical[%];

In[:= Expand[%];

In[]:= ppnmet = Simplify[%];

We will compare this to the standard PPN metric.

In[]:= stamet = Simplify[MetricToStandard /@ metcomp];

In[]:= kappaeq = First[ppnmet] == First[stamet];

This takes the form
_ K2 o) +2
T 2nV 2w (W) 43

To solve this equation, we take its positive root:

(66)
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Inl[]:= First[Sgrt[FullSimplify[k2 /.
In[]:= kappadef = kappa == %;
In[]:= kapparu = mkrgl[kappadef];

Solve[kappaeq /.

kappa — Sqart[k2], k2]1111;

This yields the solution

v = JaggpZe®+3
w(W) +2

With this solution, we can now determine the PPN parame-
ters. These are the equations to be solved.

(67)

three formulations of general relativity [26] and modifica-
tions thereof. Besides discussing its underlying mathemati-
cal concepts and giving a detailed account on its usage, we
provided an example application to a simple scalar-tensor
theory of gravity. We believe that this package will find wide

In[]:= paredgs =

Simplify[ToCanonical [stamet - ppnmet /.

kapparul ];

To determine the PPN parameters, we isolate the con-
stant coefficients in front of the post-Newtonian potentials
U(S(lbv Vav W(ls A5 Uzv q>W7 q>]a q)2, @3’ (I)4,

application to assess the viability of gravity theories by com-
paring their post-Newtonian limit to observations in the solar
system.

In[]:=
PotentialA[], PotentialU[]"2,
PotentialPhil[], PotentialPhi2[],

In[]:=

pots = {PotentialU[] BkgMetricS3[-T3a,
PotentialPhiW[],

PotentialPhi3[],
egs = DeleteCases|[Flatten|[Simplify[Outer[Coefficient, paregs,

-T3b], PotentialV[-T3al], PotentialWw[-T3a],

PotentialPhi4d[]};
pots]l],

01;

Finally, we can solve for the full set of PPN parameters.

In[]:= pars = {ParameterBeta, ParameterGamma, ParameterXi,
ParameterAlphal, ParameterAlpha2, ParameterAlpha3,
ParameterZetal, ParameterZetal2, ParameterZetal3, ParameterZetad};

In[]:= parsol = FullSimplify[Solvel[# == 0 & /@ egs, pars][[1]11]1;

This finally yields the solution

o) +1 f—14 Vo' (V)
Y oW +2 T T 400 1 3) (W) +2)2°

ap=wm=a3=0=0=03=404=§=0. (68)

This is of course the well-known post-Newtonian limit of
scalar-tensor gravity with a massless scalar field [31].

7 Summary and outlook

We have presented the Mathematica package xPPN, which
is based on the tensor algebra suite xAct and which imple-
ments the PPN formalism in its formulation presented in [5],
with extensions to adapt it to the geometries employed in the

@ Springer

Despite the generality of xPPN, being applicable to grav-
ity theories based on different geometric foundations, various
extensions and modifications are possible and may be imple-
mented in future versions. For example, one may consider
the following types of extensions:

1. Alternative formulations of the PPN formalism: A newer
approach towards the PPN formalism employs a different
density variable [7, Sec. 4], which has the advantage that it
simplifies the gauge transformation of the PPN potentials
compared to the original formulation. Another approach
to simplify the issue of gauge transformations is to resort
to a formulation which makes use of gauge-invariant per-
turbation theory, thereby resolving the necessity of gauge
considerations and simplifying the application of the PPN
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procedure [32]. Such modifications may be included by
changing the expansion of the metric in terms of PPN
potentials.

2. Additional post-Newtonian potentials and parameters:
Various theories of gravity exhibit a post-Newtonian limit
in which the metric perturbation cannot be expressed only
in terms of the post-Newtonian potentials used in the stan-
dard formalisms, and so more general potentials and cor-
responding parameters have been introduced. The pres-
ence of massive fields leads to the appearance of Yukawa-
type potentials [27,28], while higher-order derivatives
can be accommodated by further integrals in the post-
Newtonian potentials [33,34]. Another class of terms
arises from theories which include parity-violating contri-
butions [35-37], or by violation of diffeomorphism invari-
ance [38—40]. Further, one may introduce also fourth-
order tensor potentials to expand the term §ab, which is
neglected in the standard PPN formalism, but may be used
to describe higher-order corrections to light propagation
[13,14]. Such additional potentials may easily be included
by defining the corresponding tensor fields and the equa-
tions which relate them to the corresponding source terms,
in full analogy to the standard PPN potentials.

3. Higher than fourth order in the post-Newtonian expan-
sion: While in the standard PPN formalism implemented
in the present version of xPPN the metric (and possi-
ble other fields present in the theory) are expanded only
up to the fourth velocity order, one may also consider
higher order terms, and address problems such as the post-
Newtonian dynamics of systems involved in the genera-
tion of gravitational waves [7,41]. Care must be taken
since the Euler equations governing the dynamics of the
source matter attain dissipative terms at higher orders,
and also the gravitational field exhibits dissipative behav-
ior due to the loss of energy by emitted gravitational
waves. Further, such as extension requires the definition of
higher-order post-Newtonian potentials, along with cor-
responding post-Newtonian parameters, whose relation to
observations and associated observables must be defined,
so that such an extension would be a major task.

4. Generalized post-Newtonian expansion: The standard
PPN formalism assumes the validity of a post-Newtonian
expansion around a flat Minkowski background. This
assumption may be generalized, by allowing for a time-
dependent Friedmann-Lemaitre—Robertson—Walker
background [29], or by including non-perturbative effects
arising from the Vainshtein screening mechanism [42].

5. More general geometric frameworks: Another assump-
tion of the standard PPN formalism states that the motion
of test masses is governed by a single metric, and so the
observable effects on test masses are fully covered by
a post-Newtonian expansion of this single metric. This
assumption may be relaxed if there are several dynam-

ical metrics present in the considered gravity theory,
which lead to more complex test matter dynamics and
generalized sources of gravity [43—-45]. Also more gen-
eral connections may be considered, such as a general
teleparallel connection [46], as well as Riemann-Cartan
[16,33,34,47,48] or metric-affine geometry [49]. In the-
ories of this class additional matter currents may appear
from a coupling of spin to gravity, which gives rise to
additional source terms, which must be accommodated for
by further PPN potentials, together with their respective
equations of motion and conservation laws generalizing
the Euler equations [50-57].
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Appendix A: Implementation notes

Although xTensor offers a possibility to split tensor indices
for product manifolds and to project tensors to submani-
folds, while xPert provides an implementation of a perturba-
tive expansion of tensor fields, these approaches are not the
most well-adapted to the mathematical concepts discussed in
Sect. 3. While it may still be possible to use these packages
for the task at hand, xPPN provides its own implementations
of these concepts, in order to match as closely as possible
with the PPN formalism, and to simplify the different per-
turbative treatment of space and time components of tensors
and in particular their derivatives. This appendix contains
a few notes how the functions detailed in the main part of
this article are implemented. The internal representation of
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split tensor fields is shown in Sect. 1. In Sect. 1, we give an
overview of the algorithm used to obtain this decomposition
for arbitrary tensor fields. Finally, in Sect. 1 we give a few
notes on the implementation of the perturbative expansion
in velocity orders. The aim of this technical appendix is to
give an insight to the internal data structures and algorithms
used by xPPN, which is not necessary for its use, but may
be helpful for readers who intend to develop extensions to
xPPN or similar packages based on xAct in other areas of
physics.

A.1 Internal representation of decomposed tensors

As detailed in Sect. 3.1, we adhere to the following mathe-
matical interpretation of the 3 4 1 split of tensor fields, which
turns out to be convenient for the PPN formalism:

1. The spacetime manifold is regarded as a product manifold
My =T x S3.

2. The components of any tensor defined on the spacetime
manifold M4 with respect to adapted coordinates (¢, x%)
are split into time and space components. For example,
given a vector A%, one has a decomposition into a time
component A? and spatial components A%

3. The decomposed parts of a tensor on My are regarded as
tensors on S3, obtained as a time slice in a foliation of
spacetime, carrying an additional dependence on time ¢,
where time is treated not as a coordinate, but as a param-
eter.

4. The decomposition simplifies in the presence of tensor
symmetries. For example, given an antisymmetric tensor
Aqp = A[ap), the component Agg vanishes, indices in Ao
may equivalently be sorted in canonical (lexicographic)
order to yield —Ag, and Agp is a tensor which inherits the
antisymmetry in its two indices.

The two mentioned approaches implemented in x7ensor do
not match these criteria:

1. The projection approach using normal vector fields and
induced metrics does not perform any decomposition of
indices; the equivalent of the time component A° retains
its tensor rank, and is hence represented by a vector,
although being projected onto (and hence tangent to) a
one-dimensional manifold. One may obtain a scalar by
contracting with the normal vector field, at the cost of
computational complexity for carrying this contracted
factor through all calculations.?

3 This approach is used in xPand [11], and such contractions are then
replaced by tensors of lower rank which are pre-defined for the space
and time components of metric perturbations. Here we aim to avoid
manually defining such a decomposition, in favor of an algorithm which
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2. The split along product manifolds also retains the ten-
sor rank. Instead of the inert time index O and thus
being treated as scalar, time components catry a coor-
dinate index associated to the time manifold, which
therefore must satisfy the rules imposed by xTensor on
such indices (such as the restriction on the number of
occurrences, uniqueness in expressions, summation over
dummy indices etc.).

Furthermore, in both approaches time retains its nature of a
coordinate. Therefore, xPPN uses the following approach to
decomposing tensor fields instead. The components of the
3 + 1 split of tensors are represented by the inert function
PPNTensor in xPPN, which resides in the private context
XAct ‘xPPN'Private’. It may be used in the following
two forms:

1. PPNTensor [h, {s1,52,...,5}]1, where h is a valid
tensor head belonging to a tensor on the spacetime mani-
fold M4 and sy, 52, .. ., sk isalistof index slots, represents
acomponent in the 34 1 decomposition of the tensor with
head &. The particular component is selected by the list of
tensor slots; see the list below for valid values and their
interpretation.

2. PPNTensor [h, {s1,52,...,5},n],where nis anon-
negative integer and 4, s1, 2, . . ., S¢ are as above, repre-
sents the term of velocity order O(n) in the perturbative
expansion of the aforementioned component represented
by PPNTensor [k, {s1,$2,...,5k}].

The valid values for the slots s, 52, ..., sy depends on the
slots S1, 2, ..., S of h. The number k of slots given (i.e.,
the length of the list) must match the number of slots of 4.
Further, for every slot S; of & the following rules must be
satisfied:

1. The character of the slots must match, i.e., if S; is an upper
(lower) index, then also s; must be an upper (lower) index.

2. If §; is £TangentMf Spacetime, then s; must be one
of *Labels or TangentMfSpace.

3. If §; is £LorentzMf Spacetime, then s; must be one
of XLabels or XLorentzMfSpace.

4. If S; is any other slot and hence does not belong to a vector
bundle over My, then s; must be the same as ;.

The interpretation should be evident: every tangent or
Lorentz index associated to the spacetime manifold My
is replaced either by a corresponding index on the space
manifold or the special inert value LT [0], belonging to
Labels, which represents the time component. xPPN

performs the decomposition automatically whenever a tensor field is
defined.
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defines upvalues for the following xTensor functions applied
to PPNTensor objects obeying any of the two forms listed
above:

1. xTensorQ yields True if 4 is a valid tensor head on the
spacetime manifold and the slots satisfy the conditions
listed above, and False otherwise.

2. SlotsOfTensor returns the list {sy,s2,..
tensor slots.

3. DependenciesOfTensor gives the dependencies of
h, but with MfSpacetime replaced by MfSpace and
TimePar. If the tensor depends on any other parameters
or manifolds, then these dependencies are preserved.

4. symmetryGroupOfTensor returns the remaining
symmetry group of the 3 + 1 decomposed tensor.

5. PrintAs yields the same symbol PrintAs [h] which
is used for printing 4 if no velocity order is given,nand

., 85k} of

otherwise adds the velocity order n as an overscript /.

Further, PPNTensor automatically applies rules which are
obtained from index symmetries. These are calculated when-
ever a tensor field is defined, as explained below.

A.2 3 4 1 spacetime split algorithm

In order to retain only independent components in the 3 + 1
split of a tensor, xPPN examines tensor symmetries whenever
a new tensor on the spacetime manifold is defined. It does so
by extending the xTensor function DefTensor, using the
extensibility framework implemented in xAct, to perform the
following steps:

1. Determine which index slots of the tensor are associated
to the spacetime manifold. If a tensor carries additional,
internal indices, then they will be treated separately and
ignored in the following steps.

2. Calculate the symmetry group acting on the spacetime
indices only, i.e., factor out any possible symmetries act-
ing on internal indices and also ignore them in the follow-
ing steps.

3. Create a list of all possible ways to split the spacetime
indices into space and time components.

4. Consider the action of the symmetry group on the splits
from the previous step and determine the orbits of this
action. For example, if a tensor carries a symmetry (or
antisymmetry) in two indices, then there is no difference
between choosing the first index to be temporal and the
second index spatial or vice versa, and so these two possi-
ble splits belong to the same orbit; these two possible ways
to arrange the indices of the split tensor are equivalent.

5. For each orbit, perform the following steps:

(a) Pick arepresentative, i.e., from all equivalent ways to
arrange the indices, choose the one which comes first
in canonical (lexicographic) order.

(b) Check whether any of the elements of the subgroup
which permutes only the temporal indices comes with
an antisymmetry, i.e., changes the sign of the tensor.
If this is the case, this component must vanish iden-
tically, since permuting only temporal indices must
leave the tensor invariant, and so it must be equal to
its negative. In this case, define all index combina-
tions in this orbit to be an alias for the zero tensor
Zero.

(c) Ifthe chosen representative does not vanish, conclude
with the following steps:

(1) Determine the remaining symmetry group act-
ing on the spatial indices only.

(i1) Define a tensor on a purely spatial manifold,
whose temporal and spatial indices match with
the representative, which carries the symmetry
determined in the previous step in the space-
time indices and any inherit symmetry in inter-
nal indices, and which in addition depends on a
time parameter.

(iii) Define all other arrangements of temporal and
spatial indices which are equivalent to the rep-
resentative as alias for the previously defined
tensor or its negative, taking into account pos-
sible sign changes when indices are permuted.

To illustrate these steps, consider the case of defining an anti-

symmetric tensor Ayg = A[yg] on the spacetime manifold,
by invoking
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In[]:= DefTensor[A[-T4«x,

-T4B], MfSpacetime, Antisymmetric[{1,

2}1]

Then the following steps are carried out automatically by
xPPN:

1. There are no internal indices, and so the spacetime related
symmetry operations acting on the tensor indices are the
identity and the swapping of the two indices, where the
latter also changes the sign of the tensor.

2. Each of the two indices of Aqg splits into time and space.
Hence, there are four possible decomposed tensor fields:
Ao, Aoas Aa0, Aab.

3. The two components Ao, and A,g are transformed into
each other under the index symmetry of the original tensor
fields; hence, they belong to the same orbit of the action
of the symmetry group. The remaining components are
the sole elements in their respective orbits.

4. The three orbits are examined separately:

(a) For Ago one finds that the swap operation acts on
temporal indices only, but also changes the sign of
the tensor. Hence, Agg = —Agg = 0 and the tensor is
defined as an alias of Zero:

A /: PPNTensor[A, {—Labels, —Labels}] := Zero;
A /: PPNTensor[A, {—Labels, —Labels}, _] := Zero;

(b) For Ao, and A, the former arrangement of indices
is chosen as a representative, since the indices are
in canonical (lexicographic) order. A purely spatial
tensor Ao, is defined, which has one free index slot.
Ao is defined as an alias for —Ag,:

A /: PPNTensor[A, { —TangentMfSpace, —Labels}] :=
(—PPNTensor[A, {—Labels, —TangentMfSpace}][#2, #1] &);
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(c) Another spatial tensor A,y is defined, which is anti-
symmetric in its two index slots. The tensor symmetry
is again associated to the symbol A.

Note that all properties of these tensors, such as their symme-
tries and tensor slots, are associated with the symbol (tensor
head) which is used in the original call to DefTensor to
define the tensor on the spacetime manifold, and no further
symbols are introduced.

A.3 Velocity order decomposition algorithm

In order to implement the rules for the perturbative expan-
sion in velocity orders detailed in Sect. 3.2, a few special
cases have been defined for the function VelocityOrder
shown in Sect. 5.4. For the product rule (29), it is most
convenient to rely on Mathematica’s pattern matching and
recursive function application functionality. Given a prod-
uct A = Ay --- Ay of N tensors, one may split off the first
factor,

A=A1A, A=A, - Ay, (A.1)

and then recursively apply the rule

n " x ok

A=Y AlA. (A2)
k=0

This is repeated until only a single factor is left. The imple-
mentation then takes the following simple form.
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VelocityOrder [Times[ex0_, exl ], n_, opt : OptionsPattern[]] :=
Module[{k}, Sum[VelocityOrder[ex0, k, opt] *
VelocityOrder[Times[ex1l], n - k, optl, {k, 0, n}ll;

Next, we come to the relation (31) for the perturbative expan-
sion of expressions which are given as functions of an arbi-
trary number of arguments. To evaluate this formula, it is
useful to define the formal series

Aie) = Y kA, (A3)
k=0

for the tensor fields Ay, ..., Ay. Observe that the n’th order
series coefficient

1 a

n! de"

FAL(e), ..., Ay(e)

€=0
N n A'Ip,-/(

— Z f([’ll+-«~+[’ln ----- PN1+...+PNn) (121 ’’’’ AON) 1_[ 1_[

Pik i=1k=1

. (A4

pik!

where the sum runs over

N
pik €40, qx}, Y pik=qr; i€{l,...,N} (AS5)

i=1

and
n

a€{l,....n}), > kq=n, (A.6)
k=1

is exactly the term of n’th velocity order in the expansion (31).
Hence, it can be obtained as follows.

VelocityOrder[fkt_ ? ScalarFunctionQ[args_ ], n_, opt : OptionsPattern[]] :=
Module[{t, i}, SeriesCoefficient]
fkt @@ (Sum[t”i * VelocityOrder[#, i, optl]l, {i, 0, n}] & /@ {args}),
{t, 0, n}ll;

Finally, we have encountered the rule (32) that time deriva-
tives are weighted with an additional velocity order. Since
time derivatives are represented by parameter derivs with
respect to TimePar, this behavior is achieved by counting
time derivatives as follows.

VelocityOrder [ParamD[t : TimePar ..][expr_], n_, opt : OptionsPattern[]] :=
ParamD[t] [VelocityOrder|[expr, n - Length[{t}], optl];

Note that partial derivatives with respect to spatial coordi-
nates do not incur additional velocity orders.
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VelocityOrder [PD[i_] [expr_],

n_,
nl

opt

PD[i] [VelocityOrder [expr, optll;

OptionsPattern[]] :=
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