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Abstract

This note summarizes the results of a study of the feasibility of measuring certain
spin properties of Ay baryon in the ATLAS experiment. We present an assessment of
approaches for extracting the inclusive A polarization and the parity violating oy,
parameter for the decay Ay — J/v¥(u"p~)A(pr~) from the reconstructed four final
state charged particles. As a key test, we generated Monte Carlo samples of A, events
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of fixed polarization in the ATLAS detector and evaluated our ability to precisely
extract the input polarization from the reconstructed events. The physics motivation
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for the planned measurements in ATLAS include the search for an explanation of the
anomalous spin effects in hyperon inclusive production observed at lower energies,
tests of various decay models based on HQET, tests of CP in an area not yet directly
explored, and the development of A, polarimetry as a possible tool for spin analysis
in future SUSY and other studies.
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1 Introduction

We report here plans for the measurement of spin parameters of the A, hyperon. We utilize the
decay mode Ay, — J/¢(uT " )A(pm~) to extract the Ay signal from what is expected to be a low
background environment, given that the final state has four charged particles and a displaced
secondary vertex. The polarization and parity violating as, parameter will be determined from
the relevant angular correlations between the final state particles. We expect to accumulate
approximately 13000 A, events (and a similar number of A,) with an integrated luminosity of
30 fb~!. This estimation is based on the latest reconstruction software and trigger simulation
for the ATLAS experiment.

The Ay is the lightest baryon containing a b quark, and since its discovery in 1991 by the
UA1 Collaboration [1] it has created a great deal of interest. Besides the so—called Ay lifetime
puzzle [2], the Aj has been the subject of various theoretical studies ranging from proposed tests
of CP violation [3], T violation tests and new physics studies [4], measurement of top quark spin
correlation functions [5] and the extraction of the weak phase v of the CKM matrix [6]. Specific
physics interest in the A parity violating aa, parameter studies derives from its ability to
serve as a test for various heavy quark factorization models and perturbative QCD (PQCD). A,
studies are also of interest because of the continuing mystery of why hyperons have consistently
displayed large polarizations when produced at energies even up to several hundred GeV and at
large pr where most models predict zero polarization. It is not known if these effects can be
explained by some not yet understood effect of existing physics or if they point to new physics
altogether. A, polarization holds the possibility of illuminating just how polarized b quarks are
produced and, indeed, it may have relevance to how fermions are produced in all pp induced
processes.

Interest in the studies of the Aj, lifetime parameter derives from the current controversy
from Tevatron experiments concerning the question of how much longer the b quark lives in a
meson vs. in a hyperon. With an expected increase of a factor of 100 in the statistics at the
LHC, we expect to make a definitive statement on this puzzle. Again, this will further constrain
the theoretical models which have as their basis PQCD and the Heavy Quark Model. Lifetime
measurements will not be examined in this article, since it is not the focus of the current study,
though many of the event selection issues, discussed here, might be applicable in the A, lifetime
studies.

We have examined the primary technical challenges in the measurement of A, polarization
in ATLAS by generating large samples of A, baryons with various known polarizations, allowing
them to decay in the detector using model—predicted amplitudes, and then reconstructing these
events using standard ATLAS packages. These samples have permitted us to test our ability
to reconstruct events and to confirm that we can recover the input polarization and the decay
amplitudes. They also have allowed us to compare various polarization extraction methods and
to assess the impact of detector corrections and detector resolution effects. We provide here a
report on the results of these studies, and on the work we undertook to adapt the EVTGEN [7]
decay package to produce polarized A within the ATLAS software framework.

2 Theoretical overview

In the quark model the Ay is a fermion consisting of a b quark accompanied by a di—quark (ud)
of total spin zero. In this model the polarization of the A is thus expected to be totally due
to the b quark polarization. QCD calculations suggest that the b quark polarization would be
small. However, there are models of quark scattering [8], in which spin effects are expected to



scale with the mass of the heavy quark, and where the possibility exists for A polarizations to be
quite large. We further note that QCD has not been able to predict the very large polarizations
that have been observed in the inclusive production of A hyperons at energies of several hundred
GeV. It is hoped that the huge mass difference in the b and s quarks will help elucidate the origin
of these unexplained spin effects.

Interest in the oy, parameter for the A stems from the fact that HQET models [9] purport
to calculate this quantity from rather basic principles of PQCD and factorization. We have an
interest in comparing our ultimate measurements of this quantity with these predictions and
assessing what constraints they can provide for these models. We provide below a brief overview
of the theoretical basis for the polarization and a, measurements.

2.1 Heavy quark polarization in QCD

In the Standard Model heavy quark production is dominated by gluon—gluon fusion and ¢g
annihilation processes. A non—zero polarization requires an interference between non—flip and
spin—{flip helicity amplitudes for the A, production, with the latter containing an imaginary
part. In QCD this complex part can only be generated through loop corrections, so that the
relevant diagrams for polarized quarks are O(a?). The polarization expected from all QCD
sub—processes (g—g fusion, ¢g annihilation and g—¢q, g—g scattering) have been calculated [10].
The formulae for the polarization for each one of the four processes is directly proportional to
o, and it depends just on the ratio T =mg / Pg and the scattering angle HQ, (all defined in the
center of mass frame), and are thus valid for any final—state quark Q). The expected polarization
in single b quark production by gluon—gluon fusion and ¢q annihilation has been found to be a
maximum of 5% for gluon—gluon fusion, and a maximum 10% for ¢¢ annihilation. When these
predictions are compared to the observed A polarization (due to the s quark polarization) [11],
they are found to be an order of magnitude too small. One might not be surprised if the A,
polarization is, as well, greater than predicted in QCD.

An important result in [10] is the dependence of the polarization on the quark mass. The
heaviest quark produced is the most polarized, and the maximum polarization is reached around
T 0.3. The b quark polarization is predicted to be an order of magnitude greater than the
s quark polarization, which from A polarization measurements has been found to reach values
over 20% at 400 GeV [12].

The measurement of the Ay polarization in ATLAS in the exclusive channel Ay, — J/¢¥A
proposed here would cover pr(Ap) > 8000 MeV (because of trigger and reconstruction constraints
on the transverse momentum of the final—state particles, see Table 2) and z ,(Ap) < 0.1. It could
make a significant contribution to testing different models of production of polarized baryons in
this new kinematic region.

An idea that the heavy quark pre—exists in the incoming proton before scattering and be-
comes polarized through a direct scattering from an incoming quark provides another pathway
for the Ay to be polarized. This possibility has been discussed by Neal and Burelo [13]. If po-
larizations are observed in inclusive A production that exceed a few percent, such a mechanism
should be given careful attention, since no other existing models can account for such large
values.

2.2 ANy — J/Y(uTum)A(pn~) decay and angular distributions

The proposed study of A, polarization would probe not only the production process but also
explore the decay of Ap. Decay models predict values for various quantities that can be experi-
mentally observed, thus providing a test of specific HQET /Factorization model [14] assumptions.
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Figure 1: The weak decay of Ap: Ay — J/PA .

The fact that Ap has a significant lifetime suggests that it decays weakly. The dominant
decay process would involve the emission of a W~ boson, as illustrated in Figure 1. The spin
and parity of the particles involved in the Ay, — J/¢(u"pu~)A(pr~) decay are well known. The

Ay with JP = %Jr decays to A with J¥ = %Jr and J/v¢ with J” = 17. The general amplitudes

for the decay of Ab(%Jr) — A(%JF)J/w(l_) is given by:
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ma, ma,

which is parameterized by the four complex decay amplitudes A, Ay, B, B, and where ¢, is
the polarization vector of the J/1 .

Given the general amplitude, we may compute the helicity amplitudes. We use helicity
amplitudes, because they have a direct physical relationship to the spin parameters we wish
to study. Four helicity amplitudes are required to describe the decay completely. We will use
the notation Hy, », , for the helicity amplitudes of the decay A, — J/Y(utp)A(pr~) , where
Ap = £1/2 is the helicity of A and Aj/y = +1, 0, -1 is the helicity of J/1 . These four helicity
amplitudes: ay = Hyj90,a_ =H_y/90, by = H_y/31, b_ = Hy/; _; are normalized to unity:

a2+ a2+ b2 + b2 = 1. (2)
In this notation, the A, decay asymmetry parameter a, is given by [15]:
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The helicity amplitudes a, , a_ , b, , b_ are computed directly from the decay amplitudes
A,, Ay, B, B, according to the following equations:
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where Q4 = (ma, imA)2 —mzj/w and my, and mp are the A and A masses respectively [16,17].

The polarization of the Ay can be determined from the angular correlations between the
Ay — J/YA final decay products. The Aj polarization reveals itself in the asymmetry of the
distribution of the angle #. This angle is defined as the angle between the normal to the beauty
baryon production plane and the momentum vector of the A decay daughter, as seen in the A,
rest frame. The decay angular distribution can be expressed as:

w ~ 1+ ay, Pcos(d), (5)

where ay, is the decay asymmetry parameter of A, and P is the A; polarization [18].
Using the method described in [17], it can be shown that the full decay angular distribution

1s:
=19

w(é; Zflz ) foi (P, an) F5(6) (6)

where the f1;(A) are bilinear combinations of the helicity amplitudes and A = (a a_,b b ).
fo; stands for Pay, P, ap, or 1, where ay is A decay asymmetry parameter. F; are orthogonal
angular functions defined in Table 1. The A decay asymmetry parameter oy, is related to the

helicity amplitudes as defined in Equation 3. The five angles § = (0,60,,0,,01,p5) (see Figure 2)

i fii foi L

0 ajal +a_a® +b 0% +0_bX 1 1

1 ayal —a_a* +b, by —b_b" P cos 0

2 a,al —a_a* —b by +b_b" oy cos 0,

3 a,al +a_a* —b, by —b_b* Pay cos 6 cos 0,

4 —ajal —a_a* + $b bi + $b_b* 1 1/2(3cos? 6y — 1)

5 —a,a} +a_a® +%b+b”jr—%b b* P 1/2(3cos?60, — 1) cos O

6 —a+a*+—|-a a* — %b+b*++%b b*  ay 1/2(3cos? 6y — 1) cos b,

7 —ajadl —a_a’ —5b, 0% —5b b Pay 1/2 (3 cos? 6, — 1) cos 6 cos 6,
8 —3Re(aa’) P, oy sin @ sin 0, sin? 6, cos ¢,

9 3Im(a a*) Poy sin @ sin 6 sin? 0, sin ¢,

10 —2Re(b_b%) Pay sin @ sin 6, sin? 0, cos(¢; + 2 ¢s,)
11 SIm(b_b%) Po, sin @ sin 6, sin? 0, sin(p; + 2¢,)
12 —%Re(b_ai +a_b}) Poy sin @ cos 6, sin @, cos b, cos g,
13 %Im(b_a*Jr +a_b%) Poy sin # cos 6, sin 0, cos b, sin ¢,
14 —%Re(b_a*_ +a,bt) Pay cosf sinb, sinf, cos by cos(¢; + ¢s)
15 \;’—Im(b_a*_ +a, bt) Poay, cosfsinf sinf, cosb, sin(p; + ¢y)
16 %R e(a_b% —b_aY) P sin @ sin @, cos 6, cos p,

17 iI (a_bi —b_a¥) P sin 0 sin 6, cos 0, sin ¢,

18 %[R (b_a —a,by) oy sin @, sin @y cos by cos(¢; + ¢y)
19 —% m(b_a* —a b}) ay sin 0, sin 6, cos 0, sin(p; + ¢5)

Table 1: The coefficients f;, f5; and F; of the probability density function in Equation 6.

in this probability density function (p.d.f.) have the following meanings:

e 0 is the angle between the normal to the production plane and the direction of the A in
the rest frame of the Ay particle;



e 01 and ¢ are the polar and azimuthal angles that define the direction of the proton in the
A rest frame with respect to the direction of the A in the Ay rest frame;

e 0 and ¢o, define the direction of ut in the J/v¢ rest frame with respect to the direction
of the J/v¢ in the Ay rest frame.

o q)l tp ~

Figure 2: Angles describing the Ay, — J/¢(utp~)A(pn~) decay.

There are nine unknown parameters in Equation 6. They are the polarization P and four
complex helicity amplitudes: a, = |a, |e®, a_ = |a_|e!=, b, = |b,|e?P+, b_ = [b_[e"’~. Using
the normalization condition (see Equation 2) and using the fact that the overall global phase is
arbitrary, we can reduce the number of unknown independent parameters to seven.

3 Monte Carlo samples

In order to determine if it is feasible to detect polarized Ap’s in the ATLAS experiment and
to measure their polarization, Monte Carlo samples of polarized A, particles were generated
using the standard ATLAS software packages. The generation of polarized A, particles and
the propagation of their polarization in the decay process required a special treatment, and
EVTGEN was adapted for this purpose. The next sections describe how this was implemented
in the framework of the ATLAS experiment.

3.1 The generation of polarized A, particles

To generate A, particles, the PYTHIA 6.4 generator [19] is used. Since PYTHIA does not
incorporate polarization information from the decay of A, particles, EVTGEN was used to gen-
erate the Ay decay. EVTGEN provides a general framework for implementation of B hadron
decays using spinor algebra and decay amplitudes. This framework permits the proper man-
agement of spin correlations of very complicated decay processes. EVTGEN is a Monte Carlo
generation package itself, but in this case it is used only to decay the A, particles produced by
PYTHIA.

3.1.1 Re—hadronization process and cuts at PYTHIA level

PYTHIA provides mechanisms to produce b quarks, referred to as gluon—gluon fusion, ¢-g
annihilation, flavor excitation, and gluon splitting. If all these processes are taken into account,
beauty quark events would constitute only 1% of the total number of generated events. In
addition, the fraction of b quarks hadronizing to Ay is less than 10%. These make the process
of Ay generation computationally slow. To optimize the generation process, a re—hadronization



step of the same event in the bb pairs production is used. In order to avoid repetition of A,
events due to the re-hadronization process, a A, pre—selection is implemented at this stage to
filter on average only one of the re—hadronized copies of the same event. An additional reason
that the A, generation process is slow is that around 95% of final state particles (two muons,
a proton, and a pion) of the generated A;, events are outside of the n limits (|n| < 2.5) of the
ATLAS detector. In addition, all events must pass the level—1 trigger of the ATLAS trigger
system and some pre—reconstruction requirements, such as having a minimum reconstructable
transverse momentum. We could not apply these cuts in the PYTHIA step since the kinematics
information of the Ay children is available only at a later stage, when EVTGEN decays the Ay
particles. However, by analyzing the pr and 7 distributions of A, particles before and after cuts
(emulating level—1 and level—2 triggers, and requiring |n| < 2.5) on the final state particles,
we estimated pr and 7 limits, below which the Ay can not be selected and then applied these
cuts in the PYTHIA selection. Figure 3 shows the pr and 7 distributions from which the
pr(Ap) > 6000 MeV and |n(Ap)| < 3 cuts were selected to filter Aj particles in PYTHIA.
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Figure 3: Distributions of pr (left) and n (right) for Ay particles generated using PYTHIA,
without cuts (hollow circle), applying 7 cuts only (cross) and applying all cuts (solid circle) from
Table 2.

3.1.2 Setting A, polarization in EVITGEN

To set the polarization of Ay particles we used the spin density matrix description of EVTGEN.
For the case of spin—1/2 particles like Ap the density matrix is defined as:

(7)

where P is the polarization vector, and & = (01, 092,03), where o; is i-th Pauli matrix. In our
case P is defined as: o
2 X Plab(Ap) >

P=r <\5’ X Dlab(Ap)] ®)

where P is the magnitude of the polarization, pjy, is the momentum of the Ay in the laboratory
frame, and Z is the z - axis (along the beam direction) in the ATLAS reference system.

To decay polarized A we use the HELAMP model of EVTGEN. This model is capable
of simulating a generic two body decay with arbitrary spin configuration, taking as input the
helicity amplitudes describing the process. In the case of the decay Ay — J/Y(u ™ )A(pr™) ,
as it has been shown in the previous section, there are four complex helicity amplitudes: a .,
a_, by, and b_.



The A decay into a proton and a pion has been simulated with the same model, using as
input parameters the two helicity amplitudes H}y, », defined in terms of the A helicity A\, and
the proton A, helicity as

h_=H_

1
T2

; hy = H+§,+%' (9)

S

The choice of h is constrained by the experimentally well known A — pm~ asymmetry param-
eter [20]

ap =|hy|*—|h |* =0.642 £ 0.013. (10)
Finally, the decay J/v — p*p~ has been described with the EVTGEN VLL (Vector into
Lepton Lepton) model [7].

3.1.3 Filtering of A, — J/¢(utpu™)A(pr~) events

As a last step in the generation process, we apply kinematic cuts on muons, pion and proton to
emulate the fiducial acceptance, level—1 trigger, and pre—reconstruction requirements. These
cuts are summarized in Table 2.

Particles Minimum pr [MeV] Maximum ||
Protons and 7’s 500 2.7
Most energetic muon 4000 2.7
Other muon 2500 2.7

Table 2: Cuts applied at the particle level.

3.2 Monte Carlo samples and input model for A, decays

As input to the HELAMP class of EVI'GEN, the result obtained within the framework of
PQCD formalism and the factorization theorem [9] has been used to model the A;, decay. From
the complex amplitudes calculated in this model, A,, A,, B, B, in Equation 1, the helicity
amplitudes a, ,a_, b, , b_ are calculated by using Equation 4. This is summarized in Table 3.
In this model, the A, decay asymmetry parameter, defined in Equation 3, is ap, = -0.457 2).

A, =—18.676 — 185.036¢ | a, =—0.0176 — 0.42294
Ay = —7.461 —351.242¢ | a_ = 0.0867 4 0.24254
B, = 15.818 —162.6637 | b, =—0.0810 —0.28374
By = —4.252 +266.653¢ | b_ = 0.0296 4 0.8124 1

Table 3: PQCD model amplitudes A; and B;, are given in units of 1071° and helicity amplitudes
a+ and b4 are normalized to unity.

By using this decay model as input, two Monte Carlo samples were generated with polar-
izations of -25% and -75%. These Monte Carlo samples were generated, simulated, and fully
reconstructed by using the Athena framework [21].

To show how the angular distributions behave, fast Monte Carlo samples (see section 3.3)
were generated using an accepted—rejected method based on the p.d.f. defined in Equation 6.
Figure 4 shows the distributions of the five angles for helicity amplitudes from Table 3 and
polarizations of 40%, 0%, -40%.

Y There is an ERRATA in [9] in the reported value of ay, [14].
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Figure 4: Distributions of the five angles characterizing the decay Ay, — J/¢(u™p~)A(pn~) for
different polarization values. For cos(61), cos(03), and ¢9, all three distributions for the different
polarization values look similar, thus only one polarization case is presented.

3.3 Fast Monte Carlo generation

In order to do fast tests of different Ay decay models and different polarization values, we
need to generate large Monte Carlo samples. This represents a problem due to the computer
time required to produce a full chain simulated Monte Carlo data. In order to address this
problem a fast Monte Carlo generator was developed. This generator uses Equation 6 to generate
angular distributions for the daughters of the Ay in the Ay rest frame, and then uses a (p,n)
distribution derived from phase space of generated events in PYTHIA to compute the kinematic
variables of the daughter particles in the laboratory frame. Detector effects are incorporated by
using pr and 7 cuts on final state particles to mimic di-muon triggers and pre—reconstruction



requirements. Figure 5 illustrates the strong agreement between angular distributions produced
by using PYTHIA and EVTGEN Monte Carlo events and fast Monte Carlo events.
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Figure 5: Comparison of Monte Carlo events (PYTHIA + EVTGEN) with fast Monte Carlo
generated events. Solid dots represent the Monte Carlo events.

4 A, reconstruction
The reconstruction of A candidates begins with a search for events with J/¢ candidates.

Among these events we search for A — pn~ candidates, which are then combined with the J/4
to reconstruct the Ay.
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4.1 Selection of J/¢ — pu"u~ candidates

We search for J/1 candidates which satisfy the following selection criteria:

e The '~ candidates must originate at the same reconstructed vertex and the x? of the
vertex must be lower than 20;

e The invariant mass of u™p~ candidates M(utp~ ) should be within 2800 MeV and 3400
MeV.

The invariant mass distribution of u*u~ candidates before applying the invariant mass cuts to
select Ay is shown in Figure 6.

53000 Entries 43471
;°=_’ - ATLAS N, 2.766e+004 + 635
525001 K 3095+ 0.3
C o, 45.65+0.63
2000; N, 1.554e+004 + 623
1500: Oy 102.7+1.5

1000F

500

2800 3000 3200
Invariant mass (MeV)

Figure 6: Invariant mass of u*u~ candidates. The dark color represents all J/1 candidates
after reconstruction and vertexing requirement. The circles represents J/1) candidates when
level -1 and level—2 trigger signature are required.

4.2 Selection of A — pr~ candidates

From the previously selected events containing a J/v¢ , A candidates are selected by applying
the following requirements:

e Two opposite charged tracks originating from the same reconstructed vertex.

e The invariant mass of two tracks M(pm~) should be within 1105 MeV and 1128 MeV
range, where for computing M(pm ™), the track with the highest transverse momentum was
assumed to be the proton, as observed in 100% of the times in Monte Carlo generations,
while the other track was assumed to be a pion.

Many of the A particles decay outside of the high—precision part of the Inner Detector,
which covers a radius of about 40 cm from the beam line, and thus are lost in reconstruction.
The decay vertex position of A’s in the RZ plane is presented in Figure 8. If the A decays
outside the 40 cm radius, the number of reconstructed space points (hits in the pixel or silicon
layers) is not sufficient for a successful track reconstruction. This effect reduces the fraction of
reconstructible A to around 60%. Figure 7 presents the invariant mass distribution of the pmw~
candidates before the invariant mass cuts have been applied.
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Figure 7: Invariant mass of pr~ candidates.
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Figure 8: Decay vertex position of A’s in the RZ plane at the generation level (left) and after
reconstruction (right)

4.3  Selection of A, — J/¢(putp~)A(pr~) candidates

A previous study [22] based on early ATLAS simulation software estimated that the number of
Ap and Ay events which we expect to collect for the integrated luminosity of 30 fb~tis 75000.
Using the new fully reconstructed sample we made a new estimation. We used the following
expression to calculate the number of events:

N = Lo(Ap)E, (11)

where L is the integrated luminosity, o(Ap) = 7.4 pb is the cross section of Ay — J/¢(u(pr >
4000 MeV)u(pr > 2500 MeV))A(p(pr > 500 MeV)7m(pr > 500 MeV)) , see details of the calcu-
lation in Table 4, and £ is an overall A, acceptance, which includes the level—1 and level—2
acceptance for A, — J/Y(pt ™ )A(pr™) .

For selecting events with b hadrons at a luminosity below about 1033¢m =257, the first level
trigger will require the presence of a muon with pr > 6000 MeV within the trigger geometric
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o(pp — ApX) 0.00828113 mb

BR ( Ay — J/9A) (4.7 £2.8) x 10~% [20]

BR (A —pr) (63.9 £0.5) x 10~2 [20]
BR (J/¢ — pFp=) (5.93 £ 0.06) x 102 [20]
Including cuts 0.05

Overall cross-section 7.4 pb

Table 4: The cross-section calculation of A, — J/1(u™p™)A(pr~) decay.

acceptance of || < 2.4. The effect of the level—1 trigger threshold on muon pp is not a sharp
cut and a fraction of muons with pr lower than 6000 MeV will be collected. Figure 9 shows
the efficiency of the level—1 simulation with nominal py threshold of 6000 MeV as function of
pr . Around 69% of events with J/v — pu*pu~ , where one muon has pr > 4000 MeV and the
second muon has pr > 2500 MeV, passed the level—1 trigger simulation. Therefore a signal
dataset with pr less than 6000 MeV has been chosen to study all possible triggered events with
low pr muons instead of a usual sharp 6000 MeV cut.

I
T ATLAS

Efficiency
o
F

o ¢
2}
T

0.4 ]

[ ‘ level 1 threshold - 6000MeV/c ‘ ]

0.2? N

0’ | v P B B ]
5000 10000 15000

p, [MeV]

Figure 9: The level—1 trigger simulation efficiency as a function of muon pr , obtained from the
Ay signal sample over the whole detector volume.

Further selections in the high level trigger are based on the Region of Interest (Rol) identified
at level—1, as follows: a search for a second muon close to the trigger muon is used to select
channels containing two final state muons, for example from J/v . It is based on expanding the
level—1 muon Rol to find a second muon which was not triggered by level—1. This increases the
efficiency of the di—muon trigger by extending the pr acceptance for the second muon down
below 6000 MeV. The size of the increased Rol is based on the distribution of angular distance
in n and ¢ between two muons decayed from .J/1 . The Inner Detector tracks which are recon-
structed within these Rol, are then extrapolated to the muon system to find the corresponding
hits within the window. The Inner Detector tracks associated with the muon spectrometer
hits can be identified as muons. The level—2 trigger efficiency is found to be around 78% for
Ay — J/(u(pr > 4000 MeV)u(pr > 2500 MeV))A(p(pr > 500 MeV)7(pr > 500 MeV)) .

We reconstruct the Ap by performing a constrained fit to a common vertex for the two
muon tracks and A , with the two muon tracks constrained to the J/¢) mass of 3097 MeV [20].
The reconstruction efficiency depends on the cuts which will be applied on all Inner Detector
tracks in the reconstruction stage to reduce the fake rate. The overall efficiency is found to be
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around 6.1% if the pr threshold is 500 MeV, see Table 5. Figure 10 shows the invariant mass
distribution of Ay candidates. Simulation of the level—1 trigger with level—1 pr thresholds of
6000 MeV and 4000 MeV and level—2 trigger, explained above, included in the analysis. We
expect to collect around 13500 (13100) Ay — J/v(ut ™ )A(pm~) events using 4000 MeV (6000
MeV) level—1 muon threshold for the integrated luminosity of about 30 fb~1!.

level—1 trigger: one muon two muons
with ppr threshold 4 GeV | 6 GeV | 4GeV | 6GeV
level—2 trigger: TrigDiMuon | Topological trigger
J/1¢ reconstruction efficiency

including level-1 and 42% 39% | 27.5% 10%
level-2 triggers

A reconstruction efficiency 15%

A, overall efficiency 61% | 5.9% | 54% [ 3.5%

Table 5: The overall Ay efficiency depending on the trigger strategy.
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Figure 10: p™p~ A invariant mass distribution. The dark color represents all A, candidates
after reconstruction and vertexing requirement, and the light color represents the case when a
level—1 and level—2 trigger signature is required in addition. Filled circles represents data after
all selection cuts. The fit is the result of using double Gaussian and Polynomial functions.

We need to acknowledge that there are other inefficiencies that will appear when we analyze
the real data. For example, even if the individual track reconstruction efficiency is as high as
98%, we will have an overall reduction in event rate of about 10%. Even if such reductions
occur, we still expect the final sample to be sufficient for a meaningful measurement of the A,
polarization.

4.4 Angular distributions and angular resolutions

The reconstruction efficiency modifies the angular distributions used in the polarization deter-
mination. Figure 11 shows how the angular distributions change due to detector acceptance for
a Monte Carlo sample with polarization of -75%.
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Figure 11: Comparison of fast Monte Carlo events without kinematics and detector acceptance
cuts (open circles) and Monte Carlo events after full detector simulation and reconstruction
(solid circles).

The angular resolution of the five angles is presented in Figure 12. We used this angular
resolution in the statistical uncertainty study.

4.5 Background

Due to its production rate the main background source for our A; reconstruction will be the
prompt production and decay of J/1) — ptu~ which are then combined with A candidates
in the event. However, the long lifetime of the A; allows us to reduce significantly this kind of
background by applying a lifetime cut. After a Ay lifetime cut (a cut of 200 um on the proper
transverse decay length), this background was found to be negligible and it is not considered in
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Figure 12: Angular resolution from fully simulated Monte Carlo data. The fit is the result of
using double Gaussian distributions.

this study.

In order to investigate the different contributions of long—lived background particles not
removed by the lifetime cut mentioned above, we used a inclusive J/¢¥ Monte Carlo sample of
bb — J/¢X requiring in addition to a J/1 , a A in each event (bb — J/AX). This A could
be produced along with the J/i¢ from a B hadron decay or just be part of the event, and the
invariant mass of the J/1 + A combination should be within 5100 - 6100 MeV. Figure 13 shows
the invariant mass distributions of A candidates reconstructed in this Monte Carlo sample. The
observed level of background under the Ay signal is of few percents, and it is considerably reduced
after extra cuts like the lifetime cut mentioned above. In Figure 13 another wider distribution
due to Ay — J/¢X° (A7) is observed very close to our Ay — J/¢A signal. This is due to the
branching ratios of both decays channels being the same as set by default in PYTHIA. This
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behavior has not been observed at Tevatron experiments where hundreds of A, — J/9A events
are reconstructed. Therefore we expect the branching ratio of the Ay, — J/¢X°(Av) decay to
be considerably smaller than the branching ratio of the A, — J/¢A, and that the resulting
background will be much smaller than shown.
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Figure 13: Invariant mass distribution from A, candidates identified in b — J/¢¥AX Monte
Carlo sample. Composition at generation level with smearing from reconstruction (left) and fit
to the fully reconstructed events (right) after vertexing requirement are shown.

5 Extracting A, polarization and decay parameters
5.1 Fitting method
5.1.1 Likelihood function

To extract polarization and decay amplitudes we performed an un—binned maximum likelihood
fit to the angular distributions. The log—likelihood function £ is defined by:

N
L= _QZIOg(wObS(leA: P))? (12)
j=1
where Lo L
o 9 A P)T(0,0")do
woe (@ 4. P) = 4 = T 7) (13)

PYT(0,60))dfds’

[ w@

(49 A, P) is the p.d.f deﬁned in Equation 6, §' are the measured angles, 6 are angles without
detector effects, and T'(4, 0 ) is defined as

— —
—
!’

T(0,0') = e(0)R(G,6), (14)

where €(0) is the efficiency function and R(6, 0 ) is the resolution function.
In the ideal case the resolution function is:

—

RO,0) =660, (15)
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then we have Lo .
- o w(B', A, P)e(6")

wobs(ely A7 P) = i P )
Zizég 1i(A) fo;(Pa) F;
where F, = [ Fl(g)e(g)dg are the acceptance corrections values, which have to be calculated in

advance to perform the fit.
The final log—likelihood may be re—written as a sum of two terms:

(16)

21

)l (17)

N S
L=-2)1 ' w(f LA’ P) N ;
2 S D P,

Since the second term does not depend on the parameters we want to measure, the main challenge
is to find the acceptance function.

5.1.2 Detector acceptance corrections
The acceptance corrections integral F; = [ E(g)e(g)dg can be approximated by the following

form, using the Monte Carlo integration techniques

1 Jj=Nacc F(e_'
Fin i

~—

, (18)

~—"

where Nye, is the number of generated events, N is the number of accepted events after the
simulation of the fiducial acceptance and ppr cut and G is the p.d.f which has been used to
generate the 6.

If the generation of the events is done using certain p.d.f (w), the acceptance can be calculated

by the simple expression:
N .
1 ] acc F(e)
F; =~ —. 19
" Noen 2 w(f, A, P) 1)

§=0
We used this expression to calculate the acceptance in the case when w is the p.d.f from Equa-
tion 6.

This method can be used under the assumption that the acceptance does not depend on the
measured parameters, and that the angular resolutions are close enough to the ideal resolutions.
In order to check the first assumption we plotted the ratio

[w(f, A, P)e(d, A, P)dd (20)
[w(d, A, P)e(d, A, P = 0)dd

for the different polarization values (see Figure 14). No significant dependence of the acceptance
on the polarization is observed in this test.

The angular resolutions are shown in Figure 12. To test the effect of these resolutions,
Monte Carlo fits were performed including a smearing of the data based on the Gaussian fits in
Figure 12. Fit results with and without smearing are consistent within the statistical uncertainty.
Figure 15 shows, as an example, a comparison of fit results for a sample of 2000 events with
polarization of -75% when fits are performed on the sample of generated Monte Carlo events.
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Figure 15: Comparison of fit outputs from generation level Monte Carlo with and without
Gaussian smearing due to finite angular resolution. Error bars are statistical uncertainties from
the fit with Gaussian smearing included.

5.2 Fits to fully simulated Monte Carlo data

In order to extract polarization and decay parameters from the Monte Carlo data samples,
final Ay selection cuts were applied. A proper transverse decay length greater than 200 um is
required to remove contamination from prompt produced J/1) events. The proper transverse
decay length for the A, candidate is given by:
A= Lo g M (21)
BT pr

where (67)%” and My, are the transverse boost and the mass of the Ay, and L, is a transverse
decay length. The transverse decay length is defined as L,y = Ly, - pr/pr where L, is the
vector that points from the primary vertex to the A, decay vertex and pr is the transverse
momentum vector of the Ap. A minimum pp of 500 MeV is required for any track used in the
Ay reconstruction. In addition, a py > 4000 MeV is required for the muon with larger pr , and
pr > 2500 MeV for the second muon. These cuts reduce the Ay sample by 21%, mainly due to
the lifetime cut.

Table 6 shows the results of performing a likelihood fit to our fully simulated Monte Carlo
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Parameter Value + Uncertainty | Value £ Uncertainty Value
(Polarization = -25%) | (Polarization = -75%) | (Input at generation level)

Polarization -0.213 £ 0.069 -0.882 £ 0.064 -0.25/-0.75
lay| 0.461 £ 0.051 0.413 £ 0.023 0.429
la_| 0.289 £ 0.058 0.161 £ 0.035 0.260
|b4 | 0.259 £ 0.071 0.370 £ 0.027 0.295
ot — [ -0.991 £ 0.640 -2.050 £ 0.134 -1.612
a_ — [ 0.856 £ 0.364 0.681 £ 0.342 1.231
By — B -1.442 £+ 0.666 -2.624 £+ 0.187 -1.849

Table 6: Fit results from fully simulated and reconstructed Monte Carlo events with input
polarization of -25% and -75%.

data, for a sample of 2000 Ay events, corresponding to around 5 fb~'of collected data. Figure 16
shows the difference between the input values in Monte Carlo and the extracted values of po-
larization and decay parameters by the likelihood fit. We used as fitting parameters: |a 4|, |a_|,
|by|, oy — B—, a— — p_, B+ — [—, and the polarization P.

Detector acceptance corrections in Equation 19 were computed separately from the two
Monte Carlo samples with different polarizations which are used in this study. Corrections
computed in the Monte Carlo sample of -75% polarization were used in the fit of the Monte
Carlo sample of -25% polarization, and vice versa. Due to the limited statistics in the Monte
Carlo samples used to calculate the acceptance corrections defined in Equation 19, a bagging
(from bootstrap aggregating) technique [23] was used to generate multiple samples in order
to avoid the effect of statistical fluctuations. This technique consists of generating replicates
of a data set by selecting at random events from the original data set allowing repetition of
events. We generated 1000 bootstrap replicates of the fully simulated Monte Carlo data sample.
The F; factors (Equation 19) were computed from each generated data sample and the average
was taken as the value for each of the twenty F, correction factors. Systematic uncertainty
due to the width of the correction factors distributions in these 1000 generated data sets was
estimated by repeating the fit to fully simulated Monte Carlo using the F; values from the each
of the generated samples, and assigning the width of the distribution of fitted parameters as a
systematic uncertainty. This systematic error (also shown in Figure 16) can be reduced with
more Monte Carlo statistics for the F; calculation.

5.3 Estimate of statistical uncertainties

To estimate statistical uncertainties as a function of polarization, we used a fast Monte Carlo
probabilistic approach to generate polarized A particles. The fast Monte Carlo includes angular
resolution from the fully reconstructed samples and detector acceptance simulation. We gen-
erated a large number of samples with different values of polarization. A maximum likelihood
fit was used to extract the decay parameters and the polarization. Detector acceptance correc-
tions were calculated from high statistics fast Monte Carlo data simulated without polarization.
Figure 17 presents the expected statistical uncertainty in the polarization P and in ap, as a
function of the polarization value for the integrated luminosity of 30 fb~!. The study was done
for ap, = -0.457 with the same input model as used in fully simulated Monte Carlo. In Figure 17
also the correlation between ay, and P is shown as a function of polarization. The correlation
values were extracted from the Maximum Likelihood fit results.
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Figure 16: Comparison of fit results for polarization of -25% (left) and -75% (right) with respect
to input values from Monte Carlo generation. The statistical and systematic uncertainties are
included.

In our study we used specific set of decay amplitudes, presented in Table 3, to demonstrate
our ability to extract these parameters. To insure that the success of our analysis techniques did
not depend on the amplitudes chosen, we conducted a fast Monte Carlo study using a different
model with ap, = 0.1 [24] to test our procedure in a case of smaller ay, value. We found that
it is possible to satisfactorily extract a, and the polarization even with such a change in the
amplitude values.

6 Results and conclusions

In this note we have presented the results from a series of studies to determine if polarized Ay
baryons can be reconstructed in ATLAS and have their polarization and «p, parameter mea-
sured. Our results indicate that the answer is affirmative. A, events should be identifiable
through the reconstruction of their four charged final state particles, and the angles between
these particles can be measured with sufficient accuracy to determine the parent’s polarization.
With trigger constraints and detector cuts fully specified, our more complete analysis suggests
that the number of events we should expect after 30 fb~1of data will only be 13,000, compared to
the 37,500 noted in the ATLAS-TDR [22]. Different additional detector and background effects,
which are difficult to model at the current level of detector description, can further reduce the
signal sensitivity. These effects could include the detector and trigger inefficiency, misalignment,
pile-up events and increased combinatorial background due to e.g. the fake tracks. Neverthe-
less, even with a reduction of 50%, a polarization measurement with a statistical uncertainty of
several percent should be possible in a regime where polarization is larger than 25% as experi-
mentally measured at lower energies. Efforts will continue to develop algorithms to improve the
various reconstruction and trigger efficiencies and in consequence providing an enhanced yield
of reconstructed particles in data samples.

We note that almost all models predict that the A, polarization at the LHC at small Feynman
x should be vanishingly small. Measurement of a significant polarization would have to be
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Figure 17: Expected statistical uncertainty on polarization (top) and on ap, (center) as a
function of the polarization P. Bottom plot shows the expected correlation between o, and
the polarization P. All plots show results from the fast Monte Carlo study, obtained for the
expected number of Ay events in data sample of 30 fb~1.

regarded as a signal of an unexplained effect, either from the domain of existing physics, or of
new physics altogether.

We further note that the development of A polarimetry as a tool for studying spin effects
at the LHC could be important. For example, members for the SUSY community are quite
interested in knowing what fraction of the b quark polarization ends up in the polarization of a
Ay, since this could provide a way to test if b quark SUSY partners have the correct handedness.
Only a few hundred A decays would be required to, for example, determine if its polarization
were 100% or -100%. Challenges clearly exist, however, in determining the polarization transfer
fraction, which requires a source of b’s such as from Z — bb, and in dealing with the fact that
only 107° of b’s generate decay into the A, channel we have described here. Our work on this
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topic will continue.

Other related studies that should continue include mechanisms for comparing the ay, pa-
rameters from A, and its antiparticle as a test of CP. We will accumulate data on both. If CP
is conserved, the two parameters should be equal in magnitude but opposite in sign. While the
precision of this test will not be high, and while models predict that any CP violation would
be small in this sector, nevertheless, such a test would be unique in this domain and should be
made.

Finally, as noted in Section 1, the lifetime of the Aj remains a topic of significant interest.
Such a measurement will be a natural by-product of our efforts to extract the A, spin parameters.
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