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Muonic atom spectroscopy is a method that can determine absolute nuclear charge radii with typical
relative precision of 10~3. Recent developments have enabled to extend muonic atom spectroscopy
to microscopic target quantities as low as 5 pg. This substantial reduction from the traditional

limit of the order of 100 mg is based on a transfer mechanism in a high-pressure hydrogen gas cell,
which transports the muon to the surface of the target material rather than stopping it over a broad
depth range. This approach enables the measurement of absolute nuclear charge radii of long-lived
radioactive isotopes (half-life above ~ 20 years), but the production of appropriate targets for the
technique has presented some major challenges, such as the formation of organic layers on the
substrate. This study presents a systematic investigation of the stopping efficiency for different target
preparation methods: ion implantation, drop-on-demand printing, and molecular plating. Notable
differences between the three methods were discovered in terms of their performance allowing

to further fine tune the method of choice for future target preparations. Our findings show that
implantation provides appropriate targets for our method with negligible losses. This achievement
opens the landscape of potential measurements to isotopes where high mass separation is required
not achievable with other methods. Furthermore, molecular plated targets performed substantially
better than those prepared using drop-on-demand printing.

Muonic atom spectroscopy exploits the distinctive properties of the muon in order to study the atomic nucleus.
The muon is a lepton with a mass approximately 207 times larger than that of the electron. When negative
muons are brought close to a nucleus, the Coulomb attraction can lead to the formation of a muonic atom.
One can understand the main differences between regular atoms and muonic atoms by replacing the mass of
the electron by that of the muon in the Bohr model. Due to the large muon-to-electron mass ratio, the atomic
binding energy is much higher than for electrons, while the Bohr radius is severely reduced compared to its
electronic counterparts (both approximately by a factor m,, /m. ~ 207). Because of their reduced distance to
the nucleus, muonic atoms are much more sensitive to nuclear finite size effects, by a factor (m,, /me)® =~ 10.
This enhanced sensitivity forms the cornerstone of the muonic atom spectroscopy method. Unlike other atomic
spectroscopy methods, which primarily probe changes in mean square radii via the isotope shift!, muonic atom
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spectroscopy allows to extract the absolute nuclear mean square charge radii directly from transition energies
of the corresponding x rays. These absolute radii provide invaluable input for benchmarking radii attained
from other techniques, such as laser spectroscopy, thus enhancing their precision®. An external input that is
still required is the shape of the nucleus. This input can be extracted from elastic electron scattering, recent
advancements of which show the feasibility of measurements on long-lived radioactive species®.

A central challenge in muonic atom spectroscopy lies in the formation of these exotic atoms. To capture a
muon in the Coulomb potential of a nucleus, the muon’s energy must be at most a few electronvolt. Traditional
methods rely on the direct stopping in the target material of interest. However, given the typical momentum
of negative muon beams at accelerator facilities, the stopping range is of the order of a millimeter. Hence, the
required amount of target material is typically at least & (100) mg, corresponding to a target thickness of about
100 pm — 1 mm, depending on the target material. In the case of isotopically pure or radioactive samples, this
is often not achievable.

Recent developments introduced a high-pressure hydrogen gas cell (100 bar) with a small deuterium
admixture (~ 0.25%) in order to slow down muons sufficiently for atomic capture on the surface of a substrate®.
First, the muon is stopped in a gas target of 100 bar H, with a small deuterium admixture, forming muonic
hydrogen (up) in the process. The muonic hydrogen atom will diffuse in the gas cell with a very short mean
free path, until it encounters a deuterium atom. As the binding energy for a muon to the deuteron is slightly
higher than that of the proton, the muon is transferred, such that muonic deuterium (pd) is formed. Due to
the Ramsauer-Townsend minimum in the scattering cross section of pd in H25, the ud observes an almost
transparent gas cell, such that a large fraction of them can diffuse to the end of the gas cell, transferring the
muon to the nucleus of interest. A schematic representation of the transfer process is shown in Fig. 1. This
method reduces the required target material to approximately 5 pg, opening the door to studies with long-lived
radioactive isotopes (71 /2 2 20 years), as well as rare isotopes that are not available in larger quantities. The half-
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Fig. 1. Schematic representation of the transfer process explained above. (a) Muon enters the gas cell, (b)
muon is stopped and forms up, (c) up diffuses until it gets close to D,, (d) muon is transferred to deuterium,
(e) nd diftuses to the back of the gas cell, (f) muonic atom of interest is formed and corresponding x rays are
emitted®.
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life limitation is at this time primarily limited by radioprotection limits and gamma background in the detector
array emanating from the target.

This work aims to build on previous developments by investigating the muonic x-ray yields for different
target production methods. First, the attenuation of the diffusing «d atoms through different layer thicknesses of
graphite was investigated. The goal of these measurements was to show the feasibility of using implanted targets,
and to probe the optimal implantation depth for measurements. This optimal depth still has to be combined
with implantation limitations, which are specific to the implanted species of interest. Furthermore, the range
of ud atoms provides an indication of the importance of thin layers of organic material being present on top of
the substrate. These organic layers may often form on top of substrates during chemical preparation, originating
from the solutions used for the target preparation or contact with air. Next, samples implanted with gold or
potassium were investigated and compared to surface deposited targets of similar masses. Gold is used as a
benchmark for heavy elements, as it is stable and mono-isotopic. 39K, on the other hand, was measured as a test
for a future measurement on “°K. For potassium, metallic surface deposition is not possible. Hence, chromium
surface targets were used as a proxy. Finally, a comparison was made between barium targets prepared using
molecular plating (MP)’~? and drop-on-demand printing (DoD)', both of which stand at the forefront of
radioactive target development.

Methods

Experimental setup

The systematic study was performed at the 7E1 beamline of the Paul Scherrer Institute’s High Intensity Proton
Accelerator (HIPA) facility!!. Figure 2a shows the experimental apparatus used for this study. A set of scintillators
is used for coincidence and veto logic. The first type is a muon veto, which collimates the beam and vetoes
background outside of the acceptance of the gas cell. Downstream of this veto detector, a muon entrance detector
is positioned. The main purpose of this detector is to relate the timing of measured x rays to the muon’s arrival
time, such that the background can be substantially reduced using coincidence logic. Finally, a set of electron
veto scintillator detectors is placed around the gas cell in order to detect Michel electrons (electrons originating
from muon decay). By using these as veto signals, direct hits of these electrons on the germanium detectors and
Bremsstrahlung generated by them can be substantially reduced.

The targets are placed at the back of a high-pressure gas cell made of aluminium, which is in turn closed off
towards the muon beamline using a 600 pm-thick carbon fiber window. To withstand a pressure of 100 bar,
a titanjum and carbon fiber support grid was added. This entrance window of the gas cell has a transmission of
about 55% for muons, as shown in Ref.%. The gas injection is handled in a similar way as in some of our previous
work?. A CAD drawing of the gas cell is shown in Fig. 2b.

An array of germanium detectors of various types is placed around the gas cell for the detection of the muonic
x rays. The array was constructed together with the MIXE collaboration!?. The detectors in the frame consisted
of a Miniball cluster detector'?; a telescope (coax + planar crystals); reverse electrode coaxial germanium (REGe)
detectors with relative efficiencies of 95% (x1), 70% (x2), and 60% (x1); standard electrode coaxial germanium
(SEGe) detectors with relative efficiencies of 50% (x3) and 75% (x1), and broad energy germanium (BEGe)
detectors (x5).

The data acquisition was performed using SIS3316 digitizer modules from Struck Innovative Systeme. The
modules have 16 channels each, with a sampling rate of 250 MHz. The outputs of the plastic scintillators and
germanium detectors were saved without hardware triggers, such that coincidence and veto logic could be
applied offline after optimization. The energy determination of the germanium detectors was extracted from
a trapezoidal filter on field programmable gate arrays (FPGAs) onboard of the digitizer modules. Besides the
trigger time and energy, the first 1.2 s (300 samples) are also saved in order to calculate improved timestamps,
as explained in the analysis methods section.
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Fig. 2. Schematic of the setup* (left) and CAD drawing of the gas cell® (right).
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Sample preparation

As a backing material, glassy carbon (SIGRADUR K) disks with a thickness of 1 mm and a diameter of 16 mm
were purchased from Hochtemperatur-Werkstoffe GmbH. This material is a high-purity porous form of carbon
with greater strength and surface quality than graphite. A low-Z material is preferred for the backing material,
such that no muonic x-ray background is generated in the energy regions of interest. Furthermore, for the
implanted targets, such materials should display less sputtering than higher proton number alternatives. Over
the years, gold has become the reference for optimization of the setup. The primary reason for this is that it is
mono-isotopic while being available in many different forms. Consequently, it was the isotope of interest chosen
to investigate the attenuation of the x-ray signal through graphite and as a first proof of principle for implanted
targets. Additionally, implanted targets of >*’K were prepared as a test for a future campaign evaluating 3% 4% 41K,
where “°K can only be attained at a sufficient purity through magnetic mass separation. A measurement of such
a triplet could be used to benchmark existing laser spectroscopy experiments'®. Finally, drop-on-demand and
molecular plating targets of barium were prepared. Barium is a homologue of radium, for which the charge
radius measurement is a key goal of our program'®.

In the interest of having reference targets to compare to the implanted targets, we prepared several targets
using physical vapor deposition. The first set of targets was prepared by evaporating the material under vacuum
in a tungsten crucible heated electrically. The resulting targets had 50, 10, and 3 nm thick gold layers, amounting
to 170, 34, and 10 pg and a 25 and 4 nm chromium target (32 and 5 pg). The 50 nim target served for optimization
purposes, while the others acted as a reference for the gold and the potassium (chromium being reasonably
close in Z to potassium) implanted targets, respectively. Additionally, we prepared targets via DC magnetron
sputtering in an Ar atmosphere. They consisted of a 50 nm gold layer (thick enough such that all the pd atoms
that reach it transfer to gold) and a layer of graphite on top (0, 10, 25, 50, 100, 250 nm).

To evaluate implanted targets produced at different implantation energies, glassy carbon disks were implanted
with stable °7Au at 4.5, 27, and 90 keV at the UK National Ion Beam Centre in Surrey. These energies were
initially chosen to correspond to projected ranges of 10, 25, and 50 nm as predicted by SRIM!. However, due to
sputtering effects, this range can be substantially be reduced!”'®. Similarly, a 30 keV implantation of the stable **K
on glassy carbon was performed at Helmholtz-Zentrum Dresden-Rossendorf (HZDR). In order to investigate
self-sputtering, where earlier implanted atoms are removed from the sample by implanting new ions, TRIDYN'
simulations were performed. Rutherford backscattering spectrometry (RBS) was performed as verification
of the simulations. These measurements did not fully match our observations, likely due to a combination of
the porosity of glassy carbon and off-diagonal elements in the surface binding energy matrix. A more detailed
discussion of these simulations can be found in Ref.!”. The RBS profile for the implanted potassium sample is
shown in Fig. 3. From this spectrum, one can see that there is a substantial low-energy tail for potassium (deeper
in the substrate). This tail is most likely caused by the high reactivity of potassium and/or temperature-induced
diffusion in the sample during implantation. Consequently, only about 60% of the particles are located near the
surface of the substrate. Furthermore, there is a large peak in the spectrum originating from oxygen (not present
before implantation). We suspect that this is primarily caused by the strong reactivity of elemental potassium.

In order to evaluate the different chemical target preparation techniques, drop-on-demand (DoD) and
molecular plating (MP) samples were prepared on glassy carbon backing with deposition masses of 5, 10, 25,
and 50 ug. Due to a tight experimental schedule and a clear global conclusion, the 5 ug DoD target and the
50 pg MP target were not measured. The molecular plated samples were prepared with the setup described in
Ref”. The sample preparation was performed in galvanostatic mode. MP parameters, such as voltage, current
density and deposition time were defined to maximize the deposition yield while producing thin, uniform
and homogeneous films. By using trace amounts of the radioactive 1**Ba, the homogeneity and yield could be
monitored. Radiographic imaging, as shown in Fig. 4 (left), indicates a homogeneous spatial distribution over
the entire surface, except for the edges. The DoD samples were prepared using the method described in Ref.!%. A
commercial Ba ICP-MS-standard solution with a concentration of 1 pug pL~* was used as stock solution. This
stock solution was evaporated and subsequently redissolved in 0.5 M HNO, and diluted with acetonitrile. The
following printing sequence was used: 261 drops, 20 nL each, in a circular pattern with a diameter of 10 mm
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Fig. 3. RBS spectrum for and empty glassy carbon sample (grey) and implanted *°K target (color). The data
was obtained using an incident 1.57 MeV*He* beam and a detector placed at a scattering angle of 161.5°.
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Fig. 4. Radiography images of one of the MP samples (left) and one of the DoD samples (right). Apart from
the sample edges, the MP sample shows an excellent homogeneity. The DoD sample, on the other hand, shows
some clustering.

Method Targets

Au (50/10/3 nm)

Surface deposition | Cr (25/4 nm)

Au+C (50 nm +0/10/25/50/100,/250 nm)
Au (4.5/27/90 keV)

K (30 keV)

Molecular plating | Ba (5/10/25/50 ng)

Drop-on-demand | Ba (5/10/25/50 pg)

Implantation

Table 1. Overview of the 23 targets prepared using different techniques.

This results in a deposition of 5.22 uL of the solution, which corresponds to 5.22 pg of Ba. For the PipeJet
printer by BioFluidix, the tip size “200-L> was used, at a stroke velocity of 75 um ms™ . In order to produce
4 targets with different amounts of Ba, this sequence was printed once (5 pg Ba), twice (10 pg Ba), five times
(25 ug Ba), and ten times (50 pg Ba) on the individual glassy carbon backings. These backings were cleaned
with deionized water, isopropanol and acetone before usage. Similar to the MP samples, radiography was
performed to check the sample homogeneity. This time, stable **Ba was irradiated with neutrons before printing
to artificially induce radioactivity in the sample. The radiographic image, as shown in Fig. 4 (right), indicated
that the activity is distributed along the substrate, but there are localized clusters of higher concentrations. These
clusters were further investigated using scanning electron microscopy (SEM), which showed micocrystallites
formation around the radioactivity hotspots, which is not favored for microgram muonic atom experiments. An
overview of the targets used for this study is given in Table 1.

X-ray intensities

In this study, we investigated the quality of targets by evaluating the observed intensity of the 2p; /2-151 /2 and
2p3/2-181/2 transitions in the muonic atoms of interest (*K, *2Cr, *®Ba, and '*”Au). These lines are the most
important, as they have a high intensity and display the strongest effect due to finite size effects. In order to
transform count rates to atomic capture rates, the corresponding x-ray intensities are needed. Calculations for
these intensities were performed using the muon cascade program developed by Akylas and Vogel®. The input
parameters for this code include the atomic mass and the electronic binding energies for the K, L and M orbits,
as referenced in Ref.217%, as well as the effective nuclear charge for the same electronic shells?»*. Additionally,
the transition energies for 2p-1s and 2s-2p in the muonic atoms were calculated using Mudirac?®, and used
as an input for the cascade code. Mudirac typically reproduces the experimental 2p-1s transition energies with
a reliability of 0.1%. Therefore, the extracted transition energies are deemed sufficiently precise for calculations
on the x-ray intensity.

The cascade code also requires information about the electronic filling fraction of the K, L, and M shells,
along with the principal quantum number #, which indicates the starting point of the muon cascade. Another
important input is the distribution of muons over the orbital angular momentum states. The initial distribution
of muons in the atomic levels after their capture via transfer, denoted as (ninitia1 and Plinisial ), deviates from
the typically assumed statistical distribution after the muon’s direct atomic capture where ninitial ~ 14 and
Plinitial = (20 + 1). The (Ninitial and Plinitial) after transfer are calculated based on the formulas presented
in Ref.?’.

The aforementioned parameters are believed to be well under control. The main unknown in the cascade
simulation is the refilling rate of the electronic K-shell after Auger emissions. Following the findings in?*%’, these
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Element | 2p; /2-18; /2 intensity (%) | 2p3/2-18; /2 intensity (%)
¥K 14.25 28.49
2Cr 16.20 32.40
138Ba 25.02 50.03
197 Au 29.19 58.38

Table 2. Absolute calculated yields of the 2p1 j2-151 /2 and 2p3/2-151 /2 transitions in muonic **K, >*Cr, '3*Ba,
197 Au after transfer in the gas cell.
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Fig. 5. Comparison of data before and after applying cuts. After cuts, the 2p-1s signal of interest (5591 keV
, 5746 keV, and 5765 keV) becomes substantially more prominent, while the continuous in time 2p; /2-1s of
lead (at 5778 keV) is suppressed.

widths are estimated as T'(K) = 0.5 x 1.73 x Z>?3 x 107%V. The significance of the choice of the refilling
parameter in the cascade simulation was studied by halving or doubling its value or assuming no refilling of the
K-shell at all. The findings show a relatively small change on the 2p-1s yield (~ 10% relative deviation at most).
The computed results for the 2ps/2-1s1 /2 and 2p; /2-151 /7 transition intensities are presented in Table 2. The
summed 2p-1s intensity of *K (42.74%) corresponds well to the literature value of “°Ar (43.4(7)%)*, indicating
that the calculations provide reasonable results.

Analysis methods

Simulations in earlier works have shown that the maximum pd — pZ atomic capture rate occurs for a deuterium
concentration of around 0.25%. In this case, the distribution of events in time extends up to 500 ns after the
muon enters the gas cell’. Applying a time cut with respect to the incoming muon, as well as some scintillator
veto cuts, is critical to retrieve a good spectrum. Figure 5 shows a comparison between the total energy spectrum
in the germanium detector, and the spectrum after cuts.

With regular fixed-threshold timing on germanium detectors, it becomes difficult to suppress background
from uncorrelated and longer timescale events. In order to deal with this, extrapolated leading edge timing
(ELET), as described in Ref.*°, was employed, which allows for an improvement of the timing resolution by
an order of magnitude. This method uses the leading edge trace of the waveform, to calculate a more accurate
event time. The algorithm introduces two parameters, the threshold Th and the factor f. The time of the pulse
is calculated using the crossings of the pulse waveform at Th and T'h X f above its baseline. The timestamps of
these crossings are denoted as 1, and ¢y and the time difference is defined as At =ty — tr. In this work, two
ELET algorithms were used, which will be referred to as method A and method B. For these methods, the timing
of a given event is calculated using Eqgs. (1) and (2), respectively.

The former algorithm assumes that the time difference between the calculated ELET time and the lower
threshold is equal to that of the lower threshold and the upper threshold. The latter algorithm performs an
exact extrapolation to the baseline. Most detectors performed better under method A, which can be understood
as a partial cancellation of non-linear behaviour between the two thresholds. Some detectors, notably BEGe
detectors, performed substantially better using the exact extrapolation from method B in combination with
lower thresholds. We believe this originates from the broader range of rise times, characteristic of the slow
charge collection in these detectors. A graphical representation of both methods is shown in Fig. 6.

tprer = 2tL —ty =1 — At, or (1)
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Fig. 6. Graphical representation of the two ELET algorithms applied in this work. The red dotted lines are the
preset thresholds, which can be extrapolated using the cyan dashed lines to the predicted timestamp (green
circle).

Element Energy (keV) | Detection efficiency (%)
K2p-1s 713 2.5(3)

Cr2p-1s 1090 2.0(2)

Ba2p; o-1s | 3923 0.62(7)

Ba2p;/o-1s | 3989 0.61(7)

Au2p3/5-1s | 5950 0.30(3)

Table 3. Total detection efficiency of the germanium detector array.

ftL —tu At
tELET = o1 =1L 1 (2)
To test the timing resolution for each set of parameters, the time difference spectrum of the germanium detector
of interest is taken with respect to the muon entrance detector. Prompt muonic x rays are produced due to direct
capture in parts of the setup, e.g., the titanium support grid of the gas cell. Hence, an energy cut can be taken
around such a prompt line, which in this case was taken to be the 932 keV 2p-1s transition of titanium. After
the optimization, the detectors were time aligned and the spectra were added, showing a FWHM of ~ 13.5 ns.

It is well known that high-purity germanium detectors show a changing energy calibration over time due to
fluctuations in temperature, humidity, and sudden changes to the setup such as vibrations. To counter these
effects, calibration data was taken continuously during the measurement by placing sources in the setup. As
conventional calibration sources do not reach up to the 2p-1s muonic x-ray lines of gold, isotopically pure
298P} was placed in front of the muon veto detector. This way, lead muonic x rays of known energy are emitted
(described in Ref.*!), such that they can be used for calibration purposes. To complement these, lines originating
from some conventional calibration sources were used as well (**Na, ®°Co, and *’Cs). The obtained data was
used to recalibrate the detectors offline approximately every 8 hours, and whenever a new sample was placed in
the setup.

The efficiency response function was investigated using similar techniques to those described in Re
A 300 pm-thick lead target was placed in the target position and was subsequently irradiated with muons.
Assuming no scattering, all muons are captured such that the x-ray intensities are in principle known.
Accordingly, one can calculate how many photons are emitted in each of the muonic x-ray transitions. Hence,
the efficiency of the detector array can be evaluated. Due to previously observed discrepancies in the measured
lead x-ray intensities, the literature x-ray intensities for gold were used*?, which in previous work showed more
consistent results®. Similar to the energy calibration, these were complemented with efficiency measurements
using conventional sources (**Na, 38Y, 133Ba, and !*2Eu). The main difference, however, was that these could
not be placed precisely in the target position. Hence, the efficiencies of these sources had to be rescaled to be
in agreement with those calculated from the muonic lead lines. The statistical uncertainty on the efficiency fit
indicated a statistical uncertainty on the order of a percent. A relative uncertainty of 10% was assumed for the
efficiency, deemed conservative compared to systematic uncertainties originating from x-ray intensities and
calibration source activities. The detection efficiencies in the regions of interest are given in Table 3.

Besides these photons detection efficiencies, the muon transmission efficiency through the entrance window
was measured to be 55.1(11)%. This value is in good agreement with those observed in previous works*.

f4,6,30
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Fig. 7. Spectra obtained for gold samples with different graphite thicknesses. The 2p-1s signal of gold
(5591 keV, 5746 keV, and 5765 keV) reduces with increasing graphite thickness (£¢), while the 2p; /2-15s of
lead (at 5778 keV) remains constant.

Gr?phite 2p} 2-1s _count rate At-°3t >
Thickness (nm) | (10° muon™) (10~ muon)
0 16.9(7) 35.0(14)[42]
10 15.2(8) 31.5(16)[39]
25 10.7(6) 22.2(12)[28]
50 7.3(5) 15.1(10)[20]
100 4.9(3) 10.2(6)[14]
250 1.6(3) 3.23(44)[40]

Table 4. Gold muonic x-ray signal measured varying the thickness of the graphite coating covering the gold
layer. The round brackets () represent the statistical error on the fit, while the square brackets [] represent the
combined error of window transmission and detection efficiency.

Results
To quantify the performance of the different samples, the atomic muon capture rate A¢o¢, and atomic capture
rate per unit mass Amqss are calculated according to

Ndet

Avor =——2t __ and
T NyeqererIx an ©)
A
Amass - Lot (4)
m

where Nge; is the number of photons of a certain transition that were detected, IV,, is the number of incoming
muons, €qe; is the photon detection efficiency, er is the window transmission, Ix is the relative yield (intensity)
of the x ray of interest, and m the mass of the investigated target. The primary reason for quoting Amass is to
normalize for different target masses when making comparisons between different targets. The studied lines
were those originating from the 2p-1s transitions.

Attenuation in graphite

The range of itd atoms can be probed through the attenuation of the x-ray yield. The resulting measurements
for this attenuation as a function of graphite layer thickness are shown in Fig. 7 and given in Table 4. For the
measurements on gold, only the 2p; /-1s transition was considered, as the 2p3,2-1s displays an only partially
resolved hyperfine structure, and has significant overlap with peaks originating from the continuous 2°*Pb
calibration. The resulting trend, shown in Fig. 8, is near-exponential with a half-value thickness of about 60 nm.
This is in reasonable agreement with estimates made using the value obtained from the measured transfer rate
for carbon of 5 x 10'° s™! at liquid hydrogen number density>>** after adjusting for the density of graphite
(transfer rate of 1.4 x 10 s™1).
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Fig. 8. Attenuation of the atomic capture rate as a function of graphite thickness. The error bars represent the

statistical error and the grey band represents the systematic error on the measurements, which is the same
relative factor for all data points (~ 12%).

Mass | 2p-1s count Aot mass
Target (ug) | (10~ % muon™) | (10~ 2 muon?) (10_a muon~ug™1)
7Au10nm | 34.11 | 8.8(5) 18.3(11)[23] 5.4(4)[7]
17Au 3 nm 10.23 | 4.5(4) 9.3(8)[12] 9.1(8)[12]
7Au90keV | 1038 |4.7(3) 9.7(5)[7] 9.4(5)[12]
7Au27keV |9.38 4.3(3) 8.8(6)[11] 9.4(7)[12]
1Au4.5keV | 945 | 52(5) 11.6(10)[15] 12.3(10)[13]
"Cr25nm | 3177 |37.8(17) 7.7(4)[10] 2.42(11)[30]
"4Cr 4 nm 5.08 | 10.0(6) 2.04(11)[26] 4.0(2)[5]
¥K 30 keV 720% | 12.4(3) 2.20(6)[27] 3.05(8)[38]

4.161 | 12403 2.20(6)[27] 5.28(13)[64]

Table 5. Comparison of the measured signal between surface deposited (quoted by thickness) and implanted
targets (quoted by implantation energy). The round brackets () represent the statistical error on the fit,

while the square brackets [] represent the combined error of window transmission and detection efficiency.
The targets with a quoted thickness are surface targets, while the one with quoted implantation energy are
implanted targets. For the potassium, the mass near the surface (}) and the total mass (*) are given.

Implanted targets

Using similar calculations, the gold and potassium implanted targets were compared to surface deposition
targets. For potassium and chromium, the fine structure could not be fully resolved. Hence, the 2p-1s peak was
fitted with a double Gaussian. The results are shown in Table 5. As the outer parts of the target disks are covered
by the sample holder, quoted target masses only include the inner 15 mm diameter. As mentioned before, only
about 60% of the particles are located near the surface of the substrate for the implanted *K target. Accordingly,
both the total mass and the part near the surface are quoted, marked by an asterisk (*) and a dagger (}) in Table
5, respectively.

In order to compare different samples, the atomic capture rate is used. Targets with a higher mass typically
have a higher A;.¢, as more particles are present, but this does not provide a good indication to the quality of a
sample. In contrast, if masses are similar, Ayqss is @ good comparison when trying to determine which target
preparation method is better. Another important note is that the atomic capture rate depends on the spacial
extent of the Coulomb potential. Hence, the ratio of atomic capture rates between medium-Z and high-Z targets
are listed separately. If we thus compare the implanted targets of similar atomic number and mass, we see that
the difference in capture rate is at most ¢'(10%). The implanted targets performed equally well as surface targets,
showing there are only limited losses to the substrate material. This result indicates that implantation offers a
good alternative target fabrication strategy for muonic atom experiments with microgram targets.

Chemically prepared targets

Finally, a comparison was made between barium targets produced via MP and DoD printing. For barium,
the fine structure is fully resolved, such that its components can be fitted individually. The samples produced
through MP showed a significantly larger signal for the same target mass than those prepared through DoD
printing. Even the 50 ug DoD printed target did not show a clear signal. By fixing the energy positions and
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2p-1s count
rate Aior AN
Target (10~° muon™) | (10~ “ muon) (10_g muonpug 1)
MP 25 ug | 15.4(9) 61.0(4)[8] 24.2(13)[30]
MP 10 ug | 9.8(6) 39(3)[5] 39(3)[5]
MP5pug | 6.4(6) 25(3)[4] 51(5)[7]
DoD 50 pg | 1.8(5) 7.1(18)[9] 1.42(36)[18]
DoD 25 pg | <1.05 <4.1[5] < 1.6[3]
DoD 10 pg | < 1.46 <5.7[7] <5.7[7]

Table 6. Barium muonic x-ray signal measured using different fabrication strategies and target masses. The
round brackets () represent the statistical error on the fit, while the square brackets [] represent the combined
error of window transmission and detection efficiency.

o
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Fig. 9. Comparison of spectra obtained by measuring different barium targets showing the 2p; /2-1s
(3923 keV) and 2p3/2-15 (3989 keV) transitions. The molecular plated (MP) targets had a substantially higher
signal than the drop-on-demand (DoD) targets.

relative intensities of the two fine structure peaks, it was possible to extract a non-zero Ao for the 25 ug MP
sample. For the other two DoD printed samples, only an upper limit could be extracted. The results are given in
Table 6 and a comparison of the spectra is shown in Fig. 9. The lower atomic capture rates in the DoD printed
samples are suspected to be caused by organic surface contamination originating from the solutions used in the
target making process/contact with air, or by clustering of barium on the substrate, thus greatly reducing the
active surface.

It is rather difficult to make a quantitative comparison between the barium targets and the implanted gold
and potassium targets, as transfer rates depend on the atomic number and the needed scattering cross sections
for pd atoms in these materials are not well known. Given that barium has atomic number Z = 56, one would
expect that its atomic capture rate per unit mass would be substantially closer to that of gold (Z = 79) than
that of potassium (Z = 19). However, even for the best Apass (5ug MP sample), it is only comparable to that
of the implanted potassium and thus about half of the one for gold. This is not unexpected as the barium is
deposited in molecular form and some organic contamination is codeposited during the process thus leading
to additional muon losses. However, these results also show that good x-ray yields can be achieved from such
chemical target preparation methods (given a uniform deposition and low amount of organic contamination)
when implantation or surface deposition is not an option.

Conclusion

A systematic study was performed to investigate the most appropriate target preparation techniques for
microgram muonic atom spectroscopy. The range of 11d atoms in carbon was probed by measuring the x-ray yield
with different thicknesses of graphite coating on gold. The resulting trend shows a near-exponential behavior
with a half-value thickness of approximately 60 nm, which is in reasonably good agreement with first order
estimates based on the transfer rate of carbon. This shows the importance of minimizing organic surface layers
originating from the solutions used for chemical preparation or contact with air, which may reduce the quality of
reactive species, such as radium. The range of ;2d atoms also indicates the feasibility of using implanted targets,
which was in turn tested successfully by measurement of implanted gold and potassium targets. An additional
benefit of implantation is the enhanced protection of chemically reactive species. However, an important
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factor remains the effect of self-sputtering for larger implanted quantities, which needs to be controlled. These
sputtering simulations are discussed in more detail in our earlier work!”. Finally, our findings show that targets
with good x-ray yield can also be prepared by chemical deposition methods, such as molecular plating, when a
uniform deposition with low organic contamination can be achieved.

This work has shown the viability of using implanted targets for microgram muonic atom spectroscopy, and
paves the way to future measurements using this approach, e.g. the measurement of the 3% 41K triplet, where
magnetic mass separation using an ion beam is a must.

Data availability
The datasets generated for and/or analysed during the current study are available from the corresponding author
on reasonable request.
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