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Abstract

The Newton-Wigner states and operator are widely accepted to provide an adequate
notion of spatial localization of a particle in quantum field theory on a spacelike
hypersurface. Replacing the spacelike with a timelike hypersurface, we construct
one-particle states of massive Klein-Gordon theory that are localized on the hyper-
surface in the temporal as well as two spatial directions. This addresses the long-
standing problem of a “time operator" in quantum theory. It is made possible by
recent advances in quantization on timelike hypersurfaces and the introduction of
evanescent particles. As a first application of time-localized states, we consider the
time-of-arrival problem. Our results are in accordance with semiclassical expecta-
tions of causal propagation of massless and massive particles. As in the Newton-
Wigner case, localization is not perfect, but apparent superluminal propagation is
exponentially suppressed.

1 Introduction

It has long been a controversial subject in quantum theory whether a “time opera-
tor" could be constructed with features roughly analogous to the position operator
of non-relativistic quantum mechanics. Famously, Wolfgang Pauli pointed out that
the existence of such an operator would seem to conflict with the boundedness from
below of the Hamiltonian [1-3]. Of course, it should be remembered that this posi-
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tion operator does not arise from a spacetime context, but from the particular context
of a canonical decomposition of the phase space of a system consisting of a single
particle. Other systems do not in general have a natural “position" operator, even in
non-relativistic quantum mechanics.'

In any case, the core problem is that time is an external parameter in the standard
formulation of quantum theory. In order to be able to treat time on an equal footing
with space, we have to resort to a more powerful formulation of quantum theory.
Here, we will use the Positive Formalism (PF) [4, 5]. The basic idea is quite simple.
In spacetime terms, particle localization at a given time ¢ refers to its position on the
equal-time hypersurface at this time ¢. For a single particle without structure, this
position constitutes half of its phase space, and gives rise upon quantization to a
position operator. Replace now the standard equal-time hypersurface with a timelike
hypersurface, say at a fixed coordinate value in a given spatial direction. The “posi-
tion" of a particle within the hypersurface (and thus a canonical half of the phase
space) now consists of the time coordinate in addition to the two tangential spatial
coordinates. This seems to suggest that upon quantization we would indeed obtain a
time operator (along with two spatial position operators). Unfortunately, for realistic
dynamics it is not possible to isolate a single particle sector on a timelike hypersur-
face in a consistent quantum theory. Rather, even if we tried to start from a single-par-
ticle “quantum mechanical" setting, coherence of the theory automatically leads to a
many-particle quantum field theoretic setting [6]. Thus, we necessarily have to look
for a “time operator" in the latter setting. This is what we shall do in the present work.

We consider in this work massive and massless Klein-Gordon theory in Minkowski
space. After fixing conventions for the standard quantization on an equal-time hyper-
surface in Section 2 we review in Section 3 the localized states of Newton and
Wigner, as well as their localized measurement as a Positive Operator Valued Mea-
sure. In Section 4 we review the probability distribution of the spatial localization of
an initially perfectly localized particle. We switch in Section 5 to our setting of inter-
est with the quantization of Klein-Gordon theory on a timelike hyperplane at a fixed
position in the z;-coordinate. The first such quantization has been performed almost
20 years ago [7, 8], but was limited to the propagating sector of the phase space.
While this was sufficient for its application in asymptotic scattering theory [9, 10], it
is not sufficient for our present purposes, where we also require the inclusion of the
evanescent sector of the phase space. This arises from the fact that in contrast to a
spacelike hypersurface, the solutions of the Klein-Gordon equation in a neighborhood
of a timelike hypersurface include evanescent waves in addition to propagating ones.
This is a familiar circumstance in the case of the electromagnetic field, but applies to
the scalar field as well. The quantization of this evanescent sector was made possible
only recently by the introduction of a novel twisted quantization scheme [11]. The
complete quantization was performed in [12], giving rise to the concept of evanes-

'To begin with, many systems (as in quantum information for example) do not consist of particles with
position degrees of freedom. Even if a system does consist exclusively of such particles, and even if there
are position operators for the individual particles, there need not exist a sensible collective position opera-
tor.
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cent particle. Based on this, we construct in Section 6 time-localized states as well
as the corresponding Positive Operator Valued Measure, including a time operator.

A second focus of the present work, in Section 7, is the time-of-arrival problem, as
a first application of time-localized states. For essentially the same reasons that pre-
vent the notion of a time operator, the determination of the arrival time of a particle
through a quantum measurement is much less straightforward in the standard formu-
lation than the determination of the position at a given time. Such difficulty has led
to numerous proposals in the literature, most of which are based on standard quan-
tization techniques (in particular canonical quantization) within the framework of
quantum mechanics, see e.g. [2, 3, 13, 14]. It is interesting to notice that Kijowski’s
approach [15] exhibits some similarities to our proposal since he considers a timelike
hyperplane and construct a probability density of passing through this hyperplane at
a fixed time. However, the quantization scheme is still the standard one.

Using spatial transition amplitudes between time-localized states we extract detec-
tion probabilities as a function of arrival time. While there are many analogies to the
Newton-Wigner setting, there is a crucial difference. While a particle localized on a
spacelike hypersurface can only evolve to the future, a particle localized on a time-
like hypersurface might move in either direction orthogonal to the hypersurface. This
requires the introduction of an additional quantum number distinguishing the two
possibilities.

We close the article with Section 8, offering some conclusions and an outlook.
Appendix A collects some of the calculations underlying the results of Section 7.

2 Quantization on a Spacelike Hyperplane Reviewed

Our quantization of massive Klein-Gordon theory on a spacelike hyperplane is stan-
dard. It is convenient to express this in the language of the instantaneous phase space
L, its symplectic form w, complex structure J, and inner product {-, -} [16]. For com-
parability, we follow [12]. The complexified phase space L® at time ¢ is parametrized
in terms of plane waves, with F = k2 + m2,

3 _
¢(t,x) _ / (27(3)3]€2E (¢a(k>e—i(Et—kz) + ¢b<k)el(Et_kx)) ) (1)

The complexified symplectic form w : L® x L® — C that partially encodes the clas-
sical dynamics is given by,

wlo.n) = 3 [ @ (eo)hett.a) = ot o)bnttn) = 5 [ s (R 0FE o). (2)

The complex structure given by the operator J : L® — LT encodes the Minkowski
vacuum. Its eigenspaces are the spaces of positive and negative energy solutions with
eigenvalues —i and respectively. It is given by,
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(J(9)¥" (k) = —i¢*" (k). 3)

We obtain the complex inner product on the phase space L,

i (BT ) = : _ P s
(O} = () = 200, T0) + 2slovn) = 2 [ i W) @)

Here, ¢+ denotes the positive energy component of ¢, i.e., its projection onto the
eigenspace with eigenvalue —i under J. Note that the second expression is the one
most commonly found in the literature, e.g. [17]. The inner product determines the
commutation relations between creation and annihilation operators,

[y, af] = {¢,n}. ()
We use the following notation for n-particle states, where 0 denotes the vacuum state,

Ve, g, = al, --al 0. (6)

In scattering problems it is common to label creation and annihilation operators by
3-momentum rather than by phase space elements. To connect to this more con-

ventional point of view consider plane wave solutions, (£, is the energy for the
3-momentum p),

1 . i
q)p(t,x) = ﬁ (e—l(Ep—PI) + el(Ep—ZDI)> . (7)

The coefficients (®,)*?(k) in the expansion (1) are then given by suitably normal-
ized delta functions and the associated creation and annihilation operators recover the
usual momentum space commutation relations,

ap = ag,, al:= a;p, [ay, al] = {®,, @y} = (21)°2E,6°(p— /). (8)

It is also instructive to consider the usual field operators qg(t, x). These correspond to
solutions that are plane waves in momentum space with coefficients,

Ht \a,b _ i i(Et—kx)

In this way, ¢(t, x) is the usual sum of a creation and annihilation operator,

leading to the Feynman propagator,

@ Springer



Foundations of Physics (2025) 55:56 Page 5 of 30 56

Gr(t, ;1 2") = (0, To(t', ') p(t, £)0) = iO(t' — t)[a ]+1® t—1)lag, .,a~ ]

a.'

q>r7

(11)

=0t — ){®!, L} +iO(t — t'){dL,, DL} =1 4;' o—i(BI' —t|—k(a'—a))
w2 St ol T J (@n)32E

3 Localized states and the Newton-Wigner Operator

There is a well established notion of a position operator in quantum field theory, the
Newton-Wigner position operator [18]. In the present section we briefly review this
operator and the associated position-localized states of Klein-Gordon theory. Our
treatment builds on that of Wightman [19].

Fix atime ¢ € R. The principal ingredient is the solution ®!, € L( recall the param-
etrization (1)) with z € R3 an element of position space, given by,

(®L)*P(k) = VE Pk, (12)
This can be thought of as encoding a single particle at time ¢, localized at position x.
(In the case t = 0 this is essentially the expression following (9a) in [18].) Note that

compared to expression (9) there is a relative factor v2FE. Crucially, this leads to the
inner product (4) between these solutions being a delta function,

{@L, 0L} =0z — 2'). (13)

This in turn leads to the completeness relation,
{&n} = /dgw {& o H{Psmy  VEne L (14)

Upon quantization this yields a corresponding completeness relation on the 1-particle
Hilbert subspace H! C H of the full Hilbert space of states. In terms of creation and
annihilation operators we can write this as,

id! = / d*za] ,Poay .. (15)

Here, Py :=|0)(0] is the projector onto the vacuum state and we use the notation
aty = agr. We can now define a quantization map from real-valued functions on
position space R? to the space of self-adjoint operators on H,

f= /d3x f(z) a;wPoat’x. (16)

Since this operator maps ' to itself, and is positive if f is non-negative this defines
a positive operator valued measure (POVM) on H'. In particular, this makes pos-
sible an interpretation in terms of position measurements and their probabilities. Let
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U C R? be a Lebesgue-measurable subset, then the quantization ¥y of its character-
istic function x yields the projection operator that encodes measurement of local-
ization in U. (This operator is denoted E(U) in Wightman’s treatment [19].) The
probability P for localization in U is the expectation value of this operator. For a
(mixed) 1-particle state o this is

P = tr (Ruo). (17)

The corresponding vectorial position operator Z; for ¢ = 1, 2, 3 is obtained by quan-
tizing the components of the position vector x;,

;= /d3x i a} ,Poayz. (18)

On the 1-particle Hilbert space H! this is precisely the Newton-Wigner position
operator [19]. In the following, our focus will be on the localized states rather than
on the position operator.

4 Probability Density of Position Detection

In the present section, we recall how the transition amplitude between Newton-
Wigner states gives rise to a probability density for detection as a function of posi-
tion. We consider evolution from an initial time ¢ to a final time ¢’, see Fig. 1. The
transition amplitude p between a one-particle state W, , at time ¢, localized at 2 and
a one-particle state ¥y ,- at time ¢/, localized at 2’ is given by the inner product (4),
due to relation (5),

p(Wy e ® Wy o) = (a}, ,,0,a] ,0) = (0,ap waf ,0) = (0, [ay v, af ]0) = {®L, DL, }.(19)

T1

Fig. 1 Time evolution through the region between an initial spacelike hyperplane at time ¢ and a final
spacelike hyperplane at time ¢’
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Note that the time-evolution is built into the creation and annihilation operators in our
conventions and thus does not manifest in terms of a separate evolution operator. The
corresponding probability density is thus,

P(t',«’|t,) = |(al, ,,0,a] ,0 >\ ]{@t o, (20)

In particular, P(t’, '|t, z) has the interpretation of the probability density to find a
particle at =’ that was initially localized at .
From the definition (12) and formula (4) we obtain the integral expression

{‘bt q)f }_/(d ];3 —1(E(t’—t)—k’(x’—x)). Q21
2

We may notice that there is a simple relation to the Feynman propagator (11). It is
then easy to see that the following equality holds (for ¢’ > t)

0

{o!, 0!} = 2575

Gr(t,z;t' 2. (22)

To evaluate this, it is convenient to introduce the invariant distance
0% = (t' —t)2 — ||z’ — z||? between (¢,x) and (¢',2'). Then,

m2 (' —t) 7(2) p) . 2 . .
(¢, <I>t y— “Iro? Hy” (mveo?) if o°>0 (timelike) 23)
%Kﬂm —02) if 02<0 (spacelike).

In the massless case this reduces to the simpler expression,

(ot oty = =1 (24)

w204

A representation of the space-time setup and the probability density in the massless
case is provided in Fig. 2. We set ¢t = 0, z = (0,0,0) and ¢’ = 1. Supposing the par-
ticle is detected on the line o2 = 0,23 = 0, the probability density as a function of
x1 is shown. Since the particle is massless, we expect it to travel at the speed of light
and thus be detected either at 1 = —1 or 1 = 1, depending on whether it moves to
the left or right, see the arrows in the lower part of Fig. 2. This is where the invariant
distance o vanishes and indeed singularities of the probability density appear, see the
upper part of Fig. 2.

While the main feature of the probability distribution is its concentration on the
light-cone, there is also a non-vanishing contribution outside the light-cone, includ-
ing at 4 < —1 and 2} > 1. For an initially perfectly localized classical particle at
x = (0,0,0) the latter would correspond to a regime of superluminal motion. We
might ascribe this to an imperfection of the Newton-Wigner scheme, or perhaps more
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Fig. 2 Spacetime representation of the localization problem (below) and of the associated probability
density of detection (above). Here, m = 0, At = 1, Az = (Az1,0,0)

convincingly as arising from an intrinsic lack of perfect localizability in quantum
field theory, see also comments in the Conclusions (Section 8).

We proceed to consider the massive case, see Fig. 3. This shows the probability
density for detection as a function of spatial displacement in one dimension (assum-
ing no spatial displacement in the other directions). What we expect is that with
increasing mass the expected effective velocity of the particle decreases more and
more in comparison to the speed of light. This is exactly what we can read off from
the graphs. As we have seen, the effective speed corresponds to the speed of light at
x} = —1 and | = 1. For values in between the speed is lower, with rest at )} = 0.
The probability for encountering the particle at intermediate positions increases dra-
matically with an increase in the mass. However, a singular contribution on the light-
cone remains a feature of the distributions for all values of the mass. At the same
time, the probability to find a particle in the superluminal region at 2} < —1 and
x> 1 goes also down dramatically with increasing mass.

5 Quantization on a Timelike Hyperplane
In preparation for the construction of time-localized states we consider the quantiza-

tion of massive Klein-Gordon theory on a timelike hyperplane. While we follow the
procedure exactly as carried out in [12], to which we refer the reader for details, it is
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Fig. 3 Probability density of detection as a function of distance for different values of the mass. Here,
At =1, Az = (Az1,0,0)

convenient for our present purposes to use a different parametrization of the classical
phase space. What is more, we shall add a consideration of the energy flow through
the hypersurface.

We consider a timelike hyperplane in Minkowski space characterized by a fixed
value of the coordinate =1, say at x1 = z. We recall that the phase space L., that is
the space of germs of solutions of the equations of motion in a neighborhood of the
hypersurface, splits into subspaces of propagating solutions and of evanescent solu-
tions, L, = L? ® LS. We write & = (x2, z3) and k = (ko, k3) as a collective nota-
tion for positions and momenta in the two spatial coordinate directions tangential to
the hypersurface. The space LC of complexified solutions admits a parametrization
as,

~ d’kdE TE g e—iBt+iks
(25(75’131’13) :/m ((¢%}gd(E7k11’1) +¢I;3J;d(E7k1$1)) e Btk

+ ((ﬁg,fcd(E, k:lxl) + ¢E,]~gd(E7 /{711}1)) eiEtii%i) .

(25)

The functions d are combinations of exponentials as follows,

[ exp(iw) it £ > E
d(E, w) = { cosh(w) + isinh(w) if E < E| .
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(Note that in (25) w = kyx1.) Here, B = v/ k2 4+ m?2and ky = \/|E? — k2 — m?2|.
The integral in & is over R? and the integral in E is over R*. For E > E| the solu-
tions are propagating. They are precisely the usual plane wave solutions as for the
equal-time hypersurface (1), characterized by an oscillatory behavior in the x; direc-
tion, only slightly differently parametrized. For E' < E)| the solutions are evanescent.
These solutions grow or decay exponentially in the direction perpendicular to the
hypersurface. Note that the parametrization (25) is global in the sense of being inde-
pendent of the location z of the hyperplane. Consequently, the spaces L, for different
z are naturally identified. Mostly, we shall write L instead of L, to emphasize this
and also omit the index z from other objects that can be globally defined in this sense.
This is also in line with the standard practice in the time-evolution setting.

In the propagating sector, the coefficient functions ¢™ and (bﬁ correspond to right-
moving plane wave solutions, i.e., waves that move in the positive x-direction as

time increases. Correspondingly, the coefficient functions ¢™ and ¢ correspond to
left-moving plane wave solutions. In the evanescent sector no corresponding behav-
ior is apparent from the shape of the solutions. However, considering the energy
flow through a timelike hyperplane reveals a notion of left- or right-moving solutions
also in the evanescent sector. Thus, we consider the T;-component of the energy-
momentum tensor, integrated over the hypersurface. This yields the flux F' through
the hypersurface to the left. It is conserved, i.e., independent of the x;-coordinate of
the hypersurface.

F(¢) = /dtd%z Toi(t,x1,%) = /dtd%:« Dop(t,x1,%) O10(t, 1, )
_ @

d’kdE LT R LE
- /WE ((bE,/%(bE,l% - El%(bElé)

This formula is valid both in the propagating and evanescent sectors. In the propagat-
ing sector, this just confirms the properties of being left- or right-moving as read off
from the waveforms. In the evanescent sector, the parametrization (25) and (26) is
chosen so that precisely the same formula holds. That is, we may identify the coeffi-

cient functions ¢% and ¢® as corresponding to right-moving solutions and ¢~ and ¢"
as corresponding to left-moving solutions. However, this identification is to be taken
with care as the components corresponding to the different coefficient functions are
not translation invariant. This is in contrast to the propagating sector, where they are
translation invariant. Given that the flux (27) is conserved, i.e., translation invariant
also in the evanescent sector, this might appear surprising. In order to deal with this
mixing of left- and right-moving components under translation in the evanescent sec-
tor, we fix the notion of left- and right-moving to be in accordance with our param-
etrization (25) at z; = 0. That is, we say that an evanescent solution is right-moving
on a hypersurface at x1 = z, if translating the solution by —z in the z;-direction

results in vanishing coefficients ¢" and (bf, etc.

The symplectic form w : L& x L€ — C is given by
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wlo) =5 [ 4% (0(t,21.8) unlt.1,2) = nft,21,2) Bro(t, 20,5)

i d%kdE [ f N
T 2] (2n)32k, EknEk+¢Ek ek~ Peier — Peileg) -

As has been shown some time ago [7], quantization in the propagating sector can
be performed quite analogous to quantization on a spacelike hypersurface. In par-
ticular, the choice of vacuum may be expressed in terms of a complex structure
JP . LPC — LPC Here this is,

(JPONE = —idk . (JP(O), =idh 1,
R
E

_ _ — (29)
PR =idhs (PO = —idh s

This yields the inner product,

(0 =200, 7 + 2o =2 [ o (08 o o ) G0)
I

determining the commutation relations (5) between creation and annihilation opera-
tors in the propagating sector.

In the evanescent sector the standard quantization prescription fails as the
Lagrangian subspaces corresponding to the physical vacuum are determined by a
decay condition and thus real [20]. Concretely, the subspaces to the left and right are
respectively given by,

F={pe LT of =ik, o =idh; VE K}, G1)

“={peLC: g,% = i(;SIé,k, ¢g,,~€ = —iqSIE,k VE, k}. (32)

Instead, a novel twisted quantization prescription is required that was introduced
n [11]. In the following, we only review the most relevant results of this quantiza-
tion from [12], adapted to our present parametrization. Recall in particular, that in
addition to a choice of vacuum a compatible real structure on the complexified phase
space LT of the evanescent sector is required. This real structure o : L& — L€
is induced by a reflection map that depends on the position x; = u of a parallel
reflection hypersurface. Here,

(@5(9))}y ;. = —icosh(2kiu)@f, . + sinh(2kyu) @l .
(ai(@)lé,,; = —icosh(2ku)¢} ; — sinh(2k;u) 21} .
(ai(éﬁ))%,fc = —icosh(2k u)pk BT sinh(2kqu) f;]}
(05,(6)) ;. = —icosh(2kyu)oT -+ sinh(2kyu) o, .
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The resulting inner product is given by,

’kdE = T ® T
{¢,n}° = /E<E (252 (( %k +i¢;1;)(ﬂ%,; +i7fg;,,;) - (@%,;; - if/’;;;)(ng,; - in,?;,,;)) -(34)
I

Crucially, creation and annihilation operators (as well as coherent states) are labeled
not by elements of the real phase space L°, but by element of L®* C L®C. This is
the subspace of the complexified phase space invariant under the real structure o,

= {oe Lo oy tioh g = 0 (0 —i0F ) o g — ol = e (0 L +i0 ;) | (35)

In particular the inner product (34) determines the commutation relations (5) of cre-
ation and annihilation operators in the evanescent sector, but with ¢, € L,

Since we need to construct particle states that are in correspondence to elements of
the classical phase space, we use a canonical identification map % : L®C — L€
that maps the real phase space L° to L®*. This map takes the form,

o) = % (00 sz )0l ~ cohzhel ).
(I°%() 7 ( (1 — sinh( 2k1u))¢E i iCOSh(leu)‘b%,l%) )

v B ) (36)
(I°%(9) %E 7 ( (1 — sinh(2kqu)) E P 1cosh(2k1u)¢1é ,;) 5
(I°%() }fa 7 ( (1 4 sinh( 2k1u))¢E A icosh(2k1u)¢g,~c) .

6 Time-Localized States and the Time Operator

We proceed to perform a construction quite analogous to the Newton-Wigner states
and corresponding operator, but with localization on the timelike hyperplane at
x1 = z. In the propagating sector consider the solution ®; ;7 € L with ¢ € R a time
and § € R? a position on the plane spanned by x5 and 3, given as follows.

= Bk emikiz g B s B, (37)

= Vi dETFD M for B> By (38)
g = ke \E-kDikiz gy B > E|, (39)
oz EIE Ve 1Pt k9) g—ikrz for £ > Ej. (40)

@ Springer



Foundations of Physics (2025) 55:56 Page 13 of 30 56

In the evanescent sector, the relevant solution must live in the space L%, which
depends on the location =1 = u of the reflection hyperplane that determines the «
-Kéhler quantization performed in Section 5. The most natural way to fix this quan-
tization ambiguity is to set u = z for each hyperplane. That is, we always take the
reflection hyperplane to be same hyperplane as that of the respective space of solu-
tions and quantum state space. To obtain solutions in L$#, we start with real solutions
in L$ and project them via the map 1*%, of (36). We do this at z = u = 0, where the
required form of the coefficients is obvious and simply coincides formally with those
of the propagating sector, expressions (37)—(40). Then, we translate the solutions
from O to the desired value z of the z1-coordinate.

(<I>§,g)§,,; = e_i”/4\/k>161(Et_i“g)d(klz), for E < E, 41)
(@7 )% = ek PR ), for B < B, (42)
(@7 )% ¢ = e ™4 he P ARy z),  for B < By, (43)
(@ )55 = eV ke Pk 2),  for B < By (44)

We have the following orthogonality and completeness relations,

{®F 5, P75} = 0(t —1")0°(5 - ), (45)

(e = / dt 4% (€, 1@ m) Ve e L (46)

Crucially, restricting to either propagating or evanescent modes only on the right-
hand side introduces a projection to the corresponding subspace of LZ. In particular,
this would correspond to a cut-off in the energy-momentum space of the solutions
on the hyperplane and thus break completeness in particular for time-localized solu-
tions, see also Section 7.3.

Upon «-Kihler quantization, the completeness relation yields a correspond-
ing completeness relation on the 1-particle Hilbert subspace H“! C HY of states
at 1 = z. We can express this in terms of creation and annihilation operators as
follows,

id! = / dtd*jal ; ;Poa. . g- (47

We use the notation a ¢+ 5 := aqe: . Again, P, denotes the projector onto the vacuum
state. With this we have the quantization map from real valued functions on R x R?(
time times space in the plane) to self-adjoint operators on HY,
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f= /dtdzﬂf(t,z?) al, ;Poas - (48)

For non-negative functions f, f is positive, so this defines a POVM on H%1. Analo-
gous to the Newton-Wigner setting, we have the following probability interpretation.
For a Lebesgue measurable subset U C R x R? the probability of measuring the
particle in U, given the 1-particle state o on the left-hand side is,

P = tr.(Xvo), (49)

if tr ,(0) = 1. We are assuming here that we have no knowledge at all about the state
of affairs on the right-hand side of the hyperplane.

Finally, we can define the corresponding vectorial position operator ; withi = 2, 3
and the time operator £. The latter, being of principal interest here, is given by,

.= /dtdQQtfl;t)gPOaz,t,y- (50)

The corresponding expectation value of the operator ¢ indeed has the interpretation of
the expected incidence time of a particle on the screen z; = 2. Again, this is assuming
a state on the left-hand side and no knowledge about the right-hand side. In the fol-
lowing, our focus will be on the time-localized states rather than on the time operator.

7 The Time-of-Arrival Problem

Our first application of the time-localized states just introduced is the time-of-arrival
problem. We formulate this as follows: We wish to predict the probability distribution
of the arrival time and location on the timelike hyperplane at z; = 2’ for a particle
emitted on the timelike hyperplane at 1 = z at a specific time and location. We can
think of this as a spatial evolution problem, see Fig. 4. The figure looks just like the
setup for the propagation of a particle between spacelike hyperplanes, see Fig. 1,
except rotated by 90° and thereby swapping one spatial direction with the temporal
direction. Making this intuition of a rotated picture rigorous is precisely the basic idea
of the present approach.

7.1 Bidirectional Incidence Problem
The transition amplitude p between a one-particle state ¥ ; 5 at 1 = z, at time ¢
and location ¢ and a one-particle state ¥,/ s 5 at 1 = 2/, at time ¢’ and location g’

is given by the inner product (4), as follows,

P(Vatg @ Vo) = {97 5, p 5 }- (51)

This appears to be completely analogous to the amplitude (19) for the propagation
between spacelike hyperplanes. However, in the present case the arguments of the
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Fig. 4 Spatial evolution through t
the region between an initial

(left) timelike hyperplane at

1 = #z and a final (right) time-

like hyperplane at z1 = 2’

x1

inner product live in different subspaces of the space of complexified germs of solu-
tions LC. This is due to the different choices of reflection hypersurfaces determining
the quantizations on the timelike hyperplanes at 2 and 2’ respectively. In particular,

we have @7 ; € LP & L®* and <I>j;’,/7g, € LP & L®*'. The derivation of (51) is thus

more involved than that of (19), but follows from the results of the work [12].?

The probability density for the incidence of a particle at time s’ and location ¢’ on
the timelike hyperplane at x; = 2’ given a particle incidence at time s and location 7
on the timelike hyperplane at 1 = z is

.2
Pt 2 t9) = {975, 0 5} - (52)

Again, this appears to be completely analogous to the Newton-Wigner setting, see
expression (20). However, the probability interpretation in the present context cannot
be derived within the standard formulation of quantum theory. Instead, it relies on the
more general framework of the positive formalism [5]. For the present context, this is
explained in Section 5 of the work [12]. For the purpose of this paper, where we are
only interested in the functional dependence of an un-normalized probability density,
expression (52) is completely adequate.

Again, the amplitude is related in a simple way to the Feynman propagator (11).
In this case the relation is,

{@Z 2

L @i gt = 2WGF(157?J’ 2ty 2. (53)

Introducing the invariant distance 02 = (¢’ —t)? — ||’ — 7||? — (2 — 2)?, evalua-
tion of the amplitude yields (see (93) and (94) of the appendix),

2More precisely, (59) of [12] provides an analogous equation for coherent states. Adapted to the pres-

ent notation, this is p[, ./)(K¢Ker) = exp (%{5, 5’}). Taking functional derivatives using the relation
Ve =2 % Kaxe ‘)\:0 yields a corresponding result for one-particle states. Finally, setting § = ®7 ; and

¢ = cI)f,/’g, yields the stated result.
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{®

’ M (2) 2 . 2 . .
AP 5 17'}:{ drg? Hy” (mvo?) if 0°>0 (timelike) (54)

o —ng(mx/—oz) if 02 <0 (spacelike).

27202

This is identical to the corresponding expression (23) for the amplitude between
Newton-Wigner states, except for the replacement of the time difference ¢’ — t by
the spatial distance z’ — z. This is also true for the massless expression (see (89) of
the appendix)

i(z' —2)

w204

{075, P05} = (55)

A representation of the spacetime setup and the probability density in the mass-
less case is provided in Fig. 5. For comparability with the corresponding Fig. 2 of
the Newton-Wigner setup, the orientations of space and time axes are the same. As
expected, at first sight, the two spacetime setups look like 90° rotated copies of one
another. What is more, the probability densities also look alike with two peaks cor-
responding to two singularities (compare the blue dashed line). However, in the pres-
ent setting, in contrast to Newton-Wigner, the two singularities have quite different
meanings. Indeed, for the time-of-arrival problem, we only expect one singularity.
Namely, when a particle emitted at z = 0, § = (0, 0) and time ¢ = 0 hits the screen
at 2/ = 1 and time ¢’ = 1, moving with the speed of light, (we set §' = (0, 0)). This
is the trajectory represented by the upper right-pointing arrow in Fig. 5 and the upper
peak of the probability density (blue dashed line). However, in our construction of
time-localized states, we do not impose any restriction on the direction of motion
of the particle perpendicular to the hypersurface. This is in stark contrast to particle
states on a spacelike hypersurface, which always "move to the future". Consequently,
we cannot a priori qualify the event on the left hypersurface as an "emission". It
might as well be an "absorption". Indeed, in this latter case we expect a particle to
emanate at an earlier time from the hypersurface on the right-hand side. More pre-
cisely, it should be emitted from there at ¢’ = —1 in order to travel at the speed of
light. This is precisely what the lower peak in Fig. 5 represents, see also the lower
left-pointing arrow representing the particle trajectory. Since we are not distinguish-
ing between arrival and departure, we call the present setup, the incidence problem.

As in the Newton-Wigner setting, the probability distribution does not vanish
away from the light-cone. In particular, it has a non-vanishing contribution also in the
superluminal regime that corresponds here to the intermediate times —1 < ¢’ < 1.
Again, we attribute this to intrinsic quantum uncertainty.

7.2 Unidirectional Arrival Problem

We are now ready to consider the original time-of-arrival problem. To this end we
modify the scenario just considered by imposing the additional condition that the
particle originates on the left-hand hypersurface at z and is detected on the right-hand
hypersurface at 2/, excluding the opposite possibility. The time-localized states previ-
ously introduced do not distinguish a direction of motion of the particle perpendicular
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Fig.5 Graphical representation probability density
of the temporal incidence prob-
lem (left) and of the associated
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to the hypersurface. We thus introduce an additional quantum number to encode this
distinction. The previously defined states are then recovered as sums over the two
possible values of this quantum number.

Due to our parametrization of solutions in these terms, the distinction between
left- and right-moving components is straightforward in the propagating sector. Sepa-
rating out the components of ®7 ; and denoting them ®f , ; and @ ; -, we obtain
straightforwardly from expressions (37)—(40),

((I)RtyEk Vel Pt ky)e_lklz, (PR.. )I];k 0, forE>Ej (56)

(Phoeg)pz = Ve F7 k) ik = , (Pheg)p =0, for E> By, (57)

(@F 45055 = Ve FF ez (@f R =0, for B> B, (58)

(@F 1) = Ve "Rz (@p AR =0, for B> B (59)

In the evanescent sector we proceed in a manner analogous to the way we obtained
the full localized solutions. We start with the same solution as before, in the real solu-
tion space Lg at u = 0. However, this time we restrict in this same space to either

the right-moving or the left-moving components. Then we map via I¢° to LS’O, and
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finally we translate by z to the right to obtain a solution in L$?. This yields the right-
moving solutions,

(@0 0)5 5 = VE1 /2 PFDeRE L for B < By, (60)

( ZRtg)If;;; = —imei(m*f@)eklz, for £ < B, (61)
(@005 ;= V12T ETRDeT Rz for < By, (62)
( ZR@)E,; = —iMe‘i(Et_’;g)e_klz, for E < E). (63)

The left-moving solutions are,

3z, VR = _i\/k 26 EFD Rz (o1 B < By, (64)
L,t,9/)E.k I
(7, 0)% - = VE 2 PR Rz for B < By, (65)
(%, )% = ik /2e {ERI M for B < B, (66)
7, VL =k 2e (FikDehiz for B < B (67)
L,t,9/)E.k I

We may verify that left-moving and right-moving modes sum to the modes defined in
Section 6, @7 ; = ®f ; - + Pf ; 5, as required.

We proceed to consider the inner product between localized and directed solutions
at different locations with z’ > z. As is to be expected, the inner product between a
left-moving particle state on one hypersurface and a right-moving particle state on
the other hypersurface vanishes. However, to obtain analytic expressions for the non-
trivial amplitudes turns out to be difficult. We thus start with the massless case. Set
Az to be the undirected spatial distance given by (Ax)? = (2/ — 2)% + ||’ — 7|
and At = ¢’ — t the directed temporal difference. This is (see (88) and (87) of the
appendix)

i(2 — 2) (2Az — At)
(27)2 (Az — At)? (Az)?

{(I)ft,uga q’f{,tgg'} = ) (68)

i(z' — 2) (2Az + A¥)
(27)2 (Az + At)? (Az)*

{PF 150 P g} = (69)

The probability densities for the corresponding processes are again obtained by tak-
ing the modulus square of the amplitudes, compare relation (52).

@ Springer



Foundations of Physics (2025) 55:56 Page 19 of 30 56

For definiteness, we limit ourselves in the following to right-moving particles. The
case of left-moving particles is completely analogous. Thus, consider a right-moving
particle emitted at time ¢t = 0 and at 2 = 0 and § = (0, 0). Again, we detect at 2’ = 1
and fix §’ = (0, 0). The probability density of detection as a function of the time ¢’ is
then given by the black continuous curve in Fig. 5. As is easy to see, this curve coin-
cides perfectly with the dashed blue curve for values of time near ¢ = 1 and above.
This confirms that the singularity at ¢ = 1 is attributable exclusively to a particle
emitted at z = 0 and time ¢ = 0 arriving at 2z’ = 1 at time ¢ = 1. It corresponds to
the spacetime trajectory indicated by only the upward right-pointing arrow. We are
indeed considering the ordinary time-of-arrival problem.

In the following we consider the time-of-arrival problem for massive particles.
The amplitudes are given by the following integral expressions,

27 -
{0 Pr y,}:/ d(zk?:sE e BT il () (70)
7 o s
27, N
(O W) = [ e OO, )
7 Y ™

In contrast to the conventions of Section 5 we let £, here be determined by analytical
continuation when transitioning from the propagating to the evanescent sector. That
is,

2 _ L2 _ .2 fE2 7.2 .2
k= .\/E: k* —m ?fE > If me, (72)
iVEk2+m2— E2 ifE? < k2 —m?2.

Unfortunately, these integrals are difficult to evaluate in the massive case m > 0.
However, we can infer from the massless case that the probability density for the
arrival problem is essentially the same as that for the incidence problem once we
restrict consideration to positive times ¢ > 0 away from ¢ = 0. In this regime we may
use the expressions (54) for the bidirectional amplitudes as very good approxima-
tions to the unidirectional amplitudes of the problem at hand.

Figure 6 shows the probability density as a function of arrival time At for different
values of the mass m. Here, the distance is fixed to Az = 1, and we assume arrival
without displacement in the y-directions. As can be clearly seen, the probability for
later arrival increases markedly with increasing mass. That is, the expected effective
velocity of the particle decreases with mass, as expected. At the same time, the prob-
ability of apparent superluminal propagation, i.e., at At < 1 decreases sharply with
increasing mass. As commented before, the formulas used for generating the plots are
those of incidence problem rather than those of the arrival problem. The error caused
by this is only a very slight upwards displacement near At = 0 for the m = 0 and
m = 1 curves.

It is also instructive to consider the arrival probability density at fixed arrival time
t, as a function of the location on the arrival plane, i.e., on the target hyperplane at
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Fig. 6 Probability density as a function of time ¢’ in the time-of-arrival problem for different masses.
Here,z = 0,9 = (0,0),t =0and 2’ = 1, = (0,0)

time ¢. This is shown in Fig. 7, on a logarithmic scale. In all cases we set Az = 1. A
particle traveling at the speed of light would hit the target plane at At = 1 if travel-
ling without displacement in the y-plane. Still supposing a straight path, a particle
arriving later with the speed of light would have to arrive with a displacement from
the center so that Az = /(Az)? + |Ag||2 = At. These particles are indeed the
dominant contribution to the probability density and give rise to the black rings in
the plots of Fig. 7. The radii of the rings increase with time precisely as expected
(from left to right). The areas outside and inside the rings correspond to superluminal
and subluminal propagation respectively, assuming straight paths. In the massless
case (top row), both are suppressed. With increasing mass, (m = 10 second row, and
m = 100 third row) the superluminal contribution becomes extremely suppressed,
while the subluminal contribution increases significantly. Indeed, propagation at sub-
luminal speeds is exactly what we expect of massive particles.

7.3 Separating the Propagating and Evanescent Contributions

From a technical and methodological perspective it is interesting to separate the
propagating and evanescent contributions to the amplitudes considered. Indeed, the
calculations leading to the expressions (54), (55), (68), (69) were first performed
separately for propagating and evanescent sectors, see the appendix, with both being
combined afterwards. We consider the individual contributions of the sectors in the
following. For simplicity, we consider the bidirectional massless case only.

The propagating and evanescent components of the amplitude (55) of massless
hypersurface-localized particles are (see (79) and () of the appendix),
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Fig. 7 Arrival probability density in the arrival plane for fixed arrival times. The logarithm of the
probability density is shown for arrival times At = 1.1, 1.5, 2( from left to right) and for masses
m = 0, 10, 100( from top to bottom). In all cases Az =1

. (VIATP —(@0E +iaz)”

p__ 73

(i P2} [A7]? — (At)? ot "
1 1 —[|AF|]? + (At)? + (Az)?

{97 5,97 5} = T EEE = (74)

The sum of (73) and (74) recovers expression (55). We can read off a peculiar feature
of these amplitudes: In addition to the singularities on the light cone at o = 0 they
exhibit an additional singularity at (At)? = ||Ag||?. This is shown in Fig. 8, where
the probability densities of the complete amplitude and its components are plotted for
Ay = (0,0), as in previous plots. The singularity in the components at At = 0 cor-
responds to a simultaneous incidence of the particle on both hypersurfaces, at 1 = 2
and at z1; = 2’. This is clearly unphysical. Only when the amplitudes for propagating
and evanescent sector are combined, does this spurious singularity cancel. This is fur-
ther evidence that the twisted quantization prescription as proposed in general form
in [11] and more specifically for Klein-Gordon theory on the timelike hypersurface
in [12] leads to physically sensible results. Conversely, a quantization prescription
that is limited to the propagating sector appears to be unphysical.
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Fig. 8 Probability density for the complete amplitude and its propagating and evanescent components
as a function of relative incidence time At form = 0, Az = 1, Ag = (0,0)

A similar spurious singularity appears in the propagating and evanescent compo-
nents of massive and directed amplitudes as well, although we do not present explicit
calculations here.

8 Conclusions and Outlook

We have put forward an approach to addressing two fundamental problems in quan-
tum theory: The lack of a time operator and the time-of-arrival problem. To this
end we "rotate" the usual spacetime picture of states on an equal-time hyperplane
evolving in time (Fig. 1) to a picture of states on a timelike hyperplane "evolving"
in space (Fig. 4). Making quantization work in the latter picture is possible due to a
recently introduced twisted quantization scheme [11]. More specifically, our present
work builds on [12], where both the propagating and evanescent degrees of freedom
of the Klein-Gordon field on a timelike hypersurface were quantized consistently.
This quantization is reviewed and expanded on in Section 5. Compared to [12] we
improve on the understanding of the evanescent modes and their quantum numbers
as follows. We take the hypersurface to be located at a fixed value of the x-coordi-
nate. In the propagating sector, solutions are combinations of plain waves, and we
can distinguish left- and right-moving plain waves, with respect to the z1-position of
the hypersurface, directly from the motion of the waveforms. Upon quantization, this
leads to a corresponding binary quantum number. In the evanescent sector, solutions
have exponential behavior in the x;-direction and there seems to be no way to read
off from the wave forms a distinction into left- and right-moving solutions. However,
a similar situation occurs for the timelike hypercylinder, with modes flowing into or

@ Springer



Foundations of Physics (2025) 55:56 Page 23 of 30 56

out of the interior [21]. In that case, measuring the energy flow through the hyper-
cylinder via the energy-momentum tensor allowed to extend a distinction between
inflowing and outflowing solutions to the evanescent sector [22]. In the present case,
we show that we can similarly use the flow of energy through the hypersurface to
decompose evanescent solutions into left- and right-moving components. In contrast
to the hypercylinder case, there is an arbitrariness to this decomposition, and any
such decomposition is not conserved under translations. However, the total flux is
conserved under translations, which allows us to consistently work with one specific
decomposition by fixing a reference hypersurface. The corresponding binary quan-
tum number is essential in Section 7.2 to distinguish left- and right-moving particles
in the time-of-arrival problem.

In Section 3 we review the Newton-Wigner localized one-particle states and
operator with an emphasis on the corresponding Positive Operator Valued Measure
(POVM), essential for a consistent probability interpretation in the measurement of
particle positions. The probability of particle detection as a function of position is
reviewed in Section 4. In the massless case, the probability is peaked on the light-
cone, while increasing mass leads to increasing probability for subluminal propaga-
tion (see Fig. 3). As is well known, there is also a non-vanishing, albeit exponentially
suppressed probability for apparent superluminal propagation. The consensus seems
to be that this is not due to actual superluminal particle motion, but to an uncertainty
inherent to any particle localization scheme in quantum theory. Superluminal motion
and its relationship to localization in quantum theory and the Newton-Wigner posi-
tion operator has been addressed in the literature, see e.g. [23] as well as [24] and
references therein.

We construct in Section 6 one-particle states localized in time and two spatial
directions on a timelike hyperplane. In close analogy to the Newton-Wigner setting,
these give rise to a POVM. In spite of the preparative work of Section 5 this con-
struction is not quite as straightforward as the Newton-Wigner one. This is because
in addition to the propagating sector, there appears now an evanescent sector in the
solution space and the latter is subject to different quantization rules. In particular,
one-particle states are no longer labeled by real phase space elements, but by certain
complexified ones. This requires the use of an identification map between the two.
A guiding principle for the construction remains a delta-function normalization and
completeness relation of particle states (see (45) and (46)), as in the Newton-Wigner
setting. The resulting POVM permits a consistent probability interpretation in spite
of the fact that the spatial "evolution" between timelike hyperplanes turns out to be
non-unitary [12]. It also yields the time operator which measures the incidence time
of a particle on the timelike hypersurface.

We address the time-of-arrival problem in Section 7, armed with the time-localized
states constructed previously. As a first step, and in analogy to the Newton-Wigner
setting, we consider transitions between time-localized states on spatially separated
timelike hyperplanes (Section 7.1). Given a particle incident on the (say) left-hand
hyperplane at a given time, the probability for an incidence on the right-hand hyper-
plane peaks at two times, one before the incidence on the left-hand hyperplane, and
one after (see Fig. 5). The later peak is due to the particle moving from the left-hand
to the right-hand hyperplane, while the earlier peak is due to the particle moving
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from the right-hand to the left-hand hyperplane. We call this setting the bidirectional
incidence problem, i.e., the problem of determining the probability for the incidence
of a particle on the second hyperplane as a function of time (and place), given an
incidence on the first hyperplane at a specific time and place. The expression for
the amplitude and thus also probability (density) is almost identical to the Newton-
Wigner one, except for the exchange between a spatial and temporal distance, com-
pare expressions (23) and (54). Indeed, the plots in the massless case look almost the
same in spite of the exchange of a spatial and a temporal direction, compare Figs. 2
and 5. We have an exponential decay of the probability density away from the light-
cone. In particular, there is an exponentially suppressed superluminal contribution
in both settings. That is, the time-localization of the constructed states is subject to
the same fundamental uncertainty as the spatial localization in the Newton-Wigner
setting.

In order to proceed to the actual time-of-arrival problem (Section 7.2), we have to
deal with the fact that the time-localized states carry no intrinsic information about
whether they are left- or right-moving. They are undetermined in this respect. This
implies that in a measurement context we cannot a priori distinguish between emis-
sion and absorption events, as evidenced in the bidirectional incidence problem. This
is a crucial difference to the Newton-Wigner setting. There, particles can only move
in one direction perpendicular to the hypersurface, namely to the future. Using the
decomposition into left- and right-moving sectors introduced in Section 5, the time-
localized one-particle states can correspondingly be decomposed into left- and right-
moving one-particle states. Replacing a time-localized particle state on the left-hand
hypersurface by a time-localized particle state that in addition is purely right-moving,
leads to a probability distribution for the incidence time on the right-hand hypersur-
face that is peaked at a single time. The early time peak is gone, only the late time
peak appears, compare Fig. 5, black line. This is because we can now be certain
that the particle moves to the right which implies that it passes the left-hand hyper-
surface earlier than the right-hand hypersurface. This is the proper time-of-arrival
problem. As we have mentioned already, in the massless case the probability density
peaks at propagation with the speed of light, decaying exponentially for subluminal
and superluminal propagation. With increasing mass, the probability for subluminal
propagation increases substantially, while the probability for superluminal propaga-
tion decreases even more strongly, see Fig. 6. We also consider the probability dis-
tribution for arrival in the x5, z3-plane given that the arrival happens at a fixed time,
see Fig. 7, confirming this same behavior, in accordance with physical expectations.

While our results paint a consistent and, we think, convincing picture of the merits
of our approach to time-localized states, a time operator, and the time-of-arrival prob-
lem, we include in Section 7.3 a small technical exercise to underline the importance
of including both, propagating and evanescent sectors in the quantization scheme
used. In particular, we show that restricting to either the propagating or the eva-
nescent sector only, leads to an unphysical singularity in the bidirectional incidence
problem, corresponding to instantaneous particle propagation. In general, our results
can also be seen to provide additional support for the "correctness" of the novel
twisted quantization scheme introduced in [11]. Previous important tests have been
the results of [12, 21, 22].

@ Springer



Foundations of Physics (2025) 55:56 Page 25 of 30 56

One of the first questions one might ask with respect to the present work is how it
compares to previous works on the time operator and on the time-of-arrival problem.
With respect to the time operator it appears difficult to establish a meaningful com-
parison to any operator defined on an instantaneous state space, due to the underlying
conceptual change involved in replacing a spacelike with a timelike hypersurface. As
for the time-of-arrival problem, what we want to predict in the end are probability
distributions for arrival times of a particle (such as shown in Fig. 6). These should
definitely be comparable in principle, not only between different proposals, but even-
tually also with experiments. One challenge here lies in characterizing properties
of the particle, additional to its initial location and emission time, such as emission
direction, momentum, and energy. In a quantum theory, not all these parameters can
have precise values at the same time. In particular, the states we have defined in this
work have a precise incidence time and initial location, but undetermined energy and
momenta (except possibly for binary information about the propagation direction).
We are not aware of any other approach to the time-of-arrival problem that involves
states with these characteristics, impeding for the moment a quantitative compari-
son. However, uncertainty in energy can be traded for uncertainty in time and uncer-
tainty in momentum for uncertainty in position. This suggests introducing a notion
of Gaussian state to balance different particle properties and their uncertainties. This
would be an important step for future development, but is beyond the scope of the
present work.

We have limited ourselves in the present work to the Klein-Gordon field, due to
its simplicity. This might be useful as a crude model for simple particles, where it
is reasonable to neglect spin, charge, internal structure etc. However, for a realistic
description of photons we would need to deal with the electromagnetic field. To this
end, the twisted quantization scheme of [11] would have to be adapted to the elec-
tromagnetic field, which appears quite feasible, and indeed desirable for a number of
applications. Then, the actual quantization on a timelike hyperplane has to be carried
out, in analogy to [12], but that would appear relatively straightforward. For the case
of fermionic particles, such as electrons, it is less clear whether the twisted quantiza-
tion scheme can be carried over, or a different approach is needed. These are clearly
important questions that should be addressed in future research.

There are other interesting applications for time-localized states than the time-
of-arrival problem. A closely related problem is that of tunneling time, see [25-27].
In this case, a particle passes a classically forbidden region, e.g. due to a potential
barrier, and one is interested in the time the particle takes in crossing the barrier com-
pared to the time without a barrier. For sufficiently simple potentials this would be
easy to implement with the methods at hand.

We have already alluded to difficulties and issues with the Newton-Wigner local-
ization scheme that are inherited by our approach, such as apparent superluminal
propagation. However, the main principle underlying our approach, summarized as
"rotating by 90° in spacetime", may very well be applicable to other spatial localiza-
tion schemes, that do not suffer from these issues. Again, this would be material for
future work.
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A Amplitude Calculations

This appendix provides some details on the calculation of the amplitudes discussed
in Section 7.

A.1 Propagating Particles

The amplitude of propagating right-moving particles is constructed in terms of the
modes (56) and (57) as
, PEAE o i) ik (o
D, DL, WP = / TRAE im0k -0) ' -2). (75
{ R,t,9> FR,t",g B>E, (2m)3 (75)

the two-dimensional integral over % can be rewritten using expression 10.9.2 of [28]
in the form

’ o d]; ~ P~ ~ * —E(e+i(t' — i 2z —z
(B, 50 @5 o} = / ko (FI7 — ) / dE e~ B -4k =) 76)
o (2m) E|

where expression 10.9.2 of [28] has been used, and a small imaginary part has been
added to (¢’ — t) in order to guarantee convergence. Then by changing the integration
variable in the inner integral (from E to k1) and integrating by parts leading to

, 1
oz, L, W -
{PReg0 PRovr g} (e+i(t' —t))(2m)?

oo o0 77
/ dky kyef1G'=2) [ VETRmR (ki =0) g0 g‘/ k., (k7 — 3) o~ VIR FmA (el 1) ( )
0 0

The integral over k can be evaluated with expression 6.637.1 of [29] accord-
ing to the following identifications: v = |/ — |, v =1, a = (e +i(t' —t)) and
B2 = ki +m?,

1 e VR Hm2/(eHi(t' —0)2+7 5[

Cr? e+ it = 0P +17 =3P

{(I)lz?,,t,,ﬂﬂ Qé,t’,g’}p — / dkl kleikl(Z/_Z)
0

In order to perform the integral over k1 we consider the massless case,

1 1 !
R e 0P 17— (i - o) - er i@ a7 —ge) )

,
{(I)ZR,tAjv ‘I’ZR,t/,g’}p =

The amplitude of propagating left-moving particles, namely
, PEAE im0 b)) ik (2!
o _,}p:/ TEAE p-0-ka -0k -) (g0
{ Lit,g> “ Lty E>E, (2m)3 (80)

can be obtained from (79) by the interchange t’ <+ t. Therefore, the sum of the ampli-
tudes of propagating left and right moving particles turns out to be

@ Springer



Foundations of Physics (2025) 55:56 Page 27 of 30 56

{®h,1.50 PR g 1Y H AP 050 PT v g T
R B— ! _@81)
S e e e (Y R e ).

A.2 Evanescent Particles

The modes (60-63) lead to the amplitude of evanescent right-moving particles in the
form

, PEAE . p i - ,
z e __ —i(E{t'—t)—k(§' —7)) ,—k1(z'—2)
{OR,150 PRt g} _/E<E (23 € N 7))
which can be written as

. © dk -
DL, o PRy} =
{ R,t,57 *R,t y} /0 (271,) kJO

where the variable 0 is related to the energy E as £ = Fjsinf. In the mass-

[

(];lg/ _ gl) \/2 d@EH COSGe—iEH(t,'—t)sin€7EH(z'7z) 0059(83)
0

less case () = k), the integral over k may be evaluated using expression

6.611.1 of [29], with the following identifications: v =0, b= | —g| and
a=[i(t —t)sinf + (' — z) cos b,

/ 7] 1 it —t) (z - z)
DR PRy} = +
{ R.t.50 "Rt g } (' —2) (Qﬁ)2 {02\/ PR 02\/ 240y —

(84)

As in the propagating case, the amplitude of evanescent left moving particles, namely

CEAE e .
SR AT / TRAE b -k i)k (=2 (g5
{ Lty L t’, } E<E, (2,”)3 ( )

can be obtained from (79) by the interchange t’ <+ ¢; the sum of the amplitudes of
evanescent left and right moving particles is then equal to

{®ft,50 Phe g 1+ {PL 1 0 PLvr 53¢
1 1 (t' =)+ (2" —2)% — |§ — §]* (86)
T G- 02 17— o ot '

A.3 Sum of Propagating and Evanescent Amplitudes

With the results presented above we can separate the contribution of right moving
particles, both propagating and evanescent, from the left-moving ones. In particular,
the sum of the amplitudes for propagating and evanescent right-moving particles
results to be
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(@5 450 Ph v g 1P+ {Phs g o 5 )©
(2= 2) [2((2 = 22 + 17 = 9P)* = (¢ — ) +ie] ®7)

()2 [((2 = 22 + 17— 32— (= ) +ie] (= = 22+l — )

For left-moving particles we have
GRS L TR S
(2= 2) [2(( = 22417 = 5P2)* + (¢ = 1) +ie] (88)

)2 [(( = 22 + 17— 3 + (0~ 1) +id] (- 22 g —

Finally, the amplitude resulting from all the contributions for massless particles is

T A LT T CO. Gl (89)

m2o4

For massive particles, the sum of all contributions, propagating and evanescent for
right- and left-moving particles is

> d’kdE (T

{27 5, ®; g1 {9, 00 5} = /0 e s (B(t' — 1) e” M =D =2) (90)

where the integral over the energy E can be evaluated in terms of expression 3.961.2
of [29], leading to

{(Pf RT3l (Df’ g’ }p + {q>f g (pf’,ﬂ’}e

) 00 , 91
:—;m/o %knlo(k‘ﬂ—ﬂDKO(E\\\/(Z/_Z)Z_(t,_tP)( )

It turns out to be convenient to distinguish between real and imaginary values of the
square root appearing in the argument of the modified Bessel function. In particular,

1. for o2 > 0, we have

{q)f KAl z' }p + {(pz, t N }e

_ dk )P N (R e EH 2 —z) 92)
,5/0 S~ ko(k]7 D (B 07— (= )

— )2 — (2 — 2)?

The integral can be evaluated with expression 6.596.9 of [29],

2’ e m2 Z/ —Zz 2
{97 5 7 5} +{ P74, BT 5 }° = P HQ( ) (m\/;) . (93)

where we have used the identity 10.4.2 of [28].
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2.

For 02 < 0, we obtain

m?2zZ -z

{(ptz7ﬂ; f/7g/}p + {¢f7g, tZ/7g/ }e = 71@ TKQ (m 70—2) .
Notice that the limit m — 0 of both amplitudes (93) and (94) coincides with the

expression of the massless amplitude (89).
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