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Abstract

This note describes the details of the analysis of charged-particle pseudorapidity densities and mul-
tiplicity distributions measured by the ALICE detector in pp collisions at

√
s = 0.9 and 7 TeV in

specific phase space regions. The primary goal of the analysis is to provide reference measurements
for Monte Carlo tuning. The pseudorapidity range |η | < 0.8 is considered and a lower pT cut is
applied, at 0.15, 0.5 GeV/c and at 1 GeV/c. The choice of such phase space regions to measure the
charged-particle multiplicity allows a direct comparison with the analogous results obtained by other
LHC collaborations, namely ATLAS and CMS. The class of events considered are those having at
least one charged particle in the kinematical ranges just described. In the note, the analysis proce-
dure is presented, together with the corrections applied to the data, and the systematic uncertainty
evaluation. The comparison of the results with different Monte Carlo generators is also shown.

∗See Appendix A for the list of collaboration members
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1 Introduction

Among the key observables in understanding the general properties of Minimum Bias proton-proton
events are the pseudorapidity densities (dNch/dη) and multiplicity distributions of charged particles. The
ALICE results on charged-particle pseudorapidity density and multiplicity distributions in pp collisions
at
√

s = 0.9, 2.76 and 7 TeV were already published in [1, 2, 3]. Further measurements on the same sub-
ject, but with different event and track selection, are presented in this note for proton-proton collisions at√

s = 0.9 and 7 TeV. Tracks reconstructed as coming from primary particles1 in the Inner Tracking Sys-
tem (ITS) and in the Time Projection Chamber (TPC) of ALICE have been used, and a kinematical phase
space defined in η (|η |< 0.8) and pT (pT > pT,cut, with pT,cut = 0.5 GeV/c and 1.0 GeV/c) has been con-
sidered, as agreed within the LHC Minimum Bias and Underlying Event Working Group [4]. This allows
for a direct comparison between the results from the different LHC experiments (ALICE, ATLAS and
CMS), while minimizing the dependence from the Monte Carlo model used for correction, and the con-
tribution to the uncertainty coming from diffractive processes. The central pseudorapidity interval was
defined according to the acceptance of the ALICE main tracking detector (the ALICE TPC). The lowest
pT,cut value was set to 0.5 GeV/c to comply with the ATLAS and CMS tracking efficiency. The note also
includes the results in the same central rapidity interval with pT,cut = 0.15 GeV/c, corresponding to the
pTcutoff at which the ALICE global tracking efficiency (i.e. including both ITS and TPC) reaches ∼ 50%
and stays approximately constant (∼ 70−75%) for higher pT [5]. We measure the pseudorapidity density
and multiplicity distribution of all charged particles in the mentioned kinematical region for those events
which have at least one charged particle in the same kinematical region. This introduces a so-called
“hadron level definition” of the event class considered, named INEL> 0|η |<0.8,pT>pT,cut hereafter.

A similar analysis has already been presented in [6]. In this note, the focus is on the differences with
respect to [6] and the already published results in terms of event and track selections. Section 2 will
briefly describe the ALICE experiment and the data samples used for the current analysis. The analysis
strategy will be discussed in Section 3. In Section 4 the systematic uncertainties taken into account will
be presented. The final results will be given in Section 5. Finally, conclusions will be drawn in Section 6.

2 The ALICE experiment and the data samples

The ALICE experiment consists of a set of different detectors placed in a solenoidal magnetic field of
0.5 T (the central barrel) plus other detectors outside. Details about the various subsystems can be found
in [7]. For the analysis presented herein, tracks reconstructed in the ALICE central barrel by the ITS and
TPC detectors were used, while the triggering and event selection relied on both the ITS and VZERO
detectors.

The Inner Tracking System (ITS) is the ALICE detector closest to the beam pipe, at a radial distance
that varies between 3.9 and 43 cm. Three types of Si sensors are used for the ITS. The two innermost
layers, for which a high granularity is needed to cope with the requirement to measure the position of
primary and secondary vertices with high resolution, consist of Silicon Pixel Detectors (SPD), covering
the pseudorapidity regions |η |< 2 and |η |< 1.4 respectively. They perform charged-particle multiplicity
measurements over an extended η range. The SPD layers are followed by a pair of Silicon Drift Detectors
(SDD), characterized by a very good multitrack reconstruction capability. Finally, two layers of Silicon
Strip Detectors (SSD) complete the ALICE ITS. In addition to being in charge of the reconstruction of
the primary and secondary vertices, the ITS contributes to the ALICE global tracking, and is as well
capable to perform standalone reconstruction. This has the advantage to recover the tracks lost in the
global tracking due to the limited spacial acceptance and the intrinsic pTcutoff of the outer detectors, and
to particle decay. Thanks to the large number of detection channels, the two SPD layers also provide

1The ensemble of primary charged particles includes those produced in the collision and their decay products, excluding
weak decays from strange particles.
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ALICE with L0 trigger signals (e.g. to select Minimum Bias events or to apply multiplicity selection
criteria), while dE/dx measurements are performed by SDD and SSD to identify charged hadrons at low
momentum (up to ∼ 1 GeV/c and, for standalone reconstructed pions, down to ∼ 100 MeV/c).

The ALICE Time Projection Chamber (TPC), following the ITS in radial direction (85 < r < 247 cm),
is the main ALICE tracking detector. Its pseudorapidity coverage is |η |< 0.9 for tracks with full radial
track length (i.e. matching with the ITS, TRD, and TOF detectors), and |η | < 1.5 for reduced track
length. The TPC tracking efficiency (defined at Monte Carlo level as the ratio between the number of
tracks reconstructed by the TPC and those emitted in the TPC acceptance) reaches ∼ 80% in |η | < 0.8
with a momentum resolution σ(pT)/pT ∼ 5%, or∼ 2.5% up to pT = 10 GeV/c (and increasing at higher
transverse momenta) for combined tracking with the ITS. Each track in the TPC is reconstructed using up
to a maximum of 159 space points, each measured for very high momentum tracks (i.e. with negligible
curvature) with a resolution better than 0.8 mm in both the plane transverse to the beam direction (xy)
and in the direction parallel to the beam (z). The TPC identifies charged hadrons in the intermediate
momentum range (from ∼ 0.1 up to ∼ 1−2 GeV/c) via specific energy loss measurements. Moreover,
in the region of relativistic rise, where a statistical approach is utilized, the TPC can identify charged
hadrons up to pT of a few tens of GeV/c.

The VZERO detector consists of two arrays of 32 scintillators each placed on either side of the nominal
interaction vertex at a distance of 3.3 and -0.9 m and covering pseudorapidity ranges 2.8 < η < 5.1
and -3.7 < η < -1.7 respectively. As already mentioned, together with the SPD, the ALICE VZERO
contributes to the trigger, event selection and background rejection for this analysis.

The data samples used consisted of Minimum Bias pp events collected in 2009 and 2010. The Minimum
Bias trigger was defined as a signal in either one of the two ALICE VZERO hodoscopes, or in the ITS
pixel detector (one out of three). A coincidence with the signals from the two beam pick-up counters
(BPTX) was also required to select the events and remove the background. In such conditions, about
110000 (collected in 2009) and 2.2× 106 events (collected in 2010) were used for the charged-particle
pseudorapidity density analysis at

√
s = 0.9 and 7 TeV respectively. The multiplicity distributions were

obtained from approximately 2.9× 106 and 2.7× 106 events (all collected in 2010) at
√

s = 0.9 and 7
TeV respectively.

2.1 Offline event selection

In addition to requiring the Minimum Bias trigger in the collision and the reconstruction of the primary
vertex, a preselection of the events aimed at reducing the beam background was applied. It relies on
the ALICE VZERO timing signal and on the correlation between the number of hits and the so-called
tracklets2 found in the SPD detector (see also [1]). The vertex was required to be obtained either from
the tracks reconstructed from the TPC and the ITS detectors, or, in case this was not available, from the
tracklets, using the SPD information. Moreover, only events for which the vertex position along the z
coordinate (vtxz) is such that |vtxz| < 10 cm were accepted. Finally, for the results presented here, only
the events with at least one reconstructed track in the kinematical region defined by the pseudorapidity
interval |η | < 0.8 and pT > pT,cut (pT,cut = 0.15,0.5,1 GeV/c) were considered. This sample was then
corrected back to the INEL > 0|η |<0.8,pT>pT,cut “hadron level definition” mentioned in Sec. 1.

Figure 1 shows the event selection efficiencies from Monte Carlo simulations as a function of the gen-
erated charged particle multiplicity for the three pT,cut values at

√
s = 0.9 (top) and 7 TeV (bottom),

obtained for the dNch/dη analysis (after pile-up removal for the
√

s = 7 TeV cases, see following para-
graph, and Sec. 4). As one can see, for both energies and for the three different pT,cut values, the efficiency
is larger than≥ 90% already at a generated multiplicity of 2 particles in the range considered. The results
come from the PYTHIA Monte Carlo simulations used to correct the data, with the D6T (tune 109) [8]

2A tracklet is built combining a pair of hits in the two ITS SPD layers.
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Fig. 1: Triggered event selection efficiency from Monte Carlo simulations as a function of the generated multi-
plicity (|η |< 0.8, pT > pT,cut) for pp collisions at

√
s = 0.9 TeV (top) and 7 TeV (bottom), for the three different

values of the pT,cut (0.15 (left), 0.5 (middle) and 1.0 (right) GeV/c).

and Perugia-0 (tune 320) [9] tunes for the lowest and highest energy, respectively.

For the analysis of the 2010 data (for both the dNch/dη and multiplicity distribution results), an additional
criteria was included in the event selection in order to reduce the event pile-up contribution, already kept
low by the specific choice of data with µ . 0.0533. Based on the SPD information, events coming
from a pile-up interaction (i.e. a further collision occurring in the same bunch crossing in addition to
the triggering one) were removed: vertices from pile-up collisions can be identified from tracklets not
pointing to the position of the primary vertex as estimated by the tracklets themselves, provided that such
secondary vertices have at least three contributors, and are separated by the primary one by at least 8 mm.

3 Analysis strategy

The tracks used in the analysis are those reconstructed by the ALICE central global tracking [10]. The
tracking procedure starts with a first determination of the primary vertex through the combination of
the SPD tracklets. Starting from this vertex, track seeding (i.e. the procedure to find track candidate
starting from clusters) is afterwards performed in the TPC. A Kalman filter [10, 11] is then applied
propagating the tracks inwards through the sensitive volume of the TPC, through ITS, building the so-
called global tracks from the association of hits in the ITS to the TPC track candidates. The global tracks
are then propagated outwards, to the other ALICE detectors (TPC, TRD, TOF). A last inward Kalman
propagation towards the primary vertex is then performed, and the primary vertex recalculated. The full
description of the method used for the primary vertex determination can be found in [10, 12].

Track selection criteria (cuts) have been applied in order to maximize the tracking efficiency and min-

3The µ coefficient corresponds to the average number of collisions per bunch crossing.
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imize the contamination from secondaries and fake tracks. Besides requiring the tracks to be recon-
structed by both TPC and ITS, and to reject kinks (i.e. charged kaons decaying in two particles one
of which neutral), additional quality criteria are applied to optimize the reconstruction efficiency, and
reduce the contamination from secondaries. These cuts include:

– the number of clusters found in the ITS (at least 1 cluster in the SPD, out of a maximum of 6, as
the ITS has 2 layers per subdetector);

– the minimum number of TPC signal clusters associated to the reconstructed track (70 out of a
maximum of 159);

– the χ2 per TPC signal cluster (calculated with respect to the track parameters estimated from the
track fit to an helix) used to reconstruct the momentum (at most 4);

– the distance of closest approach (dca) to the vertex in the xy plane and in the z direction (perpen-
dicular and parallel to the beam axis, respectively).

The cut applied to the distance of closest approach in the plane perpendicular to the beam axis corre-
sponds to a 7 σ cut where σ is the resolution of the transverse impact parameter for primary tracks.
Since the latter one depends on pT, also the cut was pT dependent (with a dependence of the form
0.035+0.042× p−0.9

T and 0.0182+0.0350× p−1.01
T for 2009 and 2010 data respectively). For the 2010

data, further cuts were introduced:

– on the distance of closest approach in the z direction (< 2 cm), in order to further reduce the
contamination from tracks from pile-up events not rejected by the event selection;

– on the maximum value of χ2/ITS cluster(36);

– on the maximum value for the χ2 between the “TPC only track” constrained to the vertex and the
“global track”4 (set to 36).

The raw dNch/dη and multiplicity distributions obtained from data were corrected using PYTHIA Monte
Carlo simulations as described in Sec. 3.1 and Sec. 3.2. The GEANT3 particle transport package was
used together with a detailed description of the geometry of the experiment, and of the detector and
electronics response. Moreover, the simulation was set to reproduce the conditions of the LHC beam and
of the detectors (in terms of vertex position, calibration, alignment and response) at data taking for the
considered data.

A comparison between the distance of closest approach in the xy plane in the data and in the PYTHIA
Monte Carlo used for the corrections showed that PYTHIA underestimates the particle yield from sec-
ondaries (including the decays from strange particles), the difference varying between 0 and 35% at√

s = 0.9 TeV (from D6T tune, see [5]) and between 35% and 45% at 7 TeV (from Perugia-0 tune, see
also [13]), depending on pT. To consider this, the secondaries were rescaled in the Monte Carlo to match
the data. This correction was applied to all simulations used to correct the data.

3.1 Corrections for the charged-particle pseudorapidity density analysis

The charged-particle pseudorapidity distribution is given by the formula:

1
Nev

dNch

dη
(1)

4While “global tracks” are reconstructed using the full tracking information of ALICE including ITS, “TPC only track” are
built considering only the TPC information.
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to which three types of corrections have to be applied. First of all, a track-to-particle correction is needed,
in order to take into account the difference between the measured tracks and the true charged primary
particles. This correction takes into account acceptance effects, detector and reconstruction efficiency. It
is applied at track level. Secondly, the vertex reconstruction requirement in the analysis imposes a bias
on both the number of tracks and of events used, since those events without a reconstructed vertex are
not considered. This bias is corrected for, at both track and event level (vertex reconstruction correction).
Finally, the bias due to the trigger (event class) used is considered, resulting in a track level and event
level trigger bias correction.

In the analysis, the track corrections are obtained as a function of η , the z position of the vertex (vtxz)
and pT using all reconstructed tracks fulfilling the track selection requirements. The event corrections
depend on the reconstructed multiplicity and vtxz of the event and are calculated considering the events
satisfying the condition of having at least one reconstructed track in the η–pT phase space under study.
For the analysis presented here, the corrections were derived from a PYTHIA Monte Carlo simulation
(with the D6T [8] and Perugia-0 [9] tunes for the lower and higher energy, respectively). A complete
discussion of the correction procedure can be found in [1, 6].

Table 1 summarizes the average correction factors applied at both track and event level for the analyses
at
√

s = 0.9 and 7 TeV. The factors are reported for the three values of pT,cut. As one can notice, there
is no strong dependence on the value of pT,cut, even though the event level corrections slightly increase
from the lowest to the highest cut.

√
s (TeV) 0.9 7

pT,cut (GeV/c) 0.15 0.5 1.0 0.15 0.5 1.0
Track level 1.389 1.301 1.317 1.455 1.362 1.361
Event level 1.071 1.122 1.204 1.070 1.1 1.142

Table 1: Average track and event correction factors in the dNch/dη analysis at
√

s = 0.9 and 7 TeV.

3.2 Corrections for multiplicity distribution analysis

For the multiplicity analysis, two different corrections have to be considered.

The first takes into account the efficiency, acceptance and detector effects that result in a multiplicity
spectrum distorted from the true one. In order to recover the true spectrum, an unfolding procedure was
applied, building a response matrix from a Monte Carlo simulation, characterized by a high multiplicity
reach, as required by the unfolding. This was possible since the measured spectrum coming from a
specific true multiplicity depends only on the reconstruction procedure and the detector behaviour and
not on the Monte Carlo model.

The second correction for vertex reconstruction and event selection efficiency was evaluated using a
different Monte Carlo simulation, the aim of which was primarily to reproduce the multiplicity distribu-
tion of the data as closely as possible, without interfering with the relative contributions of the different
processes included in the generator. The corrections were obtained from PYTHIA simulations using
the ATLAS CSC [14] and Perugia-0 [9] tunes for the response matrix and event selection efficiency
respectively.

The unfolded spectrum was obtained using a χ2-minimization procedure. The χ2 function used to eval-
uate the “guessed” unfolded spectrum U , can be written as:

χ̂
2(U) = ∑

m

(
Mm−∑t RmtUt

em

)2

(2)
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Fig. 2: Response matrices for the analysis at
√

s = 7 TeV for pT,cut = 0.15 GeV/c. The left panel shows the
response matrix as from the Monte Carlo simulation, while the right panel shows the parameterized response
described in the text.

where Mm is the measured distribution at true multiplicity t with error em, and Rmt is the response matrix
element for measured multiplicity m and true multiplicity t. As the result of this minimization suffers
from oscillations in the unfolded spectrum, a constraint P(U) was added to the χ2 function, favoring a
certain shape in the unfolded distribution [15]. The constraint P(U) is called regularization term, and
the new χ2 function becomes:

χ
2(U) = χ̂

2(U)+βP(U)

As written in the formula, P(U) depends only on the unfolded spectrum U . β is the weight of the
regularization term. Different functions can be used for the regularization term. For the results presented
herein, two regularizations were considered, also to evaluate the systematic effect coming from the choice
of the regularization itself. In particular, the regularizations

P1(U) = ∑
t

(U ′t )
2

Ut
= ∑

t

(Ut −Ut−1)
2

Ut
(3)

and

P2(U) = ∑
t

(U ′′t )
2

Ut
= ∑

t

(Ut−1−2Ut +Ut+1)
2

Ut
(4)

were used. The first regularization imposes constant relative ”fluctuations” on the unfolded spectrum,
while the second one favors the minimal relative curvature. The weight of the regularization was damped
during the unfolding to account for the fact that the shape of the measured distribution might be different
from the one imposed by the regularization itself, especially at low multiplicity where a typical shoulder
is expected. Such damping factor was function of the measured spectrum.

An exhaustive description of the unfolding procedure can be found in [2, 6].

In order to take into account the fact that the response matrices may suffer from lack of statistics at high
multiplicities and in the tails of the distributions for a given fixed true multiplicity, a parameterization
of the response matrices was calculated (reproducing the Monte Carlo generated one) and used in this
analysis for the unfolding of the measured data at high multiplicities. The parameterization was based
on a Gaussian fit of the measured multiplicity distribution for each true multiplicity value. The mean and
sigma fit values were in turn fitted with a linear function and a Padé approximation respectively. The left
panel of Figure 2 shows as an example the response matrix for the analysis at

√
s = 7 TeV, pT,cut = 0.15

GeV/c. The result from the parameterization is illustrated in the right panel of the same figure.

The quality of the regularization can be estimated considering the normalized residuals, defined as:

ri =
Mi−R⊗U

ei
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Fig. 3: Comparison between the measured multiplicities and the convolution between the response matrix and the
unfolded distribution for 7 TeV data. The lower parts of the plots show the corresponding residuals as a function
of multiplicity. The insets represent the residual distributions, with the Gaussian fit superimposed. The two pT,cut

values 0.15 (left), and 1.0 (right) GeV/c are presented.

√
s (TeV) 0.9 7

pT,cut (GeV/c) 0.15 0.5 1.0 0.15 0.5 1.0
MC Generator −1.8% −1.2% +0.6% −2.9% −1.1% +1.7%

Track Selection Cuts 1.5% 0.9% 0.8% 2.0% 2.0% 1.2%
Material Budget 0.5% 0.3% 0.2% 0.5% 0.3% 0.2%

Particle Composition 1.0% 0.8% 0.5% 0.8% 0.6% 0.4%
Diffraction 0.4% 0.3% negl. 1.0% 0.6% negl.

ITS Efficiency 0.3% negl. negl. 1.0% 1.0% 1.0%
TPC Efficiency 1.5% 0.6% 0.4% 1.16% negl. negl.

Secondary Particle Rejection 0.8% 0.5% 0.5% 2.0% 1.5% 1.0%
Detector Misalignment negl. negl. negl. negl. negl. negl.

Beam-gas Events negl. negl. negl. negl. negl. negl.
Pile-up Event negl. negl. negl. 0.4% 0.4% 0.4%

Total +2.6
−3.1% +1.5

−1.9% +1.3
−1.2% +3.5

−4.6% +2.9
−3.1% +2.6

−1.9%

Table 2: Contributions to the systematic uncertainty in the measurement of dNch/dη at
√

s = 0.9 and 7 TeV as a
function of pT,cut. In the pseudorapidity range considered, the uncertainties showed to be |η | independent. For this
reason, one value only is reported (for η = 0).

where R⊗U is the convolution of the response matrix with the unfolded spectrum, and ei is the error on
the measured multiplicity. In the case of a satisfactory unfolding, the sum of the normalized residuals
should be close to the number of degrees of freedom, i.e. the number of multiplicity bins considered.
This translates in a residuals’ distribution following the shape of a Gaussian function centered around
zero and approximately one unit wide. Figure 3 shows the distribution of the residuals for the analysis at√

s = 7 TeV, for two pT,cut example cases, 0.15 and 1.0 GeV/c.

As already stated, a second correction was applied to the unfolded distribution, in order to take into
account the event selection efficiency. This correction was also obtained from a PYTHIA Monte Carlo
simulation, and is reported in Figure 4. As one can see, such efficiency is different from 1 only at low
multiplicities (. 5) as expected from the definition of the events used in the analysis.
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Fig. 4: Event selection efficiency from Monte Carlo simulations used in the multiplicity analysis as a function
of multiplicity (|η | < 0.8, pT > pT,cut) for pp collisions at

√
s = 0.9 TeV (top) and 7 TeV (bottom), for the three

different values of the pT,cut (0.15 (left), 0.5 (middle) and 1.0 (right) GeV/c).

4 Systematic uncertainties

Various sources of systematic uncertainties have been taken into account in the analysis, most of which
are common to the two analyses, as listed below:

– track quality cuts variation, including secondary particle rejection; this error accounts for the non-
perfect agreement between the distributions of the cut variables in data and Monte Carlo;

– difference between data and Monte Carlo in terms of ITS and TPC tracking efficiency (respectively,
prolongation efficiency from TPC to ITS, and efficiency in the propagation to the TPC entrance
of the ITS standalone tracks; this contribution was evaluated rescaling the Monte Carlo tracking
efficiency by the difference with the one found in data;

– material budget uncertainty, affecting the Monte Carlo simulations; this effect was taken into ac-
count rescaling the tracking efficiency in Monte Carlo by the effect of the change by ±7% in the
material budget;

– relative composition of particle species which may be different in data and Monte Carlo; this was
evaluated varying in the Monte Carlo simulation the relative contributions of the produced particle
types by ±30% with respect to the values found in the generators;

– relative fraction of Single-Diffractive (SD), Non-Diffractive (ND), Double-Diffractive (DD) pro-
cesses which may be different in data and Monte Carlo; this systematic error was obtained by
rescaling the relative contributions of the different process types found in Monte Carlo by:
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√
s (TeV) 0.9

pT,cut (GeV/c) 0.15 (5-25-35) 0.5 (5-12-22) 1.0 (4-8-14)
MC Generator 0.1− 0.1 − 1.2% 0.2−0.2−0.2% 0.3−0.2−0.2%

Track Selection Cuts 0.6−2.8−9.1% 2.0−7.4−15.5% 4.3−5.3−17.7%
Material Budget 0.3−3.4−5.4% 1.4−2.2−3.9% 1.0−1.6−1.8%

Particle Composition 0.7−2.0−3.1% 3.6−2.5−2.9% 4.8−5.7−7.3%
Diffraction 0.4 − 0.1− negl.% 0.1−0.1−0.1% 0.1 − 0.1 − 0.3%

ITS Efficiency 0.1−1.0−1.6% negl. negl.
TPC Efficiency 0.6−9.8−15.5% 2.6−4.6−8.1% 1.9−3.2−3.6%

Detector Misalignment negl. negl. negl.
Beam-gas Events negl. negl. negl.

Pile-up Event 0.1 − 0.3 − 1.1% 0.6−1.1−0.5% 0.7 − 1.5 − 0.6%
Unfolding 2.1−0.4−0.5% 0.1−6.0−14.4% 7.4−1.8−27.5%

Bias 5.9 − negl. − negl. % negl.−10.6−negl.% 3.8 − 19.9 − negl.%
Total 6.4−11.0−19.2% 5.1−15.4−23.2% 10.8−21.8−33.8%

Table 3: Contributions to the systematic uncertainty in the measurement of the multiplicity distribution at
√

s= 0.9
TeV. Due to the variation of the effect along the multiplicity spectrum, three reference multiplicities are quoted for
each component (low-intermediate-high). Here, the secondary particle rejection error is included in the contribu-
tion named “Track Selection Cuts”.

– dNch/dη analysis: the measured values from U5 were used for the results at
√

s = 0.9 TeV
(see also [1]); since no measurements were available for the 7 TeV case, the ratios from the
Monte Carlo generator were used and varied by ±50% (see also [2]);

– multiplicity analysis: the values published in [16] (not available at the time of the dNch/dη

analysis) were used;

– pile-up rejection (for 2010 data only); such uncertainty was estimated comparing the results with
and without pile-up rejection;

– Monte Carlo generator dependence, comparing the results when PHOJET5 [17] was used to cal-
culate the corrections.

The effect of detector misalignment and contamination from beam-gas events was found to be negligible
for both analyses.

For the multiplicity distribution analysis, two further contributions have been taken into account. Namely:

– uncertainty coming from the choice of the regularization (both function type and weight);

– bias introduced by the regularization (see [18])6.

The difference between data and Monte Carlo in the 〈pT〉 distribution as a function on multiplicity was
also studied. It was found that such difference, which depends on the Monte Carlo generator, has an
effect on the response matrix where the correlation between the 〈pT〉 and the multiplicity plays a role
due to the pT dependence of the tracking efficiency. The effect on the unfolded spectrum is not negligible
for the multiplicity analysis at 7 TeV, especially in the high multiplicity range. To take this into account,

5Such uncertainty was considered asymmetric only for the dNch/dη analysis, and symmetric for the multiplicity results,
due to the variation along the multiplicity spectrum that it shows.

6The systematic uncertainty coming from the bias due to the regularization was added in quadrature to the final systematic
uncertainty only in case it was larger than the statistical uncertainty.
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√
s (TeV) 7

pT,cut (GeV/c) 0.15 (5-35-70) 0.5 (5-15-35) 1.0 (5-12-22)
MC Generator 0.1− 0.1 −0.2% 0.1−0.1−0.1−% 0.4−0.5−0.5%

Track Selection Cuts 0.5−3.1−5.9% 0.4−1.7−3.2% 0.5−5.8−10.1%
Material Budget 0.2−2.3−6.8% 0.2−1.0−3.1% 0.3−1.1−2.0%

Particle Composition 0.3−2.2−7.8% 0.6−0.8−2.4% 2.4−3.8−4.7%
Diffraction 0.2−0.2−3.9% 0.2−0.1%− negl. 0.2−0.1−0.1%

ITS Efficiency 0.5−3.9−9.9% 0.7−2.5−7.5% 1.3−4.4−3.2%
TPC Efficiency 0.5−5.2−14.9% 0.1−0.3−0.9% negl.

Detector Misalignment negl. negl. negl.
Beam-gas Events negl. negl. negl.

Pile-up Event 0.4−1.4−0.7% 0.4−1.3−3.2% negl.−3.1−15.5%
Unfolding 1.0−2.3−3.6% 0.4−1.4−3.5% 3.8−2.3−4.4%

Bias negl.−4.0− negl.% negl. − negl. − negl. negl. − negl. − negl.
Response Matrix 0.4−4.1−10.3.% 0.4−0.6−2.8% 1.3−0.3−9.1%

Total 1.5−10.1−24.4% 1.3−3.8−10.6% 4.9−9.2−22.0%

Table 4: Contributions to the systematic uncertainty in the measurement of the multiplicity distribution at√
s = 7 TeV. Due to the variation of the effect along the multiplicity spectrum, three reference multiplicities are

quoted for each component (low-intermediate-high). Here, the secondary particle rejection error is included in the
contribution named “Track Selection Cuts”.

at
√

s = 7 TeV, the average of the corrected spectra obtained from the response matrix from two different
PYTHIA-6 tunes (namely ATLAS CSC [14] and Perugia-0 [9]) was used. The choice of these tunes
was justified by the fact that their 〈pT〉 vs multiplicity dependence underestimates and overestimates,
respectively, the one found in data (see also [5]).

Table 2 summarizes the contributions to the total systematic uncertainty of the different sources, esti-
mated for

√
s = 0.9 TeV and 7 TeV, with the three values of the pT,cut for the dNch/dη results. For the

multiplicity analysis, the systematic uncertainties vary as a function of multiplicity. For this reason, to
give an indication of their magnitude, Tables 3 and 4 report the errors associated to only three multiplicity
bins, chosen so to lie in the low, intermediate, and high multiplicity region of the unfolded spectrum, to
be used as examples. To ensure a monotonic increasing behaviour of the systematic uncertainty for the
multiplicity analysis, a smoothing procedure was applied for the final results suppressing the fluctuations
between bins due mainly to unfolding effects.

5 Results

5.1 dNch/dη results

Figures 5, 6, 7 show the final charged particle dNch/dη for the two energies
√

s = 0.9 (left panels) and 7
TeV (right), and the three pT,cut values 0.15, 0.5, and 1.0 GeV/c, for the INEL > 0|η |<0.8,pT>pT,cut classes
of events. Predictions from Monte Carlo generators are superimposed on the distributions. They are
indicated as follows:

– PYTHIA-6

– Atlas CSC (tune 306 [14]);

– D6T (tune 109 [8]);

– A (tune 100 [19]);



Charged-particle multiplicity measurement 13

0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

η
/d

c
h

N
d

0.5

1

1.5

2

2.5

3

3.5

4

 > 0.15 GeV
T

p| < 0.8, η > 0, |chN = 0.9 TeV, s

ALICE pp Atlas CSC (306)

D6T (109) A (100)

Perugia0 (320) Perugia2011 (350)

Pythia8 (1) Pythia8 (4C)

Phojet EPOS LHC

ηPseudorapidity 
0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

D
a
ta

/M
C

1

1.2

0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

η
/d

c
h

N
d

1

2

3

4

5

6

 > 0.15 GeV
T

p| < 0.8, η > 0, |chN = 7 TeV, s

ALICE pp Atlas CSC (306)

D6T (109) A (100)

Perugia0 (320) Perugia2011 (350)

Pythia8 (1) Pythia8 (4C)

Phojet EPOS LHC

ηPseudorapidity 
0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

D
a
ta

/M
C

0.8

1

1.2

1.4

Fig. 5: Top panels: dNch/dη versus η obtained at
√

s = 0.9 (left) and 7 TeV (right) with pT > 0.15 GeV/c for
|η | < 0.8 normalized to the INEL > 0|η |<0.8,pT>pT,cut event class. The predictions from different Monte Carlo
generators are also shown. The grey bands represent the systematic uncertainties on the data. Bottom panels: data
over Monte Carlo prediction ratios for the different generators considered. Here, the grey bands represent the total
(statistical + systematic) uncertainty on the data.

– Perugia-0 (tune 320 [9]);

– Perugia-2011 (tune 350 [20]).

– PYTHIA-8

– Pythia8 (tune 1 [21]);

– Pythia8 (tune 4C) [22]);

– PHOJET ([17]);

– EPOS LHC ([23]).

The bottom panels of the figures show the ratio between the data and the Monte Carlo predictions. As
one can see, the EPOS Monte Carlo is able to well describe the ALICE results at both centre-of-mass
energies and for the three pT,cut values, with the largest discrepancy of ∼ 5% for

√
s = 0.9 TeV and

pT,cut = 1 GeV/c. For the rest of the generators, at different centre-of-mass energies and with different
values of the pT,cut, the different models describe the data differently, with a discrepancy between data
and Monte Carlo that varies between a few percents and∼ 40%. In general, with the exception of EPOS,
a universal trend can not be identified, and the Monte Carlo prediction that agrees with the data may be
different from case to case. For example, at both

√
s = 0.9 and 7 TeV, the ATLAS CSC tune comes quite

close (within∼ 5%) to the data for pT,cut = 0.15 and 0.5 GeV/c, even if it is not always the best prediction
(e.g., at 0.9 TeV, pT,cut = 0.15 GeV/c the PHOJET and EPOS results are the most similar to the ALICE
measured ones). On the contrary, in the case of pT,cut = 1 GeV/c, the difference with data is considerable
(∼ 10− 20%). At pT,cut = 1.0 GeV/c, Perugia-0 and PYTHIA8 (tune 1) are the Monte Carlo that have
the smallest discrepancy (within a few percent) to data at

√
s = 0.9 and 7 TeV respectively (excluding

EPOS).
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Fig. 6: Same as Figure 5, but for pT > 0.5 GeV/c.

The corresponding ATLAS results (for the two highest pT,cut values only) can be found in [24], where
analogous conclusions were drawn.
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Fig. 7: Same as Figure 5, but for pT > 1.0 GeV/c.

5.2 Multiplicity distribution results

The charged particle multiplicity distribution results are illustrated in Figs. 8, 9, and 10, for the two
energies

√
s = 0.9 (left panels) and 7 TeV (right panels), and the three pT,cut values 0.15, 0.5, and 1.0

GeV/c, for the INEL > 0|η |<0.8,pT>pT,cut classes of events. The statistical uncertainties (which are drawn
separately from the systematical ones) present a non-monotonic behaviour, which is a consequence of
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the usage of the specific regularization with damping in the unfolding procedure as discussed in Sec. 3.2.
As one can observe, going from the lowest to the highest value of pT,cut for both centre-of-mass energies,
the shape of the distribution becomes more exponential, with the typical shoulder at low multiplicities
progressively suppressed.

Fig. 8: Multiplicity distributions measured by ALICE at
√

s = 0.9 (left) and 7 TeV (right) for pT > 0.15 GeV/c.
The grey bands represent the systematic uncertainty on the measurement.

Fig. 9: Same as Figure 8, but for pT > 0.5 GeV/c.

For the sake of clarity, the comparison to the Monte Carlo calculations is reported in Figs. 11 and 12 as
follows:

– Figure 11:

– PYTHIA-6, Atlas CSC (tune 306 [14]);

– PYTHIA-6, D6T (tune 109 [8]);

– PYTHIA-6, A (tune 100 [19]);

– PYTHIA-6, Perugia-0 (tune 320 [9]);

– PYTHIA-8, 1 (tune 1 [21]);

– Figure 12:
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Fig. 10: Same as Figure 8, but for pT > 1.0 GeV/c.

– PYTHIA-6, Perugia-2011 (tune 350 [20]);

– PYTHIA-8, 4C (tune 4C, [22]);

– PHOJET ([17]);

– EPOS LHC ([23]).

The comparison is presented in a limited range of multiplicity in order to take into account the limited
statistics available in the Monte Carlo simulations. In particular, the spectrum is shown whenever the
statistical error on the Monte Carlo calculation is smaller than 10%. Moreover, a rebinning in the high
multiplicity range was applied to compare to data in Figs. 8, 9 and 10 .

As it was already pointed out for the pseudorapidity density distribution results in Sec. 5.1, at differ-
ent centre-of-mass energies and with different values of pT,cut, the different models describe the data
differently, and no general agreement can be observed. The level of agreement/disagreement varies sig-
nificantly as a function of multiplicity, and one tune that gives reasonable comparison to data in one case
(i.e. ATLAS CSC for the 7 TeV case, pT,cut = 0.5 GeV/c up to multiplicity∼ 20−25) fails in the others.
EPOS is an exception: at both

√
s = 0.9 and 7 TeV it reproduces the measured distributions quite well,

especially for the two lowest pT,cut values. PYTHIA-8 is an interesting case. The tune 1 seems to be
able to reproduce within 20% the data at 7 TeV for all three values of pT,cut, but only up to intermediate
multiplicities (e.g. up to∼ 20 for pT,cut = 0.15 GeV/c). Nevertheless it stays far from the data at 0.9 TeV
in the two lowest pT,cut cases. On the contrary, PYTHIA-8 tune 4C is far from the ALICE measurements
at 7 TeV, especially in the high multiplicity range where it overestimates the data by up to ∼ 50%, but it
is close to those at 0.9 TeV (within ∼ 20%). These considerations lead to infer that the various Monte
Carlo tunes are very sensitive to the energy and general properties of the system, such as its pT spectrum.

Similar results and conclusions for both energies and pT,cut = 0.5 and 1.0 GeV/c were obtained by the
ATLAS experiment [24].

It is worth to mention that the comparison of the multiplicity distributions with PYTHIA-8 (tune 1,
from [25]) showed by CMS in [26] suggests a good agreement between the model and the data. However,
the track and event selection there (pT > 0 and |η |< 2.4, Non-Single-Diffractive (NSD) events in [26])
are different from those used for the analysis presented here.
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Fig. 11: Comparison with Monte Carlo predictions for the analysis at
√

s = 0.9 (left) and 7 TeV (right). The
PYTHIA-6 tunes ATLAS-CSC, D6T, A, and Perugia-0 are drawn, together with tune 1 from PYTHIA-8 (see text
for references). The pT,cut is 0.15, 0.5, 1.0 GeV/c from top to bottom. In the upper panels, data are showed with
both the statistical (black line) and systematic (grey band) uncertainties. The grey bands in the lower panels, where
the ratios data/Monte Carlo are presented, correspond the total uncertainty on the final results. The wiggles in
the ratios are due to interpolations between the points at various multiplicities. The Monte Carlo calculations are
showed only in the range where their statistical uncertainty did not exceed 10%.
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Fig. 12: Comparison with Monte Carlo predictions for the analysis at
√

s = 0.9 (left) and 7 TeV (right). The
PYTHIA-6 Perugia-2011 tune is drawn, with the calculations from PHOJET, EPOS (LHC tune) and tune 4C of
PYTHIA-8 (see text for references). The pT,cut is 0.15, 0.5, 1.0 GeV/c from top to bottom. In the upper panels,
data are showed with both the statistical (black line) and systematic (grey band) uncertainties. The grey bands in
the lower panels, where the ratios data/Monte Carlo are presented, correspond the total uncertainty on the final
results. The wiggles in the ratios are due to interpolations between the points at various multiplicities. The Monte
Carlo calculations are showed only in the range where their statistical uncertainty did not exceed 10%.
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6 Conclusions

The charged particle pseudorapidity density and multiplicity distributions measured by ALICE with
charged tracks reconstructed in the ITS and TPC detectors have been presented. The analyses were
carried out using data collected in 2009 and 2010 at

√
s = 0.9 and 7 TeV. A pT,cut was used in order

to characterize the class of events to be considered for the analysis, namely the INEL > 0|η |<0.8,pT>pT,cut

class, defined requiring at least one charged particle with pt > pT,cut in |η | < 0.8. Three pT,cut values
were used, 0.15, 0.5 and 1.0 GeV/c. While the lowest pT,cut allows the most inclusive measurement
for ALICE with global tracks, the 0.5 and 1.0 GeV/c cuts were chosen together with the other LHC
collaborations (ATLAS, CMS) to allow for the comparison with their results. The results were compared
to different Monte Carlo models, showing that, with the striking exception of the LHC tune of EPOS,
the selected Monte Carlo generators do not reproduce the measurements at both centre-of-mass energies
and for all choices of pT,cut.
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