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Abstract

Many of the most vexing phenomena observed in condensed matter physics involve strongly correlated sys-
tems near quantum critical points in two spatial dimensions. Examples range from the sharing of critical
exponents (superuniversality) among quantum Hall plateau transitions to the emergence of a charge-vortex
symmetry near the field-tuned superconductor-insulator transition in thin films to the appearance of “anoma-
lous” metallic states which evade localization. These problems elude theoretical understanding because they
lack small parameters; standard perturbative approaches constitute poor, often uncontrolled approximations.

This thesis concerns itself with the development of techniques reaching beyond the perturbative paradigm,
focusing especially on duality, the idea that two seemingly different theories are actually one and the same.
While a duality is most useful when it relates a strongly interacting theory to a weakly interacting one,
even dualities between strongly coupled theories can reveal emergent symmetries and exotic gapped phases
that may be obscure in one theory but not its dual. Recently, starting from a relativistic analogue of flux
attachment, an entire web of quantum field theory dualities was proposed connecting a wide variety of
quantum critical states in two spatial dimensions. This web of dualities has led to a surge of progress on a
wide variety of condensed matter problems, several examples of which are presented in this thesis.

One of the major challenges that comes with the proposal of new dualities is to “derive” them. In
Chapter 2, we construct simple, explicit derivations of many members of the web of dualities in (particle-hole
symmetric) models of relativistic current loops. In relativistic theories, flux attachment necessarily involves
transmutation of both statistics and spin, an operation which can be made precise in the context of loop
models. We further show that while non-relativistic theories are invariant under attachment of even numbers
of flux quanta due to the periodicity of statistics, this symmetry is completely lost in relativistic theories due
to the presence of spin, clarifying the interpretation of earlier loop models in which this symmetry appeared
to be present.

Motivated in part by this lack of statistical periodicity in relativistic flux attachment, in Chapter 3 we
turn our attention to the metallic, “composite Fermi liquid” states occuring in quantum Hall systems at filling

fraction v = 1/2n. Famously, the state at v = 1/2 is known to display particle-hole symmetry, which has
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recently led to the proposal of a manifestly particle-hole symmetric theory of relativistic, or Dirac, composite
fermions that features prominently in the web of dualities. Surprisingly, however, an analogous “reflection
symmetry” has also been observed in transport experiments about ¥ = 1/4. To explain this symmetry, we
propose a series of relativistic composite fermion theories for the compressible states at ¥ = 1/2n, in which
the reflection symmetry is incorporated as a mean field time-reversal symmetry of the composite fermions.
These theories consist of electrically neutral Dirac fermions attached to 2n flux quanta via an emergent
Chern-Simons gauge field. While not possessing an explicit particle-hole symmetry, these theories reproduce
the known Jain sequence states proximate to v = 1/2n, and we show that such states can be related by the
observed reflection symmetry, at least at mean field level.

In Chapter 4, we describe how duality can be used to access exotic gapped phases, in particular non-
Abelian quantum Hall states. Using proposed non-Abelian bosonization dualities in two spatial dimensions,
which morally relate U(N); and SU(k)_n Chern-Simons-matter theories, we present pairing scenarios for
which non-Abelian quantum Hall states can be obtained starting from theories of Abelian composite particles.
The advantage of these dualities is that regions of the phase diagram which may be obscure on one side of
the duality can be accessed by condensing local operators on the other side. Starting from parent Abelian
states, we use this approach to construct Landau-Ginzburg theories of non-Abelian states through a pairing
mechanism. In particular, we obtain the bosonic Read-Rezayi sequence at fillings v = k/(kM +2) by starting
from k layers of bosons at v = 1/2 with M Abelian fluxes attached and then condensing k-clusters of the
dual non-Abelian bosons. We further extend this constructions to obtain generalizations of the Read-Rezayi
states with emergent global symmetries.

In Chapter 5, we describe a context in which non-perturbative ideas from duality and perturbative
results in the language of the renormalization group (RG) can inform one another: the interplay of quenched
disorder and strong interaction effects near quantum critical points. In particular, we focus on the problem
of quenched disorder at the superfluid-insulator transition of the O(N) model in the large-N limit. While a
random mass is strongly relevant at the free fixed point, its effect is screened by the strong interactions of the
Wilson-Fisher fixed point in this model, enabling a perturbative RG study of the interplay of disorder and
interactions about this fixed point. In contrast to the spiralling flows obtained in earlier double-¢ expansions,
we show that the theory flows directly to a quantum critical point characterized by finite disorder and
interactions, with critical exponents in remarkable agreement with numerical studies of the superfluid-Mott
glass transition. With these results in hand, we apply duality to discuss the possible implications of this

result for the dual Abelian Higgs and Chern-Simons-Dirac fermion theories when N = 1.
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Chapter 1

Introduction

1.1 From Strongly Interacting Quantum Phase Transitions to
Anomalous Metals

Many of the most mysterious phenomena in condensed matter physics involve systems near phase transitions
at zero temperature. Unlike classical phase transitions, which are driven by thermal fluctuations, these phase
transitions are driven by quantum fluctuations stemming from the uncertainty principle, thereby earning
the name of quantum phase transitions. Frequently, the gapless degrees of freedom at a quantum phase
transition are very strongly interacting at all energy scales, placing them well beyond the realm of single
particle physics. Quantum phase transitions are therefore natural places to expect exotic, strongly correlated
quantum phenomena, an expectation borne out by a wide breadth of unexplained experimental observations
in everything from quantum Hall systems to superconducting thin films to correlated magnets to topological
insulators.

Among the most prominent quantum phase transitions are those occuring between quantum Hall plateaus,
which arise in 2d systems of electrons in a strong perpendicular magnetic field. The presence of the magnetic
field causes the electrons to fill out highly degenerate Landau levels (LLs). Famously, at both integer and
fractional LL fillings, these systems organize themselves into a rich variety of incompressible phases — the
titular plateaus — with quantized Hall response. Although an understanding of these incompressible phases
was a major achievement of twentieth century physics, the transitions between quantum Hall plateaus ex-
hibit a range of phenomena that continue to elude explanation. For example, all appear to share the same
critical exponents, v ~ 7/3 and z ~ 1, irrespective of the particular quantum Hall phases on either side!
[1-9], a phenomenon known as superuniversality [10, 11]. While the concept of universality is a bedrock
organizing principle of modern condensed matter physics, plateau transitions are the only known family of

superuniversal phase transitions in nature. Clearly, the observation of superuniversality hints at an intimate

I'While it is often an operating assumption that this is also true for fractional quantum Hall transitions, only the product
vz has been measured at those transitions. Their individual values of v and z have not been measured.



connection — perhaps a symmetry — between these ostensibly distinct quantum phase transitions, yet captur-
ing this connection theoretically has proven exceptionally difficult due to the strongly interacting nature of
the problem. Indeed, the known theoretical examples of superuniversality have proven rare and idiosyncratic
[12, 13]. Moreover, they fail to explain the values of the exponents themselves, which appear impossible to
obtain without incorporating both strong interactions and quenched disorder: v ~ 7/3 and z = 2 can be
obtained in non-interacting descriptions of integer quantum Hall transitions with quenched disorder [14—16],
but the presence of interactions is believed to play a crucial role in producing z ~ 1 [17]. The problem of
superuniversality is therefore inherently beyond the usual tools of condensed matter physics and quantum
field theory, which rely on something being small enough for perturbation theory to be reliable.

In addition to the sharing of exotic critical indices, plateau transitions are also observed to host poorly
understood emergent symmetries. About the v = 1 integer quantum Hall (IQH) to insulator transition?,
located at v = 1/2, the current-voltage curves appear to satisfy a reflection symmetry (R) across the
transition, in which current and voltage exchange roles [18-20]. More precisely, for each filling fraction v on

one side of the transition, there is a filling fraction v’ on the other side such that

pralv) = —— (”) Py (V) = pay (V) = & (L.1)

Pz (V') €2 e?

where p;; is the resistivity tensor. Since this symmetry amounts to exchange of current and voltage, it can be
interpreted as a symmetry relating flux and charge. It can also be understood as a particle-hole symmetry
(PH), since the relationship between v and v’ is v/ = 1 — v, which is the exchange of empty and filled
states. Such a PH symmetry is expected to appear at v = 1/2 because it is an exact symmetry of the lowest
Landau level (LLL) Hamiltonian, yet it has been notoriously difficult to capture theoretically. The classic
Halperin-Lee-Read (HLR) description of the v = 1/2 state in terms of composite fermions interacting with a
fluctuating Chern-Simons gauge field [21] fails to manifest this symmetry at mean field level® as long as py.
is finite, and attempts to incorporate gauge field fluctuations have not altered this conclusion [26, 27]. In
addition, R symmetry is also observed at the v = 1/3 fractional quantum Hall (FQH) to insulator transition,
which occurs at ¥ = 1/4. The only differences in this case are that p,, = 3h/ €2, and the relationship between
v and v’ takes a form which maps filling fractions on one side of ¥ = 1/4 to the other. Unlike the case of
v = 1/2, there is no reason to believe a priori that R symmetry should arise at v = 1/4, rendering the

problem of explaining it even more challenging.

2Here v = 27mp./B denotes the filling fraction in units & = ¢ = 1, with p. being the electron density and B the external
magnetic field. Whether we are referring to filling fraction or correlation length exponent will always be apparent from context.

3This conclusion has been recently challenged in a number of works [22-25], which find that a proper incorporation of the
flux attachment constraint in HLR can lead to PH-symmetric DC response in mean field theory. This, however, is not the
same as demonstrating that PH is a genuine global symmetry.



A more common way of thinking about quantum Hall systems at v = 1/2 and v = 1/4 is not as quantum
phase transitions, but as metallic phases that persist for a range of magnetic field strengths [28]. This is
because, in clean enough samples, the corresponding plateau transitions broaden out into what appear to be
stable compressible phases. Within the HLR language, these states are described in terms of Fermi surfaces
of composite fermions coupled to gauge fields. Indeed, the composite Fermi surface seems to reveal itself
in quantum oscillations measured near v = 1/2 [29-35]. However, the existence of such a stable metallic
phase contradicts the widespread belief, based on the scaling theory of localization [36], that there are no
stable metallic ground states in two dimensions in the presence of weak disorder®. States of this kind are
thus referred to as anomalous metals. Although the scaling theory of localization is only valid for systems
of non-interacting electrons, attempts to construct stable (finite density) metallic theories with disorder and
interactions have been largely unsuccessful. Even in the clean limit, the problem of a Fermi surface strongly
coupled to a gapless boson (either a gauge field or a scalar order parameter) in 2d is plagued with infrared
divergences that invalidate standard perturbative approaches such as the random phase approximation
(RPA) [37], although some controlled expansions have been developed [38-42].

Surprisingly, much of this phenomenology is not limited to quantum Hall systems. For example, the same
superuniversal exponents have been observed at the magnetic field-tuned superconductor-insulator transition
(SIT) in thin films, as well as a similar charge-flux symmetry known as self-duality [43-51]. At the transition,
self-duality is the statement that Cooper pairs and vortices have the same transport properties, but since

conductivity of charge is resistivity of vortices (current and voltage again exchange roles), this implies

(Paz)® + (pay)® = (!;)2 : (1.2)

Here h/4e? is the quantum of Cooper pair resistance. Experimentally, Pzy has been observed to be vanishingly
small, meaning p,, ~ h/4e* [45]. In further analogy to the quantum Hall transitions, the field-tuned SIT
also has been observed to broaden into an anomalous metal at weak disorder [52-56]. Such parallels are
are shocking: the field-tuned SIT and the plateau transition problems appear fundamentally distinct, as the
degrees of freedom governing the SIT are bosons, but those governing plateau transitions are fermions.
Like the quantum Hall transitions, the field-tuned SIT lies beyond the scope of perturbative techniques, as
both strong interaction and disorder effects appear to play essential roles. The apparent connection between
these two very different systems, however, indicates that a deep set of principles may be at work which is
inherently non-perturbative. Indeed, the most natural inference one can make is that these two types of

quantum critical points are one and the same, with the different apparent degrees of freedom at each simply

4This conclusion assumes the absence of spin-orbit coupling.



constituting different choices of variables. In more precise terms, this would mean that the quantum field
theories (QFTs) describing these transitions are dual to one another. Duality is most useful when it relates
strongly and weakly interacting theories, or theories to themselves. In such cases, the duality represents
a complete, non-perturbative solution to a problem. However, even in cases where duality connects two
strongly interacting theories, it can be leveraged to make a variety of useful, non-perturbative statements,
particularly regarding emergent symmetries and the accessibility of exotic gapped phases.

This thesis focuses on the development and application of QFT dualities to better understand quantum
phase transitions in two spatial dimensions. Along the way, we will engage with each of the problems
described above. In some cases, like that of reflection symmetry at v = 1/4 or the study of the interplay
of strong interactions and quenched disorder, we will demonstrate significant progress and motivate new,
non-perturbative principles; in others, particularly that of superuniversality, we will show how duality can
lead to a more refined understanding of the underlying problem, helping to set the stage for an ultimate
solution. The remainder of this Chapter will consist of a brief historical overview of duality, followed by a
discussion of the different ways that duality can be used to generate new, non-perturbative results and an

outline of the remainder of the thesis.

1.2 A Brief History of Duality

1.2.1 Electromagnetic Duality and the Dirac Monopole

The idea of duality has a long history in condensed matter, high energy, and statistical physics. Perhaps the
earliest example of duality is electromagnetic (EM) duality, which is simply the statement that Maxwell’s

equations in a vacuum,

V.E=0, VxE=-4B, (1.3)

V.B=0, VxB=0E, (1.4)

are invariant under the exchange of electric and magnetic fields, E <+ —B. This means that Maxwell’s
electromagnetism in 341D is invariant under the exchange of electric charges and magnetic monopoles,
making it self-dual.

What are the monopoles that participate in EM duality? Although monopoles have not been observed

in nature, the possibility of their existence has important consequences for gauge theories. The magnetic



field of a monopole is given by

r

B=h—s.
r[?

(1.5)

where h is the magnetic charge.

The challenge of defining monopoles is that the field of a monopole is in conflict with the use of a vector
potential, A, such that B = V x A. The use of a vector potential is essential to describing magnetism
for a variety of reasons. For example, we know from quantum mechanics that vector potentials can contain
physical information, leading, for example, to the Aharanov-Bohm effect.

The existence of monopoles can be made consistent with the use of a vector potential if said vector
potential is allowed to be singular. Pursuing this line of thinking, Dirac imagined that a monopole could
be defined as the end of an infinitely long, infinitely thin solenoid, now known as a Dirac string [57]. Along
the Dirac string, A is singular, but this does not matter so long as the presence of the string itself cannot
be detected in an experiment. While such an experiment cannot be constructed using classical ideas, in
quantum mechanics it is possible to detect the Dirac string by bringing an electric charge e around it and

measuring the Aharonov-Bohm phase the string imparts,
A@ze%dﬂAzeh. (1.6)

This means that the string cannot be detected if the magnetic charge is quantized in inverse units of the

(minimum) electric charge,
2mn

This statement is known as the Dirac quantization condition, and it holds for any compact gauge theory®.
We will encounter versions of it frequently in this thesis. The fact that the fundamental electric and magnetic
charges are inverses of each other indicates that EM duality is not only a self-duality, but also a strong-weak
duality: when electric charges are strongly coupled, magnetic monopoles are weakly coupled and vice versa.

A common feature of the dualities we consider in this thesis is that they involve exchange of electric and
magnetic degrees of freedom. While the use of a Dirac string is not essential in defining a monopole [58],

the nonlocal character of the Dirac string nevertheless provides useful intuition, as we will see below.

5The above discussion relies on taking electromagnetism to be a compact, U(1) gauge theory rather than a R gauge theory,
which is not compact. Throughout this thesis, we will always use this ‘high energy’ definition of a compact gauge theory: namely,
a gauge theory which can support monopoles. Often, in condensed matter contexts, a different definition of compactness is
used in which monopoles are required to have finite energy, and flux is not conserved.



1.2.2 Order and Disorder, Charge and Flux
Kramers-Wannier Duality

One of the most beautiful insights in statistical physics is that the intuition of EM duality can be applied

to the 2d (classical®) Ising model,

ZIKl= Y ][ exp(-Ko.oy), (1.8)
{oi=%1} (s,s’)

where (s, s’) denotes nearest-neighbor sites s and s’, and K = J/T, with J being the nearest-neighbor

coupling and T the temperature. Kramers and Wannier [59] showed that the high temperature (disordered,

small K) and low temperature (ordered, large K') phases are dual to one another, i.e.

Z[K] = Z{K} . tanh K = e 2K (1.9)

Here the Ising variables of the dual theory are viewed as living on the sites located at the centers of each
plaquette, which form what is known as the dual lattice. This duality enabled Kramers and Wannier to
solve exactly for the critical temperature, where the partition function is exactly self-dual and K = K.

Already, the existence of a self-duality mapping strong and weak coupling is reminiscent of EM duality,
and, indeed, Kramers-Wannier duality can be viewed as an exchange of “electric” and “magnetic” variables.
This was first understood by Kadanoff and Ceva [60], who considered an operator uz(I") which creates an
half-infinitely long domain wall along a path I" on the dual lattice which ends at the site §, i.e. uz(T") breaks
every bond crossed by I'. This operator is called a disorder operator, meaning that it acquires a vacuum
expectation value in the disordered phase of the original theory. This can be observed from the fact that,
in the disordered phase, the free energy cost AF of a fractional domain wall is essentially constant in its
length (domain walls have proliferated, i.e. (u) # 0), while in the ordered phase AF grows linearly with the
length of the domain wall (domain walls are rare, (u) = 0).

Equivalently we can view the disorder parameter as pz is the dual of the order parameter, meaning
that duality is the exchange of order and disorder operators. The notion of disorder operators therefore
generalizes the role of the monopole of EM duality in a manner that can be applied to any duality. Indeed,
the definition of the disorder operators of the 2d Ising model as a half-infinite domain wall recalls that of

the Dirac string as a half-infinite solenoid.

6The conclusions of this section are also valid for the quantum problem in 141 dimensions, which is related to the classical
problem via the transfer matrix formalism.



The Ising Gauge Theory

Kramers-Wannier duality can be generalized to higher dimensions, although it is no longer a self-duality. For
example, in 3d, domains in the Ising model are no longer bounded by lines, but by surfaces, implying that
the disorder variables will live on links rather than sites of the dual lattice. Theories of this kind are lattice

gauge theories, and the Kramers-Wannier dual of the 3d Ising model is the so-called Ising gauge theory [61],

Zising| K| = Ziar [IN(} = Z Hexp —f(HO‘g , tanh K = e_zk, (1.10)
{op=%1} P cep
where oy is an Ising variable on a link ¢ on the dual lattice, and p denotes a plaquette (which contains four
links). It can be physically interpreted as a discrete magnetic flux variable. Note that we have dropped the
tildes on dual lattice coordinates. The Ising gauge theory has a Zs gauge symmetry, oy — Vs0s ste; Votes
Vi € Zs, if £ = (s, 5 + e;), where e; is the unit lattice vector in the i-direction.

Unlike the 3d Ising model, the Ising gauge theory does not have the usual kind of ordered and disordered
phases. Instead, its phases are characterized by confinement and deconfinement, which are not associated
with a local order parameter. Confinement is diagnosed from the behavior of the (non-local) Wilson loop
operator [62],

Wr =[] o, (1.11)

ter
where I' = 0% is a closed path on the dual lattice. Whether the theory is in the confined (high temperature,
K < f(c) or deconfined (low temperature, K > KC) phase depends on whether the Wilson loop satisfies an

area or a perimeter law respectively,

confined (K < K.) : (W) ~ exp {ff(f() Area(E)} , (1.12)

deconfined (K > K,) : (Wr) ~ exp [—f(K) Perimeter(l")} . (1.13)

The statement of Kramers-Wannier duality for the Ising gauge theory and the 3d Ising model is that the
high and low temperature phases map to one another. Confinement therefore corresponds to the ordered
phase of the Ising model, while the deconfined phase corresponds to the disordered phase.

The physical meaning of confinement is apparent if we consider the potential between two static point
particles charged under the Z, gauge field. Say that the are a distance R apart. Their world lines simply
wrap the time axis (which has circumference B), and so the potential between the two point charges is none

other than the free energy cost of the Wilson loop formed by the two particles’” world lines. In the confining



phase, one obtains

BV(R) ~ Area(X) = BR= V(R) ~ R. (1.14)

This is a confining potential: it grows linearly with the separation of the two charges, like a string tension.

In contrast, in the deconfined phase,

BV (R) ~ Perimeter(I') ~ 3 + R = V(R) ~ constantas 3 — co. (1.15)

The potential is independent of the separation as the temperature goes to infinity, and so the charges are
free to live apart. They are deconfined. This phase takes on special importance in modern condensed matter
physics: it is the simplest example of a phase hosting topological order, manifest in a topological ground
state degeneracy of the theory on a torus (for a review, see Ref. [63]). However, this is not captured by the
duality with the 3d Ising model, which exchanges open and periodic boundary conditions. In other words,
Kramers-Wannier duality successfully captures local but not global properties of the two dual theories in
the thermodynamic limit.

A deep consequence of the duality between the 3d Ising model and Ising gauge theory is that confinement
can be interpreted as the proliferation of monopoles. While we introduced the Ising gauge theory as the
theory of disorder operators of the 3d Ising model, we can equivalently view the variables, o, of the 3d
Ising model as “Dirac strings” in the Ising gauge theory. From the point of view of the Ising gauge theory,
the operator o creates a flux tube which excites Z, flux around each of the plaquettes it pierces, ending on
site s. In the confining phase, these Ising variables order, meaning that there is a condensate of “magnetic”
charges. The principle that confinement corresponds to the condensation of monopoles is not limited to this

example and has broad implications in the study of gauge theories.

1.2.3 Boson-Vortex Duality

One of the dualities that will feature prominently in this thesis is boson-vortex duality [64-66]. Consider

the 3d (classical) XY model,

Zxy|K] = / DO [ [ exp [~ K cos(A,0,)] (1.16)

where s again is a site index, 05 € [0,27), 4 = 0,1,2 is a lattice vector index, and A 0, = Osic, — 0s is
a lattice derivative. Physically, this theory can be thought of as describing an array of coupled Josephson
junctions, where 6, is the phase of the order parameter. As K is tuned, the theory passes from an ordered,

superfluid phase phase (K > K_.), in which (¢?®:) # 0 and there is a gapless Goldstone mode, to a disordered,



insulating phase (K < K.) in which (¢%s) = 0 and all excitations are gapped. The transition between these

two phases is known to be second order, and QFT describing it the Wilson-Fisher fixed point,

Lwr = 0,0 — |o|*. (1.17)

Here the complex scalar field ¢ is the order parameter of the transition, and we use the notation —|é|* to
denote tuning to the fixed point, which has O(1) self-interactions. The transition is tuned by introducing
the mass operator —dér|¢|?, with the ordered phase corresponding to dr < 0 and the disordered phase
corresponding to dr > 0.

Boson-vortex duality is the statement that, up to irrelevant operators, the partition function of the 3d
XY model is equal to that of the Abelian Higgs model, which is a theory of bosonic “vortices” interacting

logarithmically via a fluctuating U(1) gauge field a,, s,

~ ~ ~ ~ 1
Z Abelian Higgs | K, 9] = /D9 Da,, Hexp {K cos(Apbs —ays) — 2—2(A xa)?|, (1.18)
g
s,p
ZXY[K} = ZAbclian Higgs |:X — OO>92 = (27T>2K . (119)

The Abelian Higgs model has two phases. The first is a superconductor (¢ < g¢.), in which the vortices
condense, a, is Higgsed, and all excitations are gapped. This phase is dual to the insulating phase of the
3d XY model. The second phase is an insulator (g > ¢.), in which the spectrum contains a gapless photon.
This phase is dual to the superfluid phase of the 3d XY model because since in three spacetime dimensions
the photon only has one physical polarization, and so it is equivalent to a compact scalar field. The phase

transition of the Abelian Higgs model is governed by a gauged Wilson-Fisher theory,

~ ~ 1
EAbelian Higgs — ‘Da¢|2 - |¢‘4 - 402 31/? (120)
Im

where f,, = 0ua, — Oya,. Here the Maxwell term only appears as a regulator: the fixed point corresponds
to the infrared (IR) limit g2, — oco. While the derivation of the duality on the lattice does not necessarily
imply the equivalence of the continuum field theories (1.17) and (1.20), it is highly suggestive of it. Indeed,
if the duality holds at the critical point, then it explains the experimental observation that superconductor-
insulator transitions and nematic-smectic transitions in liquid crystals are second order, in contrast to early
conclusions from the e-expansion [67].

The important conceptual content of boson-vortex duality is that charge in the XY model is dual to

magnetic vortices in the Abelian Higgs model and vice-versa, i.e. if J, ~ A0 is the charge current in the



XY model, then

1
J,u = % Euu/\Aua/\ . (121)

This equivalence follows from the fact that a conserved current in three spacetime dimensions can always be
expressed as the curl of a vector potential. Similarly, if we were to introduce a background EM gauge field

A, under which the matter of the 3d XY model is charged, then integrating out a, can be shown to set

. 1
() = 5 cunBudy, (1.22)

where j# ~ Aﬂé — a, is the gauge current in the Abelian Higgs model. Additionally, an immediate conse-
quence of these relations is that the conductivity tensor of the charge of the XY model, 0y, is related to the
resistivity of the vortices of the Abelian Higgs model, p;; = (6;) ",
oy = 1 prielt, (1.23)
(2m)?
in units e = h = 1. The exchange of conductivity with resistivity is a general feature of particle-vortex
dualities, and it will play an important role at various points in this thesis.

We finally comment on the statement we made earlier that boson-vortex duality is only valid up to the
addition of irrelevant operators. In the process of deriving the duality, it is necessary to introduce terms to
the energy functional that flow to zero at long distances. This is actually the reason for the K — 00 limit in
Eq. (1.19), which can be viewed as an IR limit. A consequence of this is that the duality is an IR duality,
i.e. only an identification of ground states, not of the entire spectrum. The dualities we will make use of in

this thesis will all be IR dualities.

1.2.4 Flux Attachment

Another duality that will play an important role in this thesis is flux attachment [68]. In theories of non-
relativistic particles (fermions or bosons) in 2+1d, m flux quanta can be adiabatically attached to each
particle via an emergent Chern-Simons gauge field [69]. This leads to an equivalent theory of composite
particles which have statistics that have been shifted by mm, the Aharanov-Bohm phase associated with
each flux quantum, and which experience a screened magnetic field. This duality holds in general for non-
relativistic theories because such theories do not respect the spin-statistics theorem, so statistics can be
transmuted without affecting spin.

Explicitly, if the original electric charges are described by a field v and the composite particles by a field

10



15, then flux attachment is the duality

L[, A] < L[h, a] + (a— A)d(a— A), (1.24)

4dm

where A, is the background EM field, a, is the statistical U(1) gauge field, we use the notation AdB =
€uwrA,0, By, and <— denotes duality. If 1 is a fermion, then J) is a composite fermion (boson) for m even
(odd). From the equation of motion for ag, it can be observed that the magnetic field felt by v screened.
If b, = ;;0;a; is the magnetic field felt by ¢, B = €;;0;A;, and p = (1) = (1hT¢)) is the electric charge

density, then the equation of motion of ay can be written as
b, = B —2mmp. (1.25)

The effective magnetic field is therefore reduced by an amount proportional to the number of flux quanta
attached.

Flux attachment has played a central role in our understanding of the fractional quantum Hall (FQH)
effect. By invoking the notion of composite fermions (electrons with 2n flux quanta attached), the observed

Jain sequences of Abelian FQH states,

14 p
- npez, 1.26
Yia TrB 2np + 1 mP e ( )

can be explained as v = p IQH states of composite fermions [70, 71]. In addition, at v = 1/2n (the p — oo
limit of Vjain), b« vanishes. In the absence of a magnetic field, the composite fermions have no choice but to
form a Fermi surface strongly coupled to the emergent gauge field a,. This is the HLR theory discussed in
the introduction [72]. Furthermore, FQH states can also be understood as condensed phases of composite
bosons, a picture which has proven essential in understanding the topological orders of FQH phases [73, 74].

Before proceeding, it is worth noting that Eq. (1.24) only makes sense locally. As written, the Chern-
Simons term is not invariant under large gauge transformations because it does not have integer level. This
issue can be resolved by introducing auxiliary gauge fields with properly quantized Chern-Simons levels (see

e.g. Refs. [63, 75)),
1

m
271_cd(a —A) — —cdc, (1.27)

L, A] < L[, a] + =

where ¢, is a U(1) gauge field.
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1.2.5 A Web of Quantum Critical Dualities

We now arrive at the dualities we will primarily consider in this thesis, which comprise a recently proposed
“web” of QFT dualities connecting a wide range of quantum phase transitions in two spatial dimensions. This
web of dualities was motivated the discovery of an equivalence between the 't Hooft limits of U(N)y Chern-
Simons theories coupled to gapless complex scalar bosons and SU(k)_py Chern-Simons theories coupled to
gapless Dirac fermions (here the subscript refers to the level of the Chern-Simons term) [76, 77]. This result

led Aharony to conjecture the non-Abelian dualities [78],

Ny scalars + U(N)gr «— Ny fermions + SU (k) _nyn; /2 (1.28)
Ny scalars + SU(N),  «— Ny fermions + U(k)_nyn; /2, - N+N;/2 5 (1.29)
Ny scalars + U(N)g pyn < Ny fermions + U(k) Ny, /2, - N—k+N;/2 - (1.30)

where we use the notation U(N ) = [SU(N)k x U(1)nw]/Zn to refer to theories with differing Abelian
and non-Abelian Chern-Simons levels.

The non-Abelian dualities presented by Aharony will play a central role in Chapter 4. For the most part,
however, our interest will be in the dualities that spring forth when NV = k = 1. In that case, the duality
(1.28) becomes a “seed duality,” from which an entire web of other 24-1d Abelian dualities can be derived
[79, 80]. Tt relates a SIT of a Wilson-Fisher boson coupled to a fluctuating Chern-Simons gauge field to an

IQH plateau transition of a free Dirac fermion”,

1 1 _ 1
Ly =|Dad|* — |o|* — 1-0da+ —adA «— Ly = iU AW+ 87AdA. (1.31)

Here a,, is a fluctuating U(1) gauge field, while A, represents the background electromagnetic field. We use

the notation (Dg),, = 0, — By, ¥ = v,y*. It can be immediately seen that the phase diagrams of these two

1

5-, while when

theories match: when ¢ is gapped, integrating out a, leads to an integer Hall effect, 0yy =
¢ condenses, a,, is Higgsed, and the resulting theory is a trivial insulator. Similarly, integrating out ¥ with
a positive mass yields +AdA/8x, leading to an IQH state, while a negative mass yields —AdA/8w, leading
to the trivial insulator. This means that the boson and fermion mass operators are dual to one another,
|p|? <> U,

The duality, Eq. (1.31), is a relativistic version of flux attachment, since the Dirac fermion carries spin.

From the point of view of the bosonic theory, the Dirac fermion is understood as a composite of a boson

"Throughout this thesis, we approximate the Atiyah-Patodi-Singer n-invariant by a level-1/2 Chern-Simons term and include
it in the action. Also throughout this thesis: footnotes reminding the reader of this.
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with a monopole of a,,. Furthermore, one of the immediate consequences of this duality is that it formalizes
one of experimental observations discussed at the beginning of the Introduction. The statement of duality
implies that the PH symmetry of the Dirac fermion must also appear in the bosonic theory. It turns out
that the action of this symmetry in the bosonic theory yields precisely its dual under boson-vortex duality,
meaning that it exchanges bosons with vortices. This means that the bosons display self-duality!

This web of dualities represents a unifying, non-perturbative framework in which to study a wide range
of strongly correlated quantum critical points and phases [13, 81-90], and it even includes the boson-vortex
duality discussed above. One particularly important member of the web of dualities is a fermion-vortex du-
ality relating a free Dirac fermion ¥ to a theory of Dirac composite fermions v interacting with a fluctuating

gauge field (QED3),
= 1 - 1 1
Ly =iV ¥+ —AdA +— Ly = ipID ) — —adA + —AdA. (1.32)
8 47 8

This duality was initially proposed by Son [81] as a means of explaining PH symmetry at v = 1/2. Son
noticed that the v = 1/2 problem of non-relativistic electrons with g = 2 could be mapped to that of free
Dirac fermions, and his insight was to construct a composite fermion theory starting with the Dirac fermion
description. This led him to conjecture the duality in Eq. (1.32), in which the magnetic field experienced
by the free Dirac “electrons” sets the density of the Dirac composite fermions, which are thus interpreted as
magnetic vortices (the equation of motion of ag sets py = (7)) = B/4rw). Consequently, the PH symmetry
of the free Dirac fermions (the physical electric charges) half filling the lowest LL is encoded as a time-reversal
(T) symmetry of the composite fermions. However, despite providing an explanation for the PH symmetry
at v = 1/2, it is important to emphasize that, on its own, Son’s Dirac composite fermion theory does not
explain R symmetry at more general compressible filling fractions like v = 1/4. Explaining R symmetry in
the language of composite fermions is the topic of Chapter 3.

One of the major challenges when new dualities are proposed is to “derive” them, although it should
be emphasized that any such derivation is necessarily done away from the critical point, meaning that it
does not constitute a proof. Since the web of dualities was proposed, its members have been derived in the
context of wire constructions [91, 92], Euclidean lattice models [93, 94], and from supersymmetric dualities
[95-97]. However, none of these constructions explicitly involve the physics of flux attachment. In Chapter
2, we will show how the concept of relativistic flux attachment can be made precise in the context of loop

models, leading to simple derivations of many of the members of the duality web.
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1.3 OQOutline of the Thesis: The Uses of Duality

The main work of this thesis begins in Chapter 2 with the development of simple derivations of many of

<

the members of the “web of dualities” using flux attachment in relativistic models of interacting current
loops with particle-hole symmetry. Any gapped quantum field theory can be written as a loop model by
passing to a world line path integral, providing a useful representation of the theories theories valid near
(but not at) criticality. In particular, we will describe how any consistent choice of regulator implies that
attaching flux to these world lines imparts not only braiding statistics, but also spin, in the form of a
so-called fractional spin contribution to the action. Unlike statistics, fractional spin is not periodic under
attachment of even numbers of flux quanta, implying that relativistic theories do not share the periodicity of
their non-relativistic counterparts. Deriving the members of the web of dualities then amounts to showing
that dual theories all correspond to the same loop model, with the same fractional spin term.

The remainder of this thesis is devoted to the application of QFT dualities, particularly the constituents

of the duality web, to generate non-perturbative results related to strongly correlated quantum critical points

and phases in two spatial dimensions. Such applications fall into three major categories

(i) Explaining emergent symmetries (Chapter 3)

If two theories are dual, then they must have the same global symmetries. Frequently, a symmetry that is
manifest on one side of a duality is not manifest on the other, meaning that it must be emergent on that
side. Sometimes, comparing the symmetries on either side of a duality can imply that the global symmetry
is actually larger than is manifest on either side, as is the case in some theories with multiple matter species
that have appeared in the study of phase transitions beyond the Landau paradigm [86, 98]. Duality can
also be used to understand how symmetries are encoded across dual theories and how they manifest in
different transport properties. An example of this is the connection between PH symmetry and self-duality
in boson-fermion dualities.

The goal of Chapter 3 is to present a possible explanation of a particularly confounding emergent sym-
metry, the reflection symmetry observed at v = 1/4 in quantum Hall systems. Namely, we propose a series
of relativistic composite fermion theories for general compressible states at filling v = 1/2n. These theories
consist of electrically neutral Dirac fermions attached to 2n flux quanta via an emergent Chern-Simons
gauge field. While not possessing an explicit particle-hole symmetry, these theories reproduce the known
Jain sequence states proximate to v = 1/2n, and we show that such states can be related by the observed
reflection symmetry, at least at mean field level. In particular, the reflection symmetry manifests itself as

a T symmetry of the composite fermions, in analogy with Son’s theory of v = 1/2. We further argue that
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the LLL limit requires that the mass of the Dirac fermions be tuned to zero, whether or not this symmetry
extends to the compressible states themselves, and we describe how reflection symmetry is connected to

self-duality of dual theories of composite bosons.

(ii) Uncovering exotic gapped phases (Chapter 4)

Another implication of duality is that dual quantum critical points should share a phase diagram. Indeed,
this requirement is often used to check dualities. However, not all relevant perturbations map locally across
dualities. Consequently, a phase accessible by condensing a local operator in one theory may be obscure
in its dual. This means that dualities can be used to predict the presence of exotic phases. In one major
example, s-wave pairing in Son’s Dirac composite fermion theory (1.32) leads to a non-Abelian topological
phase, the PH-Pfaffian superconductor [82, 83], but the superconducting order parameter is not dual to a
local operator in the free Dirac theory.

In Chapter 4, we use this strategy to explore the landscape of non-Abelian fractional quantum Hall phases
which can be obtained starting from physically motivated theories of Abelian composite particles. To do
this, we use recently proposed non-Abelian bosonization dualities in 241 dimensions, which morally relate
U(N)y and SU(k)_n Chern-Simons-matter theories. The advantage of these dualities is that regions of the
phase diagram which may be obscure on one side of the duality can be accessed by condensing local operators
on the other side. Starting from parent Abelian states, we use this approach to construct Landau-Ginzburg
theories of non-Abelian states through a pairing mechanism. In particular, we obtain the bosonic Read-
Rezayi sequence at fillings v = k/(kM + 2) by starting from k layers of bosons at v = 1/2 with M Abelian
fluxes attached. The Read-Rezayi states arise when k-clusters of the dual non-Abelian bosons condense.
We extend this construction by showing that Ny-component generalizations of the Halperin (2,2, 1) bosonic
states have dual descriptions in terms of SU(Ny 4+ 1); Chern-Simons-matter theories, revealing an emergent
global symmetry in the process. Clustering k layers of these theories yields a non-Abelian SU(Ny)-singlet
state at filling v = kNy/(Ny+ 14+ kMNy).

(iii) “Solving” a theory (Chapter 5)

Sometimes, one gets very lucky by having a strong-weak duality or a self-duality, which allow for one to
non-perturbatively solve for many properties of the strongly coupled theory. Such dualities also enable one
to study the effects of perturbations on the strongly interacting theory by considering its dual. In one such
example (not featured in this thesis), we used Son’s duality to study QEDj3 with a single species of fermion in

the presence of quenched disorder [85]. Because the problem of free Dirac fermions with quenched disorder
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is very well understood, this led to a variety of new non-perturbative results, including universal transport
properties.

Chapter 5, in part, extends this approach to make new conjectures for the fate of Dirac fermions coupled
to a (fluctuating) level-1/2 Chern-Simons gauge field in the presence of disorder, by studying its dual:
a Wilson-Fisher boson. While in the clean limit the Wilson-Fisher fixed point is among the most well
understood interacting QFTs, the physics of a Wilson-Fisher boson with a random mass has been debated
for many years. Using a large-N limit of the O(2N) model, we find that this problem is not only tractable,
but that the clean Wilson-Fisher fixed point directly gives way to a quantum critical point with finite disorder
and interaction strengths, as well as critical exponents in remarkable agreement with numerical studies of
the superfluid-Mott glass transition when NV is extrapolated to 1. This is in contrast to earlier results using
a double-€ expansion, which yields RG flows that are spirals, suggesting violation of unitarity. When used
to make conjectures about the dual Dirac fermion theory, the analysis of this Chapter demonstrates how

progress in developing perturbative and non-perturbative techniques can inform one another.
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Chapter 2

Deriving Duality: Relativistic Flux
Attachment in Loop Models

This Chapter is adapted from Hart Goldman and Eduardo Fradkin, Phys. Rev. B 97, 195112 (2018).
©2018 American Physical Society. This paper is also cited as Ref. [99] in the References section of the

thesis.

2.1 Introduction

In theories of non-relativistic particles in 2+1 dimensional flat spacetime, it is an established fact that
attachment of even numbers of flux quanta to each particle does not change their statistics, provided the
world lines of the particles do not intersect [68]. This mapping from the original system of interacting
particles to an equivalent system of (also interacting) “composite particles” (fermions or bosons) coupled to
a dynamical Abelian Chern-Simons gauge field is an identity at the level of their partition functions (see Ref.
[63] for a review). These mappings have played a key role in the theory of the fractional quantum Hall fluids
[70-73], in particular in elucidating their topological nature [100-103], and showing that they are described
by a Chern-Simons gauge theory at low energies [69]. With subtle but important differences, analogous
mappings for relativistic quantum field theories in 2+1 dimensions between massive scalar fields and Dirac
fermions were argued by Polyakov [104]. Because this duality involves transmutation of both statistics
and spin, it does not accommodate the exact invariance under flux attachment seen in its non-relativistic
counterpart.

Recently, a similar duality to Polyakov’s was conjectured to hold, relating a Wilson-Fisher boson coupled
to a Chern-Simons gauge field to one of a free Dirac fermion. From this “3D bosonization” duality, it
was shown that one can derive a web of new dualities’ between relativistic quantum field theories in 2+1
dimensions [79, 80]. These conjectures were motivated, in part, by the remarkable duality found between
non-Abelian Chern-Simons gauge theories coupled to matter in the 't Hooft large-N limit [76-78] and by

Son’s proposal to map the problem of the half-filled Landau level [72] to a theory of massless Dirac fermions

1See, also, the early approaches to duality in 2-+1 dimensions in Refs. [105-107].
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in 241 dimensions [81], as well as the work connecting this problem to the theory of topological insulators in
3+1 dimensions [82, 83]. The evidence for these dualities has been steadily mounting, with derivations from
Euclidean lattice models [93], wire constructions [91, 92], and deformations of supersymmetric dualities [95—
97]. However, it has remained an open problem to construct derivations of these dualities in which relativistic
flux attachment is implemented in a simple and transparent way explicitly using the Chern-Simons term.
In this Chapter, we show that such derivations can be constructed using relativistic models of current
loops in 2+1 dimensions coupled to Chern-Simons gauge fields®. Such models can capture the physics of the
theories of interest near criticality. They are analogues of models originally studied by Kivelson and one of

us [12], which take the schematic form

1 Oy
GFIr—=J, + 2i0e"P ], —

Vi W55 o] (2.1)

N | =

where J* is a configuration of closed bosonic world lines satisfying 0,,J# = 0. Here the first term is a
long-ranged interaction of strength g2, and the second term is a linking number which endows the matter
with statistical angle §. The model of Ref. [12] displays self-duality under the modular group® PSL(2,Z)
generated by particle-vortex duality, which maps a theory of matter to one of vortices interacting with an
emergent gauge field [65, 66], and flux attachment, which shifts 6 by 7. Similar PSL(2,Z) structures arise in
the study of the phase diagram of the quantum Hall effect [10, 111-114] as well as in lattice models exhibiting
oblique confinement [115-120]. Another appears as electric-magnetic duality and ©-angle periodicity in 3+1
dimensions, which can be extended to correlation functions in 241 dimensional conformal field theories
(CFTs) [121, 122]. More recently, this modular group has appeared as a way of organizing the above
mentioned web of 241 dimensional field theory dualities [79]. It is important to note, however, that the
PSL(2,Z) of the duality web is not a group of dualities. Rather, it generates new dualities from known ones.
On the other hand, the PSL(2,Z) of the loop models we discuss here is to be taken as a group of dualities.
The invariance under flux attachment appearing in Ref. [12] is surprising given the apparent absence of
such a symmetry in relativistic theories mentioned above. However, we will see that this is a consequence of
a choice of regularization which is impossible to apply to continuum Chern-Simons gauge theories coupled to
matter. This choice of regularization dispenses with the “fractional spin” which massive particles are endowed
with due to their interaction with the Chern-Simons gauge field. This fractional spin was at the center of

Polyakov’s original argument for boson-fermion duality, and it is responsible for the complete breaking of

2Loop models have also been used by constructive field theorists to represent quantum field theories in 341 dimensional
Euclidean spacetime [108—110].
3PSL(2,Z) is the group of all 2 x 2 matrices with integer entries and unit determinant, defined up to an overall sign.
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statistical periodicity?. Therefore, the inclusion of fractional spin allows contact with the Chern-Simons-
matter theories comprising the web of dualities, enabling us to show that theories related by boson-fermion
duality correspond to the same loop model. We are thus able to derive a duality web of loop models which
parallels that of Refs. [79, 80].

We proceed as follows. In Section 2.2, we review the model of Ref. [12], discuss the inconsistency of
statistical periodicity with the web of field theory dualities of Refs. [79, 80], and review the appearance of
PSL(2,Z) in both contexts. We then introduce the notion of fractional spin in Section 2.3, and we describe
how it breaks statistical periodicity and is generic if our goal is to realize theories of relativistic matter
coupled to Chern-Simons gauge fields at criticality. In Section 2.4, we show that the inclusion of fractional
spin leads to consistency with the duality web and derive a parallel duality web of loop models. We conclude

in Section 2.5.

2.2 Flux Attachment in a Self-Dual Loop Model

2.2.1 Model

Motivated by the fact that all quantum Hall plateau transitions appear to have essentially the same critical
exponents [10, 11, 123], a phenomenon referred to as superuniversality, Kivelson and one of us wrote down
a model of current loops with long-ranged (1/r%, where r is the distance in 2+1 dimensional Euclidean
spacetime) and statistical (linking number) interactions on a 3D Euclidean lattice displaying invariance
under flux attachment (7) and self-duality under particle-vortex duality (S) [12]. This model therefore
describes superuniversal families of fixed points related by elements of the modular group generated by &
and T, PSL(2,Z). These fixed points have the surprising property that they not only share critical exponents,
but also conductivities and other transport properties.

The loop model of Ref. [12] consists of integer-valued current loop variables J,, representing the world
lines of bosons on a 2+1 dimensional Euclidean cubic lattice, with marginally long-ranged and statistical

interactions. The partition function is

Z =Y 5(AT")e S, (2.2)
{Ju}

where the delta function enforces the condition that the currents J, are conserved, or that the world lines

4These issues with modular invariance do not arise in models consisting of two species of loops which can only statistically
interact with one another. Such models display modular invariance and may be related to BF theories in the continuum limit
[118-120].
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form closed loops. We require that the world lines are non intersecting, meaning that the bosons have a

strong short-ranged repulsive interaction (“hard-core”). The action S is defined to be

ZJ“ (r—7") ZJ" K, (r, R)J"(R)

+iy e(r—r)JH(r )+ > h(R—R)e""J,(R)A, Ay (R) (2.3)

r,r! R,R’

+ = ZA ) (r, ") A, (r')

where r, 7" are sites on the direct lattice, R are sites on the dual lattice, A, is a right lattice derivative, and
A, is a background probe electromagnetic field. Importantly, in this model we regard the loops as matter
and flux world lines which follow each other, being separated by a rigid translation, so R = r+(1/2,1/2,1/2).

The symmetric tensor G, and the antisymmetric tensor K, are assumed to behave at long distances

such that in momentum space they take the form

2

g
Gl»”’(p> = m (6uu —Pupu/PQ) , (24)
. P
K/,Ll/(p) = 2¢0 EHVPP . (25)

Here G, represents long-ranged interactions (i.e. a 1 /r? interaction, where r is the Euclidean distance
in 2+1 spacetime dimensions), and K, represents the statistical interaction between matter fields (direct
lattice) and flux (dual lattice) currents. In Eq. (2.4), the parameter g is the coupling constant. The
parameter 0 of Eq. (2.5) is the statistical angle of the world lines, and so 6/ is the number of flux quanta
attached to each matter particle.

Because we have defined matter and flux world lines to follow one another, conventional self-linking
processes are absent. As a result, the action for the statistical interaction of a given closed loop configuration
Jy is

0 x ®[J], where ®[J] € 2Z, (2.6)

where ®[J] is twice the linking number of the loop configuration. In the continuum limit, ®[J] is given by

3
aly] = % / (d—fj Jul=p) K™ (9) J,(p) (27)

and is an even integer, so long as J,, does not include any self-linking processes. This is twice the linking
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number since it counts each link twice (or each particle exchange once). The phase §®[J] should be regarded
as the Berry phase of a configuration of closed loops labeled by the currents J,,.

In terms of ®, the partition function for long, closed loops can be written as

7 = Z §(A,JH) €02 =3 Xy IH (NG (r=r) I () (2.8)
{Ju}
where we have suppressed source terms. Because ®[J] is an even integer, the partition function is invariant
under

T:0—0+m. (2.9)

In other words, this theory is invariant under attachment of any number of flux quanta. Physically, this is
due to our neglect of self-linking, which would correspond to single exchange processes, and so the exchange
processes allowed in the theory come in pairs.” Allowed exchange processes involving fermions therefore
have the same amplitudes as their bosonic counterparts.

The reader may worry about the fact that we seem to allow 6 to take fractional values. If we were to think
of the statistical interaction as being obtained by integrating out a Chern-Simons gauge field, this would
be inconsistent with gauge invariance in a purely 2+1 dimensional theory. Additionally, because 8 ~ 1/k,
where k is the Chern-Simons level, 7 transformations do not map integer levels to integer levels. This can
be resolved by the introduction of auxiliary gauge fields so that no gauge field in the theory has a fractional
level, as has been done in the study of the fractional quantum Hall effect (see e.g. Refs. [63, 124]). We will
nevertheless proceed with fractional values of # and k for now since they should not affect local properties
of the theory, and they do not run afoul of gauge invariance if the theory is defined on the boundary of a
341 dimensional system.

In addition to invariance under shifts of the statistical angle of Eq. (2.9), it can easily be seen that
the model in Eq. (2.3) is also self-dual (in the absence of background fields, which break self-duality
explicitly) under bosonic particle-vortex duality [65, 66]. This duality is a consequence of the fact that in

2+1 dimensions, a conserved current J,, can be related to the field strength of an emergent gauge field a,

1
J, = %GWA”M. (2.10)

In the case of the 3D XY model, this allows one to rewrite the partition function as one of bosonic vortex

5In Ref. [12], the statistical angle is defined (in the current notation) as 2. This was convenient in that work since self-
linking processes were not allowed. Since we will relax this constraint soon, we have chosen to use the more conventional
definition of the statistical angle as 6.
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variables strongly interacting via a logarithmic potential mediated by a,. This dual theory is known as the
Abelian Higgs model. In general, bosonic particle-vortex duality relates the symmetric, or insulating, phase
of the matter variables to the broken symmetry, or superfluid, phase of the vortex variables: matter loops
are scarce when vortex loops condense and vice versa. For the models described by Eq. (2.3), particle-vortex

duality is the map (see Appendix A.1),

1
S:T—=——, (2.11)
T
where we have defined the modular parameter
0 g°
=—+i—. 2.12
4 T + 227'(' ( )

Together, S and T generate the modular group PSL(2,Z), which is the group of transformations

ar +b

2.13
HCT—‘rd’ ( )

where a,b,c,d € Z and ad — bc = 1.

Invariance of the partition function under PSL(2, Z) enabled the authors of Ref. [12] to make predictions
for the DC conductivities of this theory at the so-called modular fixed point values of 7. These are the
points which are invariant under a particular modular transformation. We briefly review these results in the
following subsection. In particular, since at the fixed points of PSL(2,Z) the longitudinal conductivity o, is
finite, the theory at such fixed points must also be at a fixed point in the sense of the renormalization group.
One of the goals of the present work is to understand the nature of the conformal field theories describing

these fixed points.

2.2.2 Modular Fixed Points and Superuniversal Transport

If we consider the partition function to be invariant under modular transformations in PSL(2,Z), then we
can fully constrain transport properties at the modular fixed points. Each fixed point can be related to one
of 7 = (invariant under S), 7 = § + z@ (invariant under 7S), 7 = ic0, or T = 0.

Under a modular transformation which leaves a fixed point invariant, we expect invariance of the loop-

loop correlation function

A
Dy (p37) = (Ju(p) Jo () = Deven(p; 7) (8 = P /P*) + Doaa(p; T)E;m% : (2.14)

Calculating D,,,, then amounts to writing down how it transforms under the modular transformation which
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leaves the fixed point invariant, equating that result to D,,, and then solving. It is convenient to define

7(Dodd(7—) - iDcvcn(T)) . (215)

One can derive the transformation law for D(7) under S by exploiting the invariance of the current-current
correlation function

IC;w =

_m A log Z[A] |A:0 , (2.16)

which is invariant under any duality transformation and tracks how the source terms transform. It is not
the same as the loop-loop correlation function, although they are related. Some algebra [12] shows that the
invariance of C,,,, implies

D (—) =7D(T)+T. (2.17)

This equation implies that D(7) is not invariant under S, instead transforming almost as a rank 2 modular
form [12]. We say almost because of the the last term in Eq. (2.17), which is known as the modular anomaly.

The conductivity,® in units of €2/, is defined in terms of the loop-loop correlation function as

Owa(T) = % Im[D(7)], Ozy(T) = % Re[D(1)]. (2.18)

This result enables us to immediately calculate the conductivity at the fixed point 7 = 4, which is

invariant under S transformations

D(i) = —D(i) +i = D(i) = % , (2.19)
so the conductivity at 7 =1 is
(i) = o= Im[D(i)] = — (i) =0 (2.20)
JMZ—zﬂm 2_47r’ ozy(1) =0. .

This gives a consistent result with continuum particle-vortex duality because it only requires self-duality
under S. The transport properties of this fixed point with Dirac fermion matter have been explored in detail
in Ref. [126].

Before moving on to the other fixed points, a general result valid for all fixed points can be derived if we

61n general, the conductivity is a function of the ratio of frequency and temperature [125]. In this Chapter, we will exclusively
consider optical conductivities, or the limit 7'/w — 0.
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consider D(7) to be invariant under 7 transformations

D(r +1) = D(r). (2.21)

This can be thought of as a statement of superuniversality, as it equates conductivities at different values of

6 = 7 Re[r]. It implies that the general transformation law for D(7) is

at +b 9
D (m'—i—d) = (et +d)°D(1) + c(er + d), (2.22)

This enables us to solve for D(7) at an arbitrary fixed point. In particular, it enables us to uniquely determine
D(r) at the fixed points

D(r) = . (2.23)

Notice that this implies that the Hall conductivity is fixed at zero. The only ingredient required to obtain
this result is modular invariance, manifested in duality, Eq. (2.17), and periodicity, Eq. (2.21). In Ref. [12],
this result was interpreted as implying that when the loop model is at a modular fixed point where o, is
finite (e.g. 7 = 1), it is at a critical point, where the loops become arbitrarily large and proliferate. In other
words, at these modular fixed points the loop model must at a renormalization group fixed point represented
by a scale-invariant (and, presumably, conformally invariant) quantum field theory.”

We can use Eq. (2.23) to derive conductivities for the other fixed points. The point at 7 = % + i?,
referred to as the self-dual fermion point in Ref. [12] despite having 6 = 7/2, has conductivity o4, (1/2 +
iV3/2) = %? Additionally, in Ref. [12], it was noted that there are modular fixed points on the real axis,
which formally have o,,(c0) — oco. However, in this limit, where the parity-even long-ranged interactions
vanish, the short-ranged interactions can no longer be neglected and, in a sense, become dominant. In the
next subsection, we will see that these “pathological” fixed points of the modular symmetry are in conflict
with results derived from the duality web. We will later see in Section 2.3 that the correct definition of

the loop models at short distances necessarily implies fractional spin, which spoils the periodicity symmetry

(and hence modular invariance).

"Up to subtle orders of limits, a 2+1-dimensional theory of charged fields at criticality, i.e. a CFT, can have a finite
longitudinal conductivity in the thermodynamic limit. This finite dimensionless quantity is a universal property of the CFT.
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2.2.3 Modular Invariance and the Web of Dualities
An Attempt at a Field Theory Description

It is natural to ask whether at criticality the loop models in Eq. (2.3) approach relativistically invariant
CFTs which inherit modular invariance and what the interpretation of this might be in the context of the
duality web of Refs. [79, 80] and its own PSL(2,Z) structure. These theories would display superuniversality
in both critical exponents and transport. The only obvious local candidates for such theories would consist of
matter fields on a 2+1 dimensional surface in a bulk 3+1 dimensional spacetime interacting via an emergent,
dynamical gauge field that propagates in the bulk with Maxwell and © terms. Such theories are analogous to
models of fractional topological insulators [127—135], which in the bulk have fractional ©-angles and support
gapless matter on their boundaries. The connection to the loop model Eq. (2.3) is immediate: the Maxwell
term would then integrate to the surface as long-ranged 1/r? interactions between the matter particles, and
the © term would become a Chern-Simons term of level ¥ = ©/27 which endows the matter with fractional
statistics. One may also consider the surface theory on its own without a bulk, but this theory would be

non-local. Without referencing a bulk, the Lagrangian for these theories takes the form

1 ) k
ECFT = Lmatter [a} - @ 'mjﬁfgy + Eada, (224)

where a,, is a dynamical gauge field, f,, = 0,a, — 0,a,, we use the notation AdB = ¢***A,,0,B,, and we
have again suppressed background terms. Lpatter[a] can be taken to be the Lagrangian either for a single
species of Dirac fermion or Wilson-Fisher boson coupled to a,. In the case of bosonic matter, a natural
modular parameter for this theory is k& + zi—g = % + ii—g, which would correspond to —% in the loop model
language.

Models of the form Eq. (2.24) are self-dual under &, which can be taken to be (fermionic or bosonic)
particle-vortex duality [65, 66, 82, 83]. Recently, inspired by the web of field theory dualities, this self-
duality has been explored anew [92, 126], building on the earlier analytic work on bosonic loop models in
Ref. [12] and on numerical work at 6 = 0 [136]. However, invariance under 7 is far from manifest in these
theories. It is a deformation of the Chern-Simons level, which does not preserve the phase diagram of the
theory, affecting both local (e.g. Hall conductivities) and global (e.g. ground state degeneracy on a torus)
properties of the gapped phases. Moreover, invariance of transport properties under 7 leads to predictions
which are inconsistent with those of the duality web, which does not accommodate sharing of transport
properties amongst theories with general values of k, as we will see below in the next subsection. Theories of

the form of Eq. (2.24) related by T therefore cannot be dual. In Section 2.3, we will see that this apparent
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tension is resolved upon the introduction of fractional spin, which breaks periodicity in the loop models

completely.

Inconsistency of Modular Invariance with the Duality Web

We can check for consistency of the transport predictions one obtains from modular invariance with those
from the duality web of Refs. [79, 80]. While the predictions for the modular fixed point at 7 = ¢ are
consistent whether the matter content is fermionic or bosonic [126, 136], this is not the case for the fixed
8

points on the real 7 line. We can see this by studying the (conjectured) duality between a free Dirac fermion

and a gauged Wilson-Fisher fixed point
.7 1 2 a4, 1 1 2 g4 L
i g — — AdA «— |Dyd|* — |6|* + —ada + —adA «— |Dy_ad|* — |6|* — —bdb, (2.25)
8T 47 27 47

where A is a background gauge field, DX = 0" — ia*, and we use the notation ¢ = a*v,, where the v,’s
are the Dirac gamma matrices. Throughout this Chapter, we will use «— to indicate duality. The duality
between the bosonic theories is a particle-vortex duality. We expect the bosonic theories to correspond to the
loop model fixed points at 7 = F1, k = &1 (invariant under 728), where k is the level of the Chern-Simons
gauge field.

Because the Dirac fermion on the left hand side of Eq. (2.25) is free, we can use this duality to calculate
the optical conductivities of the strongly coupled bosonic theories. As with the loop models, duality implies

that the correlation function,

K = log Z[A]| ,_, - (2.26)

6A, 0A,

should be the same for each of these theories. From the free fermion theory, it is easy to calculate the

conductivity (again in units of e2/h)

1 1 1 1

— =—, — =——. 2.27

iw 167w Y 47 ( )
From the particle-vortex duality in Eq. (2.25), we see that the current-current correlation functions for the

¢ and qNS gauge currents, .J,, and j# respectively, differ only in the Hall conductivity

=K () = (i) ()
= U @) ;) — =i (2.29)

81In this Chapter, we approximate the 7-invariant by éAdA and include it in the action.
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Notice that this matches Eq. (2.17) for the case 7 = —1. Upon denoting”

1
ol = - Hil=w)Jj (W), (2:29)
- 1 - ~
¢ _
o= E(Ji(—w) (W), (2.30)
we obtain
0%, = o? _ L 0% = —of :i. (2.31)
Tx xT 16 ’ Ty Ty An

This result disagrees with the prediction of Eq. (2.23) of modular invariance! Not only is the Hall con-
ductivity nonvanishing, but the transverse conductivity is finite. Hence, if the bosonization duality is to
be trusted, periodicity cannot extend to transport in theories of gapless matter coupled to a Chern-Simons
gauge field, i.e. a version of Eq. (2.21) cannot hold. The conclusion one is driven toward is that any loop

model description of these theories cannot be periodic either.

A Multitude of Modular Groups

Before concluding this section, we note the appearance of PSL(2,Z) in the context of the duality web of Ref.
[79] in order to distinguish it from the modular group we are primarily concerned with. In that work, new
dualities are obtained from old ones by the application of modular transformations to the conformal field
theories on either side of a duality. If & denotes a set of dynamical fields and A is a background gauge field,

these transformations act on a Lagrangian L][®, A] as [121]

1
S : L[D,A]— L[D,a] + Q—Ada7 (2.32)
™

7o £[<I>,A]»—>£[¢>,A]+$Adi4, (2.33)

where a is a dynamical gauge field. Here S involves gauging A — a and adding a BF term coupling a to a new
background gauge field (also denoted A), and T is simply the addition of a background Chern-Simons term.
If A is allowed to exist in a bulk 3+1 dimensional spacetime for which £[®, A] is the boundary Lagrangian,
Sand T correspond respectively to electromagnetic duality and ©-angle periodicity of the bulk theory. The
modular group generated by S and T also organizes the global phase diagram of the fractional quantum

Hall effect, where it has a natural action on the conductivities of the incompressible phases [10, 111-113].

9Usually, in gauge theories one is interested in the 1PI conductivity, which is defined using the polarization tensor IL;5 (w)
as UileI = II;j(w)/iw and characterizes the current response to the sum of the probe and emergent electric fields. In general,
these conductivities map to resistivities under particle-vortex duality [85, 118, 119, 126, 137]. However, for correct comparison
to the constraints obtained in the loop model of Ref. [12], we use the conductivities associated with the full current-current

correlation functions.
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It has also provided insight into the problem of superuniversality, relating theories which appear to share
correlation length exponents despite having distinct transport properties [114].

In general, the modular transformations S and T are not duality transformations themselves: they do
not always leave the partition function of a particular theory invariant. This is obvious for 7, which shifts
the Hall conductivity'®. S , on the other hand, is only occasionally a duality transformation, e.g. in the case
of the duality between the Abelian Higgs model and a boson at its Wilson-Fisher fixed point. In contrast, the
PSL(2,Z) associated with the self-dual loop model of Ref. [12] is a group of dualities: there S is identified
with particle-vortex duality, and T is periodicity. S can also be related to bulk electromagnetic duality in

the case where A is a dynamical field, albeit in a way slightly different from S [126].

2.3 Fractional Spin and the Fate of Periodicity

2.3.1 Fractional Spin and the Framing Anomaly

The full PSL(2,Z) invariance of the loop model of Ref. [12] above relies on the absence of self-linking and
thus of fractional spin. This corresponds to a convenient choice of regularization, but we will find that
such regularization is not available for CFTs of the form of Eq. (2.24). To see this, we must carefully
include self-linking in the loop models reviewed above, as such processes generically appear in continuum
field theories. Moreover, whenever one considers self-linking processes in a Chern-Simons theory, they are
confronted with the framing anomaly, with which fractional spin is associated. We will find that (1) the
inclusion of self-linking processes while neglecting fractional spin breaks the 7 -invariance of the loop model
not only down to invariance under 72 (the usual statistical periodicity @ ~ 6 + 27), and that (2) fractional
spin breaks 7 -invariance entirely.

Consider the loop model of Eq. (2.3) with the inclusion of self-linking processes. For convenience,
now and in the remainder of this Chapter we will use a continuum description, replacing lattice sums with
integrals. The reader may be concerned that this passage to the continuum is too cavalier. However, starting
from a continuum, gapped field theory, we can always rewrite the partition function as a world line path

integral without referencing a lattice. See, for example, Refs. [63, 139-142].

10Despite the fact that it is not a duality transformation, T does not change the fractional part of the Hall conductivity,
which an universal obsevable in a topological phase [10, 102] and in a CFT [138]. This statement can be thought of as the 2+1
dimensional analogue of ©-angle periodicity in 341 dimensions, although it is important to emphasize that this is a statement
about Chern-Simons terms of background gauge fields.
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The linking number term in the action is

_ 9 (xl/ _yu)
_ 3 1y __ 3 3,, MV
0 D[J] H/d xJd™J 747r/d m/d ye J#(x)7|$_y|3 Jo(y) . (2.34)

Note that to properly define this term, we must assume that the configuration J does not involve any loops
which cross. This constraint can be implemented through additional short-ranged interactions like those
which characterize the Wilson-Fisher fixed point. Now consider a configuration of two loops, J(z) = £ (z)+

(@) (), where each () represents a single closed loop with unit charge. The action of this configuration is

0 0LI) = 0 (20101, 62 4 [tV (D] + e, £2]) | (2.35)
where
i i 1 3,13 vp p(i (v —yw) 5

The first term in Eq. (2.35) is twice the linking number of the two loops and is an integer-valued topological
invariant: it simply counts the number of times the two loops link. This is the only term which appears
in the model discussed in Section 2.2. The last two terms are referred to as the writhes of ¢() and ¢(2)
respectively, denoted below as W[¢()] = [¢(®) ¢()].

The writhe contains a “fractional spin” term, which Polyakov showed can transmute massive scalar
bosons to massive Dirac fermions in 2+1-dimensions [104]. Unlike the linking number, the writhe is not
a topological invariant: it depends on the metric. It also generically breaks invariance under orientation-
reversal of the loops, which can be thought of as particle-hole (or charge conjugation) symmetry (PH), in
addition to time-reversal (T) and parity'’ (P). This metric dependence can in principle be eliminated by
calculating self-linking numbers using a point-splitting regularization following Witten [69], in which the
loops are broadened into ribbons with a framing vector a¢n, the edges of which having a well defined linking

number SL,

. 1 (xlo — yp —+ afﬁp)
SLI) = lim — ¢ da® ¢ dy’e,., , 2.37
14 aflin047rjg v ?i Y Cuvp |z —y + asn|3 ( )

However, this is at the cost of introducing a framing ambiguity in the calculation of this linking number:
there is in general no canonical way to convert a loop into a ribbon. On the other hand, we can break the
topological character of the theory along with PH, T, and P by including the fractional spin, eliminating

the framing ambiguity. This choice is the manifestation of the framing anomaly [69, 143] in the language of

11 Reflection about one of the spatial axes.
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loop models.

Self-Linking Without Fractional Spin: Point Splitting

Let us consider what happens if we choose Witten’s point-splitting procedure, which looks appealing because
we may replace the writhe with a topological invariant. If we replace the writhe with the self-linking number

and plug this into the action for the linking of two loops in Eq. (2.35), we obtain the action,

S = O(SL[W] + SLIEP]) + 20¢[¢™M) 2], (2.38)

The self-linking number SL can take any integral value, so here S is only invariant mod 27 under

T?:00+21. (2.39)

Here € is the phase the wave function picks up upon a single exchange process of two particles, as discussed
in the previous section. It is worth noting that exchange processes which form closed loops are only possible
in relativistic theories, where we have particles and antiparticles available for braiding. In non-relativistic
systems, to obtain this type of process, one must compactify time and wrap the particle world lines around
the time direction.

We have now found that the 7 invariance of a model without self-linking is broken down to the usual
periodicity of the statistical angle when self-linking, but not fractional spin, is included. This means that
the PSL(2,Z) modular invariance of the model of Ref. [12] is broken down to a subgroup generated by
particle-vortex duality (S) and 72. We may therefore be inclined to accept the framing ambiguity and
proceed by calculating the partition function with a point-splitting regularization of the linking integral.
However, we will soon see that not even this symmetry can be accommodated by the continuum CFTs we

might hope to describe.

Introducing Fractional Spin

Now consider the regularization in which the full writhe remains in the action without adopting a point-
splitting regularization, following Polyakov. In this case, the action is frame independent, but this comes
at the cost of reintroducing the metric. There is a general relation in knot theory relating W[¢] and SL[{]
144]

W = SL[¢) - T[], (2.40)
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where T'[{] is referred to as the twist of the world line ¢. Tt is Polyakov’s fractional spin term, and it can be
written as [104]

T[] ! ]€WI ! dsé - (n x dsn), (2.41)

T om T2 ),
where ¢ is parameterized by the variable s € [0, L], é is the unit tangent vector to ¢, and 7 is again a chosen
frame vector normal to . This integral clearly depends on the metric, and it measures the angular rotation
of 7 about é. w’ is the angular velocity of 7. It can be thought of as a spin connection restricted to £.
However, this integral need not vanish on a flat manifold, and it can take non-integer values because it
depends on the embedding of ¢ in spacetime.'?

Up to addition by an integer, the integral of Eq. (2.41) can be written as a Berry phase by extending é

to a disk: é(s) = é(s,u), where u € [0,1] and é(s,u =1) = é(s), é(s,u = 0) = éy = constant,
1 b 1
T/ = —/ ds/ dué - (0s€ X 0ué)+n,ne€Z. (2.42)
21 Jo 0

This Berry phase form is what earns this term the name of fractional spin.
For 0 = £, Polyakov argued that the loop model partition function for particles with this Berry phase
(massive charged scalar bosons coupled to a Chern-Simons gauge field) is that of a single massive Dirac

fermion of mass M, 3
Ztermion = det[ig?? _ M] — /DJ 5(5’MJ”) e~ ImIL[]—isgn(M)n®[J] (2.43)

This relation' requires some unpacking, especially since we will encounter several more like it in Section
2.4. Here we have fully passed to a continuum picture where J* is a current density and so is not restricted
to be an integer (although [ dX,J" € Z for any closed surface S), thus the use of [ D.J rather than Z{J}.
L[J] is the sum of the lengths of the loops in the configuration J, and the term —|m|L[J] represents tuning
away from criticality into a phase of small loops so that the partition function converges. It is generic in loop
models, despite the fact that we have suppressed it thus far. ®[J] is the linking number (2.34) of J (without
appeal to point splitting), which contains the full writhes and, therefore, the fractional spin factor of each
loop. The sign of the linking number term matches the sign of the fermion mass M, which is proportional
to m. Note that J is not coupled to a gauge field here: this leads to the appearance of the parity anomaly,

which breaks P, T, and PH even in the approach to criticality m — 0. We will discuss how to couple J to

12For an explicit example, see Ref. [141]

13Here, and in several places below, we do not make explicit the fact that loops have strong short range repulsive interactions,
without which these expressions involving linking numbers do not make sense.

14 An unpublished work by Ferreirés and one of us [145] discusses an extension of Polyakov’s duality in curved spacetimes.
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a gauge field in detail in Section 2.4. For a review of Polyakov’s original argument, see Appendix A.2. See
also later work fleshing out some of the details, Refs. [141, 142, 146-148].

For general statistical angle 6, we have the loop model partition function
Z = /Dja(aﬂjﬂ) e~ ImILUI+0®[I] (2.44)

Unless § = 0,+7, T, P, and PH are broken explicitly even in the m — 0 limit. Since the value of the twist
T'[4] is not restricted to the integers, ®[.J] is not restricted to the integers either. This means that fractional
spin eliminates even the 72 symmetry we found via point-splitting. This has consequences for universal
physics: for example, in the case 8 = m, the theory of a free Dirac fermion one obtains with fractional spin
has a different correlation length exponent from the theory of spinless fermions one would have obtained
neglecting fractional spin.

If periodicity is broken in the presence of fractional spin, how should one interpret shifts of the statistical
angle? Say that we start with § = 7, or the free Dirac fermion. When 6 is shifted, the fractional spin is in
turn shifted, and we can no longer make the mapping to a free Dirac fermion. It cannot be a theory of a
higher spin particle either, since there are no non-trivial higher spin particles in 2+1-dimensions.'® However,
in Section 2.4, we will argue that the theory which can reproduce the same spin factor is a theory of Dirac

fermions strongly coupled to Chern-Simons gauge fields.

2.3.2 Fractional Spin is Generic

Having established that the introduction of fractional spin breaks periodicity of the statistical phase com-
pletely, we now describe how fractional spin is a generic feature of loop models of the form of Eq. (2.3). Tt
is known that, in the presence of ultraviolet (UV) scales, Witten’s point-splitting regularization described
above does not generally eliminate fractional spin. If we decouple the J variables by introducing an emer-
gent gauge field a, this can be seen if we turn on arbitrarily weak short-ranged interactions in the form of a

Maxwell term!®

1
EMaxwell = _7f2 . (245)
493

Due to the existence of this term point-splitting no longer has the desired effect: one continues to obtain

the metric-dependent W[¢] rather than the topological invariant SL[¢] [149]. This is because the Maxwell

I5The reader can convince themselves of this by writing down the action for a Rarita-Schwinger (spin-3/2) field in 241
dimensions and considering its equations of motion. They will find that such a field does not propagate.

16The same thing happens if we UV complete the Chern-Simons terms to lattice fermions coupled to dynamical gauge fields,
as was done in Ref. [93] to construct a lattice proof of the duality between a gauged Wilson-Fisher boson and a free Dirac
fermion.
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term introduces a short-distance cutoff ayy = 27w(g3k) ™!, where k is again the level of the Chern-Simons
term, and the different result obtained by point-splitting is a consequence of the short-distance singularity
of the Chern-Simons propagator in the absence of a natural cutoff. More physically, with the Maxwell term,
flux is no longer localized on the matter world lines, but is smeared around the world line out to lengths
of order ay;. When this singularity is smoothed out, the self-linking number becomes metric-dependent but
frame independent, leading to the full writhe. The existence of a Maxwell term therefore removes the UV
ambiguities that exist in pure Chern-Simons theory and renders fractional spin unavoidable: the Maxwell
term is dangerously irrelevant.

The above argument assumes a particular order of limits. When we consider Witten’s point-splitting
regularization, there is also the length scale a¢ associated with the point-splitting, as in Eq. (2.37). If this
scale is kept longer than ay as we take the infrared (IR) limit ayy — 0, then we would obtain SL[¢] rather
than W[{]. In other words, in this order of limits, it is as if the Maxwell term was never introduced. In
the presence of long-ranged interactions, we might think that such an order of limits would be allowed since
the Maxwell term is not required to suppress fluctuations of the emergent gauge field (without long-ranged
interactions, the Maxwell term must be included for this purpose). However, to obtain correctly propagating
matter at criticality, the particle-vortex duals of these theories must have nonvanishing Maxwell terms [137].

l() see tlﬁlib7 Il()tice that the core energy tverIIl7
core 2 17 9 .

is a Maxwell term for the emergent gauge field b in the dual theory since particle-vortex duality relates
Ju = €e"PALb,/2m. Core energy terms can be rewritten as the kinetic terms for the phase fluctuations of the
matter fields, and so are crucial for giving rise to the right kinetic terms for the matter fields as we approach
criticality. Thus, it is not possible to simultaneously eliminate the Maxwell term in both a theory and its

particle-vortex dual, and so it is inconsistent to take ayy — 0 before ay — 0.

2.3.3 Fractional Spin and Conformal Field Theories

The arguments we have presented in this section are well defined in the UV with a specific regulator assumed.
Such an analysis amounts to defining a continuum field theory for the loop model. From the discussion above,
it is clear that this limit must be subtle given that Witten’s and Polyakov’s regularizations are not equivalent.
Furthermore, as the non-trivial fixed point is approached, the relevant loop configurations become large and

fractal-like (reflecting the anomalous dimensions at the fixed point), hence reaching all the way from the UV
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to the IR. An understanding of these limits is essentially what is needed for a “derivation” of the conjectured
web of field theory dualities of Refs. [79, 80].

The arguments of the previous subsection immediately imply that Polyakov’s regularization, in which
fractional spin appears, is significantly more natural than Witten’s point splitting procedure. We therefore

conclude that any loop model description of CFTs of the general form,

Lerr = Lmatter|[a] — é ‘“’\/%f/w + ﬁada, (2.47)
should include fractional spin. This is because we can always build a loop model by deforming these theories
into a phase, and this loop model will generically include fractional spin. Unlike the loop model of Ref. [12],
loop models with fractional spin do not display invariance under periodicity 7, so we no longer encounter
the issue that periodicity relates theories with different phase diagrams, which should not display duality.
Moreover, loop models with fractional spin should yield transport predictions consistent with those of the
duality web in Section 2.2.3. This is because Polyakov’s duality, Eq. (2.43), uses fractional spin to relate
a free massive Dirac fermion to a massive boson with strong short-ranged interactions coupled to a Chern-
Simons gauge field at level +1. Extrapolated to criticality, this duality would simply be the one featured in
Eq. (2.25), so the transport predictions of this duality would match those of Section 2.2.3 (we will explain
how to couple Polyakov’s duality to background fields in Section 2.4.1).

A more subtle question is whether periodicity somehow survives in any of the correlation functions or
critical exponents of the theories of Eq. (2.47), even though it does not appear in general. This is one way of
phrasing the problem of superuniversality of quantum Hall plateau transitions. On general grounds, because
we lack a duality relation between theories related by periodicity, there is no reason to expect the theories
of Eq. (2.47) to have observables which are invariant under periodicity. For example, by the arguments of
Section 2.2.3, we do not expect that DC transport in these theories has a simple transformation law under
periodicity. However, there is some reason to be optimistic about critical exponents: recently it has been
argued using non-Abelian bosonization dualities that certain theories related by periodicity share correlation
length exponents [114].

We now return to the question of whether there is any CFT for which the model of Ref. [12], with full
or partial modular invariance, is a good lattice regularization. The answer seems to be negative. As argued
above, fractional spin is quite generic, and it prevents us from using generic theories of Chern-Simons gauge
fields coupled to gapless matter. However, perhaps there exists an exotic CFT (either local or nonlocal)
which can realize periodicity as a symmetry of the partition function along with self-duality. This is an open

question.
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2.4 Fractional Spin and a Duality Web of Loop Models

Having argued that any loop model with hope of describing Chern-Simons theories coupled to matter should
include fractional spin, we can ask whether such loop models satisfy the dualities of Refs. [79] and [80]. Our
strategy will be to use Polyakov’s duality, Eq. (2.43), which expresses the partition function of a massive
fermion as a bosonic loop model with fractional spin, to derive new dualities. This parallels the philosophy
of Refs. [79] and [80], which derives the duality web of field theories starting from the assumption of the
duality between a gauged Wilson-Fisher boson and a free Dirac fermion. An advantage of working with
bosonic loop models is that we never have to work with fermionic matter explicitly. Instead, we derive
dualities of the corresponding bosonic loop models. As a result, it is inconvenient to derive boson-boson
dualities starting from the seed bosonization duality of Eq. (2.65). Such dualities are better thought of as
following from the Peskin-Halperin-Dasgupta procuedure [65, 66] for deriving the particle-vortex duality of
lattice loop models. This duality is exact in these models assuming that the statistical interactions between

the loops (including fractional spin) can be suitably defined on a lattice [12].

2.4.1 Coupling Polyakov’s Duality to Gauge Fields

In order to obtain new loop model dualities from Polyakov’s duality, Eq. (2.43), we must couple the loop

variables to a gauge field A, which here we will take to be a background field satisfying the Dirac quantization

/ 4 g, (2.48)
S

2 21

condition,

for any S? submanifold of the spacetime. In theories of a single Dirac fermion, coupling to gauge fields leads
to the parity anomaly, so we should expect the loop model partition function Eq. (2.43) to also exhibit
the parity anomaly. To see how this works, we start with a theory of massive scalar bosons coupled to a

Chern-Simons gauge field at level +1,'7
2 2) 412 4, 1

This is the bosonic theory in Polyakov’s duality, and its partition function can be rewritten as the loop
model on the right hand side of Eq. (2.43). mg is related to the mass m in that equation, but it is not

exactly equal to it [142]. Notice that we work in the symmetric (insulating) phase of the theory where the

7 Throughout this section, we use a metric with the Minkowski signature.
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global U(1) symmetry is unbroken, so that a is not Higgsed. We couple this theory to A as follows,
|Dag|? — mi|o]* — |o* + L ada + L ada, (2.50)
0 4m 2m

Coupling this theory to a gauge field should be the same as coupling the Dirac fermion to a gauge field. The

theory in Eq. (2.50) can be rewritten in a more useful form by shifting a — a + A,
|Da—ad|> —mi|o]? — |o|* + L ada— L aqa. (2.51)
4 4

This theory is anomaly free and gauge invariant by construction, so the Dirac fermion it describes should
have the right parity anomaly term to enforce gauge invarance. The loop model partition function for this
theory has the same form as that with A = 0, except now J couples to A, and we have the background
Chern-Simons term

Al = / DJDa§(,J") e~ ImIEII+iSa. Al (2.52)

where

S[J,a, A] = /d3 [ A) + 4—ada - —AdA (2.53)

and we suppress all contractions of spacetime indices in the action. Please note that in Eq. (2.52), as
in previous sections, short-ranged interactions are not made explicit. The manipulations that follow in
the context of Chern-Simons theory are only consistent if the bosons have (strong) short-ranged repulsive
interactions. This is also natural since for D < 4 spacetime dimensions the free massless scalar field fixed
point is essentially inaccessible.

As we know well now, integrating out a results in a nonlocal linking number term for J
1
—m®[J] + /d3x [JA - 4AdA} , (2.54)
0

where we have changed variables J — —J since the partition function does not depend on the overall sign
of J. For A = 0, we recover Eq. (2.43) with # = —m. Since the J variables are gapped and bosonic,
the response of this theory is determined solely by the background Chern-Simons term, which gives a Hall
conductivity oy = —ﬁ, precisely what we would expect from a massive, properly regulated Dirac fermion,
18

which has a parity anomaly term

TG, — M) — SiAdA, (2.55)
Y8

8For a derivation using ¢ function regularization see Ref. [150].

36



with M < 0. Indeed, this is what one finds by following Polyakov’s logic starting with Eq. (2.54). This
identification already suggests that the sign of the linking number term is identified with the sign of the mass
of the fermion in the phase. See Appendix A.2 for a more explicit justification of this statement. Again, M
is related, but not equal, to m.

Thus, we find that the properly regulated loop model partition function for a Dirac fermion in its T-

broken (integer quantum Hall) phase is
Zfermion[A; M < 0} e—iCS[Al/2 _ /DJ 6(8“(]") 67|m\L[J]+iS'fermion[J,A;M<O]67iCS[A}/27 (2.56)
where
Stermion|J, A; M < 0] = / dr JA - (mm + % CS[A]) , (2.57)

and we define

CS[A] = / dx %AdA. (2.58)

Our reason for factoring out a CS[A]/2 term in Eq. (2.56) is to isolate the effect of the parity anomaly,
which can be thought of as arising from a heavy fermion doubler (or regulator). In practice, Eq. (2.56) tells
us how to write the loop model partition function of a Dirac fermion in its T-broken phase, where the low
energy effective action is — CS[A].

Having completed our analysis for the unbroken phase of Eq. (2.50), how do we write the loop model
partition function in the broken symmetry (superfluid) phase of Eq. (2.50)? In the Dirac fermion picture,
this should be the T-symmetric (trivial insulator) phase, obtained from Eq. (2.55) with M > 0. Instead
of modeling the broken symmetry phase of the ¢ variables directly, we use bosonic particle-vortex duality
[65, 66] to exactly write the loop model partition function in this phase as one describing the symmetric
(insulator) phase of vortex variables ) (with corresponding loop variables J ). Recall that this changes the
dependence on the background fields and inverts the sign of the linking number term, as we saw with the
loop model in Section 2.2 and demonstrate in Appendix A.1. This leads to a loop model with statistical

angle # = +m. The loop model partition function in the T-symmetric phase is therefore

Z]A] = / DJDb (8, J*) e~ ImILIT iS04 (2.59)
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where

o~ ~ 1

S[J,b, A] = /d3x [J(b— A) — 4bdb} : (2.60)
7I

Integrating out b and changing variables J — —.J yields the action

+ 7®[J] + /d3x JA, (2.61)

consistent with a Hall conductivity o, = 0, as we would expect from Eq. (2.55) with M > 0. Following

through with Polyakov’s argument from here allows us to write
Ztermion|[A; M > 0] e 1C8A1/2 /DJ 8(0,J") e~ ImMILII]+iStermion [ ], 4;M>0] o —i CS[A]/2 (2.62)
where
Stermionl . A: M > 0] = / P JA+ (7T<I>[J] + % CS[A]) , (2.63)
Bringing everything together, the loop model partition function of a free Dirac fermion with Lagrangian,
TG, — M) — %AdA, (2.64)
having fixed the sign of the parity anomaly term, is

Zermion[A; M]e *SSAVZ = det[ip, — M]e~ OS2 (2.65)

= / DJ 6(9,J") exp <|m|L[J] + iStormion|J, A; M] — ;csm]> .
where the loop model action Steymion for general M is
1
Stermion|J; A; M| :/dgx JA + sgn(M) <7r(I>[J] + B CS[A]) , (2.66)

Here, too, we have left implicit the necessary interactions between the loops. Eq. (2.65) is the main result
of this subsection.

In field theory language, we have derived the duality of a massive free Dirac fermion

TG, — M) — éAdA (2.67)
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to a gauged Wilson-Fisher scalar with a mass term,
|Dagp|? —7|9|? — |p|* + iada + iadA (2.68)
47 27 ’

starting from the loop model representation of the scalar theory. For r > 0, the scalar theory is in its
symmetric phase, which we showed can be related to the T-broken, M < 0 phase of the fermionic theory,
which has o, = —1/(47). Conversely, the T-symmetric, M < 0 phase of the fermionic theory is dual to the
symmetry broken phase of the scalar theory, where r < 0. In this phase, 0., = 0.

We can also consider acting time reversal T on the duality (2.65). This flips the signs of the Chern-Simons
and BF terms, as well as the fermion mass M, i.e. this duality corresponds to Eq. (2.65) with M — —M
and a parity anomaly term with positive sign. In this case, the T-broken phase now has Hall conductivity

_ 1
Ogy = +E

2.4.2 A Duality Web of Loop Models
Fermionic Particle-Vortex Duality

Equipped with the loop model partition function for a Dirac fermion coupled to a gauge field, we now proceed
to derive new loop model dualities. We start by deriving a loop model version of the duality between a free
Dirac fermion and 2+1 dimensional quantum electrodynamics (QED3) [81-83]'7,

_ 1 - 1 1
VI 4 — — AdA —— ipIP ) — —adA — —AdA. (2.69)
8 4 8T
Here, it will be more convenient to consider the version of this duality with properly quantized coefficients

of Chern-Simons and BF terms in the strongly interacting theory [79],
= 1 - 1 1 2 1
WP,V — —AdA «— i ,0) + —ada — —adb + —bdb — —bdA, (2.70)
8T 87 27 4 27

where Eq. (2.69) can be recovered by integrating out the auxiliary gauge field b, which comes at the cost of
violating flux quantization, Eq. (B.1). Note that the signs of the éada and éAdA terms, which can be
thought to arise from heavy fermion doublers coupled to a and A respectively, need not match across this
duality.

To obtain loop models, we add a mass term —MWUW, M < 0, to the free theory and a mass term —M'4n),

19 As usual, we will only explicitly include the leading relevant operators and suppress irrelevant operators. In particular,
Maxwell terms 7$f2 for the gauge fields are always implicitly included. Thus, the loop model dualities derived here are
M

only meant to hold at energies F << g%w

39



M’ > 0, to QED3 so that both theories are in their T-broken phase. The partition function of the free theory
is Eq. (2.65) with M < 0. Similarly, we can obtain a loop model analogue of QEDg3 by acting T on Eq.

(2.65), plugging in M’ > 0, gauging A — a, and adding the correct couplings to b
Zqup,[A; M > 0] e~ O/ / DJDaDb (9, J*)e 1ML+ iSaun, [ab.AiM'<0] (2.71)
where

Sqep, [/, a,b, A; M’ > 0] =7 ®[J /d3 [Ja + —ada - Q—adb—&— —bdb - bdA] (2.72)
™

We can integrate out a without violating flux quantization to obtain

db b\ 2 1
_ 3 _ _ _ i _
Ser =7 B[] + /d @ { 7r <J Qﬂ) <J 277) + 4 -bdb 27deA]

1 1
:/d% {Jb + Ebdb - 27TbdA] , (2.73)

where we have used the fact that ®[J] = [ Jd~'J. Integrating out b gives the action of Eq. (2.65) with

M < 0, so we obtain the loop model duality

Ztermion|A; M < 0] = Zqgp, [4; M > 0]. (2.74)
If we instead work with the trivial insulating phase, similar manipulations lead to

Ztermion[A; M > 0] = Zqgp, [A; M’ < 0]. (2.75)

The interpretation of these loop model dualities as fermionic particle-vortex dualities is immediate. First,
since the sign of the linking number term is the same as the sign of the mass of the fermion, we recover the
mapping of mass operators YW «— —i1). What’s more, if we violate flux quantization by integrating out
b, we recover the matter-flux mapping:

1
Jy +— —da, (2.76)
47

where J§ = U4V is the global U(1) current of the free fermion. This may seem odd since we never actually
changed variables in deriving these dualities. However, we were never working with fermionic variables to
begin with, but bosonic ones. Thus, the loop variables above should not be interpreted as the currents

of the free fermion. Instead, Polyakov’s duality (2.65) makes clear that since A couples to Jy in Stermion,
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correlation functions of Jy are generated by derivatives of
FJ\I; [Av M] = log chrmion [A; M] 3 (277)

where we have subtracted off the :I:%CS[A] parity anomaly term, as it does not contribute to the correlation
functions of Jy. Since A couples as ﬁAda - %AdA in Sqep, after b is integrated out, subtracting off the

same parity anomaly term in the QEDj3 theory implies the mapping of Eq. (2.76).

General Abelian Bosonization Dualities

We now consider more general boson-fermion dualities. The field theory duality web [79, 80] can be used to

relate a theory of a Wilson-Fisher scalar coupled to a Chern-Simons gauge field at level kg € Z,
2 L) 1
|Dao|” — |6* + —ada + —adA, (2.78)
4 27

to a dual theory of Dirac fermions coupled to a Chern-Simons gauge field. To do this, we invoke the duality

between a Wilson-Fisher boson and a Dirac fermion coupled to a Chern-Simons gauge field at level 1/2
9 4 - 1 1 1
|Dag|? —|¢|* «— i Dytp + —bdb + —bdA + — AdA. (2.79)
8T 2 47

Plugging this result into Eq. (2.78), we obtain a duality

ks +1
T

|Dad|® — |o|* + %ada + %adA PPy + 8%bdb + %ad(b + A) + ada . (2.80)
Integrating out the gauge field a on the fermionic side, would run into conflict with flux quantization Eq.
(B.1) and gauge invariance (if the theory is defined purely in 2+1 dimensions). However, continuing in spite
of this, one would obtain a duality between bosons coupled to a Chern-Simons gauge field at level kg and
fermions coupled to a Chern-Simons gauge field at level [92]

kg1
YT kg4 1"

(2.81)

This relation can be generalized to the self-dual theories which occupied our attention for much of this
work, Eq. (2.47), which, in addition to Chern-Simons terms, have marginally long-ranged interactions. The

introduction of such long-ranged interactions can be accommodated by replacing kg and ky, with 7 = kg+i25
s
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and 7y = 2k, + i:—;r respectively,
P
Ty — 1
Ty = .
¥ T+ 1

(2.82)

For clarity, in this section we will only explicitly consider the limit eiﬂp — 00. Our results can be readily
generalized away from this limit by replacing k’s with 7’s.

We can easily check that the theories on either side of the duality Eq. (2.80) have the same phase
diagram. Adding +m?|¢|? to the scalar theory Higgses out the emergent gauge field a and leaves the theory
in a trivial insulating phase. Similarly, adding — M1, with M < 0, to the fermion theory and integrating
out b also Higgses out a (the parity anomaly term being cancelled), leading to the same phase. Conversely,

adding —m?|¢|? to the scalar theory leads to a topological quantum field theory of the form
k 1
29 4da + —adA, (2.83)
47 27

which can also be obtained on the fermionic side by adding —M1t with M > 0. Integrating out 1 adds a

parity anomaly term to the action,

%ada. (2.84)

%bdb + %ad(b +A)+
Integrating out b leads to Eq. (2.83). Our interest will be in this phase: our goal will be to show that in this
phase the loop model partition function of massive fermions coupled to b is the same of that of the massive
bosons coupled to a.
The world line partition function for the gapped bosons in the phase described by Eq. (2.83) is (turning
off background fields)
Zboson|kg] = / DJDa §(0,J") e~ 1ML+ iSboson [Sasks] (2.85)

where we used the definition

k
Sboson [, a; kg) = /d3x {Ja + 4j;_ada] ) (2.86)

Integrating out a yields an effective action
Seg[J] = ——[J]. (2.87)

The loop model partition function for the fermion can be written down by acting with T and gauging

the background field A — b in Eq. (2.65). The world line partition function for fermions in the phase (2.84)
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is therefore
Ztermion Ky, M > 0] = / DJDaDb (9, J") e~ ML+ iStermion[ bashy M<O} (2.88)

where ky, is the level of the gauge field b coupled to the fermion with the auxiliary gauge field a integrated
out?®, Eq. (2.81), and we define
ke +1
o1

1 1
ermion |5 0, @5 M =nd 8 o o i . 2.
Sk, [J.b,a;ky, M > 0] = 7 ®[J] + /d x [Jb—&- 47rbdb+ 27radb—i— y da (2.89)

We now have two options. The first is to integrate out a, but that would violate flux quantization, Eq.

(B.1). Instead, we integrate out b first. Its equation of motion is

da db
J+ —=_— 2.90
+ 2 2 ( )
Charge quantization of the bosonic J variables implies that this equation is consistent with flux quantization.
Integrating out b therefore gives

1
7 ®[J] + /d3x |:—7T (J—I— da> d~t (J—|— da) + o 1 ada}
2 2m 4

Seff[J, a]

1 k 1
4 4

= /d3x [—Ja+ Zd)ada] , (2.91)

™

where we have used the definition of ®[J] in passing to the second line. The path integral does not depend
on the sign of J here, so integrating out a yields the same answer as in the bosonic case, Eq. (2.87).

We therefore find an equality of the loop model partition functions
Zboson[kqﬁ] = Zfermion[kw; M > O] . (292)

This is the general three dimensional bosonization identity for loop models. The same analysis can be carried
out in the superfluid phase of the theory in Eq. (2.78), which is the insulating phase of its particle-vortex
dual, in which the Chern-Simons gauge field has “level” —1/k, (again a statement about the theory obtained

after violating flux quantization and integrating out auxiliary gauge fields). Denoting the partition function

20Note that we defined ky, as the level of b expected at the critical point, so it does not include the extra parity anomaly
term acquired by gapping .
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of this theory as Zyoson[—1/kg), we indeed find

Zboson[_]-/k¢} = chrmion[kw; M < 0] . (293)

Starting from Polyakov’s loop model duality (2.65), we have thus derived a loop model version of the general
CFT duality of Eq. (2.80) by matching fractional spin factors!

This derivation also provides an answer to the question of what it means to have fractional spin different
from 0 or 1/2, a vexing issue since Polyakov’s argument first appeared. From the perspective of the duality
of Eq. (2.80), it is incorrect to think of theories of world lines with general fractional spin as theories of free
particles with a strange spin. Rather, one should think of the theories on either side of the duality as strongly
interacting Chern-Simons theories coupled to matter. We further note that these theories are also thought
to be dual to non-Abelian Chern-Simons-matter theories [78], but it is not clear to us how to construct an

explicit loop model description of these theories. This may be an interesting direction for future work.

2.5 Discussion

In this Chapter we have shown that, upon introducing fractional spin, 2+1 dimensional loop models with
statistical and long-ranged interactions of Eq. (2.3) are not invariant under shifts of the statistical angle,
despite remaining self-dual under particle-vortex duality. This means that, while PSL(2, Z) still has a natural
action on these theories, only the S transformation should be taken as a good duality transformation. It also
means that the superuniversal transport properties of the loop models in Ref. [12] do not have an analogue
in Chern-Simons theories coupled to gapless matter, which we argued must include fractional spin.

By introducing fractional spin into the loop models of Ref. [12], we were led to develop simple loop
model versions of various members of the web of 2+1 dimensional field theory dualities [79, 80], starting
from a seed duality relating the partition function of a massive Dirac fermion to a bosonic loop model with
a fractional spin term. This makes clear the consistency of relativistic loop model dualities with the duality
web of conformal field theories. It also should be considered a nontrivial check of these dualities.

We emphasize that the duality of the loop models suggests that these theories may have a critical point,
which should presumably be a relativistic CFT. Proving this statement requires solving the loop model and
finding its continuum limit at the phase transition. This has not been done. Our purpose here was to inquire
to what extent the critical points of the loop models can be described by a CFT on the duality web. A
successful construction of this continuum limit would in fact be a derivation of the duality web.

Because of the simplicity of the loop model dualities presented here, it would be of interest to use
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loop models to motivate new field theory dualities or derive already proposed dualities which live outside
the duality web. However, some difficulties persist. It still remains to carefully implement the short-ranged
interactions in the loop model dualities presented here. This is a necessary requirement to develop loop model
derivations of dualities with multiple flavors of matter fields, which can have different global symmetries
depending on the form of the short-ranged interactions. Such dualities have been of interest in the study
of deconfined quantum critical points [151]. It also remains to construct a precise lattice formulation of the
loop models presented here, which we defined based on their long distance properties due to the subtleties

surrounding placing Chern-Simons theories on a lattice.
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Chapter 3

Duality and Emergent Symmetry:
Reflection Symmetry of Composite
Fermi Liquids

This Chapter is reproduced from Hart Goldman and Eduardo Fradkin, Phys. Rev. B 98, 165137 (2018).
©2018 American Physical Society. This paper is also cited as Ref. [88] in the References section of the

thesis.

3.1 Introduction

A paradigmatic example of a strongly interacting metallic state arises in the context of 2d systems of
electrons in a strong magnetic field when the lowest Landau level (LLL) is at filling v = 1/2. However,
despite many years of effort, concrete theoretical understanding of this state remains elusive. Historically,
the most successful approach to this problem has been that of Halperin, Lee, and Read (HLR) [21], which
utilizes the notion of flux attachment, in which a theory of non-relativistic particles is exactly mapped to
a theory of “composite particles” (fermions or bosons) coupled to an Abelian Chern-Simons gauge field
[68]. Such mappings have been foundational in the theory of the fractional quantum Hall (FQH) effect
[70, 71, 73], explaining the observed Jain sequence FQH states as integer quantum Hall (IQH) states of
composite fermions. In the HLR approach, two flux quanta are attached to each electron, completely
screening the magnetic field and yielding a theory of a Fermi surface of non-relativistic composite fermions
f, strongly coupled to a Chern-Simons gauge field a,, = (at, 4z, ay ),

1 11
LuLr = fT(’L'at +u+ at)f — 7|(Z(97 +a; + A; )f‘Q + —=ada+---, (3.1)
2m 4 2

where A; = g(xg — y&) is the background vector potential, and we use the notation AdB = 5"”’\AM8,,BA.
Here we require that the emergent gauge field cancels the external magnetic field, i.e. (€9;a;) = —79;A;.
The HLR theory has seen great phenomenological success: it explains the existence of the observed metallic
state [28], and the large cyclotron radii of the composite fermions near v = 1/2 lead to quantum oscillations
which have been observed experimentally [29-33].

Nevertheless, the HLR theory suffers from several well known problems. First, as a theory of a Fermi
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surface strongly coupled to a gauge field, it is plagued by infrared (IR) divergences, and the random phase
approximation (RPA) is uncontrolled. Additionally, the HLR theory is not a proper LLL theory, since
a theory composite fermions which are charged under electromagnetism will not have holomorphic wave
functions [152]. Finally, while the LLL Hamiltonian at v = 1/2 is particle-hole (PH) symmetric [153], and
PH symmetric response has been observed experimentally [18, 19, 154], the HLR theory does not seem
to possess this symmetry: flux is attached to electrons, rather than holes. This issue has also found new
relevance in recent quantum oscillation experiments [34, 35].

A great deal of progress on the latter two problems was made recently, when Son proposed a Dirac
composite fermion theory of the v = 1/2 state [81]. This theory is based on the fact that the LLL limit
of a system of electrons with gyromagnetic ratio ¢ = 2 can be identified with the massless limit of a Dirac
“electron” in a magnetic field

Lo— 0,0 + SiAdA, (3.2)
Y8

where we have introduced the notation D} = 0 — iA* and D = D##,,, and 7, are the Dirac gamma
matrices. The term AdA/8m can be thought of as coming about due to the presence of a heavy fermion
doubler!. Since Dirac fermions have Landau levels with both positive and negative energies, with one sitting
at zero energy, the zeroth Landau level is half filled when the chemical potential is zero. Such a state is
automatically symmetric under PH, which is just the exchange of empty and filled states. This led Son to
conjecture that this theory is dual to one of Dirac composite fermion vortices ¢ at finite density, strongly

coupled to an emergent gauge field a, without a Chern-Simons term (QEDs3),
- 1 1
Lson = i, + —adA+ —AdA+ - - . (3.3)
47 87

where the PH symmetry of the Dirac electron problem now manifests as a time reversal (T) symmetry of
the composite fermions. The --- denote irrelevant operators, such as the Maxwell term for a,,. This duality
between a free Dirac fermion and QED3 was quickly shown to be a part of a “web of dualities,” at the center
of which is a relativistic flux attachment duality relating a free Dirac fermion to a Wilson-Fisher boson
coupled to a Chern-Simons gauge field [79, 80]. This fermion-vortex duality has also led to progress in other
areas of condensed matter physics [82, 83, 85, 155]. Despite its success in incorporating PH symmetry, it
still remains to understand how Son’s theory might emerge from microscopics and the extent to which it
can be experimentally distinguished from the HLR theory, although very interesting arguments have been

put forward suggesting that Son’s theory may emerge from the HLR theory upon incorporating the effect of

IThroughout this Chapter, we approximate the Atiyah-Patodi-Singer n-invariant as a level-1/2 Chern-Simons term and
include it in the action.
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quenched disorder [22, 23, 151] or as a percolation transition between the HLR theory and its PH conjugate
[156]. Encouragingly, evidence for the Dirac composite fermion theory has been found in numerical studies
[157, 158].

A major open question has been whether Son’s proposal can be extended to describe the compressible
states appearing at other even denominator filling fractions v = 1/2n. In the HLR theory, descriptions
of these states arise trivially: one can simply attach an even number of flux quanta so that the external
field is again completely screened. For non-relativistic particles, this transformation should be an identity
at the level of the partition function, implying that all of these theories lie in the same universality class.
On the other hand, in relativistic theories, flux attachment influences both statistics and spin, and so this
transformation is no longer innocuous. More saliently, while the LLL Hamiltonian for these states is not PH
symmetric, transport experiments have observed an analogous “reflection symmetry” in the I — V' curves
about the v = 1/3 FQH to insulator transition, which occurs at v = 1/4 [18-20], suggesting that this state
might host its own kind of PH symmetry, or at least that there is a symmetry relating the Jain sequence
FQH states proximate to it. More precisely, the observed symmetry maps a longitudinal I — V,, curve at a
filling fraction v < 1/2n to a I — V,,, curve at a dual filling fraction ' > 1/2n in which the roles of current

and voltage are exchanged,

(B0 50) = (5500, B0 (3.0

and the transverse I — V,, curves in the observed region are all linear with slope 36'—;. Surprisingly, the
observed longitudinal I — V,, curves do not appear to be linear except very close to v = 1/4, meaning that
the observed symmetry extends to nonlinear response.

The presence of this symmetry makes sense if we view the state at v = 1/2n as a limit of the Jain states
v = p/(2np + 1), where n and p are integers. Such states have reflection conjugates on either side of the
point at ¥ = 1/2n, and we thus might expect the composite fermions in these states to experience the same
physics. Indeed, to impressively high precision, the reflection symmetry observed in experiment appears
identical to the one which relates conjugate Jain states. However, the HLR theory is incompatible with this
symmetry, since the conjugate states in question correspond to different IQH states of composite fermions.

In this Chapter, we propose a series of Dirac composite fermion theories to describe the compressible
states at v = 1/2n. These theories are obtained by attaching an even number of fluxes to the composite
fermions of Son’s theory (3.3). They therefore can be thought of as existing in a unified framework with
Son’s theory of v = 1/2. Although they lack an explicit analogue of PH symmetry, we argue that they can
explain the reflection symmetry observed in experiments. In particular, we show that in reflection conjugate

Jain states, the composite fermions fill the same number of Landau levels, in contrast to HLR. Moreover, our
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theories are consistent with the LLL limit: as in Son’s theory, our Dirac composite fermions are electrically
neutral. In fact, we show that the LLL limit ensures that the Dirac composite fermion is massless, whether
or not a mass is allowed by symmetry. If a mass is indeed allowed by symmetry, that would suggest that
the states at v = 1/2n for n > 1 are tuned to a quantum critical point, rather than constituting a genuine
phase.

It is not clear to us whether the reflection symmetry of the Jain states proximate to ¥ = 1/2n extends
to a full blown symmetry of the theories at v = 1/2n for n > 1. The case of v = 1/2 is special in this
regard, since there the reflection symmetry is identical to PH symmetry, which manifests itself as the T
symmetry of the composite fermion theory. While the experiments do strongly hint that the compressible
states at ¥ = 1/2n have this reflection symmetry, they do not necessarily imply it. This is because the
experiments may not have truly observed the compressible state, instead seeing the signatures of the phases
asymptotically close to v = 1/4. However, it is entirely possible that our composite fermion theories flow to
fixed points hosting an enhanced T symmetry which is the continuation of the reflection symmetry of the
Jain states. The presence of such a symmetry would also ensure the masslessness of the Dirac fermions, and
it would imply that our theories display “self-dual” transport at v = 1/2n [20].

We finally note that other descriptions of the v = 1/2n states have been proposed in Refs. [159-161] using
semiclassical arguments®. These theories are variants of HLR involving Fermi surfaces with nonvanishing
Berry phases, which are related to an “anomalous velocity” term associated with the non-commutative
geometry of the LLL [162]. The effect of these Berry phases is to generate anomalous Hall conductivities
that completely cancel the Chern-Simons terms of HLR. However, it is not clear whether this cancellation
truly occurs beyond v = 1/2: without PH symmetry, the Berry phase can run. These theories also do not
seem compatible with the reflection symmetry of the Jain states. Our expectation is that the same kind of
anomalous velocity that is associated with the Berry phase can be equally well explained via interactions
with a Chern-Simons gauge field. Evidence for this comes from the fact that our theories lead to the same
set of magnetoresistance minima as the theories of Fermi surfaces with 7/n Berry phases. However, it is
difficult to make these connections precise because band theory intuition cannot be applied to our strongly
interacting problem. In future work, we hope to elucidate the connections between these theories and the
ones presented here.

We proceed as follows. In Section 3.2, we present our proposed effective field theories for the v = 1/2n
states. In Section 3.3, we describe how these theories can explain the reflection symmetry of the Jain states

proximate to v = 1/2n. In Section 3.4, we argue for the Dirac composite fermions should be massless by

2We thank Yizhi You and Jie Wang for very enlightening discussions about these theories and their relationship to those
presented in this Chapter.
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viewing the state at e.g. ¥ = 1/4 as the LLL limit of the HLR theory when the non-relativistic composite
fermions are placed at half filling. We then discuss some additional observables in Section 3.5, in particular

describing how to couple our theories to background geometry. We conclude in Section 3.6.

3.2 Proposed Effective Field Theories

We conjecture that the v = 1/2n state can be described as a theory of 2n flux quanta attached to a free
Dirac fermion. This flux attachment transformation can be implemented on the Lagrangian (3.2) by making
the background gauge field dynamical, A — a, and introducing a new auxiliary gauge field c at level 2n that
couples to a and the background vector potential A = g(xgj — y&) through BF terms. For a review of such
flux attachment transformations, see Ref. [63],

2n

1
—cdA. )
g cde + 5 cd (3.5)

v — 8iwada + %adc —
We note that these transformations are the elements ST ~2"S of the modular group PSL(2,Z), described in
condensed matter and high energy contexts by Kivelson, Lee, and Zhang [10] and Witten [121] respectively.
This theory is gauge invariant with all of the gauge fields satisfying the Dirac flux quantization condition.
If we loosen this requirement (an innocuous thing if our interest is in local properties) and integrate out the

auxiliary gauge field ¢, we arrive at the theory”

- 1 /1 1 11 11
— (2o D) ddat = Adat+ — - AdA. .
Lrjon = 9 Day A7 (2 Qn)aa+27r2n “*irom (3:6)

notice that we recover Son’s theory (3.3) for n = 1. For n > 1, this theory breaks PH, T, and parity (P)
due to the presence of the nonvanishing Chern-Simons term for a. Thus, naively, a Dirac mass is allowed
by symmetry, unless this theory harbors an enhanced symmetry which prohibits a mass. In the absence of
such a symmetry, these theories are taken to be tuned to a quantum critical point.

The v = 1/2n state corresponds to the case where the composite fermions 1) are at finite density but see

0Ly /om
0A¢

a vanishing magnetic field. If we denote the physical electron density as p. = < > and the magnetic

field seen by the composite fermions as b, = (¢¥9;a;), then

Pe 1 by
—opfe - — (142 .
V=21 2n(+B)’ (3.7)

meaning that, indeed, v = 1/2n implies b, = 0. Thus, the composite fermions form a strongly interacting

3In the remainder of this Chapter, we will work exclusively with theories having improperly quantized Chern-Simons levels.
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metallic state.

In the sections that follow, we will see that there are several reasons to believe that this theory correctly
describes the physics of the v = 1/2n state. First, we will check that the IQH states of composite fermions
reproduce the Jain sequences, v = p/(2np+1), where p and n are integers. We will then introduce a PH-like
reflection transformation which maps between Jain states on either side of v = 1/2n, and we will see that
conjugate Jain states correspond to the same IQH state of composite fermions, up to a T transformation
(v = —v). This transformation can be related to boson-vortex exchange upon invoking boson-fermion
duality to obtain theories of composite bosons at v = 1. This goes a long way toward explaining the
reflection symmetry observed in experiments.

The theories (3.6) are also consistent with the LLL limit. Not only is the composite fermion charge

neutral, but we will use Son’s particle-vortex duality to argue that the dual theory to Eq. (3.6), given by

5 . 1 1 1

where b is another emergent gauge field (note the difference with b,), reproduces the same LLL physics as a
theory of non-relativistic electrons with 2(n — 1) flux quanta attached, at least at mean field level. This leads
to an explanation for why 1 and y are massless, despite the fact that a mass may be allowed by symmetry.
Moreover, it is easy to see that the v = 1/2n state corresponds to a half filled zeroth Landau level of x

particles.

3.3 Reflection Symmetry of the Jain Sequences

3.3.1 Reproducing the Jain Sequences

We now show that the theories (3.6) reproduce the Jain sequences. We will see that the presence of the
Chern-Simons term is crucial in making this work out. For simplicity, we will work with the version of
the theory with improperly quantized Chern-Simons levels, although the computations for the properly

quantized theory are similar. We start by considering the equation of motion for a,,

oty - 2 (L L 1
0=y 27r<2 2n>b*+27r2nB’ (39)

meaning, if we define the composite fermion filling fraction as vy, = 2mpy/bs, where py = (¥T9), then

Vw = 5 ————— . (310)



Notice that for n = 1, the first two terms on the right hand side cancel, as the density of composite fermions
is proportional to the background magnetic field in that case. For n # 1, the non-cancellation of the first two
terms reflects the fact that the Chern-Simons level is non-vanishing: the density of the composite fermions
depends on the external magnetic field and the emergent magnetic field, b,.
To produce the Jain sequences, we first fill p Landau levels of the composite fermions, leading to an
incompressible integer quantum Hall state
1

v=p+y- (3.11)

Eq. (3.10) is now

B
2np+ 1=~ (3.12)

We know B/b, in terms of the physical electron filling fraction v from Eq. (3.7). Plugging this in, we have

1

2 l=——.
ot 2ny — 1

(3.13)

Solving for v, we finally obtain

= —. 3.14
Y 2np + 1 ( )

This is the Jain sequence.

3.3.2 Reflection Symmetry

Having shown that the theories (3.6) reproduce the Jain sequences, our goal now is to determine if they
can reproduce “reflection” symmetry indicated by experiments, which relates the (nonlinear) response of
conjugate Jain states proximate to ¥ = 1/2n. For us, this amounts to showing that for each Jain state
proximate v = 1/2n, there is a conjugate Jain state where the composite fermions fill the same number of
Landau levels but are T conjugated. At least at mean field level, the composite fermion response of such
states should be essentially identical. Note that while this symmetry of the incompressible plateau states
can give us intuition that there is an emergent reflection symmetry at the compressible state v = 1/2n,
such a symmetry is not implied. It is interesting enough that the theory (3.6) explains the symmetry of the
plateau states.

Each state on the Jain sequence (3.14) with filling v < 1/2n (p > 0) has a reflection conjugate with filling
V' > 1/2n given by

, 1+p

Vv = Wi tp) =1 (3.15)
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This can be written as the following transformation of the filling fraction v,

o —(2n—-1r+1
Aot @no1) (3.16)

Notice that for n = 1, this relation is none other than the PH transformation v/ =1 — v.

The statement of the reflection symmetry between the conjugate Jain states is that they correspond to
composite fermion IQH states with v;, = —vy = —(p + 1/2). In other words, an IQH state of composite
fermions is mapped to the same IQH state up to a T transformation (i.e. with magnetic field pointing in
the opposite direction). To see that this is the case, we start by rewriting Eqgs. (3.7) and (3.10) as a relation

between Dirac and electron filling fractions,

1 v

_ , 1
YT T I o (3.17)

Plugging Eq. (3.15) into Eq. (3.17), the dependence on the compressible state index n cancels, and we

obtain
1
Vy = — (p—i— 2> : (3.18)

Thus, the conjugate state can be thought of as filling p Landau levels with the magnetic field pointing in
the opposite direction! This is a related to the more general fact that reflection symmetry acts as T on the
composite fermion filling fraction: Eq. (3.17) implies that mapping v — v/ is the same as T : vy — —uy.
Note that in the language of the dual theory, Eq. (3.8), this T symmetry can be interpreted as a particle-hole
symmetry CT (we reserve PH for the electron particle-hole symmetry v — 1 — v).

The above results go a long way toward explaining the reflection symmetry observed experimentally.
However, it is important to note that since the composite fermion theories under consideration do not
appear to be T symmetric at ¥ = 1/2n, the physics of the Jain state at filling factor v might differ from that
at its conjugate v’ due to the effect of fluctuations of the emergent gauge field. This being said, since these
states are gapped, we expect the effect of such fluctuations to be small and essentially unobservable, and
we believe that this mean field argument should suffice to explain what is observed in experiments. As the
compressible state is approached, however, gauge field fluctuations will become important, and the reflection
symmetry may be broken. Whether the symmetry persists to the compressible state ultimately requires an
understanding of the interplay of disorder and the strong interactions with the Chern-Simons gauge field.
In the next subsection, we will consider the implications of this reflection symmetry for transport in more

detail and discuss what the experimental observations can tell us about whether this symmetry emerges at
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the compressible states at v = 1/2n.

We can develop a complementary interpretation of the transformation (3.16) in the language of compos-
ite bosons as an exchange symmetry between composite bosons and vortices, or “self-duality”. A similar
interpretation was also introduced in the previous, non-relativistic approaches to this problem [10, 19, 20].
It will also be a particularly useful language for writing down constraints on transport, which is the topic
of the next subsection. We can obtain a composite boson theory by invoking the duality between a gauged

Wilson-Fisher boson and a free Dirac fermion described in Refs. [79, 80],
= 1 9 , 1 1
iU AU+ —AdA <+ |Dyo|* — |¢|* — —ada + —adA, (3.19)
8w 4m 2m

where <— denotes duality and we use the notation “—|¢|*” to indicate tuning to the Wilson-Fisher fixed
point. It is not difficult to see that the theories (3.6) have bosonic duals,

1
|Dg_adl” — |o|* + gdg . (3.20)

A7 2n — 1

Here g is another fluctuating emergent gauge field. For A = g(my — yZ), these bosons find themselves at

finite density and magnetic field. Differentiating with respect to g; and A; gives

3 1 (sijaig->
t = =P = — = vIIl '21
A i (8:21)

where jg is the gauged U(1) current of the bosons. If we define the filling of the bosons to be v, =
)

2M 51 (9;— A7)

, then

ve=—[2n—1-v7l7", (3.22)

Thus, for v = ﬁ, we have

I/¢ =1. (323)

Thus, we now are facing a problem of gauged Wilson-Fisher bosons at vy = 1. Interestingly, the filling of
the bosons in this theory is independent of n.

The theory (3.20) can be shown to be dual to a theory of bosonic vortices [65, 66] with action*

2n—1

T2 74
|Dnol” — || e

1
hdh + —hdA 24
* 2 ’ (3.24)

where ¢ is a new emergent gauge field. Notice that, in the composite boson language, the lack of explicit

4For explicit derivations of the particular boson-vortex duality discussed here, see Refs. [92, 99].
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T symmetry in the fermionic theory manifests itself as an apparent lack of symmetry between bosons and
vortices: they are interacting with Chern-Simons gauge fields having different levels. Similar manipulations

to those for the ¢ theory imply a relationship between the filling fractions of the dual theories,
Vp = ——, (325)

which is the modular S transformation of Refs. [10, 121]. Conjugate filling fractions are those for which the

roles of bosons and vortices have been exchanged, i.e. vy(v) = —vz(v'). Thus,

1

V_l—(2n—1):m.

(3.26)
Solving for v/ leads to Eq. (3.18). Thus, reflection symmetry can be interpreted equivalently as a T (or CT)

symmetry of composite fermions and as a composite boson-vortex exchange symmetry, or “self-duality.”

3.3.3 Constraints on Transport and Connections to Experiment

We now describe the implications of the reflection symmetry introduced above for transport and relate
them to the experimental observations of Refs. [18, 19]. For convenience, we start by working with the
composite boson description of Eqgs. (3.20) and (3.24) since the experiments are most easily interpreted
in that language, although we describe how to translate these results into the composite fermion language
at the end of this section. Note that the arguments in this section are essentially the same as those for
non-relativistic composite boson theories given in Ref. [20]. However, we emphasize that in our case we
are starting with theories which naturally manifest the reflection symmetry of the Jain states proximate to
v =1/2n (as is evident in the Dirac composite fermion language). In the previous non-relativistic work, this

symmetry had to be postulated.

Composite Boson Language: Self-Duality

We start by defining the conductivity of the composite bosons of Eq. (3.20), which respond to both the
background probe electric field F; and the emergent electric field due to the Chern-Simons gauge field g,
{ei(9)) = (fir(9));

(i) = 05> (((9)) — E). (3.27)

Note that, in this section, all conductivities (resistivities) are in units of e?/h (h/e?).

In the composite vortex theory (3.24), the roles of charge and flux are exchanged. Consequently, O‘%B
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is the resistivity tensor of the vortices. To see this, we plug the charge-flux mappings j, = dh/27 and
jg =d(g— A)/2m, ie. J% = €7(djhy — 9:hy)/2m = ¢ /2m and j;; = e (e; — E;)/2m, into Eq. (3.28) to

obtain the transport dictionary,

1 ..
CB _ ik _jl ~CB
o = (27?)25 e’ b - (3.28)

In a rotationally invariant system, this simply reduces to aiCjB = [)iCjB /(27)2. Because the dictionary (3.28)
is a consequence of particle-vortex duality, it is valid at finite wave vector and frequency, as well as in
the presence of disorder. Moreover, since we never explicitly required linear response in its derivation, we
also expect the dictionary to hold beyond the linear regime. This last point is necessary if our wish is
to understand the experiments of Refs. [18, 19], since the symmetry observed there was one of nonlinear
response.

The equality between composite boson conductivity and vortex resistivity is the reason why the reflection
symmetry described above exchanges the role of current and voltage about v = 1/2n. In the bosonic
language, the reflection symmetry is the statement that composite bosons at electron filling fraction v have
identical transport to the composite vortices at conjugate electron filling fraction v/, so

PP (v) = 5P (') = (2m)%0 5P (V) - (3.29)
From the analysis of the Dirac composite fermion theories earlier in this section, we saw that this symmetry
holds for FQH states proximate to v = 1/2n, at least at mean field level.

We can connect pz-CjB to the observable electron resistivity p;; as follows. If J' = —jé is the electron

current, then we define p;; via

By = pi{7). (3.30)

The difference between p;; and pr comes from a shift in the Hall resistivity due to the Chern-Simons gauge

CB

field, which enforces flux attachment, (e;) = 27(2n — 1)e;; <jé> Plugging this into the definition of o3,

(3.27), and rearranging, one finds

Pij = pleB - (277, - ].) 2’/T€1'j . (331)

Thus, the observed resistivity is just the composite boson resistivity with shifted Hall components.
If the reflection symmetry persists to v = 1/2n (which is mapped to itself), then Eq. (3.29) implies that

the composite boson resistivity must satisfy the “self-duality” condition
[ogs (1/2n)]2 + [pgy (1/20)]* = (2m)%. (3.32)
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For n = 1, or v = 1/2, this constraint and the relation (3.31), implies the PH-symmetric Hall response
Oy = ﬁ For n # 1, however, the constraint is weaker: o, depends on the composite boson conductivity.

We are now prepared to interpret the experimental results of Refs. [18, 19], which correspond to the case
of v = 1/4, or n = 2. Throughout the observed region of v values, the Hall response was observed to be
linear, with resistivity taking the value

Pay = —3(2m). (3.33)

meaning that, by Eq. (3.31), the Hall resistivity of the composite bosons vanishes
py =0. (3.34)

This constraint is surprising, since there does not appear to be any symmetry in the problem which requires
this. Understanding the mechanism by which the composite boson Hall resistivity vanishes continues to be
an open question. Plugging this into Eq. (3.29), the reflection symmetry can be expressed in terms of the

electron longitudinal resistivities as
(2m)*
pwz(”’) '

Paa(V) = (3.35)

since pSP = p,.. This is consistent with what was observed in the longitudinal I — V,, curves, assuming
that Egs. (3.28) and (3.31) are valid in the nonlinear regime. It was also observed that, as v approaches 1/4,
Pzz Seems to become linear and approach the “self-dual” value p,, = 2w. This constitutes fairly compelling
evidence that reflection symmetry emerges at the compressible states at ¥ = 1/2n, but we emphasize that
this is not necessary. In the next section, we will show that the LLL limit can suffice to tune the Dirac
composite fermions to criticality, whether or not the states at v = 1/2n truly host an emergent reflection

symmetry themselves.

Composite Fermion Language: T Symmetry

We close this section by considering the implications of reflection symmetry for the transport of the composite
fermion theory (3.6), for which the reflection symmetry is a T symmetry. If we define the composite fermion
conductivity J%F via

(i) = o5 (' (@), (3.36)

where e;(a) = fi+(a) and jZ = 1py"1), then reflection symmetry implies
oF ) =o5F (V). (3.37)
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Thus, if the reflection symmetry persists to v = 1/2n, this means
oF =0. (3.38)

Indeed, we will quickly see that the duality between the composite fermion theory (3.6) and the composite
boson theory (3.20) that this T symmetry implies self-duality of the bosons and vice versa.

We can relate the composite fermion conductivity to the measured electron conductivity as follows.
Differentiating the Lagrangian (3.6) with respect to A; and a; give the electron and composite fermion

currents respectively

11 . . 1 /1 1 - 11 .
Ji) = ——ei((e?) + B, (i) = — (= — = ) esj(e?) — — —ey; Y | 3.39
< > 27T2n8](<€ >+ ) <Jw,> 27{' (2 2n>(€]<e > 27_[_2”6] ( )

plugging in the definitions of the electron and composite fermion resistivities p%F = (JiCjF)’1 (assuming
rotation invariance) and solving the system of equations, one finds that the electron and composite fermion

resistivities are related by

) 4pCF
(PSE)? + [pSy +2(2m))?
2(2m) + pgy
ey = 27 |—2(n—1) -8 () 1 ey (3.41)

(p5E)? + [pSy +2(2m))% |

There are several things to note about these expressions. First, reflection symmetry (3.37) along with the
observed Hall resistivity p;, = —3(27) again imply the observed I — V,, reflection symmetry, Eq. (3.35).
Moreover, plugging T symmetry of the composite fermions (pg?f = 0) into these equations and combining
them with Eq. (3.31) immediately leads to the self-duality of the composite bosons, Eq. (3.32). Finally,
assuming that T symmetry extends to the compressible state at v = 1/2n and plugging in the observed
Pzy = —3(2m) implies

oS¥(1/2n) = L 132. (3.42)

4Tt 2 h

Thus, the problem of understanding the physical origin of the observed Hall resistivity at the v = 1/3 —
insulator transition may in fact be identical to the problem of understanding why ¢$F = 1/4r. Intriguingly,

this value is the same as that obtained in Pruisken’s two-parameter scaling theory of IQH plateau transitions

163, 164).

58



3.4 Massless Composite Fermions from the LLL Limit

We now argue that the LLL limit requires that our theories (3.6) be tuned so that the Dirac composite
fermions are massless. This argument essentially follows the logic of Son’s argument that the LLL limit of
non-relativistic fermions with g = 2 can be identified with that of a massless Dirac fermion [81], provided
that the effect of transitions between Landau levels is neglected. The difference here will be that instead
of starting with a non-interacting theory of non-relativistic fermions in a magnetic field, we consider non-

relativistic fermions in a magnetic field with 2(n — 1) flux quanta attached via a Chern-Simons gauge field,

1

1
3oyt A+ A), (3.43)

1 Durf — o \Da 24 S0 gty
where again A; = g(xg —y&) is the magnetic vector potential, and A; = . Here we work in a regime where
b = (€;;0;a;) # 0, i.e. the fermions experience a net (uniform) magnetic field, organizing themselves into
Landau levels. Our ultimate interest will be in the case where the non-relativistic composite fermions are at
half-filling, which corresponds to a physical electron filling fraction v = 1/2n.

The LLL limit of this theory m — 0 can be understood to be finite by introducing a Hubbard-Stratonovich

field ¢ as follows,

1 1
ifTDasf +ic'(Dasy+iDay)f —if (D —iDay)c + 2mele + —

oot Adat ), (349

Upon taking the limit m — 0, we see that ¢ becomes a Lagrange multiplier which implements the LLL
constraint (Dg 5 +1Dg ) f = 0.

We now argue that the theory (3.44) is identical to that which would be obtained by taking the LLL
limit of a Dirac fermion coupled to a Chern-Simons gauge field with Lagrangian,

iomla + i#(a + A)d(a+ A). (3.45)

ixPax + g A7 2(n—1)

Notice that this theory is none other than the particle-vortex dual of our composite fermion theory for the

v =1/2n state (3.6). Writing x = (f, ¢) and choosing 7 = 0%,7* = ic¥,7y¥ = —ic®, we obtain

1 1 1
gt ot ol : _ift(D. L das L
if' Doy f+ic'Dgc+ic' (Do g +iDqy)f —if (Dgy —iDg y)c+ 8ﬂ_ada+ 2= 1) (a+A)d(a+A). (3.46)

This looks almost identical to our non-relativistic Lagrangian (3.44), with two differences. The first is the

presence of a time derivative term for c. However, this term is negligible upon taking the LLL limit, which
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for a Dirac fermion is the limit® of infinite fermion velocity, v — co. The second difference is the appearance
of the parity anomaly term ada/8m, which can be thought of as implementing the effect of the Dirac sea of
filled negative energy states. At mean field level, where a is not dynamical, then this term would simply
lead to a constant shift in the filling fraction and Hall conductivity with respect to the non-relativistic case,
ie.

1
I/f = VX + 5 . (347)

However, the equivalence between the LLL physics of the Dirac and non-relativistic theories may be spoiled
upon taking into account fluctuations of a, although it is reasonable to expect that fluctuations of a about
its mean field value do not contribute large corrections.

Thus, the LLL limits of the non-relativistic, flux attached theory (3.44) and the massless Dirac fermion
theory (3.45) match, at least at mean field level, meaning that a proper description of the LLL requires tuning
(3.45) to criticality. In other words, if we view the problem of non-relativistic electrons at filling v = 1/2n
as the v = 1/2 state of of non-relativistic electrons attached to 2(n — 1) units of flux (which should be an
exact rewriting of the original problem), then the LLL limit connects the problem to one of massless Dirac
fermions coupled to a Chern-Simons gauge field with its zeroth Landau level half filled, Eq. (3.45). We then
obtain our Dirac composite fermion theory (3.6) upon invoking particle-vortex duality. The beauty of this
approach is that we can leverage the flux attachment invariance of the underlying non-relativistic problem
to obtain a relativistic composite fermion description of the states at ¥ = 1/2n, even though relativistic
theories are not invariant under flux attachment (for an extended discussion of this point, see Ref. [99]).

The analysis of this section leads to an interesting interpretation of the theories (3.6). Unlike in HLR,
where e.g. the composite fermion for the v = 1/2n state is related to that of the v = 1/2(n — 1) state by
attachment of two flux quanta, here the Dirac composite fermion of the v = 1/2n state is the dual vortex
of that at v = 1/2(n — 1), placed at filling 3/2. The reason the filling is 3/2 instead of 1/2 is related to the
fact that the composite fermion Lagrangian (3.6) and its dual (3.45) differ by a filled Landau level, ;-ada.
This actually makes sense from the perspective of Son’s original duality, in which the state at v = 1/4 is the

v = 3/2 state of the composite fermions.

5Here we have written the theory with Dirac fermion velocity v = 1 (in units of the speed of light; v is not to be confused
with the Fermi velocity, vp = Ope(k)|k,,, where e(k) is the dispersion). Reintroducing v and rescaling ¢ — ¢/ = vc, one sees

that the term in question becomes ic’TDt,ac’/v27 which vanishes as v — oo.
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3.5 Further Observables

3.5.1 Shift and Hall Viscosity
Jain States

We now describe how to couple our Dirac composite fermion theories (3.6) to background geometry and
show that that it is possible to reproduce the remaining universal data associated with the Jain states: the
total orbital spin per particle s [74, 165], which determines the shift of the Jain states on the sphere . = 2s,

as well as the Hall viscosity [166],

Spe

’ (3.48)

NH =

The Hall viscosity measures the response to external shear deformations, and is associated with stress tensor
correlation functions. In Galilean invariant systems, it also determines the leading contribution to the Hall
conductivity at finite wave vector [167, 168].

In order to obtain s, we need to understand how to couple our Dirac composite fermions to the Abelian®
spin connection w,. The strength of this coupling is the orbital spin of the Dirac composite fermions, 5.,
which is not restricted to be 1/2. This is because flux attachment generally leads to a Berry phase which
depends on the geometry. The presence of this Berry phase means that composite particles behave like they
have an emergent “fractional spin” due to their strong interactions with the Chern-Simons gauge field”. The
orbital spin of the composite fermions, S,, which determines the coupling to w,, can be identified with this
fractional spin [169]. This can be seen explicitly by rewriting the partition function of the theory (3.6) as a
path integral over composite fermion worldlines, as described in detail in Ref. [99]. For the sake of brevity,
however, we instead argue for the value of S, by analogy with the non-relativistic case, where attaching 2n
flux quanta to a spinless fermion leads to an orbital spin S, = —n (the sign flip comes from integrating out

the Chern-Simons gauge field). Since the Dirac fermion starts with spin 1/2, we expect

S.=5—n. (3.49)

We thus claim that our Dirac composite fermion theories can be coupled to geometry by using the covariant

6The presence of an Abelian spin connection breaks Lorentz invariance, but this is not problematic here since Lorentz
invariance is already broken explicitly by the external magnetic field.
"This can be thought of as a manifestation of the framing anomaly [69].
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derivative D/ (a,w) = 0" — ia" + £~%w" and shifting A — A + (2n — 1)w/2,

.- . 1 1 /1 1
Ly jonth,a, A, w] = ihpyH <8ﬂ —ia, + 27%;#) WP — o (2 - 271) ada (3.50)
11 2n —1 11 2n — 1 2n —1
-——— 14 da+-——1[A dl A
27T2n( T3 “’) a+4772n< T3 ”) ( T3 ‘”)
where the --- refer to additional purely gravitational contact terms which we will neglect and which are

discussed in detail in Ref. [170]. Note that in this section we conjugate the sign of the BF term relative to
the rest of the paper so that the Wen-Zee terms we obtain have positive sign.

Equipped with the Lagrangian (3.50), we now proceed to calculate the shift of the Jain states on the
sphere, from which we can extract the orbital spin s as the coefficient of the Wen-Zee (5= Adw) term when
all of the dynamical fields have been integrated out. The degeneracy of the p*" Dirac fermion Landau level

on the sphere is

b.
dy = /d2x 5+ 2|p| = Ny + 2|p|. (3.51)

This means that the number of composite fermions required to fill up to the p** Landau level is
1
Ny = Ny (p+ 2) +p(p+1). (3.52)
The shift . of the electron filling fractions on the Jain sequence is defined via
Ne=v.(Ny +.7). (3.53)

To calculate ., we start by integrating out the composite fermions. This generates new Chern-Simons and

Wen-Zee terms, which are (for b, > 0)

Pty p(p+1)
. .54
y ada + = adw (3.54)
So now we have a Lagrangian
1 1 1 2n —1 11 12n-1 11
— — ) ada + — 1) — dw — ——adA+ — Ad, ——AdA+--- (3.
4m <p+2n>a a+47r {p(va ) om | 22" +47r 2n w+47r2n * (8:55)

Notice that the contribution of the parity anomaly of the Dirac composite fermion has been cancelled, so

we can already expect that this will yield the same answer that we would have obtained from HLR. We now
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integrate out a, which has the equation of motion,

1

da =
2np + 1

1
dA + 5 (2n—1-2np(p+1))dw| . (3.56)

Thus, suppressing purely gravitational terms, we obtain

1 p
4 2np + 1

Ad (A + (p + 2n)w) = iAd(A + W), (3.57)

Thus, the shift is

S =p+2n, (3.58)

which is precisely the known result for the Jain states [74, 169]! The orbital spin s and Hall viscosity g
are therefore

S =

z (Z+n) s (3.59)

again consistent with previously known results.

Some Speculation about the Compressible States

We take this opportunity to speculate about the geometric response of the theories (3.6) at the compressible
filling fractions ¥ = 1/2n. In the case of the state at v = 1/2, this has been seen as a source of disagreement
between Son’s Dirac composite fermion theory and HLR, essentially because the composite fermion appears
to have different orbital spin in the two approaches [171]. Moreover, it is not even clear if the Hall viscosity
should be viewed as universal in the HLR theory [172]. However, recent results seem to indicate consistency
between the Dirac composite fermion approach and a non-relativistic “bimetric theory” of FQH states near
v =1/2 [173], and it appears likely that an approach starting from HLR with quenched disorder can match
these results as well [22, 23, 151].

A naive approach to obtaining the Hall viscosity for the compressible states might involve considering
the result for the Jain states and taking the limit p — oco. Unfortunately, this clearly leads to a divergent
result given Eq. (3.59). However, we have already argued that the fractional spin of the composite Dirac
fermions is given by (3.49). Since the composite fermions feel a vanishing magnetic field, this should be the
only contribution to the total orbital spin s. Thus, we expect at mean field level,

1 1 1
np(v=1/2n) = —§Szpe =3 (n — 2) Pe - (3.60)
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This result should not receive large quantum corrections so long as the composite fermions remain massless,
which we argued can be guaranteed both by the LLL limit as well as the reflection symmetry (assuming
that it can be continued to v = 1/2n). As already mentioned above, this quantity can be measured [174]
from the finite wave vector part of the Hall response [167, 168], and so it may be possible to use this to
distinguish our theories from HLR as well as the HLR-like theories with 7/n Berry phase discussed in the

Introduction.

3.5.2 Quantum Oscillations

Classic signatures of composite fermions are the quantum oscillations in magnetoresistance which occur as
the filling is tuned away from v = 1/2n, meaning that the composite fermions feel a small magnetic field.

It is known that magnetoresistance minima occur along the Jain sequences v = where the composite

p
2np+17

fermions feel a magnetic field b, which can be obtained from Eq. (3.12),

1 P+ oy
* 2n

Up to the overall sign (which comes from the sign of the BF term in Eq. (3.6) and is a matter of convention),
this is precisely the same result that would have been obtained from a theory of a Fermi surface with 7/n
Berry phase, as in Refs. [159, 160]. In those references, the shift from an integer value in the numerator was
seen as a consequence of the Berry phase. However, this shift can equally well be obtained by attaching flux

to Dirac fermions.

3.6 Discussion

In this Chapter, we have proposed a series of Dirac composite fermion theories to describe the metallic states
appearing at filling fraction v = 1/2n in quantum Hall systems. These theories are related to Son’s theory
of v = 1/2 by attachment of 2n flux quanta. A major advantage of our theories is that they explain the
PH-like reflection symmetry observed in transport experiments, which relates Jain sequence states on either
side of v = 1/2n, since the composite fermions at conjugate filling fractions experience the same physics. No
other theory presented thus far has been shown to accommodate these observations. In addition, we showed
that at mean field level our theories are consistent with the LLL limit, provided that we view the state at
e.g. v =1/4 as a half filled Landau level of the (non-relativistic) composite fermions at v = 1/2.

Many open questions remain. Foremost is the question of whether the reflection symmetry emerges at the

compressible states at v = 1/2n, rather than just being a property of their proximate phases. Answering this
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question conclusively from a theoretical point of view requires an understanding of the interplay of disorder
and strong interactions in the Chern-Simons-matter theories we have presented here: even if reflection
symmetry does not emerge in the clean limit, it may appear when disorder is introduced. Such problems are
poorly understood at charge neutrality, let alone in the presence of a Fermi surface. Moreover, a potentially
related issue is the problem of explaining the observed Hall resistivity at the v = 1/3 FQH — insulator
transition (3.33) (and also the v = 1 IQH — insulator transition), which does not appear to be set by any
symmetry of the problem. Progress on both of these issues can be made by studying the (uncontrolled)
mean field problem with disorder [22, 23, 151], exploiting new or existing dualities [85], or by searching for
perturbative approaches which can capture the effects of both disorder and interactions — a direction which
has been fruitful at least in the zero density limit and which can give us hints about general principles that
can extend beyond the perturbative regime [175, 176]. We intend to pursue all of these directions in the
future.

It also remains to understand the precise relationship between the theories presented here and the theories
of Fermi surfaces with 7/n Berry phases coupled to gauge fields (with no Chern-Simons term) introduced
in Refs. [159, 160]. These theories are argued to emerge as a result of the non-commutative guiding center
geometry of the LLL. However, as mentioned in the Introduction, it seems likely that our theories are also
consistent with the geometry of the LLL, with the Chern-Simons term playing a similar role to the Berry
phase. This is borne out by the fact that observables which naively appear to probe the Fermi surface
Berry phase are the same in our theory. For example, quantum oscillation minima for the two theories are
identical, and, in a v = 1/2n and v = 1 —1/2n bilayer system, we expect that the = Berry phase of our Dirac
composite fermions should lead to the same suppression of 2kp backscattering as seen in the 7/n Berry
phase theories. Of course, a major distinguishing feature of our theories from the Berry phase theories is

the reflection symmetry of the Jain sequence states.
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Chapter 4

Duality and the Origins of Exotic
Gapped Phases: Parent Theories of
Non-Abelian Quantum Hall States

This Chapter is adapted with the permission of the coauthors from Hart Goldman, Ramanjit Sohal, and
Eduardo Fradkin, Phys. Rev. B 100, 115111 (2019). ©2019 American Physical Society. This paper is also

cited as Ref. [89] in the References section of the thesis.

4.1 Introduction

Two-dimensional charged quantum fluids in a strong magnetic field exhibit an impressive array of topologi-
cally ordered incompressible states at partial Landau level (LL) fillings v, in what is known as the fractional
quantum Hall (FQH) effect. Of these states, those exhibiting Abelian topological order are readily under-
stood through the notion of flux attachment [68], which exactly relates fermions or (hard-core) bosons at
fractional LL filling to a theory of either composite fermions [70, 71] or bosons [73] in a reduced magnetic
field. After flux attachment, the Abelian FQH states may either be viewed as integer quantum Hall (IQH)
states of composite fermions or as a condensate of composite bosons governed by a Landau-Ginzburg (LG)
theory.

Despite the success over the past several decades in understanding the Abelian FQH states, an under-
standing of the dynamics which can lead to non-Abelian FQH states has remained elusive. Such states
cannot arise directly from the application of flux attachment, which is by definition Abelian. For example,
while it is believed that the observed v = 5/2 FQH plateau is a non-Abelian state arising from composite
fermion pairing [177], the origin and nature of the pairing instability leading to this state continues to be
debated, with seemingly contradictory results between experiment and numerics [178-182]. Nevertheless,
assuming a particular pairing channel, a non-Abelian phase appears quite naturally [177, 183].

Unfortunately, this physical picture does not appear to translate simply to the other proposed non-
Abelian states, such as the Read-Rezayi (RR) states [184]. Wave functions for these states can be constructed
using conformal field theory (CFT) techniques [183], but it is not clear which of these states can be obtained

starting from a (physically motivated) field theory of composite particles. To make matters worse, the wave
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functions for generic non-Abelian states are typically characterized by clustering of more than two particles
[184, 185]. Naively, from perturbative scaling arguments, such states could not arise unless the clusters
with fewer particles are disallowed by symmetry. Most theories of interest do not appear to have such
a symmetry, implying that non-perturbatively strong interaction effects are required to give rise to such
states. While we note that projective/parton constructions can be used to formulate effective bulk theories
of non-Abelian states [186—188], in such constructions the electron operator is fractionalized by hand, and
it must be taken by fiat that the fractionalized degrees of freedom are deconfined. Consequently, although
the projective approach can formally generate many candidate states, it does not shed much light on their
dynamical origin.

Recent progress in the study of non-Abelian Chern-Simons-matter theories in their large-N (“planar”)
limit [76, 77] has led to the proposal of non-Abelian Chern-Simons-matter theory dualities by Aharony [78],
which take the shape of level-rank dualities. Along with the Abelian web of dualities they imply [79, 80],
these dualities constitute tools with which it may be possible to make non-perturbative progress on the
above problem. Such dualities can relate theories of Abelian composite particles to theories of non-Abelian
monopoles, and they have led to progress on several important problems in condensed matter physics [13, 81—
86, 88, 176]. Of particular importance for us, pairing deformations of a dual non-Abelian theory can lead
to non-Abelian topological phases which appear inaccessible to the original Abelian theory, in which this
pairing corresponds to a highly non-local product of monopole operators.

Our strategy is to use these non-Abelian dualities to begin to map the landscape of non-Abelian topolog-
ical phases accessible from a “composite particle” picture, by way of “projecting down” from a multi-layer
parent Abelian state. This type of approach, in which the transition to the non-Abelian phase can be phys-
ically interpreted as being driven by interlayer tunneling [177, 189-195] or pairing [196, 197], has formed
the foundation of several lines of attack on the non-Abelian FQH problem. Such projections have been
implemented at the formal level of the edge CFT (“ideal”) wave function [198, 199] and in coupled wire
constructions [200, 201]. Numerical studies of bilayer systems have also lent support to this idea [202-208].
However, a robust bulk LG description of generic non-Abelian FQH states continues to be lacking. In one
major attempt to fill this gap, the authors of Ref. [196] constructed a non-Abelian LG theory for a subset of
the bosonic RR states by considering layers of v = % (bosonic) Laughlin states. Using the well-known level-
rank duality of the (gapped) bulk Chern-Simons topological quantum field theory (TQFT) [209-211] (see
Ref. [63] for a review), the authors motivated a description of these states involving SU(2) Chern-Simons
gauge fields coupled to scalar matter in the adjoint (matrix) representation, obtaining the non-Abelian QH

state by pairing across the different layers. In this approach, the anyon content of the non-Abelian state is
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furnished by the vortices of the pairing order parameter. While this construction is conceptually appealing,
it does not originate from a duality satisfied by the parent Abelian LG theory, which describes a quantum
critical point, but, rather, a duality satisfied only deep in the gapped Abelian FQH phase. Moreover, in
order to give the anyons electric charge in this approach, it is necessary for the external electromagnetic field
to couple to the U(1) subgroup of the full non-Abelian gauge group, explicitly breaking the larger gauge
invariance.

Using the non-Abelian bosonization dualities, we construct LG theories of the full bosonic RR sequence
at filling fractions v = k/(kM + 2), k, M € Z, which do not suffer from these problems. These theories are
obtained by starting with k layers of v = 1/2 bosonic QH states, using the dualities to obtain a LG theory
of non-Abelian composite bosons, and attaching M fluxes to the resulting theory. For example, we obtain
a LG theory of the bosonic ¥ = 1 Moore-Read state consisting of two layers of bosons ¢,,, n = 1,2, which
we call the “composite vortices,” each at their Wilson-Fisher fixed point and coupled in the fundamental

representation to a SU(2) gauge field a,,

1 21 1
£L=>y" [|DanA1/2 Onl? — |Pnl* + T (andan - 3@;)] - - AdA. (4.1)

n=1
where D, _41/2 = 0 —i(alt’ — A1/2) is the covariant derivative, we use the notation AdB = e"*A,,8, B,
tb = /2 are the SU(2) generators, and 1 is the 2 x 2 identity matrix. We use the notation —|¢|* to denote
tuning to the Wilson-Fisher fixed point. Although the gauge fields a,, are non-Abelian, the topological phase
accessed by simply gapping out the composite vortices will only support excitations with Abelian statistics.
For a SU(N) gauge group, non-Abelian statistics require the presence of a Chern-Simons term at level
greater than one. To obtain the non-Abelian FQH state, we condense clusters of the non-Abelian composite
vortices across the layers (see Fig. 4.1), in this case condensing ¢J{ @2 without condensing ¢1, ¢2 individually.
This Higgses the linear combination a; — ag of the SU(2); gauge fields, causing the bilayer SU(2) x SU(2)
gauge group to be broken down to its diagonal SU(2) subgroup. The Chern-Simons levels of the resulting
gapped phase add, leading to the desired SU(2)s Chern-Simons theory at low energies (the subscript refers
to the Chern-Simons level). We will show below that the composite vortices individually have the proper
quantum numbers to fill out the anyon spectrum of the theory. The clarity of the topological content of the
non-Abelian states is a general advantage of the bosonic LG approach. However, alternative descriptions
of non-Abelian FQH states involving dual non-Abelian composite fermions are also possible. We plan to
describe this complementary perspective in future work.

In addition to the the RR states, by considering N;-component generalizations of the Halperin (2,2,1)
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spin-singlet states on each layer, we are able to generalize this approach to construct bulk LG descriptions

of generalized non-Abelian SU(Ny)-singlet (NASS) states at fillings [201, 212],

. kN;
- Np+1+kMNy’

kafaM€Z> (42)

which are bosonic (fermionic) for M even (odd). These states generalize the clustering properties of the RR
states to Ny-component systems and, as their name suggests, are singlets under SU(Ny) rotations. Indeed,
for Ny = 1, these states reduce to the RR states while for Ny = 2, they describe the non-Abelian spin singlet
(also NASS) states of Ardonne and Schoutens [197, 213]. These generalized NASS states morally possess
SU(Ny + 1)), topological order, and so support anyons obeying the fusion rules of Gepner parafermions
[214], generalizations of the Zj, parafermions [215] found in the RR states. Although the physical relevance
of an Ny-component FQH state may seem dubious for larger values of Ny, the generalized NASS states
provide candidate ground states in systems of cold atoms [212, 216] and fractional Chern insulators [217]. In
building LG theories of these states, we find a new duality relating (A) N; Wilson-Fisher bosons coupled to
U(1) Chern-Simons gauge fields with Lagrangian given by the Ny-component generalization of the Halperin
(2,2,1) K-matrix theory to (B) a SU(N¢+1); Chern-Simons theory coupled to Ny Wilson-Fisher bosons in
the fundamental representation. This non-Abelian dual description makes manifest the emergent SU(Ny)
global symmetry and reflects the fact that the edge theory of the Ny-component (2,2, 1) state supports an
SU(N¢ + 1)1 Kac-Moody algebra.

The remainder of this Chapter is organized as follows. We begin in Section 4.2 by elaborating on the
motivation for our construction both from the perspective of wave functions and that of the earlier Landau-
Ginzburg approach of Ref. [196]. We then proceed to our analysis in Section 4.3 of the RR states using
non-Abelian bosonization, resolving the lingering issues of the LG construction of Ref. [196]. We then extend
our construction to the generalized NASS states in Section 4.4. Future directions are discussed in Section

4.2 “Projecting Down” to Non-Abelian States

4.2.1 Perspective from the Boundary: Wave Functions and their Symmetries

If we wish to construct a LG description of non-Abelian FQH states involving pairing between Abelian states,
it is first necessary to identify which Abelian states to pair. Such states can be motivated by considering

“ideal” wave functions. These can be constructed from certain correlation functions, known as conformal
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Figure 4.1: A schematic of our construction of LG theories for the RR states. k copies of the v = % Laughlin
state coupled to scalars (left) are dual to k copies of SU(2); coupled to scalars (right). The SU(2); Read-
Rezayi states are obtained in the dual, non-Abelian language via pairing of the layers, represented by
double-headed arrows. In the original Abelian theory, these correspond to non-local, monopole interactions.

blocks, of the edge CFT. In this language, the strategy of obtaining non-Abelian states from parent Abelian
states through “projecting down” is well established [198].

Consider for example the bosonic RR states at v = k/2. The ideal wave functions of these states are
defined as the ground states of ideal k 4+ 1-body Hamiltonians, which can be shown to be given by the
conformal blocks of the SU(2); Wess-Zumino-Witten (WZW) CFT [184]. This tells us that the RR wave
functions describe FQH states with edges governed by SU(2), WZW theories [183], corresponding in the
bulk to a SU(2); Chern-Simons gauge theory [69]. A natural way to obtain the ideal wave functions for the
v =k/2 RR states uses the state with k = 1 — the v = 1/2 bosonic Laughlin state, which is Abelian — as a

building block [198]. This state is described by the wave function

Uy p({2i}) = [[ (i — 25)2em 3 20 =0, (4.3)

i<j
where z; = x; + iy; denotes the complex coordinates of the j*® particle (a boson). The v = k/2 RR
wave functions may be obtained from this one by “clustering” bosons across k copies of this state. This
corresponds to taking N = km bosons, dividing them into k£ groups, writing down a v = % Laughlin wave
function for each group, multiplying them together, and then symmetrizing over all possible assignments of

bosons to groups. The resulting wave function is represented as

k—1

Ui ({zi}) = Sk H Wy 2 (214N ks - - 241N/ | 5 (4.4)
i=0

where Sy denotes symmetrization. It can be shown that this wave function is equivalent to that first proposed
by Read and Rezayi [184] and exhibits the correct clustering properties: the wave function does not vanish

unless the coordinates of k + 1 bosons coincide. The RR wave functions for general k and M are obtained
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by multiplying Eq. (4.4) by a v = ﬁ Laughlin factor.

The relation between the £ = 1 and the £ > 1 RR wave functions suggests that it should be possible
to construct such a LG theory by considering k copies of the effective theory of the (Abelian) k = 1 state,
the first attempt at which we describe in the next subsection. That a state with SU(2); topological order
can be obtained from the Abelian v = % Laughlin state is also made plausible by the fact that the latter
has an alternative description as an SU(2); Chern-Simons theory. This is a consequence of the level-rank
duality between U(1); and SU(2);, which is reflected in the above description by the fact that the v = 1
wave function can be obtained from the SU(2); WZW CFT [196, 201, 218, 219]. We review this level-rank

duality in the subsection below.

4.2.2 Perspective from the Bulk: Early LG Theories from Level-Rank Duality

To approach the problem of constructing a bulk description of the Read-Rezayi states, the authors of Ref.
[196] sought to obtain a non-Abelian Landau-Ginzburg theory of the v = k/2 RR states by also considering
k layers of v = 1/2 bosonic Laughlin states, or U(1)2 Chern-Simons theories and recognizing that each U(1)2
theory is level-rank dual to a SU(2); theory. They therefore conjectured that an alternate LG description
was possible, one involving scalar matter coupled to SU(2); gauge fields. These scalars could then pair and

lead to the symmetry breaking pattern,

What remained was to (1) determine how the scalars transformed under SU(2) and how they coupled to
the physical background electromagnetic (EM) field, and (2) determine precisely how to pair these fields to
obtain non-Abelian states.

For simplicity, we consider first the case of k = 2, a bilayer of v = 1/2 bosonic FQH liquids. This will
constitute a parent state for the v = 1 bosonic Moore-Read state. To motivate the level-rank duality to a
non-Abelian representation, we again consider the edge physics. The edge theory of the U(1)s state is one
of a chiral boson,

1
['edge = 471_7” aﬂc@ (atSD - 'Ual’(p) ) (46)

where ¢ has compactification radius R = 1 and v = 1/2. The charge density is therefore p = %814,0. The

local particles (i.e. the physical bosons) of this theory are represented by the vertex operators,
Py = el (4.7)

71



In addition, the theory hosts anyonic quasiparticles, which are semions of charge 1/2 and correspond to the

vertex operators

P1yp = €. (4.8)

The 1, 1#1[, and p operators all have the same scaling dimension and furnish a SU(2); Kac-Moody algebra.
This is a manifestation of the level-rank duality at the level of the edge CFT, and we can write the bulk
theory on each layer as a SU(2); gauge theory with gauge field a, = ath, where t¥ are the generators of
SU(2). Importantly, the p operator appears as the diagonal generator of SU(2). Therefore, the authors
guessed that in the LG theory the background EM field couples through a BF term to the Cartan component
of the bulk SU(2) gauge field®,

Lnmla®, A] = %E“V)‘Auayai. (4.9)

This explicitly breaks gauge invariance and would indicate that the physical EM current is not conserved.
We will eventually see in Section 4.3 that the new dualities will allow us to avoid this difficulty by granting
us a gauge invariant way of coupling to the background electromagnetic field.

From this discussion, a natural guess for the matter variables for the bulk LG theory is a SU(2) triplet on
each layer consisting of boson creation and annihilation operators B,,, Bl and a boson number operator B3
which essentially corresponds to the EM charge. Here n = 1,2 is a layer index. If we write B,, = B} +iB2
with B}?2 real, the adjoint field B transforms like a vector under SO(3). It is important to note, however,
that any non-Abelian LG theory should be thought of as describing a (UV) quantum critical point proximate
to the (IR) FQH state which shares universal features with the Abelian theory we started with. Since the
level-rank duality is invoked deep in the FQH phase, it is a guess that these variables are the proper degrees
of freedom at the UV quantum critical point (they may be alternatively understood as bound states — we
will see later on that this interpretation is more accurate). Nevertheless, pairing these fields will lead to both
the desired symmetry breaking pattern (4.5) as well as the existence of solitons with non-Abelian statistics.

The LG theory for the pairing of these fields can be explicitly constructed as follows. Each layer consists

of a B? field minimally coupled to its own SU(2); gauge field,

1 21
Lo[Bn,an] = > <|Daan|2 + T [andan - ;aiD 4+ (4.10)

n=1,2

where we have suppressed Lorentz and SU(2) indices, used the notation AdC = e***4,0,C, and defined

the covariant derivative D, B, = 0B% —ic%°al BS. The ellipsis refers to additional contact terms, Maxwell

INote that, depending on context, we use a® to denote both the diagonal element of a as well as a A a A a.
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terms, etc. These are set up so that, taken individually, when each layer is at filling v = 1/2, the diagonal
color flux b3 = (f},,)/27, vanishes.

Although the B,, fields are bosons, we assume that they do not condense. Rather, we consider pairing
them using a method analogous to that of Jackiw and Rossi [220], who considered pairing Dirac fermions by
coupling them to a scalar order parameter which mediates the pairing interaction. Let us introduce a field
O which transforms as an adjoint under each layer’s SU(2), O + G O G, where Gy, G2 € SO(3). Here
we have used the fact that, as an adjoint field, O is blind to the Zy centers of the two SU(2) factors, and
so effectively transforms under SU(2)/Z, = SO(3). The field O mediates a pairing interaction between the
B§ fields as follows,

Lpair = AB{O™BS. (4.11)

We now require that O acquires a vacuum expectation value (VEV), which breaks SU(2) x SU(2) down to
its diagonal subgroup SU(2)diag, implementing the constraint a; = as. Any VEV equivalent to (O) yab
is sufficient to achieve this. Therefore, in the final IR theory, the CS terms for a; and as add, yielding
a SU(2)2 CS term, which describes precisely the ¥ = 1 bosonic Moore-Read state. The authors of Ref.
[196] then argued that, since the order parameter is valued on [SO(3) x SO(3)]/SO(3), that it can host
non-trivial vortices which furnish the anyon content. This is in contrast to if we had chosen to pair fields
in the fundamental representation, for which the order parameter has no non-trivial vortices. Finally, we
note that because O is blind to the centers of the two original SU(2) factors, the final gauge group is in
fact SU(2)diag X Z2. This means that the resulting topological order is not quite that of the v = 1 bosonic
Moore-Read state. We will elaborate on this point as well as the interpretation of the vortices in Section
4.3.3.

In spite of its successes, the LG theory described here has several problems. As mentioned above, the
BF coupling between a3 and the EM field A explicitly breaks the SU(2) gauge symmetry. In addition, the
theory of adjoint fields (4.10) cannot be the same as the Abelian LG theory of the original layers — the
theories have different phase diagrams and so do not represent the same fixed point. Moreover, the final
gauge group after pairing is not just SU(2) but includes additional discrete gauge group factors. Finally, it
is not entirely obvious how to generalize this approach to the rest of the Read-Rezayi states and beyond. In

this Chapter, using non-Abelian boson-fermion dualities, we repair all of these problems.
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4.3 LG Theories of the RR States from Non-Abelian

Bosonization

4.3.1 Setup

Our setup for obtaining LG theories of the RR states is depicted in Figure 4.1. We again consider k layers
of bosonic quantum Hall fluids at v = 1/2. The standard LG theory [73] of these states consists of Wilson-
Fisher bosons — the Laughlin quasiparticles — on each layer, denoted ®,,, with n = 1,--- |k being the layer
index. Each of these fields is coupled to an Abelian U(1)s Chern-Simons gauge field a,, as follows (the total

gauge group is [U(1)]%),

2 1
La= Z (|Danq>n|2 — @, * + Eandan + 27TAclan> . (4.12)

n

where again —|®|* denotes tuning to the Wilson-Fisher fixed point and D, = 8 — ia,, is the covariant
derivative. Since we wish to impose particle-hole symmetry on the bosons in the FQH state, these theories
are relativistic. We take the background EM field A, to couple to the sum of the global U(1) currents on
each layer jiop = % >, day, although we could have in principle coupled background fields to each of these
currents individually [74]. Notice that there is no continuous flavor symmetry manifest in £,4 since each ®,,
couples to its own gauge field a,,. Being a theory of Laughlin quasiparticles, the Abelian quantum Hall state
arises when the @ fields are gapped, or ps = Z]7n<i(q)jl<ﬁan,tq)n)> = 0. We note here that throughout this
Chapter we define the filling fraction with a minus sign ¥ = —2mp./B, where p, is the physical EM chage
and B is the background magnetic field.

We call the Abelian theory whose Lagrangian £4 is shown in Eq. (4.12), Theory A. In order to obtain
a non-Abelian SU(2); theory, our strategy is to invoke a non-Abelian duality to trade £4 for a theory of &
bosons which are charged under emergent non-Abelian gauge fields. Since these particles are non-Abelian
analogues of the Laughlin quasiparticles (they are gapped in the Abelian QH state), we will refer to them as
non-Abelian composite vortices. Indeed, we will see that these theories are the k-component generalizations
of the theory of Eq. (4.1). We call this non-Abelian theory Theory B. By pairing these fields across
the layers, we will obtain the final SU(2), theory. Thus, the non-Abelian FQH states we obtain can be
interpreted as clustered states of the dual non-Abelian composite vortices, in analogy to the clustering
interpretation of the wave functions. Moreover, from products of the non-Abelian vortex fields, analogues of
the adjoint B,, operators of Section 4.2 can be constructed and paired, leading to a “quartetted” non-Abelian

state. We now turn to a procedure for obtaining these dualities.
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4.3.2 A Non-Abelian Duality: U(1); + bosons «— SU(2); + bosons

The non-Abelian dualities presented by Aharony [78] relate Chern-Simons theories coupled to complex scalar

fields at their Wilson-Fisher fixed point to dual Chern-Simons theories coupled to Dirac fermions,

Ny scalars + U(N)g «— Ny fermions + SU (k) _nyn; /2 (4.13)
Nf Scalars + SU(N)k <— Nf fermions + U(k)fN+Nf/2,fN+Nf/2 y (414)
Ny scalars + U(N)g pyn < Ny fermions + U(k) NN, /2, - N—k+N;/2 5 (4.15)

where all matter is in the fundamental representation of the gauge group. These take the shape of level-rank
dualities, but a crucial difference is that they relate critical theories of matter coupled to Chern-Simons gauge
fields rather than gapped TQFTs. Across these dualities, baryons of the SU(k)_n theories are mapped to
monopoles of the U(N) theories. We list our conventions for the non-Abelian Chern-Simons gauge fields
in the Appendix.

Using these dualities as building blocks, it is possible to obtain new dualities relating the Abelian Theory
A to a non-Abelian Theory B. The dualities obtained in this section are described in Refs. [98, 221],
although we show in Section 4.4 that new, more general dualities can be obtained with an analogous strategy.
To begin, let us consider the case of a single layer k = 1 of bosons at v = 1/2. The Landau-Ginzburg theory

for this state consists of Wilson-Fisher bosons ® coupled to a U(1)2 gauge field a,
La=|D <I>\2—|<I>|4+iada+iz4da (4.16)
“ 4 27 ' '

We start by invoking an Abelian boson-fermion duality, Eq. (4.14) with N = k = 1, which relates a

Wilson-Fisher boson to a Dirac fermion with a unit of flux attached [79, 80],
|DA®2 — |®|* «— ipIDyep — L + L paa— L aga (4.17)
247 27 vy ’

where b is a new dynamical U(1) gauge field>. Applying this duality to £4 by treating a as a background
field, one obtains Theory C,

- 11 1 1
La— Lo =iy — 5 bdb+ —ada+ —ad(b+ A). (4.18)

We can integrate out a without violating the Dirac quantization condition: its equation of motion is simply

2Throughout this Chapter, we approximate the Atiyah-Patodi-Singer n-invariant by a level-1/2 Chern-Simons term and
include it in the action.
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—da = db+ dA. Thus,

_ 1 1 1
Lo Lo =i Py — ;Ebdb — 3bdA — —AdA. (4.19)

Theory C was motivated as a description of the v = 1/2 FQH-insulator transition in Ref. [222]. The duality
(4.19) is a special case of more general Abelian dualities described (and derived) in Refs. [92, 99]. However,
of those dualities, it is one of the unique ones for which the Chern-Simons level is properly quantized. Notice
also that this is the duality (4.15) with Ny = N = k = 1. The reason that we took a detour through the
Abelian duality will become apparent in Section 4.4.

Applying the duality of Eq. (4.14) to Theory C, we obtain Theory B, which consists of bosons ¢
coupled to a SU(2); gauge field u,

2

1 11
La+— L= \Du7A1/2¢|2 —o* + o Tr [udu — gu ] — §EAdA’ (4.20)

where 1 denotes the 2 x 2 identity matrix. Like its Abelian dual, Eq. (4.16), this theory describes a quantum
phase transition between a v = 1/2 bosonic Laughlin state (gapped ¢ — the topological sector is decoupled)
and a trivial insulator (condensed ¢). Across this duality, the monopole current of Theory A is related to

the baryon number current of Theory B,

Ly da Ly i 1dA
54 2 T A - 29 Pumpd—gon (4.21)

Both of these currents correspond to the physical EM charge current J.. We have suppressed Lorentz indices
for clarity.

We can check explicitly that the v = 1/2 state has particle-hole symmetry in the composite vortex
variables of Theory B. The physical EM charge density corresponds to the zeroth component of the currents
(4.21),

RPN} o)
where p, denotes the number density of the non-Abelian composite vortices, so, when py = 0, the filling
fraction is

pe 1
— _onple — = 4.23
v "B 2 (4.23)

This means that the v = 1/2 bosonic Laughlin state can be thought of as a gapped, particle-hole symmetric

phase of non-Abelian composite vortices just as well as Abelian ones! By copying this duality & times, we
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will see in the next subsection how to obtain a non-Abelian LG theory of the RR states.

By applying the duality of Eq. (4.13) with N =1 and k& = 2 to Theory A, it is also possible to obtain
a non-Abelian fermionic Theory D with gauge group SU(2)_;/2. However, in this Chapter we focus on
the non-Abelian bosonic LG theories, since in these theories the nature of the topological order and anyon
content are manifest. Understanding the emergence of the RR states and other non-Abelian FQH states
from the perspective of these non-Abelian composite fermion theories will be the subject of a forthcoming

work. Combining all of these dualities, we see that

Theory A: a scalar + U(1)s +— Theory D: a fermion + SU(2)_1/2

1 (4.24)

Theory C: a fermion + U(1)_3/3 +— Theory B: a scalar + SU(2); .

It is a miracle of arithmetic that, like the boson/fermion dualities, the boson/boson and fermion/fermion
dualities above also have the flavor of level-rank dualities. Indeed, it is easy to show that the topological
phases of these theories are all dual to one another [98]. This can be thought of as a consequence of the
fact that we were able to integrate out the gauge field a above without violating flux quantization. It is an
interesting question to ask whether there are more general dualities which exhibit the same miracle. We
will show that this is indeed the case in Section 4.4. We finally note that the dualities of Eq. (4.24) also
have the feature of hosting an emergent SO(3) global symmetry, a consequence of the fact SU(2) ~ USp(2)
[223, 224]. This symmetry is manifest upon rewriting the theory in the USp(2) language, which involves

replacing the single complex matter field with two (pseudo)real ones [225].

4.3.3 Building Non-Abelian States from Clustering

Equipped with the duality (4.20), we now revisit the construction of Ref. [196], which we described in
Section 4.2.2. We again start by considering the case where Theory A consists of k = 2 layers of U(1)2 LG

theories,
2

1
4ﬂandan + %Ad(al +ag),[=12. (4.25)

La= Z (|Danq)n|2 - |(I)n|4) +

n

Invoking Eq. (4.20), Theory B is two SU(2); theories,

1 27 1
‘CB = Z (|Duan1/2¢n|2 — ‘¢n|4) + E ZTI' [undun — 3Ui:| — EAdA? (426)

n
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The half-filling condition here is simply v = 1. Notice that the background gauge field A couples to the
“baryon number” current of the ¢’s in a gauge invariant way, in contrast to the theory of Ref. [196]. This
also means that the physical bosons can be interpreted as baryons, or color singlet bound states of two ¢’s.
However, these are monopoles from the point of view of Theory A.

To obtain a SU(2)2 bosonic Moore-Read state at ¥ = 1, we again seek the symmetry breaking pattern

As described in Section 4.2.2, the authors of Ref. [196] achieved this via pairing of adjoint fields so that the
theory would support vortices of the order parameter with non-Abelian statistics. Instead, we will argue that
singlet pairing of our fundamental composite vortices is sufficient to both obtain this symmetry breaking
pattern and to capture the full anyon spectrum from the matter content. Nevertheless, it is still possible to
obtain an analogue of the theory described in Section 4.2.2 by “quartetting” the composite vortices. In this
case, the order parameter contributes non-trivial vortex excitations which possess non-Abelian statistics.
These vortices arise because the order parameter sees SO(3) rather than SU(2) gauge fields, as in Ref.
[196], and the resulting topological order again does not quite match that of the RR states. We provide a

brief account of the quartetted phase at the end of this section.

Singlet Pairing

We pair the non-Abelian composite vortices by adding to Theory B, Eq. (4.26), an interaction with an

electromagnetically neutral fluctuating scalar field %,,, (z),

L=Lp+ Ls+ »Csinglet pair » (428)
Ly = 0% mn — it S + i Bmntin|* — V]3], (4.29)
‘Csinglet pair — — Z (binzmn(bn 5 (430)

m,n

where %,,,,, is Hermitian in the layer indices m, n, and V[X] is the potential for ¥. The off-diagonal compo-
nents, 1o = 2317 induce interlayer pairing, while the diagonal components, 311 and Y52, induce intralayer
pairing. Under a gauge transformation, ¥,,, (no summation intended) transforms in the adjoint representa-

tion of the SU(2) gauge group on layer n, while ¥15 transforms as a bifundamental field under the bilayer
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SU(2) x SU(2) gauge group,
Yon = U B Ul, Uy, € SU(2) on layer m. (4.31)

In both Eq. (4.29) and Eq. (4.31), left (right) multiplication indicates contraction with ¥’s color indices in
the fundamental (antifundamental) representation of SU(2).

In order to achieve the symmetry breaking pattern (4.27), we choose the potential V' so that X,,,
condenses in such a way that (¢l ¢s) # 0 while (1) = (¢2) = 0. Explicitly,

<an> = Mnmla Mll; M227 det M >0 (432)

The requirement M, Moz, det M > 0 guarantees that the resulting effective potential for ¢; o is minimized
only for (¢1) = (¢2) = 0, while the off-diagonal components My = M;rl break the SU(2) x SU(2) gauge
symmetry down to the diagonal SU(2). As described in Section 4.2.2; in the low energy limit, this sets
u; = ug, and the Chern-Simons levels add to yield the correct SU(2)z Chern-Simons theory (the bosonic
Moore-Read state) as the low energy TQFT.

Having obtained the SU(2)2 RR state, we now show that its anyon spectrum is furnished by the non-

1
2

and transform in the spin-

Abelian composite vortices ¢1 2. Both ¢1 and ¢ carry electric charge @ = 3

representation of the SU(2); gauge group, endowing them with non-Abelian braiding statistics. These are
precisely the properties of the minimal charge anyon in the v = 1 bosonic Moore-Read state, the half-vortex!
Even though there are two bosonic fields ¢; 2, these do not represent distinct anyons: ¢; and ¢, can be
freely transformed into one another via the bilinear condensate <¢J{q§2). In other words, their currents are
no longer individually conserved, and the layer index is no longer a good quantum number. The remainder
of the anyon spectrum is obtained by constructing composite operators of the ¢ fields or, equivalently, by
fusing multiple minimal charge anyons. In the present case, the only remaining anyon is the Majorana
fermion, which transforms in the spin-1 representation of SU(2), and so is represented by the local bilinear
X = ¢lt%p, (see Table 4.1). We note that, unlike in Ref. [196], there are no non-trivial vortices in this
approach, since an order parameter valued on [SU(2) x SU(2)]/SU(2) cannot host non-trivial vortices.
The reader might object to our identification of the individual particles making up the pairs with the
fundamental anyons, since the energy cost to break up a pair will be on the order of the UV cutoff. However,
this is not a significant shortcoming of our construction, since anyons are only well defined upon projecting
into the (topologically ordered) ground state. They should therefore always be viewed as infinite energy

excitations representated as Wilson lines.
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Table 4.1: List of quasi-particles in the v = 1 bosonic Moore-Read state, their spin, 8, U(1) gy charges, @,
and the corresponding operator in our LG theory. We label the anyons by the corresponding operators in
the edge CFT (see e.g. Refs. [63, 183]). Note that we do not sum over the layer index n.

[ | 1 (vacuum) | oe™/? (half-vortex) | x (Majorana fermion) ||

0 0 < 2
Q 0 ! 0
Pn

Field theory - Pty

Quartetting and Vortices

Although singlet pairing is sufficient to obtain the RR states, it is interesting to consider an alternative
mechanism for obtaining non-Abelian states that more closely resembles the construction of Ref. [196] that
was discussed in Section 4.2.2. In this scenario, rather than pairing the non-Abelian bosons of Theory B

(4.26), we imagine quartetting them. To do this, we define the adjoint operators,
Bi = ¢lt“dn (4.33)

where the repeated n index on the right hand side is not summed over. These operators are neutral under
U(1)gm, and they will serve the same purpose for us here as the B? fields disucussed in Section 4.2 and
Ref. [196]. We thus consider a pairing interaction of the B%’s, or a quartetting interaction of the ¢’s, by

introducing a scalar field O to mediate the pairing interaction,
‘Cquartet = Bil Oab Bg =A (¢Ita¢l) Oab (¢£tb¢2) . (434)

The quartetted phase, where (O%) = v6% and (¢1) = (¢2) = 0, is accessed by adding a suitable potential

V[O] and ensuring that ¢ 2 are gapped via a mass term —m? >on |#n|?. Because O radiatively acquires a
kinetic term of the form of a gauged nonlinear sigma model (NLSM), the resulting effective theory in the

quartetted phase is
Lo = L+ Lauartet —m* Y |¢n]> = V[O] + 1 Tr [0 Dy, 0,0 07Dy, -0, O] (4.35)

where £ is a coupling constant defined so that O is properly normalized.

Since O transforms in the adjoint representation of the SU(2) of each layer, it is blind to their Zs
centers. This means that the quartetted phase hosts not only the non-Abelian SU(2)2 topological order
(since u; — ug is again Higgsed), but also an additional Abelian Zy sector. Explicitly, as noted in Section

4.2.2, the condensation of O yields the symmetry breaking pattern SU(2) x SU(2) — SU(2)giag X Z2, where
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the residual Zy can be chosen to act on either ¢ or ¢, (amounting to a choice of basis). Hence, the full
topological order of the ground state is SU(2)s X Zs. This is also true of the original construction of Ref.
[196], meaning that the singlet pairing mechanism discussed above carries the significant advantage that it
yields the v = 1 Moore-Read state alone, with no additional Abelian sector. We therefore focus on singlet
pairing for the remainder of this Chapter.

How do we account for the new Abelian anyon content? As discussed in Section 4.2.2; because of the
order parameter’s blindness to the Zy centers, the NLSM above admits vortex solutions. These vortices can
carry fluxes of both of the residual Zo and SU(2) gauge groups, and so they possess non-trivial braiding
statistics with respect to each other and the scalar fields. However, since the BY fields here are electrically
neutral, the vortices of the order parameter should not carry any electric charge either. These vortices should
therefore correspond to anyon excitations which are distinct from those that can be obtained from the ¢4 o
fields alone, as these fields carry electric charge. We leave a detailed understanding of this Abelian sector to
future work.

As in the singlet pairing case, this quartetting procedure can be generalized to the case of k layers, or
v = k/2, which can be easily shown to have SU(2), x Z5~1 topological order (each factor of Zy corresponds
to the unbroken center of a broken SU(2)). In the next subsection, we describe how both the singlet pairing
and quartetting constructions can be generalized to the remaining RR fillings through a flux attachment

transformation.

4.3.4 Generating the Full Read-Rezayi Sequence through Flux Attachment

By attaching M fluxes to the k-layer generalization of Theory A (4.25) and performing the same trans-
formation on Theory B (4.26), it is possible to obtain LG theories of the remaining RR states at filling

fractions

L k
 ME+2°

(4.36)

Flux attachment can be performed on Theory A as a modular transformation STMS [10, 121], where
1 1
S : LIA] — L[] + %Adb, T: LAl — L[A] + EAdA, (4.37)

where again A is the background EM field, and b is a new dynamical U(1) gauge field. Thus, attaching M

fluxes to Theory A amounts to
M 1 M
STYS : LA[A] — La[b] + Tcd(b +A)+ 4—cdc7 (4.38)
T T
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where ¢ is a new dynamical U(1) gauge field. It is straightforward to see that this transformation is equivalent
to the usual attachment of M fluxes to the composite bosons (related to the composite vortex variables —
or Laughlin quasiparticles — of Theory A by boson-vortex duality [65, 66]). One of the insights of Refs.
[79, 80] was that the modular group PSL(2,Z) generated by S and 7 can generate new dualities from old

ones. Restricting for the moment to k = 2 layers, the transformed Theory A is dual to

. 2 1 1 M
Le = (1Du,—41/26nl” = |6n]*) ZTr [undun _ 2 5’;] — 5 bdb+ o—cd(b+ A) + —cde. (4.39)

n

We can repackage the SU(2) gauge fields u,, as new U(2) gauge fields u), with trace Tr[u}] = Tru}] = b.

This gluing of the traces together can be implemented by introducing a new auxiliary gauge field «,

Lo S (Dol = lonl') + 32 Y i, 5 (4.40)

n

_% Tr[u}]d Tr[u}] + %cd(Tr[ 1+ A4) + %cdc + %ad (Tr[u}] — Trus)]) .

This transformation does not impact the singlet pairing nor the quartetting procedure discussed in the
previous subsection, and it readily generalizes to k layers (more constraints need to be introduced in that
case to glue the Abelian gauge fields together). We therefore obtain the SU(2)s Chern-Simons theory at
low energies, albeit with the additional Abelian sector introduced above. For the general case of k layers,
the u},’s on each layer are set equal to one another, and the low energy TQFT is a U(2)x —or X U(1)m
Chern-Simons-BF theory given by
k 21 k 1 M

L= - Tr [u’du’ — éu 3] I Trlu']d Tr[u'] + gcd(Tr[u’} + A)+ ECdC' (4.41)
This is indeed the proper bulk TQFT describing the RR states at filling (4.36), first described in Ref. [226].
As in the case of the v = 1 bosonic Moore-Read state discussed above, the fundamental scalars (i.e. the

composite vortices) comprise the minimal charge anyons, here possessing electric charge Q@ = 1/(Mk + 2).

This is the expected result for the minimal charge anyon in the general RR states.
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4.4 Generalization to Non-Abelian SU(Ny)-Singlet States

Having derived a LG theory for the RR states, we will now demonstrate how our construction can be

naturally extended to the generalized non-Abelian SU(Ny)-singlet states occuring at fillings

L kNy
~ Ny+14+kMN;’

k,N¢, M € 7. (4.42)

These are clustered states in which k represents the number of local particles (fermions or bosons for odd and
even M, respectively) in a cluster, M the number of attached Abelian fluxes, and Ny the number of internal
degrees of freedom. Like the RR states, which correspond to Ny = 1, we will show that these states can also
be obtained by pairing starting from a parent multi-layer Abelian LG theory. The particular Abelian states
we will target are the Ny-component generalizations of the Halperin (2,2,1) states. In parallel to Section
4.3, we will show that the LG theories of these Abelian states satisfy a new non-Abelian bosonization duality.
This duality relates the Abelian LG theory of the generalized Halperin states to an SU(Ny + 1); Chern-
Simons-matter theory. That this is possible is perhaps not surprising given that the Ny-component (2,2,1)
state is known to have an edge theory which furnishes a representation of the SU(Ny + 1); Kac-Moody
algebra, as we shall review below [197, 201, 218, 219]. The generalized NASS states are then obtained by

singlet pairing of the dual non-Abelian bosons.

4.4.1 Motivation: “Projecting Down” to the Generalized NASS States

Just as the RR states are naturally understood starting with the v = 1/2 Laughlin state by way of “projecting
down,” the generalized NASS states can be built up from Ny-component generalizations of the Halperin
(2,2,1) spin-singlet state [227]. These (bosonic) states are Abelian and correspond to M = 0,k = 1. These

states are described by the wave functions

Ny Ny
221 ’ _1 1592
(e = [T 11 — =02 T1 TIGe - #9) e 3 e 50, (4.43)
o=11i<j o<lo’ 1,
where z¢ = 2 + iy denotes the complex coordinates of the i boson with component index o. In direct
analogy with the v = k/2 RR states, the generalized NASS wave functions for general &k (but still M = 0)
may be obtained by symmetrizing over a product of k copies of the Ny-component (2,2,1) wave function
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k-1
Ui N, = Sk H ‘I’ﬁfl)(zum/ky CS ZD)N/K) | (4.44)
i=0

where the symmetrization operation Sy is morally the same as the one defined in Section 4.2.1. Again, the
form of the wave function makes explicit the clustering of bosons characteristic of non-Abelian states. The
wave functions for general M are obtained by multiplying ¥y n, by a v = ﬁ Laughlin factor. Note that
setting Ny = 1 recovers the RR wave functions (4.4).

The generalized NASS wave functions (4.44) should also be expresssible as correlators of the SU(Ny+1)
WZW CFT for M = 0 and of the [U(1)]N* x SU(Ny +1)/[U(1)]™ coset CFT for M > 0. Although this
appears to have only been discussed explicitly for Ny =1, 2,3 [198, 212, 228], we will assume that this holds
true for general Ny. We thus expect the corresponding bulk theories for the generalized NASS states to be
SU(N¢ + 1) Chern-Simons theories.

For the Ny-component Halperin states (k = 1), the presence of this “hidden” SU(Ny + 1) representation
can be motivated as follows. These states are described by a Ny x Ny K-matrix and Ny-component charge

vector g,

2 1 1 11
12 1 11
1
11 2 1 _
K=| . oa=]. (4.45)
1
11 2 1
111 1 2

carry the same EM charge, and it can read off that the Hall conductivity is o4, = 'K *q% =N R
Under a particular change of basis K=GTKGand §=Gq, G € SL(N¢,Z), K can be shown to be related

to the Cartan matrix of SU(Ny + 1) [201, 219],

2 -1 0 0 0
1 -1
-1 2 -1 0 0 0
1 -1
_ 0 -1 2 0 0
G= R = K = . = . (4.46)
1 -1
0 0 2 -1 1
1
0 0 0 -1 2
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Using this fact, one can show that the edge theory defined by K supports a SU(Ny + 1); Kac-Moody
algebra (see e.g. Refs. [201, 229] for a derivation), and hence is equivalent to the SU(Ny + 1) WZW CFT.
Consequently, the corresponding bulk theory of the Ny-component (2,2, 1) Halperin state is a SU(Ny +1);
Chern-Simons theory. This is the Ny-component generalization of the level-rank duality U(1)s <> SU(2);
described in Section 4.2.

This discussion indicates that we should expect the LG theories of the generalized NASS states can be
obtained from pairing k copies of the Ny-component (2,2, 1) Halperin state. Because this state is level-rank
dual to a SU(Ny + 1)1 theory, we might expect that there is a non-Abelian Chern-Simons-matter theory
duality also taking this shape, from which we can build a LG theory of the non-Abelian states. We now

show that this is indeed the case.

4.4.2 Non-Abelian Duals of Ny-Component Halperin (2,2,1) States

The necessary non-Abelian duality can be constructed by starting with the Abelian LG theory for the
Ny-component Halperin state, which we again call Theory A. This theory consists of Ny species of Wilson-
Fisher bosons ®;, I =1,..., Ny, each coupled to a U(1) Chern-Simons gauge fields a;,

Ny Ny Ny
1 1
La= E (|DaI(I)I|2 — |(I)]|4) + E E Kryarday + ? E q[AdaI, (447)
I=1

I=1 I,J=1 T

where K and ¢ are given in Eq. (4.45). The N¢-component Halperin state corresponds to the phase in which
all of the ®; fields — the Laughlin quasiparticles — are gapped. We emphasize that there is no continuous
SU(Ny) global symmetry rotating the ®; fields manifest in Theory A. Instead, there is only a discrete
exchange symmetry of the ®; fields.

Following the reasoning laid out in Section 4.3.2, we now show that this theory is dual to one of Nj
Wilson-Fisher bosons coupled to a single SU(Ny + 1) gauge field. Similar dualities have also been described
in Ref. [230]. We start by applying the Abelian boson-fermion duality of Eq. (4.17) to each scalar @y,

treating the a;’s as background fields, to obtain the Dirac fermion Theory C,

Ny Ny Ny Ny Ny

.- 1 1 1
EA<—>EC:ZZ¢1$bI¢]+ZZalda1+Z Z Q—ajdaJ+Z2—AdaI
I=1 I=1 & I=1J=I+1 m I=1 & (4 48)
Yiro11 1 .
+ Z |:_247Tb1db1 + 27rb]da[:| .

As in the example discussed in Section 4.3.2, the a; fields can be safely integrated out while respecting the
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Dirac flux quantization condition. This is because all of the Chern-Simons terms have coefficient equal to
unity. On integrating out one of the a; fields, the remaining ones become Lagrange multipliers enforcing
the constraints by = b; = b. Integrating out the remaining a;’s, we find that Theory C can be rewritten as

one of fermions coupled to a single dynamical gauge field,

Ny

Lo= i Pyipr —

I=1

Nf+2i
2 Ar

1 1
bdb — 5 —bdA — —AdA. (4.49)

In contrast to Theory A, Theory C has a manifest SU(Ny) global flavor symmetry” since the fermions all
couple in the same way to the gauge field b. This symmetry is thus an emergent symmetry from the point
of view of Theory A.
We may now apply the non-Abelian duality (4.14) to Theory C, leading to a non-Abelian bosonic
Theory B,
20 4 1 Ny

Ny
1
Lp= Z |Du_Nf1+1A1¢I|2 B |¢|4 * ETr {Udu a gu } - ENf +1
I=1 J

AdA. (4.50)

where —|¢|* denotes tuning to the Wilson-Fisher fixed point consistent with a global SU(Ny) symmetry. We
will again refer to the ¢ fields as the non-Abelian composite vortices. It will be convenient in the subsection

below to re-express this theory as a U(Ny + 1) gauge theory with a constraint,

Ny .
1 2 1 1
_ 2 _ (4 _ 23 oA
Lp = Igzl |Dyor|? — |o|* + 47TTr [udu U ] + 271_04d(T1r [u] — A) 47rAdA’ (4.51)

where we have introduced a U(1) gauge field a. We have thus obtained a new triality,

Theory A: N scalars + U(1) K-matrix theory of Eq. (4.45)

0 (4.52)

Theory C: Ny fermions + U(1) w~,+2 <— Theory B: N scalars + SU(N; +1); .
=7

This is the main result of this subsection. It is interesting that, for our particular choice of K-matrix in
Theory A, we have obtained a non-Abelian dual theory in which the rank of the gauge group depends
on the number of matter species and in which an emergent SU(Ny) symmetry appears. Such trialities can
be extended by applying the modular transformation STX~1S (flux attachment) to each side, transforming

the K matrix of Theory A to that of the Ny-component (P + 1, P + 1, P) Halperin states. The family

3See Ref. [223] for a more detailed discussion of global symmetries in non-Abelian dualities.
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of Abelian composite fermion theories obtained by this transformation has been conjectured to describe
plateau transitions in fractional Chern insulators [231].

Notice that Eq. (4.52) does not contain a non-Abelian fermionic theory analogous to Theory D in Eq.
(4.24). That is not to say such a theory does not exist. As with the RR states, we leave to future work a

full inquiry into how the NASS states, to be discussed in the next section, may arise in a fermionic picture.

4.4.3 Generating the Non-Abelian SU(Ny)-Singlet Sequence from Clustering

With the non-Abelian composite vortex description of the Ny-component (2,2,1) states in hand, we can
follow the pairing procedure of Section 4.3.3 to generate the generalized NASS sequence. Unlike in Section
4.3, in this section we will consider LG theories for general k, M, and Ny from the outset. Our Theory A

will thus consist of k layers of LG theories of the N¢-flavor Halperin (2,2, 1) states,

La :Z(lDﬂI,n ‘(I)[n| +7 Z Krjar nda(]n%»quIAda] ns (453)
In I Jn
where again the K-matrix and charge vector are given by Eq. (4.45), and n = 1,...,k denotes the layer

index. Applying the duality (4.51) to each layer, this theory is dual to the non-Abelian Theory B,
k
Lp= Z |Du, d1.0]? — Z bt + ZcU<Nf+l) Un) Zan (Tr [un] = A) = L~ AdA. (4.54)

Here, lower case Latin letters denote a layer index, upper case Latin letters a flavor index. We have also

defined, for compactness,
1 21
Lynylu] = —ﬂ_Tr {udu - ;u?’} . (4.55)

We introduce M via flux attachment, or application of the modular transformation STMS, as in Section

4.3.4. This yields a sequence of descendant theories labelled by k, M, and Ny,

ZB :ZlDu"(bI’nF_Z‘¢n|4+Z£U(Nf+1 un Zan _a)

Ln n (4.56)

k 1 M

We are now in a position to consider singlet pairing between the different layers. One can also consider
quartetting the composite vortices, but this only leads to additional Abelian sectors, as in the RR case.

Singlet pairing between the fundamental scalars is again mediated via a dynamical scalar field, ¥, ,,(z) =
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El’m(x), transforming in the bifundamental representation of the SU(Ny + 1) factor on layer m and on layer
n, i.e. Xy, = UmZm,nU);, where Uy, Uy, € SU(Ny + 1). Note that the U(1) gauge transformations cancel
out, as the «, fields force all the U(1) gauge fields Tr[u,] to be equal. If we require that ¥, , be a flavor

singlet, its coupling to the non-Abelian composite vortices is therefore

£singlet pair — — Z (ZS}m Em,,n ¢I,n . (457)

m,n,l

As before, the off-diagonal terms induce inter-layer pairing, while the diagonal terms can be used to ensure
that (¢7,,) = 0. Thus, we obtain a non-Abelian state when %,, ,, condenses in such a way that it enforces
the constraint u,, = v’ for all n. Putting these pieces together, we find that the paired phase is governed by

eff U(Nf+ ) u II u |d II u + II u d“ + a0 + U(IA .

Integrating out the fluctuating gauge fields indeed yields the correct Hall response,

o kN e*
W Np+1+kMN; b’

(4.59)

which is the expected result for the generalized NASS states.
As in our LG theories of the RR states, the fundamental scalars ¢y ,, correspond to the minimal charge
anyons. Indeed, one can check from the equations of motion that the fundamental scalar fields each carry

charge Q = which reduces to the expected result for the minimal charge anyons of the RR

N TN
and non-Abelian spin singlet states for Ny = 1 and Ny = 2, respectively. Additionally, in the paired phase,
the condensation of the bilinears Qﬂ,m@bl,n + H.c. (no sum on I) ensures that all the ¢y ., for fixed I, are
indistinguishable, removing the redundancy of the layer degree of freedom. In particular, because we took the
pairing interaction to be diagonal in the flavor indices, there is no mixing between flavors on different layers.
Hence the fundamental scalar excitations should still transform into each other under the diagonal SU(Ny)
subgroup of the original SU(Ny) x --- x SU(Ny) global symmetry. Consequently, our theory reproduces

the desired anyon spectrum, and we conclude that we have obtained a LG theory for the generalized NASS

states.
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4.5 Discussion

Using non-Abelian boson-fermion dualities, we have presented a physical pairing mechanism by which the
non-Abelian Read-Rezayi states and their generalizations, the non-Abelian SU(Ny)-singlet states, may be
obtained by “projecting down” from parent Abelian states. These dualities relate the usual Abelian LG
theories of the parent state to theories of non-Abelian “composite vortices,” which pair to form the non-
Abelian FQH state. While this pairing amounts to condensing local operators in the non-Abelian theory,
this is not the case in the original Abelian LG theory of Laughlin quasiparticles, in which the composite
vortices are monopoles. In the process of developing these theories, we have described a new triality (4.52)
which parallels a level-rank duality apparent from CFT/ideal wave function considerations and which has
the interesting property that it involves a non-Abelian gauge theory with rank depending on the number
of matter species. We believe that this approach for obtaining physically motivated bulk descriptions of
non-trivial gapped phases represents a promising direction for future applications of duality to condensed
matter physics which has thus far been under-explored.

Our construction contrasts with earlier bulk descriptions of non-Abelian FQH states in important ways.
The use of non-Abelian boson-fermion dualities, which relate parent quantum critical points, or Landau-
Ginzburg effective field theories, provides a clear mapping to theories of non-Abelian “composite vortex”
variables which are manifestly gauge invariant, unlike in earlier approaches that invoked level-rank duality
deep in the topological phase [196, 197]. Additionally, we showed that these earlier approaches in fact
lead to a superfluous Abelian sector on top of the desired non-Abelian topological order. The use of non-
Abelian dualities also avoids the issues inherent to parton constructions [186-188], which provide a perhaps
larger class of fractionalized descriptions but rely on the assumption that the fractionalized particles are not
confined. This is in spite of the fact that they are generally charged under non-Abelian gauge fields without
Chern-Simons terms and, as such, are known to be confining in 241 dimensions. Consequently, it is likely
that many partonic descriptions are on unstable dynamical footing.

We anticipate that many more exotic FQH and otherwise topologically ordered states can be targeted
with our approach. Again, we can draw inspiration from edge CFT and ideal wave function approaches.
For instance, the spin-charge separated spin-singlet states of Ref. [232] can both be related to a parent
bilayer Abelian state and be obtained from conformal blocks of an SO(5) WZW theory. There exist, in
fact, Chern-Simons-matter dualities involving precisely SO(N) (and many other) gauge groups [221, 233],
which suggests that it may be possible to formulate non-Abelian Landau-Ginzburg theories of these states.
It is perhaps also possible to apply our approach to generating bulk parent descriptions of the orbifold FQH

states [194], which can involve an interesting interplay of usual gauge symmetries with gauged higher-form
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symmetries [234, 235].

In this Chapter, we have focused on understanding non-Abelian states via pairing of non-Abelian bosonic
matter. However, as described in Section 4.3, a non-Abelian composite fermion description is available for
the v = % Laughlin states. In the parent Abelian phase, these fermions feel a magnetic field and fill an integer
number of Landau levels. Pairing across layers of these integer quantum Hall states appears to lead in fact
to SU(2)_j theories, which may be connected to the particle-hole conjugates of the RR states (note the sign
of k). One may also consider starting not from multiple layers of FQH phases but instead of the (fermionic)
compressible states at filling v = 1/2n, for which Dirac fermion theories have been proposed [81, 88]. It is
possible that applying non-Abelian dualities to these theories may provide an avenue for developing exotic
non-Abelian ezcitonic phases. We plan to provide a general discussion of composite fermion approaches to
generating non-Abelian states in future work.

We lastly comment on the possible connection of the theories presented here to numerical studies of
transitions between Abelian and non-Abelian states in bilayers [202-205, 207, 208]. To the extent that these
transitions are continuous, it is an exciting possibility that they are in the universality class of the quantum
critical theories presented here. However, since these theories are very strongly coupled, the only analytic
techniques against which this can be checked are large-N approaches, which may describe a wholly different

fixed point. Perhaps eventually the conformal bootstrap will be able to shed light on this issue.

90



Chapter 5

Disorder, Strong Correlations, and
Duality: The Dirty Boson Problem
and Beyond

This Chapter is reproduced with the permission of the coauthors from Hart Goldman, Alex Thomson, Laimei
Nie, and Zhen Bi, arXiv preprint 1909.09167 (2019), publication in progress in Phys. Rev. B. This paper

is also cited as Ref. [90] in the References section of the thesis.

5.1 Introduction

Many of the most challenging questions in condensed matter physics involve an interplay of quenched disorder
and strong interactions in two spatial dimensions at zero temperature. A prominent example is the problem
of understanding the nature of the field-tuned superconductor to insulator transition in thin films. This
transition not only appears to have the same critical exponents as the famously superuniversal quantum
Hall plateau transitions [43, 44, 46, 47, 49-51], but also broadens into a finite metallic region in cleaner
samples [52-56]. Crucially, the universal data of this quantum phase transition has failed to appear in
any theoretical construction involving disorder or interactions exclusively, indicating that both must play
important roles.

In spite of decades of effort, few organizing principles have been developed for understanding quantum
critical systems with interactions and disorder, and analytically tractable models have proven rare. This
problem is particularly acute in bosonic systems undergoing superconductor-insulator or superfluid-insulator
transitions. While examples of quantum critical points and phases have been constructed in fermionic
systems using perturbative and non-perturbative techniques [85, 175, 176, 236], few analogous examples
exist for bosonic systems. At zero temperature, the only known examples of disordered-interacting fixed
points of bosons in 2d arise in the context of the superfluid-insulator transition of bosons with random mass
disorder and ¢* interactions. These fixed points are obtained using a double-e expansion about the free
(Gaussian) fixed point in four spatial dimensions, perturbed with classical (finite temperature) disorder.
This peculiar expansion, taken very far from the physical, quantum disordered situation of 241 spacetime

dimensions, was introduced by Dorogovtsev [237] and by Boyanovsky and Cardy [238], who found a stable
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Figure 5.1: RG flow diagrams of the Gaussian fixed point (yellow square) as a function of the interaction
coupling constant u and running disorder strength A = A/u2?. The clean Wilson-Fisher fixed point is
denoted by a red diamond, while the dirty fixed point is shown with a blue circle. (a) Spiralling RG flows
are obtained in the double-¢ expansion for small numbers N of bosons. (b) In the large-N limit, we show
that the Wilson-Fisher fixed point flows directly to a dirty, interacting quantum critical point.

fixed point characterized by finite disorder and interactions (see also Ref. [239]). However, the character of
this fixed point is very strange and is not obviously of direct physical significance: the renormalization group
(RG) flows in its vicinity are spirals. As Fig. 5.1(a) demonstrates, it therefore takes a long time to approach
this fixed point, and the critical regime may in fact be physically inaccessible. Fixed points with similar
RG flows have been obtained in systems of bosons with z = 2 [240] as well as in holographic constructions
[241, 242].

The view we take in this Chapter is that the unusual character of the double-e expansion fixed point may
be understood as an artifact of perturbing the free, classical fixed point. Near such a fixed point, disorder
can prematurely take control of the physics, obscuring the true fate of the strongly interacting, disordered
theory. Indeed, the technical reason® for the appearance of spiralling flows is that at the free, classical fixed
point, the ¢* operator and the operator associated with the quenched disorder (in the replica formalism)
have the same scaling dimension. As a result, these operators can immediately mix along the RG flow in
such a way that their scaling dimensions enter the complex plane, leading to the spirals in Fig. 5.1(a). In
contrast, the appearance of complex scaling dimensions is not expected to occur near the Wilson-Fisher fixed

point, where these operators do not have the same scaling dimensions. A hint that this is the case comes

1See Refs. 243 and 244 for a more detailed discussion.
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Table 5.1: Scaling dimensions at the dirty, interacting QCP obtained in the large-N expansion, compared
with the results the clean Wilson-Fisher fixed point at large-N. Here ¢ denotes the boson field, and ¢?
denotes the mass operator. The correlation length exponent v is obtained through v=!' =2 + z — [¢2].

from studying the double-e expansion RG equations in the limit of a large number IV of boson species. In this
limit, the scaling dimensions of these operators near the Wilson-Fisher fixed point are far from degenerate,
and there is a crossover into a regime in which complex scaling dimensions no longer occur.

In this Chapter, we demonstrate that the strongly coupled Wilson-Fisher fixed point gives way to a quan-
tum critical point (QCP) distinguished by both finite disorder and interactions using a large-N expansion.
Instead of simultaneously perturbing the free, classical fixed point with both disorder and interactions, as
in the double-€ expansion, we introduce weak disorder directly at the quantum?, interacting Wilson-Fisher
fixed point. While this fixed point saturates the Harris criterion in the N — oo limit (disorder is marginal),
we find that it is destabilized at O(1/N), resulting in flows of the type shown in Fig. 5.1(b). This fixed point

is characterized by a correlation length exponent v and a dynamical scaling exponent z given at O(1/N) by

16

V:17 Z:1+37TTN

(5.1)

Extrapolation to N = 1 therefore yields a value z = 1.5 for the O(2) model. The associated operator scaling
dimensions are presented alongside the critical exponents of the clean fixed point in Table 5.1.

The values these exponents take have several noteworthy implications. The correlation length exponent
v at the disordered fixed point is the same as at the clean Wilson-Fisher fixed point in the large-N limit.
This absence of 1/N corrections may be interpreted as a physical consequence of the balancing that occurs
between disorder and interaction effects. On the other hand, the fact that 1 < z < 2 signals that the fixed
point is neither clean nor conventionally diffusive (z = 2), a feature common amongst the dirty-interacting
quantum critical states obtained in the literature thus far. A similar physical story occurs in the earlier
studies of disorder in QED3 [175, 176].

The QCP we obtain may be relevant to superfluid-insulator transitions in *He absorbed in porous Vycor

[245-247], Josephson junction arrays [248, 249], doped quantum magnets [250-252], and cold atomic systems

2By quantum, we mean that that the theory has a time direction that is invisible to the quenched disorder, which only has
correlations in space. This is the case for any problem of quenched disorder at zero temperature.
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[253-255]. Superfluid-insulator transitions with similar exponents have also been observed numerically [256—
262]. Indeed, the values we obtain at O(1/N) for v, z, and the correlation function exponent n ~ —0.47
are strikingly close to those obtained in the most recent Monte Carlo study of the dirty O(2) model [262].
Moreover, the more germane RG flows we obtain are consistent with the numerical observation of a direct
transition with universal features, while the spiralling flows of the double-e¢ expansion would have predicted
the presence of oscillatory, non-universal behavior out to large system sizes. This achievement is all the
more surprising given that it comes from extrapolating the small parameter 1/N to 1, a move which always
carries a risk of being problematic. We note that in these numerical approaches the insulating phase is
either a “Mott glass,” which is incompressible [263, 264], or a “Bose glass,” which has finite compressibility.
While it is generally believed that the superfluid state always gives way to a glassy insulator in 2d [265, 266],
assessing whether this is the case in the theory examined here requires the inclusion of non-perturbative
effects, which are beyond the scope of our discussion here.

Similar large-N approaches to the study of quenched disorder at the Wilson-Fisher fixed point have been
applied in the past by Kim and Wen [267] and by Hastings [268]. In the latter case, 1/N corrections were
not considered, while in the former runaway flows were obtained. We believe that these runaway flows are
the result of a redundant summation of diagrams.

We proceed as follows. In Sec. 5.2, we present a stability criterion for theories of interacting bosons to
quenched disorder. We next perform the large-N analysis and describe the nature of the QCP we obtain
in Sec. 5.3. We follow in Sec. 5.4 with a discussion of the effects of scale and vector potential disorder.
In Sec. 5.5, the implications our result has for two dual descriptions of the single species (N = 1) theory,

following earlier work coauthored by one of us [85]. We conclude in Sec. 5.6.

5.2 Stability Criterion for Free and Interacting Bosons

We begin this section by describing the criteria for the stability of theories of relativistic scalar bosons
to quenched disorder at zero temperature, often referred to as quantum disorder. After presenting our
conventions and the global symmetries, we derive a criterion for the free, Gaussian fixed point. We then
generalize this criterion to the strongly interacting, Wilson-Fisher fixed point, where anomalous scaling
dimensions appear. These stability criteria are quantum bosonic versions of the celebrated Harris criterion

[269] and its generalization by Chayes et al. [270].
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5.2.1 Degrees of Freedom and Global Symmetries

We consider one of the simplest families of quantum field theories: those describing massless, complex scalar
fields transforming in the fundamental representation of U(N). Writing the bosonic degrees of freedom
as N-component complex vectors @ = (¢1,...,¢n), this global symmetry acts as ¢ — U¢p, U € U(N).
Throughout this Chapter, we restrict our attention to disorder and interactions that respect the full U(N)
symmetry.

For the majority of this Chapter, we also impose two additional discrete, anti-unitary symmetries: time

reversal, T, and particle-hole symmetry, PH. They act on the fields as

T: ¢ ¢, (5.2)

PH: ¢ — ¢, (5.3)

and both map i — —i. We eventually consider types of disorder that break these within each realization
while preserving them on average in Sec. 5.4.

When the above global symmetries are imposed, the theory of ¢ fields is also invariant under the larger
symmetry group, O(2N). Its action is obtained by defining 2N real fields, ¢y, from the complex fields:
¢1 = @ar—1 +ipsr. The theory we discuss below is found to be invariant under the action of ¢ — O¢ where
O € O(2N) and ¢ = (p1,...,92n). Actually, the orthogonal global symmetry need not only arise as an
enhanced symmetry, but can exist as a true global symmetry even away from the critical point. For such

cases, there is no reason to the restrict the number of flavors to be even. Hence, while we primarily discuss

the complex fields ¢, we allow N to take half-integer values.

5.2.2 Free Bosons with Disorder

We begin with a free, or Gaussian, theory of N complex bosons,

Lo[g] = 09", (5.4)

in d 4+ 1 spacetime dimensions. Throughout this Chapter, ‘d’ exclusively denotes the spatial dimension.
Dimensional analysis sets the scaling dimension of ¢ to [¢] = (d — 1)/2, and the scaling of all operators
in the free theory follows directly from this relation. The stability of the Gaussian theory is determined
by assessing the relevance of all operators respecting the global symmetries described above. The most

relevant such perturbation is the mass term, r|@|*, since [r] = 2 for all dimensions, and the requirement
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that the theory be massless is therefore predicated on the fine-tuning of r to zero. The next-most relevant,
symmetry-preserving operator is the interaction term u |@|* = u (|¢|2)2 Because [|¢|!] = 2(d — 1), we have
[u] = 3 —d, implying that the Gaussian theory becomes unstable to this interaction when d < 3. In the next
section, we discuss the effect of adding this term.

Disorder is introduced by perturbing Ly with an operator whose coefficient is a spatially varying, static
field with values drawn from a probability distribution. Similar to the clean case, the most relevant,

symmetry-preserving perturbation couples to the mass operator \¢|2:
Lo[¢, R] = |0¢]* + R(x)|¢|, (5.5)

where bold face denotes purely spatial coordinates. We define R(x) to have moments,

A _

REJRO) ~ 1o B9 =0, (5.6)

where x — d corresponds to Gaussian white noise®. As it couples to |@|?, the dimension of R(x) is 2, just
like the constant mass coefficient, r. From Eq. (5.6), it follows that the engineering dimension of the disorder
strength A at the Gaussian fixed point is

Al =4 —x. (5.7)

For Gaussian white noise disorder, x — d, implying that the theory is stable to random mass disorder
provided that

d>4, (5.8)

which is the Harris criterion for free (relativistic) scalar fields.

Comparing against our brief analysis of the clean theory, we observe that mass disorder is marginal when
d = 4, whereas the |@|* interaction term is marginal when d = 3. This mismatch between the marginal
dimensions associated with the disorder and interactions has been one of the major sources of difficulty in
studying the dirty boson problem in two dimensions.

We note that while the disorder perturbation R(x)|¢|” and interaction term |@|* were chosen as the

most relevant operators preserving the U(N), T, and PH symmetries, they are also invariant under the

3More precisely, one writes the disorder correlations as a Riesz potential,
X
r(3) A

ROOR(0) = 2 crd/ar (43)

It is this function that reproduces Gaussian white noise (delta function) correlations in the limit x — d. In this Chapter, we
will generally suppress the additional gamma functions, as these do not impact scaling.
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O(2N) symmetry discussed in the previous section. When the discrete symmetries, T and PH, are no

longer imposed, additional O(2N)-breaking perturbations are allowed. We leave this discussion to Sec. 5.4.

5.2.3 Wilson-Fisher Bosons with Disorder

When d < 3, the Gaussian fixed point is unstable to both disorder and |¢|* interactions. In the clean limit,

this leads to the famous Wilson-Fisher fixed point,

L(g] = |06 +7|gP + 57 91" (5.9)

Here u = A3~ 44, u ~ O(1), where A is a UV cutoff scale. The mass 7. tunes the theory to criticality. Its
exact value is not physically meaningful, and we set it to zero throughout this Chapter. At the Wilson-Fisher
fixed point, the dimension of |¢|? differs from its engineering dimension (i.e. scaling dimension in the free

theory) by an anomalous dimension 7,42,

(8PIB0)) ~ ey (510)

That is, the scaling dimension of |@|* is [|¢[2] = d — 1 + 7)¢|2- Importantly, the anomalous dimension 7,42 is
a function of the number of fields (and hence the symmetry of the theory).

We now perturb this fixed point with disorder,

Llp. ) = |09 + RGP + 51l (5.11)

where R(x) continues to be defined as in Eq. (5.6). The dimension of R is related to the scaling dimension
of |¢|? as follows,

([¢]°] =d—1+m42=d+1—[R]. (5.12)

With Eq. (5.6), we can now read off the scaling dimension of the disorder strength:
[A] =2[R] — x =4 — 292 — X (5.13)
We conclude that the Wilson-Fisher fixed point is stable to Gaussian white noise disorder (x — d) if

d>4— 27]|¢|2 . (514)
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5.2.4 Large-N Wilson-Fisher in (2 + 1)d

We now adapt this discussion to the particular case of a theory of N — oo species of complex bosons in

d = 2 spatial dimensions. In this limit, the stability criterion derived above becomes,
Mgz —1>0. (5.15)

For a single species of complex boson, it is known from the conformal bootstrap that 742 ~ 0.5 in 2d [271],
implying that disorder is a relevant perturbation when N = 1. Conversely, in the limit N — oo, with u
held fixed, it turns out that 742 — 1, as we will review in the next section. As a result, Gaussian white
noise disorder (x = 2) is marginal at the Wilson-Fisher fixed point in the large-N limit! The interacting
dirty boson problem can therefore be studied by first flowing to the N — oo Wilson-Fisher fixed point
and subsequently performing a perturbative RG calculation, with 1/N corrections entering as marginal
perturbations of the N — oo fixed point. This will be the goal of the next section.

Interpolating between the N = 1 limit, where 742 ~ 0.5, and the N — oo limit, where 742 — 1, we
expect 1/N corrections to [|¢|?] to be negative, indicating that the Wilson-Fisher fixed point is ultimately
unstable to disorder for finite N. Nevertheless, disorder generates additional corrections to scaling dimen-
sions as well. Provided these quantum corrections to H¢|2] are positive, they may be able to balance the
corrections from interactions, thus resulting in a perturbatively accessible, disordered quantum critical point.
In contrast, if the quantum corrections due to disorder are also negative, no such fixed point can exist, and
all perturbations result in a flow to strong disorder. Serendipitously, we find that it is the former scenario

which is played out.

5.3 The O(2N) Model with a Random Mass

This section presents the primary technical content of the Chapter. We begin by describing the disorder-
averaged theory and its replicated analogue. Next, the number of bosons N is taken to infinity, leaving
us with a theory in which disorder is exactly marginal. We subsequently derive the g function for the
running disorder strength at O(1/N) and demonstrate the existence of the fixed point and RG flow shown
in Fig. 5.1(b). The section concludes with a comparison of the fixed point obtained here with the results

from the double-€ expansion.
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5.3.1 Disorder Averaging and the Replica Trick

We now describe how to systematically study the dirty Lagrangian in Eq. (5.11) in the N — oo limit. While
the addition of the quenched degree of freedom R(x) strongly breaks translation invariance, seemingly
rendering the theory intractable, we are interested in the disorder-averaged correlation functions, for which
translation symmetry remains. Hence, all quantities of interest in the disordered theory may be calculated

from the disorder-averaged free energy:
F = —Tog Z[R] / DRPIR] log Z|R], (5.16)

where P[R] is the probability distribution that gives rise to the moments in Eq. (5.6). Specifying to Gaussian

white noise disorder, the appropriate probability functional is

PIR] = % exp (_/d2x ;AR?(X)) , (5.17)

where N is a normalization constant.
While directly disorder averaging the logarithm is prohibitively difficult, the problem can be made

tractable by utilizing the so-called replica trick, in which one applies the identity,

. Z =1
log Z = nl:r_rgo E— (5.18)
Upon inserting this expression into the definition of F, we obtain
F—_ lim —/DRP /D¢n =516,
n-—0 N, ol
== lim [ DRD, e Srlbn Rl (5.19)

where S = [ d*xdr L[¢,, R] and n, “replicas,” ¢,, n = 1,...,n,, have been introduced. We remind the
reader that each replica is associated with N physical species of bosons. The full replicated action for

Gaussian white noise disorder is

= QXTnT XT2 () 2 XT4
5= [ a d;[|6¢n<7> ]

2 1 2
+/d x 5 R2(x). (5.20)
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Here, R has been rescaled by v N, equivalent to rescaling A by 1/N. In summary, the replica trick has
produced an action amenable to the standard tools of perturbative field theory through the addition of n,
replica fields, with the caveat that we must eventually take the limit n, — 0. It remains an open problem

to determine the general conditions under which this limit exists.

5.3.2 The Large-N Limit

Fixing the value of A and u, we are now able to take the large-N limit. It is convenient to introduce a
Hubbard-Stratonovich field i (the reason for the tilde will become apparent shortly) to mediate the scalar
self-interaction:

S, = [ @xdr Y 109, + < (i6s + R) 1,12+ 552 | + [ dPx S R(0) (5.21)
" " VN " 2u " 2A ' '

n

The equations of motion for ¢ directly relate it to the mass operator

~ u

i = 8l (5.22)

and it follows that correlation functions containing i will reproduce correlation functions containing |¢|?
up to an contact term. Next, we shift i5,, — i0,, = i, + R so that the coupling between R and the ¢ fields

is replaced with a coupling between R and o,

_ [z 2, b 2 ! 1 e oy L p2
Sy —/d Xden: [8¢n| + \/Ncrnldml + uR(x) on + Quan] +/d XA B (x). (5.23)

Here, an extra term quadratic in R is not included because it is proportional to the number of replicas and

therefore vanishes in the replica limit. Finally, integrating out the quenched degree of freedom R(x) yields

B 2 b 2 L o
5.= [ i 06, + ol + 50t

A
2
+ /d x drdr’ ngm 302 on(X, T)om(x, 7). (5.24)

Equipped with this Lagrangian, we are now prepared to take the large-IN limit following the standard
procedure. For a more detailed review, see Refs. 272 and 273.

We begin by noting that the action S, is quadratic with the exception of the o|¢|? interaction. While
o couples more and more weakly to the ¢’s as N approaches infinity, it also couples to increasingly many

such fields. The result of these opposing effects can be understood in the language of Feynman diagrams.
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Figure 5.2: In the N — oo limit, the propagator of ¢ may be represented as a geometric series of polarization
bubbles I1(p). The dash-dotted lines on the right-hand side represent the ‘bare’ o propagator ~ 1/u, whereas
the solid lines represent the ¢ propagator. The dotted line corresponds to the large-N ¢ Green’s function.

In particular, the one-loop contribution to the o propagator is the polarization bubble shown in Fig. 5.2.
Because the internal boson lines must be summed over all N fields while each vertex contributes a factor of

1/+/N, this diagram is O(1). Tt evaluates to

4’k 1 1
(p) = /WW = sl (5.25)

Of course, if a diagram containing a single bubble is O(1), a diagram containing an arbitrary number of
bubbles is also O(1), and so it should be include as well. The sum over bubble diagrams forms the geometric
series shown in Fig. 5.2, which may be familiar to readers trained in the random phase approximation. The

large-N o propagator is therefore

u

G0 = )

— 8|p| for p < u, (5.26)

where we have taken u ~ A as our UV cutoff.
The physical meaning of these bubble diagrams can be understood by considering the real space repre-
sentation of G?, which has been “screened” to be

1
~
jz[*

G () = (o (2)a(0)) (5.27)

The large-N o propagator makes it clear that [0] = 2 when N — oo, implying that ¢ has acquired an
anomalous dimension 7, = 7nj¢z = 1, as claimed in the previous section.

Having accounted for the effect of bubble diagrams, the interaction between ¢ and o may be safely
discarded in the limit N — oo. It is possible to access 1/N corrections by reintroducing the coupling
between ¢ and o and using the screened o propagator in Eq. (5.26) on the condition that bubble diagrams

are not redundantly included in any subsequent calculation. Keeping this is mind, we obtain the effective
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action

Seft = S+ So¢ + Sais (5.28)
S = Y / Px dr |06, |2 (5.29)
_ 2 L 2 i _ 92\—1/2
Sep = Zn:/d xdr {Wamsn + 16 on(=0%) 7 2on (5.30)
A
_ 2
Sigis = Z/d XdeTIEO'n(X, T)om(x,7'), (5.31)

n,m

where we have defined the dimensionless disorder strength A = A /u?.
We are interested in the effect nonzero A has on this theory, which we emphasize is now a marginal
perturbation at tree level. Indeed, the disorder-mediated potential between two ¢ fields has been screened

to be

A

Vix—y)~ Ty (5.32)

5.3.3 1/N Corrections: Introducing Disorder at the Interacting Fixed Point
Philosophy and Scaling Conventions

We include the effects of disorder and interactions at O(1/N) via a Wilsonian momentum shell RG procedure.
To begin, we present our tree-level scaling conventions. The action in Eq. (5.28), including the disorder, is

scale invariant under

x — e¥'x, T ¥, ¢ — e 02, o e 2, (5.33)
Lorentz invariance dictates that space and time scale in the same way at the clean Wilson-Fisher fixed
point; hence, z = 1. The scaling prescriptions for ¢ and ¢ are in agreement with our earlier statement that
[¢] =1/2 and [o] = 2 in the N — oo limit of the Wilson-Fisher fixed point. At O(1/N), these relations must
be updated to account for anomalous dimensions generated by disorder and interactions, which we denote
N4 and 7, for the ¢ and o fields, respectively. Similarly, because disorder breaks Lorentz invariance, the
dynamical exponent is corrected to a value z > 1. We systematically compute these corrections to scaling
by integrating out modes in a momentum shell (1 —§¢)A < |p| < A, where A ~ u is a hard cutoff. Note that
because of the large-N limit, we may take A ~ O(1), as our perturbation theory continues to be controlled
in powers of 1/N.

Before presenting the details of our calculation, we remark on some idiosyncrasies of the theory (5.28)
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that ultimately serve to simplify our analysis. We first comment on the clean limit, A = 0. Quantum
corrections are typically organized into self energy corrections and vertex corrections, which modify the
scaling of the fields and affect the running of the interactions. In the theory (5.28), we would therefore
expect o|@|? to enter in the Lagrangian alongside a running coupling constant. However, because o was
defined through a Hubbard-Stratonovich transformation, it is not independent from |¢|?, as indicated by
the operator identity of Eq. (5.22). It follows that the o|@|? vertex remains exactly marginal under the
RG, making the renormalization of this vertex sufficient to determine 7., the anomalous dimension of o.
This observation is advantageous because the corrections to o|@|? all occur at one loop, whereas a direct
calculation of the o self energy involves the computation of two loop diagrams.

The introduction of disorder results in both a running disorder strength A and the aforementioned
dynamical scaling exponent z. It turns out that these are the only additional objects to be renormalized in
our problem at O(1/N). Further, we find that the running of both may be obtained solely through the ¢
self energy and the o|@|? vertex correction, similar to the clean case discussed above. The key consequence

oL

of this assertion is that under the modified scaling relations 7 — €*%7, x — e%x, and o + e~ (2F71) 5

SA -
5A:—W:2(1—z+ng)A. (5.34)
The remainder of the section is dedicated to the calculation of z and 7.
We emphasize that this simplification is not a generic feature of the problem. It is possible for logarith-
mically divergent diagrams to generate operators containing” > = [ dr 0, (x, 7) independently from o, (x, 7).
Such mixing would invalidate Eq. (5.34), as well as contribute to a running velocity for o. For this reason,

the o self energy must also be computed. These considerations are reflected by the modification of Eq. (5.22)

in the presence of disorder, which now involves this new, linearly independent operator,

o = 2 _u T O T). .
i, = —l8,] A;/d m(%,7) (5.35)

We evaluate the o self energy in Appendix C.1 using a dimensional regularization scheme, a more natural
method for higher loop calculations. This calculation confirms that no such diagrams occur at O(1/N),

although they may appear at higher orders.

4For a more general discussion of this point, see Refs. 243 and 244.
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Figure 5.3: Feynman rules for the theory (5.28). Here, p = (p,w), ¢ = (q, V), where p, q are spatial momenta
and w, v are frequencies.

Feynman Rules

The Feynman rules for the theory in Eq. (5.28) are shown in Fig. 5.3, where

1
G?J,nm(p> = 1? (SIJ 6WZTL ) (536)
Grm(P) = 8[| Oma (5.37)
t 1

Fa¢ ¢ =——=0 6mn6n y 5.38

IJ,nmt \/N 1J l ( )

Iomde = —21Ab(w). (5.39)
Here, we have suppressed the momenta-conserving delta functions and use I, J = 1,..., N to denote flavor in-

dices. Below, we suppress the U(NN) and replica indices in the three-point vertex functions: I“}j:ﬁn ;= roe's,
We also emphasize that the quenched disorder is capable of transferring momentum, but not frequency, as
indicated with the frequency of d-function.

We remark that disorder is being treated as a two-point vertex even though it appears as a quadratic field
term in the action. While such terms are typically incorporated directly into the propagator, in our problem

o lines with multiple disorder insertions necessarily vanish in the replica limit, leaving only the contribution

from the two-point vertex. We underscore that this is a non-perturbative statement, as A ~ O(1).
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Momentum Shell RG

We first focus on the ¢ self energy, as shown in Fig. 5.4. After the momentum shell integration, we obtain

E(p,UJ) = Eint(paw) + Zdis(paw)a (540)
g [ k[ dko |k — p| 4
Ein ’ = "%t Iy = - ) 41
) N Ja—sea (2m)? /—oo 2 k2 32N T ot (5.41)
64A [N d’k (k—p)? 32A
Yais(p,w) = k=p) _ (—w? + |p|?)dc. (5.42)

N (1—80)A (27’()2 w? + |k|2 TN

These correct the kinetic term of Sy, Eq. (5.29); the mass renormalization has been suppressed. To maintain

the scale invariance of the action, we correct the tree level scaling in Eq. (5.33) as follows,
x — e'x, 7 e*r o~ e_‘%/QZ;I/qu = ¢~ (1/2Hn)0l g (5.43)

where 14 and z are chosen to cancel the self energy corrections of Eqgs. (5.41) and (5.42) respectively,

n¢:%%log2¢:ﬁ, z:l—&—%. (5.44)
Here, 14 > 0 is the usual anomalous dimension of ¢ arising from its interaction with o at the clean Wilson-
Fisher fixed point [274]. The deviation of the dynamical exponent z from unity signals the breaking of
Lorentz invariance by quenched disorder. In Appendix C.2, we check our result for z against a general
expression derived in Refs. 243 and 244 for dirty fixed points accessible through conformal perturbation
theory. The agreement between this result and the value of z shown above serves as confirmation of our
diagrammatic calculation.

We now study the remaining one-loop diagrams, which correct the vertex I'y44(w = 0,|p| = 0). As

shown on the second line of Fig. 5.4, there are contributions from both interactions and disorder,

511(7(;51'45 = §Fint + 5Fdi57 (545)
. A 2 [e'e) -
k 4
it = —— / s / dolll _ i _2 g, (5.46)
VNN Ja_son 2m)* J_o 27 k VN N
i 64A [N 2k k|2 i 32A
e = — =" dk K[ _ 1 323, (5.47)

VN N Ja_son @r)2k[* NN

Additional O(1/N) vertex diagrams do exist, but are not logarithmically divergent, as verified in Ap-

pendix C.1. The corrections obtained above must be added to the action S,.. Imposing scale invariance
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Figure 5.4: Quantum corrections at O(1/N). (Top) ¢ self-energy corrections, Ziy (left) and Mgis (right).
(Bottom) Logarithmically divergent vertex corrections, 6Ty (left) and dTg;s (right). The full set of O(1/N)
diagrams are shown in Fig. C.2 in Appendix C.1.

and the marginality of the o|¢|? vertex requires updating Eq. (5.33) once more to include the anomalous
dimension 7, :

0 e T2 = o= (2Hme)ot (5.48)
Together with the results for z and 7, in Eq. (5.44) , we find

_16logZ, o, 828 4 _G4A 16
R VA " TIUN TN N 312N

(5.49)

We verify that the second term is the known value of the O(1/N) anomalous dimension of o at the clean

Wilson-Fisher fixed point [273].

A Dirty Quantum Critical Point

In light of the comments in Sec. 5.3.3, the information obtained in the previous section allows us to calculate

the running of A directly from Eq. (5.31), which yields

SA ~ 64 32\ A
ﬁA—_W—Q(l—Z-‘rna)A— (WA—?)?TQ> N (5.50)

The flows exhibited by this § function are shown in Fig. 5.1(b). In particular, a fixed point with both finite
disorder and interactions occurs at

A= L. (5.51)
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This fixed point constitutes a disordered, interacting quantum critical point! It is attractive (IR stable) in A
and u, but is unstable to perturbations in the mass of the boson, dr |¢|?, which are allowed by symmetry®.
For §r < 0, the theory flows to a phase in which the global O(2/N) symmetry is spontaneously broken, and
the ground state hosts Goldstone bosons. On the other hand, for §r > 0, the theory flows to an insulating
phase.

The QCP we have obtained is characterized by universal dynamical and correlation length exponents,

16
where the correlation length exponent v is defined via
&~ or|™". (5.53)
From dimensional analysis, this implies
-1 2 1
v = td—[l§P) =z —n =13 6a. (5.54)

As we have demonstrated at O(1/N) [see Appendix C.1], so long as no additional anomalous dimensions are
associated with disorder, the S5 is given by Eq. (5.34), implying that the fixed point condition is identical to
the statement v = 1, i.e. v receives no quantum corrections. We can view this as the physical manifestation
of the counterbalancing between disorder and interactions at the QCP. On the other hand, having 1 < z < 2
is a reflection of the fact that this is a disordered quantum critical point — Lorentz invariance is broken, and
the compressibility # ~ |67|*(¢~2) vanishes as 6r — 0 at the transition.

Specifying to N = 1, the symmetry-broken state is a superfluid. The gapped, symmetry-preserving phase
may be the “Mott glass” phase [263, 264], which is an insulating, glassy state with vanishing compressibility.
This is in contrast to the perhaps more famous Bose glass phase, which includes disorder that does not respect
particle-hole (PH) symmetry and has finite compresibility. We comment further on this case in the next
subsection, although we emphasize that the glassy nature (or lack thereof) of the disordered state accessible
through the dirty QCP derived here cannot be confirmed using our perturbative approach. Extrapolation
of Eq. (5.52) to N =1 yields

v=1, zm1.5. (5.55)

5We define a quantum critical point as being a fixed point of a RG flow that can be perturbed by relevant operators without
explicitly breaking a symmetry. This is in contrast to a quantum critical phase, for which any relevant perturbation breaks a
symmetry.
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Remarkably, these results are both consistent with recent numerical studies of the dirty superfluid-Mott glass
transition [256, 262]. To our knowledge, the quantum critical point we describe here is the only analytic
result to unambiguously achieve this agreement. It is therefore a tantalizing possibility that the fixed point
we obtain is in the same universality class as this transition. However, as with any large-N expansion, we
caution the reader that the extrapolation of the small parameter 1/N to unity may be problematic, as we
have not proven that the 1/N expansion converges quickly enough for this to be truly reliable. We comment

further on this and related issues in the subsection below.

5.3.4 Comparison with the Double-¢ Expansion

It is important to understand the relationship the dirty QCP examined here has with those obtained in
earlier approaches to the dirty boson problem. As mentioned in the Introduction, theories of bosons with
self-interactions and random mass disorder have been considered before using an expansion in the number
of spatial dimensions, € = 4 — d, and the number of time dimensions, €, = d, [237-239]. This expansion
involves perturbing the Gaussian fixed point in d = 4 dimensions with classical (d, = 0) disorder, a situation
far-removed from the physically relevant case of d = 2, d, = 1. While this approach also yields a fixed point
with finite disorder and interaction strengths, it exhibits some potentially pathological irregularities.

As Fig. 5.1(a) demonstrates, upon extrapolating back to d = 2, d; = 1, the RG flows in the critical
point’s vicinity are spirals for the case of a single species of complex bosons (N = 1). In contrast, the results
obtained in this Chapter through a large-N expansion show no indication of spiralling flows. This is not
necessarily incompatible with the double-¢ expansion since more germane, direct flows similar to Fig. 5.1(b)
do appear when N > N, = 11 + 61/3 =~ 21.4. Therefore, while we must remain open to the possibility that
spiralling flows may appear at a higher order in 1/N, we argue here that they are instead an artifact of
the double-¢ expansion, implying that our results may be more physically relevant even for relatively small
values of N.

We first note that the peculiar flows that appear in the double-e theory follow from the appearance
of complex anomalous dimensions, a signature of non-unitarity [243, 244]: unlike a unitary theory, the
operator dimensions of a disorder-averaged theory are not constrained to the real line®. Nevertheless, in a
perturbative expansion about a unitary theory, operators can only acquire complex scaling dimensions in
conjugate pairs, implying that the (real) scaling dimensions of these operators became identical at some
point along the RG flow. Since the ¢* operator and the operator associated with the quenched disorder

have the same scaling dimension at the free, classical fixed point in (d = 4, d, = 0) being expanded about in

6 For example, replica field theories have central charges which vanish in the replica limit, breaking unitarity, despite the
fact that each disorder realization is itself a unitary quantum field theory.
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the double-e formalism, they can immediately mix in such a way that their anomalous dimensions enter the
complex plane when disorder is added. Conversely, at the large-N fixed point, the scaling of |g15|2 and thus
the disorder operator is non-perturbatively altered, as indicated by a correlation length exponent v =1 —
a substantial modification from its free value, v = 1/2. Our expansion accordingly returns no indication of
spiralling flows.

The absence of complex scaling dimensions in our theory may be interpreted as the result of balancing
between interactions and disorder at the Wilson-Fisher fixed point. From this perspective, the ubiquity of
strong interactions at the Wilson-Fisher fixed point should always deter (though not completely preclude)
the formation of complex scaling dimensions. Indeed, the critical exponent v differs significantly from its
free value even for N = 1 where v & 0.67 [271]. It is therefore plausible that the propensity for spiralling
flows displayed in the double-e formalism is an unphysical consequence of starting from a degenerate point
and that the value of N, obtained by expanding in € and €, is greatly exaggerated compared to the true
critical number of species for the onset of spiralling flows.

The failure of the € expansion to capture the small-/N behavior in such situations is not unprecedented.
The Abelian Higgs model, a theory of complex scalar fields coupled to a fluctuating gauge field, appears
to lack a (real) fixed point for N < 182 in D = 4 — e spacetime dimensions [67]. However, lattice duality
with the 3d XY model [64, 275, 276], for which the critical theory is the Wilson-Fisher fixed point discussed
here, and numerical results [277, 278] place that critical number at values as small as one. As in the dirty
boson problem, this phenomenon can be traced to the presence of two operators having the same scaling
dimension.

We caution that while the agreement of our results with numerics is indeed remarkable, the arguments
outlined by no means constitute a proof that the large-N expansion offers any advantage over the double-¢
treatment or even that it is physically relevant. For N = 1, both methods are predicated on the disconcerting
assignment of a small expansion parameter to an O(1) value, and both are therefore fundamentally suspect
in this regime. We acknowledge that the absence of spiralling flows and complex dimensions in our study
may simply follow from the fact we are perturbing about the regime where the flows from the Wilson-Fisher
fixed point are regular. Nevertheless, even were this the case, our treatment and the fixed point should

remain valid at least for sufficiently large-IV.
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5.4 Scalar and Vector Potential Disorder

We have so far focused exclusively on theories that preserve a global U(NV), time-reversal (T), and particle-
hole (PH) symmetry for each realization of disorder, and we have shown that this is equivalent to imposing
a global O(2N) symmetry. In this section, we relax this constraint by only imposing the discrete T and PH
symmetries on average, allowing for additional disorder perturbations. Such perturbations can be chosen to
preserve the U(N) symmetry for each disorder realization, but not the O(2N) symmetry.

The symmetries PH and T are broken respectively by random scalar and vector potentials, which we

denote V(x) and A;(x),

Lyais =V(x)J(x,7)+ > Ai(x) Ji(x,7) (5.56)

1=z,y

where
I, =¢lo.¢— 0.4 4, Ji=i(¢'op—04'9). (5.57)

Here, the scalar potential disorder may be interpreted as a random chemical potential that breaks PH,
while vector potential disorder can be associated with a random magnetic flux that breaks T and parity
(#). The current J,, is the global current corresponding to the electromagnetic charge, a U(1) subgroup of
the global U(N) symmetry. While it may also be interesting to study disorder that couples to non-Abelian
U(N) currents, such disorder breaks the U(/N) symmetry within each realization, so we do not consider it.
As for the random mass disorder discussed in the previous section, we assume that scalar and vector

potential disorder is drawn from a Gaussian white noise distribution with zero mean,

V(x)V(x') = Ay d(x —x'), Ai(x)A; (%)) = A0, 0(x — %), V(x) = A;(x) =0. (5.58)

The case of general disorder correlations can also be studied, although we limit ourselves to the Gaussian
white noise case for clarity.

Because V and A, , respectively couple to the temporal and spatial components of a conserved (Abelian)
global current, their scaling dimensions satisfy certain non-perturbative constraints, and we use these to
derive stability criteria that hold even away from a critical point. While [J;] = [J;] = 2 for relativistic

(z = 1) theories in 2+1 dimensions, these relations are modified in the absence of Lorentz symmetry. To see
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how, we recall that the currents’ dimensions are fixed by their conservation,
ouJ" =0, (5.59)
which implies a conserved, dimensionless charge

Q= /d2x JT. (5.60)

More precisely, in the quantum theory, current conservation is the statement that correlation functions of
J,, satisfy Ward identities that embody the condition (5.59). The requirement that @ in Eq. (5.60) be
dimensionless returns

[J,] = 2. (5.61)

while the continuity equation, Eq. (5.59), indicates that d,.J™ and d;.J* must have the same scaling dimension,
which gives

[Ji] =1+ z. (5.62)

Armed with the knowledge that any disorder leads to a deviation of z above unity, we use these relations to
deduce the running of Ay, and A4, both near the clean Wilson-Fisher fixed point and the dirty quantum
critical point obtained in the previous subsection.

We first consider the case of vector potential disorder in the absence of scalar potential disorder. From
Eq. (5.62), dimensional analysis indicates that [A] = 1, which should be familiar as the usual scaling
dimension of a vector potential. We conclude from Eq. (5.58) that [A 4] = 0 to all orders. Phrased in terms
of B-functions, this reads simply as

Ba,=0. (5.63)

In other words, the random vector potential is exactly marginal, both at the clean Wilson-Fisher fixed point
and at our dirty quantum critical point. No matter how the dynamical exponent z is renormalized, A 4 will
not run, resulting in a fixed line parameterized by z.

We now turn to the random scalar potential, following the same logic as we did for vector potential
disorder. Using the fact that Eq. (5.61) implies [V] = z, together with Eq. (5.58), we find [Ay] = 2z — 2,
which is equivalent to

Ba, = —(22 —2)Ay. (5.64)
Hence, Ay, is relevant for any z > 1: both the clean Wilson-Fisher fixed point and our dirty quantum critical
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point are unstable to Ay, regardless of the strength of the mass or vector potential disorder.

Although the theory flows to strong disorder, and its ultimate fate cannot be understood perturbatively,
one can speculate that the theory flows to a glassy state. Since PH is broken in each realization, this
may be the Bose glass, which has finite compressibility despite being an insulator [265, 266]. Indeed, the
exponents we obtain in Eq. (5.55) are fairly close to those obtained for the disorder-tuned transition between
a superfluid and Bose glass if PH is only imposed on average [257-259, 261]. In particular, v = 1 is always
seen, although there appears to be some disagreement in z”. This indicates that the quantum critical point
obtained in the previous subsection may at least be in a similar universality class to these transitions.

The conclusions of this section hold in general for quenched disorder that couples to conserved Abelian
global currents. The exact marginality of the random vector potential and the relevance of the random scalar
potential for z > 1 are already well-known in the context of dirty non-interacting Dirac fermion systems
[280—-282]. They were also understood in the strongly interacting context of QEDg; there, the global U(1)
current is actually a monopole current, j* = e***d,ay /27, where a is the fluctuating gauge field, and so
random density and random flux exchange roles [85, 175, 176]. Note that if we had introduced disorder in
the non-Abelian U(N) currents, this would have broken the U(NN) symmetry explicitly in each realization,

invalidating the non-perturbative conclusions of this section.

5.5 Boson-Fermion Duality and the N =1 Theory

The proposal of a web of dualities connecting a menagerie of quantum critical points and phases in 241
spacetime dimensions [79, 80] has resulted in progress on several condensed matter problems [13, 81-89].
These dualities are non-perturbative tools that enable one to determine the low-energy behavior of a strongly-
coupled quantum field theory by instead considering the physics of a dual theory that may be more tractable.
In this section, we continue the results of Sections 5.3 and 5.4 to the case of N = 1 and explore their
implications for the duals of this theory, following the philosophy of Ref. 85. In particular, we focus on the
particular case of boson-fermion duality [79, 80, 104], in which the dual theory consists of Dirac fermions
coupled to an emergent Chern-Simons gauge field. In Appendix C.3, we also consider the case of boson-
vortex duality [64, 275, 276], in which the dual theory, known as the Abelian Higgs model, consists of
bosonic vortices coupled to a fluctuating emergent gauge field. In both cases, an immediate consequence of

the duality is that, in the presence of a random mass, the dual theory flows to a dirty, interacting QCP with

7For many years, it was expected that the superfluid-Bose glass transition in d spatial dimensions should have z = d because
both phases have finite compressibility, which scales in temperature like K = 9n/Ou ~ T(d=2)/2 [265, 266]. However, this
expectation relies on the assumption that the measured compressibility is determined by the singular part of the free energy,
which is not the case here when PH symmetry is broken [279].
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the same exponents as those obtained in Section 5.3,
16
=1, =14+-—=15. 5.65
v p=lt o (5.65)

We emphasize, however, that this result relies on the extrapolation of N to unity, which may not be valid.

Although many of the results presented in this section are based on conjecture, they nevertheless represent
progress in our understanding of dirty Chern-Simons-Dirac fermion theories. While disorder has been studied
in such theories in the limit of a large number of Dirac fermion species [283, 284], such expansions suppress
the role of the Chern-Simons term to sub-leading orders in 1/N. The resulting analysis may therefore miss
some of the important global effects of a O(1) Chern-Simons term. Using duality with the Wilson-Fisher
theory circumvents the difficulties of developing a perturbative approach that treats both the disorder and the
Chern-Simons gauge field equitably. However, we note that recent progress in studying the large-N Chern-
Simons-Dirac problem with disorder [285] has yielded results for critical exponents which are impressively
close to those we predict using duality.

We organize this section as follows. We begin with a brief review of the boson-fermion duality. We next
apply the results of Section 5.3 for Wilson-Fisher bosons with random mass disorder to the Dirac fermion

theory. Finally, we use the non-perturbative results of Section 5.4 to comment on the fate of the Dirac

theory in the presence of random scalar and vector potentials.

5.5.1 Review of the Duality

We consider the boson-fermion duality [79, 80, 104] that relates the Wilson-Fisher theory of the boson ¢ to

a theory of a Dirac fermion, ¢, coupled® to a fluctuating U(1) Chern-Simons gauge field, b,
Ly =|Dag|* — |¢|* +— Ly = ipDyp + L pan — if e L paa+ L ada (5.66)
8w 4g2°" 2 4m ’

The expressions Dp, AdB, f,.,, and I) are shorthand for 9 —iB, e"** 4,0, By, and d,,b, — 8,b,,, and D ",
respectively. The double arrow, ‘—,” denotes duality. Since the duality holds only at energy scales much
smaller than ¢2, we omit the Maxwell term, *ﬁ fuv f*¥, below. For convenience, throughout this section we
work with theories in Minkowski spacetime, which are related to the theories considered in earlier sections
through a Wick rotation. Note that while T and PH are manifestly global symmetries of the bosonic theory,

Ly, they are not immediately apparent in the Dirac fermion theory, £,. Instead, they are to be viewed

8Note that we approximate the Atiyah-Patodi-Singer n-invariant by a level-1/2 Chern-Simons term and include it in the
Lagrangian.
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as emergent IR symmetries of the fermionic theory. Indeed, under this duality, the T symmetry actually
manifests as fermion-vortex self-duality [79].

Varying both sides of Eq. (5.66) with respect to A, we see that charge in the bosonic theory maps to flux
in the fermionic theory,

T = i(plorg — gl g) e %sway (br+ Ay) | (5.67)

where we have introduced the subscript on Jf; for clarity. The physical interpretation of this relation is
informed by the flux attachment implemented by the Chern-Simons gauge field. In the fermion theory,
charge and flux are slaved to one another through the Chern-Simons gauge field, as are current and electric

field. Indeed, differentiating the fermion Lagrangrian £, with respect to b, one finds the mean field equations
(B7#0) + 5 o= (720, 3) = — 30, 4, (5.69)
227 v 2m Ve

where brackets are used to emphasize that the right-hand side is not an operator, but a c-number. By defining
the emergent and background electromagnetic fields b, = £9;b;, e; = fir(b), B = €9 9;A;, E; = 0; Ay — 0: A,

and the Dirac fermion density and current, p,, = J), = ARV gy = "1, we re-express this relation as

11 1
W) b= (b)) = —— B, .
(p0) + 55 {be) = 5= (5.69)
. 11 .. 1 ..
iV - giie) = —— R, .
(Jw>+22ﬂ5 (e;) 55" Ej (5.70)

The first equation relates the Dirac fermion charge density, py, to the sum of the emergent and background
magnetic fields, while the second relates the Dirac fermion current to the sum of the emergent and background
electric fields. In contrast, in a typical electromagnetic theory, vector potentials are associated with currents
and scalar potentials are associated with charge.

It is helpful to determine the relationship between the conductivities of the bosons and fermions, defined

via <J(;> = agEj and (Jé}) = O';’Z}j (¢7). Combining these definitions with Eqs. (5.67) and (5.70), we obtain

11 1 1 \!
L g 5.71
7 297" (@n2° (0 27r€) = (5.71)

where tensor indices have been suppressed to reduce clutter. Assuming rotational invariance and expanding

in components, this relation becomes

v = 1 fo 9 O'w == —Ei + 1 1/271— _ O—fy N (572)
2m)? (00,)2 + (08, — 1/2m)2 Y 221 (21)% (6%,)2 + (0%, — 1/2m)2
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Since we consider the bosonic theory in the absence of background magnetic fields, we take afﬁy = 0 below.

In terms of the Dirac fermion variables, the superfluid-insulator transition of the bosonic theory is
experienced as a quantum Hall plateau transition tuned by the mass term, —Mun). Integrating out the
fermions yields a parity anomaly term for the emergent gauge field, sgn(M )giﬂb db. For M > 0, the anomaly
adds to the Chern-Simons term already in the Lagrangian, which gives the gauge field a so-called ‘topological
mass.” By integrating out the gauge field, we see that this state is a trivial, gapped insulator. To verify
that the bosonic dual is also a trivial insulator, we set 0%, = afy = 0 in Eq. (5.72), which implies the
expected response o, = 0, U;Z’y = +1/2.2x. On the other hand, for M < 0, the Chern-Simons terms cancel.
The resulting Lagrangian consists of a gapless gauge field b, which Higgses the background fields A through
the BF term, suggesting that this side of the transition corresponds to the superfluid phase, with b acting
as the dual to the Goldstone mode of the bosonic theory. The insertion of the expected bosonic response,
ol — oo, a;ﬁ’y = 0, into Eq. (5.72) accordingly yields 0%, = 0, cr;"y = —1/2.2r. We therefore conclude that,

as in boson-vortex duality, the mass operators of the two theories are dual to one another,

6] «— . (5.73)

This operator duality is highly non-trivial: it implies that )7 has the same dimension as |¢|? at the Wilson-
Fisher fixed point, [|¢|?] ~ 1.5, meaning that interactions with the Chern-Simons gauge field lead to a

negative anomalous dimension at the clean fixed point, 7;,, ~ —0.5.

5.5.2 Random Mass

Having reviewed the boson-fermion duality in the clean case, we now consider the effects of quenched disorder
(again with Gaussian white noise correlations) in the Dirac fermion theory in the absence of the background
field A. We mention that, since the boson-fermion duality is valid only in the IR, we require the disorder to
be sufficiently long-wavelength that it may be considered a perturbation of the IR fixed point.

We first study the effect of a random mass. From Eq. (5.73), we again find that mass disorder maps to
mass disorder

R(x) |¢]*(x,) ¢— R(x) ¥(x,1). (5.74)

As described in Section 5.3, a random mass causes the bosonic theory in the large-N limit to flow to a
disordered, interacting QCP. Provided this remains true for N = 1, duality implies that the Dirac fermion
theory also flows to such a QCP and that at this fixed point, the Dirac fermion mass operator has scaling

dimension,
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[yl = (1% =2 + (5.75)

1672

Moreover, the identification of the QCPs across the duality also implies that the correlation length and
dynamical scaling exponents of the Dirac theory, respectively denoted vy and zy, are identical to those
obtained in Section 5.3,

16

Uy =V , 2y =% + 5.2 ( )

The problem of mass disorder in Chern-Simons-Dirac fermion theories was recently revisited in a large-N
expansion by Lee and Mulligan [284], who reproduced a fixed point of this type and found results for v and
z fairly close to those featured here when N is set to 1.

Since the QCP studied here is characterized by a universal DC conductivity, it would be very interesting
to determine the DC transport properties of the Dirac fermions by applying the transport dictionary, Eq.
(5.72), utilizing the DC response of the Wilson-Fisher bosons with a random mass. However, we leave this

calculation, which is possible both using a large-N approach and numerical techniques, for future work.

5.5.3 Random Scalar and Vector Potentials

We now introduce random scalar and vector potentials, as in Eq. (5.57). We emphasize that the conclusions
of this section are non-perturbative, and so are valid for N = 1. They are also consistent with the results of
Ye [283] when Coulomb interactions are turned off. From the current mapping, Eq. (5.67), we first see that
a random chemical potential in the bosonic theory maps to a randomly sourced flux in the Dirac fermion
theory,

V() Jo(x, 1) s %V(x) SO, (x, 1) (5.77)

Importantly, the flux attachment constraint, Eq. (5.69) implies that randomly sourcing the emergent mag-
netic field is equivalent to randomly sourcing the Dirac fermion density since the two operators are identical
in the absence of an external magnetic field, B = 0. In other words, this disorder should be simultane-
ously understood as a random current and a random chemical potential (electric field), as can be seen from
Eq. (5.70) by noting that a random scalar potential corresponds to E; = 0;V/2r.

From Section 5.4, we recognize that a random scalar potential is relevant, and we expect its addition
to push the bosonic theory towards an insulating and possibly glassy phase. If this is true, then the DC
response of the bosons is 0%, = O'i)y = 0. The dual fermions therefore exhibit the same Hall effect as in the
=0, a}fy = —&—%% It would be interesting to improve our understanding of this

clean insulating state, 0¥,

state in future work.
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We conclude this section by considering a random vector potential,
- 1
A'(x) J;(x,t) +— o B(x) a(x,t) (5.78)

where B = €99;A;. From Eq. (5.69), the random field B(x) should be interpreted both as a random
density and a random random vector potential (magnetic field). As we observed in Section 5.4, this kind of

perturbation is exactly marginal in the bosonic theory, and so the same should hold in the fermionic dual.

5.6 Discussion

In this Chapter, we have revisited the problem of quenched disorder at the quantum superfluid-insulator
transition by directly introducing disorder at the strongly coupled Wilson-Fisher fixed point of the O(2N)
model in 2+ 1 spacetime dimensions. Using a controlled large-N expansion, we showed that, in the presence
of a quenched random mass, the Wilson-Fisher fixed point flows directly to a QCP characterized by finite
disorder and interaction strengths. When NN is extrapolated to unity, the critical exponents for this transition
are strikingly close to recent numerical results for the superfluid-Mott glass transition, although we again
emphasize that this extrapolation may not be innocuous. As far as we are aware, ours is the first construction
to achieve this, suggesting that the QCP we obtain may be in the same universality class as the superfluid-
Mott glass transition. This is in contrast to earlier approaches using the double-e¢ expansions about the
non-interacting fixed point, which returns spiralling RG flows that are not of obvious physical significance.
Indeed, the relative simplicity of our result is a testament to the important roles played by both strong
interactions and disorder in 2d quantum critical systems.

In addition, we presented non-perturbative results for the stability of this QCP to random scalar and
vector potentials. While a random vector potential is exactly marginal, a random scalar potential is relevant,
leading to what is likely a kind of compressible, glassy state referred to as a Bose glass. Understanding
the nature of this glassy state and its relationship to the phenomenology of the Bose glass is an interesting
direction for future exploration, although it requires accounting for non-perturbative, rare region effects. The
theories considered in this Chapter may provide interesting platforms for the study of such non-perturbative
effects when both disorder and interactions are present.

By setting N to unity and applying our results to dual theories of a Dirac fermion coupled to a fluctuating
Chern-Simons gauge field, as well as the Abelian Higgs model (in Appendix C.3), we were able to make con-
jectures regarding the behavior of these theories to quenched disorder. Our conclusions constitute significant

progress in the study of both of these historically difficult problems. The results of these approaches can
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then be compared to our conjecture from duality.

In addition to the critical exponents computed here, the QCP we discuss possesses universal DC and
optical conductivities. Examining the universal transport properties of this theory via analytic of numerical
techniques is important for understanding randomness at the Wilson-Fisher fixed point, as well as its duals.
Such information may shed light on universal features of both superconductor-insulator transitions (the

Abelian Higgs model) and plateau transitions (the Chern-Simons-Dirac theory).
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Appendix A

Supplement to Chapter 2

A.1 Derivation of Self-Duality

A.1.1 Euclidean Lattice Model

In this appendix, we derive the self-duality of the Euclidean lattice model of Ref. [12],

Z=> 65(AT")e S, (A.1)
{(Ju}

where

S :% > TG (r =)V () + % > JM(r) Ko (r, R).J" (R)
r,r! R
iy _e(r =) T ) Au() + Y (R — R)e™ T, (R)A, A, (R) (A.2)
r,r’ R,R’/

5 D0 AT () A )

r,r’

Our conventions and notation are described in Section 2.2. We first consider the case in which the background
fields A, = 0. Following Ref. [65], we invoke the Poisson summation formula to make the formerly integer-

valued J,, real-valued

Z =Y [ DIS(AT,)e SIS mu(n) ) (A.3)
{m“}

where m,, is a new integer-valued variable. We can impose the delta function-imposed Gauss’ Law A, J#* =0

by rewriting J# as the curl of an emergent gauge field a,,

JH(r) = %e‘“”\AyaA(r). (A.4)
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Plugging this into the action, we obtain
- 55 > (1) Gya 1) (1) + g5 S 0l (41 () A1) (A
We can now change to vortex loop variables,
JH = AN, my (A.6)
which satisfy their own Gauss’ law Auj # = 0. The partition function in these variables is thus

7= Z/Daa (A, Jm)e=SIal (A7)
()

We now proceed to integrate out a. In the long distance limit, we can use Egs. (2.4)-(2.5) to write the

propagator for a, as

2
G (p) = (2m)? | L L 1) e A (A5)
g g* + 462 |p| PRI et ] '

where we have added a gauge fixing term i(AHa“)2 in the limit £ — 0 (Landau gauge). Integrating out a

gives the dual loop model action
Z T (=p)G o (p) TV (D) . (A.9)

In position space, this has the same form as Eq. (A.2), but with

2
2 2 g 0

— = ,0—0p =— . A.10
S e 7T e s e (10

In other words, duality maps 7 = % + i% as a modular S transformation
— ! (A.11)

T — .
Now consider the case with background fields turned on, A, # 0. Then a, couples to
iJy + i e AV AN + i(A25 b —ALA)AY (A.12)
1 2 H 2 22 123
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When a,, is integrated out, this leads to couplings between jﬂ and A, which in momentum space take the
form

L~ e v h v
ZJpng <27T Epv AP AA + %(P%;w 7pupz/)A >

1 ~ 7 1 o
= 5 [0pe + |plghh] J,AP + > {—mg%e + ODh] P A, . (A.13)

So under duality the charges map as
e»—)—[@ e+|p|g2h] h»—>—1 ——1 9264—9 h (A.14)
2 D D 9 2 | ‘ D D 9 .

meaning that, under particle-vortex duality, electric and magnetic charges are mapped to dyons!

Similarly, the background polarization tensor is shifted under duality. If we define it in momentum space

as
2 PA
H,uz/ = Heven(p) (5,uu - p,upl//p ) + 1_[odd (P)EWAH ; (A]~5)
then
Meven =  Teven + | (€2 — h%p?) 95 g2pe 00 (A.16)
even even p p (27T)2 p (27T)2 ) *
Moaa > Toaa — [pl(€ — h2p?) -2 — op2eh, g (A.17)

A.1.2 Conformal Field Theory

The above lattice derivation carries over to conformal field theories of the form (now working in Minkowski

space)
L= 1Dt [0 ~ oy fu s [+ i —ada (A18)
¢ 49123 " /o2 46p ’
+e(z)J, A" + h(z)JdA + A, (x)I* (z,2") A, ('),
where ¢ is a complex scalar field at its Wilson-Fisher fixed point (thus the notation —|¢|*), D, = 9,, —ia,,

fur = Opay — Oya,, A, is a background U (1) gauge field, and J, is the global U(1) current J,, = i(¢*0,¢ —
$0,0*). We also use the notation AdB = """ A,,0,B,. For a discussion of the self-duality of this theory
with Dirac fermion matter, see Ref. [92].

The coupling constants g% and §p are indeed the corresponding quantities in the loop model description

(A.10). If we deform this model into its symmetric phase (the trivial insulator) with the operator —m?2|¢|?,
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we can construct a loop model with Lagrangian

1 7 1
14 - . j224 -
Jua 12 fﬂyﬁf + 7 ada , (A.19)

where we have set A, = 0 for clarity. Integrating out a, results in a loop model characterized by a modular
-1
_ 0 97 _0 .4
parameter 7 = — (7’3 + zﬁ) = +if-.
We can derive the self-duality of the theory (A.18) by assuming the bosonic particle-vortex duality

relating a Wilson-Fisher fixed point to the critical point of the Abelian Higgs model [65, 66],
2 T2 a4, L
Dad] ~ 0 > [Dudf? — |3]* + 5-adA, (A20)

and applying it to the Lagrangian, Eq. (A.18). Again turning off background fields for clarity, we obtain

Lf’“’ + Lada. (A.21)

- - 1 1
> |Dyo|? — |@* + —adb — — fu
B iD= lolt gped = agg T G gy

Integrating out a in the dual theory gives an action

Lo, (A.22)

Iy
e 40

8 - 1 i
L =1|D 2 4 = e "
| b(bl ‘¢| 492 f;uj \/872
where f;lw = 0ub, —0,b,. g%, 0 are related to g%, 0p by the modular S transformation (A.10). The analogous
transformation laws for the source terms Eq. (A.14) and Eqgs. (A.16)-(A.17) can be obtained in the same

way.

A.2 Derivation of Polyakov’s Duality

In this appendix, we review Polyakov’s argument for the duality (2.43), which relates a theory of non-
intersecting bosonic loops (i.e. bosonic loops with strong short-ranged repulsion) to a theory of a single
free species of Dirac fermions [104]. Some of the finer points of this argument were ironed out in Refs.
[141, 142, 146-148], to which we point the reader interested in a more detailed analysis. For a review of how
to construct world line partition functions from gapped quantum field theories, see Refs. [63, 139, 140, 142].

We start from the bosonic loop model on the right hand side of Eq. (2.43). The amplitude for a path of

length L with tangent vector é(s) between two points x and 2’ is

Glx—2') = /0ij dL/Dé(5 (1—ef?)s (a?’ —x— /OL ds é(s)) e~ ImILEimWIe] (A.23)
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where WIé] is the Berry phase term in the twist, Eq. (2.42),
1 (L 1
Wie] = —/ ds/ dué - (0sé x 0,€) . (A.24)
2 0 0
The momentum space representation is obtained via Fourier transform
G(p) = / dL / Deéd (1 |¢ef?) e~ ImIEFmWIE gin" [y dséu(s). (A.25)
0

This is none other than the coherent state path integral for a spin-1/2 particle in a magnetic field b* = +2p*.
The equation of motion for é is

Osé, = £2€,,06"p™ = i[H, ¢,] (A.26)

where H is the Hamiltonian operator. This implies that, since the Hamiltonian for the spin is H = —b-S =

Fp*é,, upon quantization é should satisfy commutation relations
(6, €0] = 2i€0€" (A.27)

meaning that we can perform the path integral over é by identifying it with the Pauli matrices ¢, — 0.
There is one slight problem with the above discussion, however: in reality, the magnetic field is not 2p* but
2pt /3, meaning that this identification involves the appearance of an extra constant factor which can be
eliminated by rescaling m — M [148]. Performing the integral over L finally gives the propagator of a free

Dirac fermion of mass M
1

TS A2
G) g (A.28)

where we have written £|M| = M. One thus expects the partition function (2.43) to reproduce the correla-
tion functions of a free Dirac fermion of mass M at sufficiently long distances.

Note that the theory we have discussed here is not coupled to gauge fields. As is well known, when
coupled to a gauge field, theories of a single Dirac fermion exhibit the parity anomaly. See Section 2.4.1 for

a discussion of how the parity anomaly appears in the context of this duality.
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Appendix B

Supplement to Chapter 4

B.1 Chern-Simons conventions

In this appendix, we lay out our conventions for non-Abelian Chern-Simons gauge theories. We define U(N)
gauge fields a, = afttb7 where t* are the (Hermitian) generators of the Lie algebra of U(N), which satisfy

[t2, Y] = ifebte, where fo¢ are the structure constants of U(NN). The generators are normalized so that

Tr[t't¢] = %5“. The trace of a is a U(1) gauge field, which we require to satisfy the Dirac quantization
condition,
dT
/ dTlal g, (B.1)
S2 2T

In general, the Chern-Simons levels for the SU(N) and U(1) components of a can be different. We therefore
adopt the standard notation [78],
SU(N )k x U(1) Ny

UN)ps = . . (B.2)

By taking the quotient with Zy, we are restricting the difference of the SU(N) and U(1) levels to be an
integer multiple of N,
K=k+nN,neZ. (B.3)

This enables us to glue the U(1) and SU(N) gauge fields together to form a gauge invariant theory of a
single U(N) gauge field a = agy(n) + a1, with Tr[a] = Na having quantized fluxes as in Eq. (B.1). The
Lagrangian for the U(N)g s theory can be written as

2 4 NK _

k
Loy, = - Tt (asuandasuw) — 3 asuy | + - —ada. (B.4)

For the case k = k', we simply refer to the theory as U(N)g.
Throughout this paper, we implicitly regulate non-Abelian (Abelian) gauge theories using Yang-Mills

(Maxwell) terms, as opposed to dimensional regularization [69, 286]. In Yang-Mills regularization, there is a
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one-loop exact shift of the SU(N) level, k — k+sgn(k)N, that does not appear in dimensional regularization.
Consequently, to describe the same theory in dimensional regularization, one must start with a SU(N) level
kpr = k + sgn(k)N. The dualities discussed in this paper, e.g. Egs.(4.13)-(4.15), therefore would take a

somewhat different form in dimensional regularization.
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Appendix C

Supplement to Chapter 5

C.1 RG Calculation using Dimensional Regularization

C.1.1 Renormalization

Dimensional regularization is a more natural scheme when considering higher loop diagrams, as needed to
calculate the o self energy at O(1/N). Our method is as follows. The action given in Eq. (5.28) is the bare

action. For convenience, we reproduce it here:
02 1 02 92\
= dd d ; - n{ — - n C.1
Zn:/ X aTp [¢B,n< 87’% ox2 ) ¢B ,n .8 0B, ( 87’% axg) OB, ( )

—B/dde/dTB O'Bm(X,TB)Z/dT/B oB.m(X,TB).

+ LCTB,n |¢B,n|2

VN

Notably, we have added a subscript or superscript ‘B’ to the fields, coupling constants, and time coordinate
to highlight that these are the bare objects and thus not physical. The spatial dimension is d = 2 — €. The
Feynman rules are the same as those shown in Fig. 5.3 and given in Eq. (5.36) save that these objects should
now include a ‘B’ subscript (or superscript).

The physical object is the generating functional I', and the theory is renormalized by ensuring its finiteness
at each order in 1/N. To guarantee that the time direction is being renormalized correctly, it is useful to
rederive the relation between the bare and renormalized vertex functions explicitly. In doing so, we can
suppress both replica and U(N) vector indices since we assume that neither symmetry is broken. The

generating functional is a function of the bare field configuration ¢ and 7p:

N+M oM
Cigpos)= 3 N.M./ T () T (02
N N+M
H X]v ] : H 0B (XkaTkB)v (C.2)
j=1 k=N+1
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where T(%0) = 0 and the Ap dependence is left implicit. To make contact with the notation of the main
text, we note that the vertices I', 414 = (12, T2 = —(G?)~1 and I'*?) = —(G7)~!
As emphasized, the vertex functions I'g are not finite in the limit that the UV cutoff A — co. We define

the renormalized fields and time as
o(x,7) = Z;/2¢B (x, TB) , o(x,7) = Z;/ZCTB (x,TB) , B =2z Ap = ZzA. (C.3)

The renormalization constants can be written as Z, = 1+ d,, * = ¢, 0,7, A, where ¢, is O(1/N), allowing

for a perturbative treatment. Inserting the renormalized fields into the functional returns

N+M

L(¢p. o8] = Z N'M' / H dx; dr;) ZN/22M/22N+MF (VM) ({xe, 7P}
N, M=0
N N+M
H XnaTn . H o (XmaTm) . (C4)
n=1 m=N+1

The renormalized vertex functions are obtained by differentiating I with respect to ¢ and &. It follows that
N.M N/2 N,M
PR [ mi) = 2 P23 P2 MR [, (C5)

Finally, since perturbation theory is more efficiently done in momentum space, we Fourier transform to

obtain

(Qﬂ)d—i_l&d (Zzpl) (Z ;Do l) [{Pupo z}]
_ (27r)d+1(5d (Zzpz)(s(zepge)Z;\/’/QZ[/IVI/QF%/\/',M) [{pf,poBif}}

= @m0 (S d (o) 202252 205 b wf }] (C-6)

where in the second line we used pg g = po/Z,. Cancelling the d-functions, we are left with

Y

{(pe.poc}] = 232222 2,70 [{pe, o} - (C.7)

The renormalization constants are determined by first calculating the bare vertex functions and cancelling all
divergences in I'g with the counterterms Z,. Since we use a dimensional regularization scheme (D = 3 —¢),
this is done by defining the Z’s such that all 1/e poles cancel. (We express these 1/e poles in terms of the

cutoff A and renormalization scale p in Appendix C.1.3.)
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Figure C.1: Divergences corresponding to the ¢ self energy. In the notation of this appendeix, they contribute
to Fg’o). The time-component of momenta, p, ¢ is considered to be bare, ¢ = (q, ¢o,5), etc.
We emphasize that the bare vertex functions must be computed entirely using the bare propagators and

vertex functions, as well as time (frequency). If this is not done, there is a risk of double counting some of

the divergences, as we believe was done in Ref. 267.

At O(1/N), only three vertex functions, Fg’o), Fg’l), and Fg’Q), need be considered. We compute these
below. In what follows, all non-log-divergent contributions (e.g. all divergences that do not contribute a 1/¢

pole) are ignored.

C.1.2 Diagrams
The log-divergent contributions to the ¢ propagator are shown in Fig. C.1. Summing them, we find
4 1 32Ap1
- C.8
( ¢ 2 ) . (8

Fg,o): ¢¢ self-energy
32Ap 1 9
~Pop 312N ¢

4 1
312N € TN €

Y4 = Al 4 A2 + finite = —p? (

)

and then using F(g,o =p*>+ 055 — X¢.B, gives
4 1 32A1 4 1 32A1
F(Q,O) -7 ZT 2 1 - Ee= 2 1 - = /=
R ¢ P + 3m2Ne 7N ¢ trp (1T 372Ne 7N €
4 1 32A1 4 1 32A1
2 2
= 1496 0y + ———— ——~— 14+60p -0+ ———-+——-. C.9
p<+¢+ +37r2Ne 7TN6>+pO(+¢ +37T2N6+7TN6) (C9)
32A 1
0p = ———- C.10
N € ( )

From this we conclude
4 1

5 - — -

¢ 372N €
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Figure C.2:  All three-point diagrams correcting the o |p|” vertex, F(BQ’I) at O(1/N). Diagrams B3-B6
possess partners where the ¢ fields traverse the loop in the converse direction. The time-component of
momenta, p, ¢ is considered to be bare, ¢ = (q, qo,B), etc.
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I’g’l): 3-point vertex

We summarize the divergent contributions to the 3-point vertex in Fig. C.2. We note that the diagram B6

indicates that (o | ¢|?2) mixes with

</T (—V2)*1/2U/T/ [(¢TV2¢ — Ve - V¢) _ (¢T80¢— 30¢T50¢)} >’ ©11)

This is a consequence of the fact that the disordered theory is nonrenormalizable. For the purpose of
determining the renormalization constant Z,, it is not necessary to consider this mixing.

Ignoring these terms, we find that the bare 3-point is

2,1 i i 4 1 32Ap1
F(B )N_\/N+B1+B2:_\/N<1_7T2N6+ — ) (C.12)

implying that the renormalized vertex function is

D@ = 71/, 7,10

N-i<1+15 #0540 —41+32A1>
VN 277 " m2Ne 7N e
i<1+16 4 1+3251_ 4 1+32A1)
VN 27 3mNe wNe w2Ne aNe)’

(C.13)

where the results of Eq. (C.10) have been inserted in the third line. Enforcing the finiteness of I' %2.,1) requires

32 128A\ 1
S = (371'2N - N ) e (C.14)

Fgg’m: o self energy

In order to determine whether [ dro(x,7) is renormalized differently than o(x,7), we directly calculate the
o self energy. We remark that the renormalization scheme [Eq. (C.3)] cannot account for these types of
divergences — new counterterms would be required. Our ability to renormalize Fgg) with the current set of
counterterms is proof that our scheme is sufficient at O(1/N). It also serves as verification of our results for

0, and &, above.
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Figure C.3: Contributions to the bare o self energy, I‘g’Q) =T,, at O(1/N). Ounly the two-loop diagrams,
C1-C4, are found to contain log divergences. We note that each of these diagrams has a partner where the
internal G? lines in the converse direction. These diagrams have been included in the divergent terms shown
beneath each diagram. The time-component of the momenta, p, ¢ is considered to be bare, ¢ = (q,qo.5),
etc.
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The log-divergent contributions are shown in Fig. C.3. Adding them, we find

Yo,Bld,90,8] =C14+C2+C3+C4
_ 1 1 1 8Ap 4Ap\ 1 . %5 4Ap1
= St

/q2_~_q§7B m2N + 312N N 7N +q83)3/2 N €

The bare 2-point o vertex is therefore

(C.15)

1 L 32 1 96Ap1 %p 32Ap1 .
3m2N € N € q2—|—q873 N €

19(q, go.5] = —— +27(q0,8)Ap.  (C.16)
W

To renormalize, we write

1“;3’2) [qa QO] = ZUZTP(BELQ) [q, QO,B}

1 32 1 96A1 a 32A 1
= 7 |1+ +or— g -+ - 2, 2 |97 -
8v/a% + ¢? 3m*Ne 7N e q*+gj N €
+276(q0) A(L + 85 + 26, + 04). (C.17)
Ensuring finiteness returns
32 128A1 1 32A1 32 64AN\ 1
o= | —— — — 0r = —— = A==+ —)— 1
(371'2N ©N > € N e A < 3m2N + 7TN) € (C.18)

Our results for §, and &, are notably in agreement with what we obtained from the ¢ self-energy and the
three-point vertex in Eqgs. (C.10) and (C.14).
In Ref. 267, the renormalized ¢ propagator was instead used to compute the diagram C3. As a result,

its divergence cancels out and does not appear in Eq. (C.17).

C.1.3 Scaling functions

Summarizing our results from Eqgs. (C.10), (C.14), and (C.18), we have

4 1 A 32A [1 A
o= g [ o6 ()] = [ ()] )

5o (32 128AN[L (A 5o (32 L BAN[L /A
7 \3mN N e T8 w)l’ A 32N AN ) [ T p)l

Here, we have taken 1/e — 1/e + log (A/u) through the following reasoning. In the Feynamn diagrams

calculated, factor of 1/e is always accompanied by —logp. Since p is dimensionful, the logarithm should
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actually be a fraction of p to some other scale. The only other scale in the theory is the UV cutoff A, and it
follows that these diagrams should be interpreted as # [1/e + log (8/p)] where ‘#’ represents the coefficients
we just calculated. Hence, in order to ensure that the renormalized diagram is finite as A — oo, the
/e of the counterterm should be accompanied by log (4/u), where p is the renormalization scale: 0; =
—# [Y/e + log (A/u)].

With these counterterms, we can now calculate the primary quantities of interest: the dynamical critical
exponent z, the anomalous dimension for ¢, the anomalous dimension for o, and the S-function for the

disorder strength A.

Dynamical critical exponent z

The dynamical critical exponent is defined through

M%T =27 (C.20)

The bare time, conversely, scales as
d

,U,@TB =Tp. (C.21)

Inserting 73 = Z,7, we find
zluiZT1+?;3]€~ (C.22)

Anomalous dimensions of ¢ and o
We define the anomalous dimension of an operator O as 1o such that [O] = [O]o + no, where [O]p is the

engineering dimension of O. It follows from the definitions of Eq. (C.3) that the anomalous dimension of ¢

is

1 d 2
= —pu—IlogZy = ———> C.23
o = hg 10820 = 3 (C.23)
and of o is
1 d 16 64A
o = —p—log Z, = — . .24
1 2" dpu o8 3m2N + TN (C.24)

Recall that the operator identity of Eq. (5.22) implies 1y = n;42.
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B function of A

Finally, 84 is defined through the requirement that the bare coupling constant be invariant under RG:
L Ap=0 (C.25)
2 dp B=0. .

From this we find

d < dlog Zx 32A  64A2
N 7A = —A = — . .2
fa=ng, dlog i 3N | AN (C-26)

We note that here we are using the high energy convention, so that 83 < 0 implies a flow to strong coupling.

C.2 Check of dynamical critical exponent

The authors of Ref. 243 derive a formula for the leading order correction to the dynamical critical exponent
z of a a generic theory with (quantum) disorder of strength A coupling to an operator O. In Eq. (4.36) of

their paper, they state

Acoo DD +1)T(D/2) pss Acoo 3

1= —
N 2 ¢y D—1 27D/ 2 er 2m

(C.27)

Here, coe is the coefficient of the two-point O correlator and cr is the central charge (the coefficient of the
two-point correlator of the stress energy tensor). We show that this is consistent with our results.
From Eq. (5.23), we see that the disorder couples to io(x,7)/u, and it follows that for us coo = —cqo/u>.

This coefficient is determined by the real space o Green’s function:

de in- 8 1
GU(T):/(%)DepT8|P|:—§T7 (C.28)
implying that
Coo 1 8
Rt (€29

The leading contribution to the central charge of the O(2N) Wilson-Fisher fixed point corresponds simply
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to the central charge of 2N real, free bosons, which is given by [287, 288]

2
1 D po3 3N
=~ 2N = ) C.30
r (27rD/2/I‘(D/2)) D1 1672 (C-30)
where D = d + 1 is the total number of spacetime dimensions. Putting this together, we find
1A 8/ 3  32A

T 2uZ3N/16722r 7N

in perfect agreement with Eq. (5.44) (as well as Eq. (C.22) in Appendix C.1).

C.3 Boson-Vortex Duality

C.3.1 Review of the Duality

The first duality we consider [64, 275, 276] relates a single complex scalar field, ¢ (we drop the boldface since
N =1), at its Wilson-Fisher fixed point to the Abelian Higgs model, a theory of complex bosonic vortices, &
also at their Wilson-Fisher fixed point. These vortices additionally interact through a logarithmic potential

mediated by an emergent U(1) gauge field, a,,,

1

- - 1
— 2 4 - 2 4 .
Lo=IDadl — 101" +— L5 = Dbl — |8 + 5o Ada = 75

fun £, (C.32)
where A,, is a background gauge field. Here the interaction terms — |o*, —|§|* imply that the theories are
tuned to the Wilson-Fished fixed point. As in the case of the boson-fermion duality, we only consider physics
at energy scales much smaller than g2, allowing us to omit the Maxwell term, —ﬁ fu 1. We again work
in Minkowski spacetime.

By differentiating each theory in Eq. (C.32) with respect to A, one sees that this duality relates charge

in the Wilson-Fisher theory to flux in the Abelian Higgs model,

1
—e"Ad,ay (C.33)

Tt = i(@10"6 — " 61 6) s ¥ =

By considering the equations of motion for a, in the Abelian Higgs model, it follows that the converse is

also true,

SN0 Ay = () = (1§15 — " ) (C.34)

In terms of global symmetries, the mapping of charge to flux across the duality implies an exchange of T and
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PH symmetries (here defined with appropriate transformation laws for the gauge fields). Since current and
voltage exchange roles across the duality, the conductivity of the particles ¢ corresponds to the resistivity

of the vortices ¢ and vice versa

?;‘ Zkgﬂpkz , (C.35)

1
(2m)?
where we write conductivity (resistivity) in units of €2 /h (h/e?). This dictionary is obtained using the charge-

flux relations, Eqgs. (C.33)-(C.34), and the definition of the conductivities (J;) = o, E T = O'?J (e7), where

E; = 0;A; — 0;A; and e(a) = fi;(a) are the electric fields associated with A and a respectively, and p = o~ .

The duality, Eq. (C.32), can be verified by considering the phase diagrams of each of the dual theories.
As discussed earlier, the Wilson-Fisher theory is tuned through the addition of a mass, dr |q§\2. For ér > 0,
¢ is gapped, and the ground state is insulating, while for §r < 0, ¢ condenses, and the ground state hosts a
Goldstone mode. On the other hand, when a mass term —d7|¢|? with 67 > 0 is added to the dual theory,
L & (;; is gapped out, but the ground state contains a gapless gauge field. This is the superfluid phase seen
in in the Wilson-Fisher theory: the gauge field is the dual of the Goldstone mode. Similarly, for §7 < 0,
q~5 condenses and the gauge field is Higgsed, forming a superconductor. The conductivity dictionary of Eq.
(C.35) indicates that a superconductor of vortices (p‘i’ = 0) is an insulator of ¢ particles, making it the dual

of the insulating phase of ¢’s. This mapping of the phase diagrams suggests that the mass operators in the

two theories are dual to one another up to a sign,
|67 «— —[6)>. (C.36)

In summary, when the charge in one theory is gapped, the vortices of the dual theory condense, and vice

versa.

C.3.2 Random Mass

We now use the results of Sections 5.3 and 5.4 and the operator dictionaries, Eqs. (C.33) and (C.36), to
determine the effects of disorder on the Abelian Higgs model (setting the background field, A, to zero).
We begin by considering the effect of a random mass with Gaussian white noise correlations, as discussed
in Section 5.3. From Eq. (C.36), we see that a random mass at the N = 1 Wilson-Fisher fixed point is dual

to a random mass in the Abelian Higgs model,

(x)[¢l*(x, 7) +— —R(x)|6|*(x, 7). (C.37)
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Since R is a random variable which can take positive and negative values, the change in sign is immaterial.
In the large-N limit, we observed that the Wilson-Fisher fixed point gives way to a QCP with finite disorder
and interaction strengths. Under the assumption that this story continues to hold down to N = 1, the
Abelian Higgs model with a random mass must also flow to such a QCP. Moreover, since the mass operators

in the two theories are dual to one another, they have the same scaling dimension at the fixed point,

3

161 = 1611 =2+ 1o - (C.39)

As in the boson-fermion duality, the dynamical scaling exponent, Z, and correlation length exponent, o,

remain unchanged across the duality,

X
I
R
I
—

., F=z=1+4-——~15. (C.39)
Y

It should be possible to compute these exponents in a large- N expansion of the Abelian Higgs model as well,
and it would be interesting to compare the two results. However, we caution that for NV > 1 the theories are
no longer dual, and one limit may be more similar to the N = 1 behavior than the other. It may also be
possible to obtain exponents numerically for the dirty Abelian Higgs model with N = 1.

Should the Abelian Higgs model with a random mass flow to such a QCP, this QCP will be characterized
by a universal conductivity, which would be related to the universal conductivity of the fixed point we
developed in Section 5.3 via Eq. (C.35). We leave the calculation of the DC response of the Wilson-Fisher

bosons with a random mass, both using a large-N approach and numerical techniques, for future work.

C.3.3 Random Scalar and Vector Potentials

We now consider the effects of perturbing by random scalar and vector potentials, as in Eq. (5.57). The
conclusion reached in that section only necessitated the preservation of a U(1) symmetry so our results
remain valid even if the continuation to N = 1 is invalid. By the mapping of charge to flux in Eq. (C.33),

the vortices QB experience a random scalar potential as a randomly sourced flux of a;,
1 .
V(x) Jo(x,t) «+— 2—V(X) eY0a;(x,t). (C.40)
0

Integrating by parts, we see that the disorder takes the form of a random current, J;(x) = 9;V/2w. As
demonstrated in Section 5.4, the V(x) disorder is always relevant since it involves the temporal component

of a conserved current, the flux j = €"79;a;/2w. The ultimate fate of the Abelian Higgs theory is inaccessible
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through the perturbative RG approach employed throughout this paper. Nevertheless, since we expect the ¢
bosons form a (perhaps glassy) insulating state in the presence of a random scalar potential, the conductivty
dictionary in Eq. (C.35) indicates that the ¢ vortices have DC resistivity pgs(T/w — 0) — 0. The vortices
therefore appear to form a superconducting state. It would be interesting to better characterize this state
in future work, using the conductivity dictionary and making suitable assumptions regarding fate of the
Wilson-Fisher theory with a random scalar potential.

In keeping with the exchange of flux and charge, a random vector potential in the Wilson-Fisher theory
maps to a random magnetic field B(x) = £79;.4,;(x), which manifests as a random charge density in the
Abelian Higgs model,

Al(x) Ji(x,1) +— %B(x) ay(x,t). (C.41)

As discussed in Section 5.4, this type of disorder is exactly marginal, leading to a line of fixed points

parameterized by the dynamical exponent z, which depends on the disorder variance A 4.
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