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ABSTRACT

We use the Milky Way’s nuclear star cluster (NSC) to test the existence of a dark matter ‘soliton core’, as predicted in ultra-light
dark matter (ULDM) models. Since the soliton core size is proportional to mp,,, while the core density grows as m3y,, the
NSC (dominant stellar component within ~3 pc) is sensitive to a specific window in the dark matter particle mass, mpy. We
apply a spherical isotropic Jeans model to fit the NSC line-of-sight velocity dispersion data, assuming priors on the precisely
measured Milky Way’s supermassive black hole (SMBH) mass and the well-measured NSC density profile. We find that the
current observational data reject the existence of a soliton core for a single ULDM particle with mass in the range 107294 eV <
mpym < 107183 eV, assuming that the soliton core structure is not affected by the Milky Way’s SMBH. We test our methodology
on mock data, confirming that we are sensitive to the same range in ULDM mass as for the real data. Dynamical modelling of a
larger region of the Galactic centre, including the nuclear stellar disc, promises tighter constraints over a broader range of mpy.

We will consider this in future work.
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1 INTRODUCTION

The A cold dark matter (ACDM) cosmological model successfully
describes the cosmic microwave background (CMB) (e.g. Bennett
et al. 2013; Planck collaboration 2020) and large scale structure (e.g.
Percival et al. 2001; Tegmark et al. 2004; Weinberg et al. 2015).
However, tensions between theory and observations persist at small
scales (e.g. Bullock & Boylan-Kolchin 2017, for a review). One
example is the ‘missing satellite’ problem (e.g. Klypin et al. 1999;
Moore et al. 1999), in which numerical simulations of a Milky Way-
like galaxy in ACDM predict that ~a thousand dark matter subhaloes
large enough to host a visible galaxy (My, > ~10"M) should be
found orbiting within the Milky Way. However, to date only ~70
satellite dwarf galaxies have been found (e.g. Drlica-Wagner et al.
2020). Another example is the ‘cusp-core problem’ (e.g. Flores &
Primack 1994; Moore 1994). Pure dark matter N-body simulations of
structure formation in ACDM predict that bound dark matter haloes
have a centrally divergent ‘cuspy’ density profile (Navarro, Frenk &
White 1997). By contrast, observations of the the rotation curves of
nearby low-surface brightness galaxies favour instead a much lower
density inner ‘core’ (e.g de Blok, McGaugh & Rubin 2001).

The above small scale puzzles may owe entirely to ‘baryonic
effects’ (i.e. due to gas cooling, star formation, and stellar feedback)
not included in early structure formation models. Galaxy formation
is expected to become increasingly inefficient at low mass due to a
combination of stellar feedback and ionizing radiation from the first
stars (e.g. Efstathiou 1992; Benson et al. 2002; Sawala et al. 2016).
Indeed, recent dynamical estimates of the masses of the Milky Way’s
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dwarf companions suggests that there is no missing satellite problem
at least down to a halo mass of My ~ 10° Mg (Read & Erkal 2019).
Furthermore, repeated gas inflow/outflow, driven by gas cooling and
stellar feedback, can cause the central gravitational potential in dwarf
galaxies to fluctuate with time. This pumps energy into the dark
matter particle orbits causing the halo to expand (Navarro, Eke &
Frenk 1996; Read & Gilmore 2005; Pontzen & Governato 2012;
Di Cintio et al. 2014). There is mounting observational evidence
that this ‘dark matter heating’ effect has occurred in nearby dwarf
galaxies; this may be sufficient to fully solve the cusp-core problem
(e.g. Read, Walker & Steger 2019).

Nonetheless, ACDM’s small scale puzzles have inspired a host of
novel dark matter models designed to lower the inner density of dark
matter haloes and/or reduce the number of dark matter subhaloes.
These include warm dark matter (WDM e.g. Dodelson & Widrow
1994; Bode, Ostriker & Turok 2001) and ultra-light dark matter
(ULDM e.g. Ferreira 2020; Hui 2021). In WDM, dark matter is
assumed to be relativistic for a time in the early Universe, suppressing
the small scale power spectrum and leading to fewer, lower-density,
satellite galaxies as compared to CDM. This can naturally occur if,
for example, dark matter is a light thermal relic particle.

For thermal relic masses of about ~ 1 keV, WDM has the potential
to resolve the missing satellite problem (e.g. Knebe et al. 2002; Lovell
et al. 2014, 2021), although this depends on the assumed total mass
of the Milky Way (e.g. Kennedy et al. 2014). Indeed, the observed
number of the Milky Way satellite galaxies puts a lower limit of the
WDM mass (e.g. Polisensky & Ricotti 2011). Newton et al. (2020)
favour a lower limit of 3.99 keV, marginalizing the uncertainty in the
Milky Way mass, and taking into account the expected inefficiency
of dwarf galaxy formation (see also an even stronger constraint of
>6.5 keV in Nadler et al. 2021). A similar lower limit on the WDM

Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium,

provided the original work is properly cited.

220z UYoIBN €0 UO Jasn saujolqiqienusz-AS3d Aq 8961 1 G9/2G/ L/2/1 L.G/e10ne/SeluW /W0 dno"dlWwapede//:sdjy woly papeojumoq


http://orcid.org/0000-0002-7695-309X
http://orcid.org/0000-0001-8993-101X
http://orcid.org/0000-0002-1164-9302
mailto:firat.toguz.19@ucl.ac.uk
http://creativecommons.org/licenses/by/4.0/

1758  F Toguz et al.

mass is imposed by the other astronomical probes, such as Lyman-o
forest data (IrSi¢ et al. 2017), strong gravitational lensing (Gilman
etal. 2020) and density fluctuations in Galactic stellar streams (Banik
et al. 2019). However, ~keV-scale WDM is not able to solve the
cusp-core problem on its own (see e.g. Weinberg et al. 2015, for
a review). Maccio et al. (2012) show that a WDM mass of about
0.1 keV is required to generate ~kpc-sized cores in dwarf galaxies,
but such a low mass WDM particle is incompatible with the above
observational constraints.

ULDM has emerged as a novel dark matter model that can solve
both the cusp core and missing satellite problems on its own, without
recourse to baryonic effects. ULDM is a type of dark matter that is
made up of bosons with mass in the range 107> eV < mpy < 1eV
(e.g. Ferreira 2020; Hui 2021, for a review). On large scales,
ULDM behaves just like CDM, i.e. it successfully explains large
scale structure and the CMB. However, in high density regions
like the centres of dark matter haloes, the de Broglie wavelength
of the ULDM particles becomes larger than the mean inter-particle
separation, and the ULDM undergoes Bose—Einstein condensation.
Consequently, ULDM introduces a new scale length — the Jeans
length, A; — set by the de Broglie wavelength and the dark matter
density (Hu, Barkana & Gruzinov 2000a):

Ay ~ 55[mpm/(1072 eV)] ™ 2(p/ pp) "4
x (Quromh?®) ™4 kpe, (1

where p is the matter density, Qurpm is the mass fraction for
the ULDM particle with respect to the critical density, and p, ~
2.8 x 10" (QuLpmh?) Mg Mpc™ is the background density.

Perturbations larger than A; will collapse similarly to CDM, while
perturbations smaller than X, are stabilized by quantum pressure due
to the uncertainty principle (e.g. Hu, Barkana & Gruzinov 2000b).
At low dark matter density, close to the background density of the
Universe, the Jeans mass can be computed from the Jeans length, as
follows (e.g. Hui et al. 2017):

4JT 1 3 QULDM 174
My=—p|=x] ~1.5%x10'Mg(1 R —
T3 p(Z J> X 10Ma(l+2)7 | =557

Hy 12 710-2ev\ *?
D e —_— . 2
<7Okms*1Mpc*1> ( m )

where H) is the Hubble constant. This Jeans mass corresponds to
the minimum halo mass which can collapse in the ULDM model; it
leads to a smaller number of dwarf galaxies as compared to the CDM
model. In this way, ULDM can resolve the missing satellite problem
(e.g. Kulkarni & Ostriker 2020). According to Nadler et al. (2021),
the observed number of Milky Way satellites requires a ULDM
particle mass higher than 2.9 x 10720 eV,

Another consequence of ULDM is that, at the scale of the de
Broglie wavelength within the collapsed halo, the Bose—Einstein
condensation develops a ‘soliton core’ at the centres of galaxies (e.g.
Hu et al. 2000b; Schive et al. 2014). The soliton core has a half-
mass radius of about 300 pc in a My, ~ 10° Mg, dwarf galaxy halo
for a ULDM model with mpy = 107229 eV [see equation (12) in
Section 2.4]. This soliton core can mitigate the cusp-core problem.
Schive et al. (2014) suggest that mpy = 8 x 107230 eV ULDM
can explain the observed mass profile of the Fornax dwarf galaxy
(e.g. Amorisco, Agnello & Evans 2013; Read et al. 2019). However,
Safarzadeh & Spergel (2020) argued that no single ULDM particle
mass can explain the current observations of the ultra-faint dwarfs and
the Fornax and Sculptor dwarf spheroidal galaxies simultaneously
(see also Hayashi, Ferreira & Chan 2021), unless the baryonic physics
changes the density profile of the dark matter halo (see above) or the
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observational constraints are relaxed. As summarized in fig. 3 of
Hayashi et al. (2021), taken at face value, no single particle ULDM
model can satisfy all current observational constraints, including the
Lyman-alpha forest limit of mpy > 1072'% eV (e.g. Kobayashi et al.
2017). Also, Desjacques & Nusser (2019) suggested that the black
hole-halo mass relation of galaxies rules out mpy < 107180 eV.
Thus — at least as a full solution to ACDM’s small scale puzzles
— ULDM appears to be on the ropes. However, all of the current
constraints on ULDM come with their own potential systematics.
As such, independent observational constraints are invaluable in
determining once and for all whether we can discard ULDM as a
full solution to ACDM’s small scale puzzles.

In this paper, we consider whether the Milky Way’s nuclear star
cluster (NSC) can provide a new and competitive probe of ULDM
models. Due to it being only about 8 kpc away from us, the stellar
kinematics of the central region of the Milky Way can be more pre-
cisely measured than for more distant dwarf galaxies (d~100 kpc).
Hence, the inner gravitational potential of the Milky Way can be
derived from precise measurements of the stellar kinematics and
density distribution of tracer stars in the centre of the Galaxy.

The Milky Way’s NSC is a dense and massive star cluster (NSC,
e.g. Bland-Hawthorn & Gerhard 2016, for a review) that harbours
the Milky Way’s supermassive black hole (SMBH), called ‘Sgr
Ax’ (e.g. Genzel et al. 1996, 2008). The SMBH mass, Mgy =
4261 + 0.012 x 10° Mg, is now precisely measured by the
GRAVITY collaboration (Gravity Collaboration 2020), a cryogenic,
interferometric beam combiner of all four UTs of the ESO VLT
with adaptive optics. The mass of the NSC itself is about 107 Mg
(e.g. Chatzopoulos et al. 2015; Bland-Hawthorn & Gerhard 2016;
Feldmeier-Krause et al. 2017). The majority (~ 80 per cent) of the
stellar mass of the NSC formed more than 5 Gyrs ago (e.g. Gallego-
Cano et al. 2018). Thus, we can expect that the NSC is dynamically
relaxed and, therefore, a good target for equilibrium mass modelling
(e.g. Binney & Tremaine 2008).

The number density of NSC stars dominate over other Milky Way
stellar components up to about 3 pc (e.g. Gallego-Cano et al. 2018,
2020). As such, we can assume that almost all of the stars observed
within 3 pc from the Milky Way’s SMBH are NSC stars, and use
these to trace the inner dynamical mass profile of the Galactic centre.
In ULDM models, the dark matter mass profile on this small scale
can be affected by the soliton core if the ULDM mass is less than
about 107199 eV, as suggested by fig. 15 of Bar et al. (2018). Hence, a
dynamical model of the NSC promises a new and competitive probe
of ULDM. Taking advantage of the recent precise measurement of the
Milky Way’s SMBH mass, and the density profile of the NSC, in this
paper, we study if a ULDM soliton core can be detected or rejected
by the existing kinematical data for NSC stars, as measured by Fritz
et al. (2016). Bar et al. (2019b) excluded 2 x 107290 < mpy <
8 x 10799 ¢V from the stellar dynamics around Sgr Ax (<~0.3 pc)
of the Milky Way. Our study is expected to provide a stronger
constraint using the NSC stellar kinematics within about 3 pc.

This paper is organized as follows: in Section 2, we describe
the observational data and our fitting methodology. In Section 3,
we describe our results. In Section 4, we use mock data to test
the voracity of our results. Finally, in Section 5 we present our
conclusions. Throughout this paper, we consider that dark matter
consists of a single mass ULDM particle.

2 METHOD

To derive the total mass distribution in the NSC, we use a spherically
symmetric and isotropic dynamical model. Because the NSC is
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dominant only within about 3 pc (Gallego-Cano et al. 2018), we
focus on the mass distribution within 3 pc in this paper. The structure
of the NSC is not a perfect sphere, it is rather a flattened sphere
with a minor to major axial ratio of ¢ = 0.80 % 0.04 (Fritz et al.
2016). However, in this paper, we consider that the NSC is nearly
spherical, and can be approximated, therefore, by a spherical model
(e.g. Read & Steger 2017). Fritz et al. (2016) used the projected
radial and tangential velocity dispersion from the proper motions of
the NSC stars to show that the NSC is close to isotropic. Hence,
we also assume the NSC stellar kinematics are isotropic. Using the
spherical isotropic Jeans equation, we can derive the total mass of
the Galactic centre as a function of the 3D radius, r, from the surface
density profile and projected velocity dispersion profile of the stars
within the NSC. Although Fritz et al. (2016) also provides the proper
motions of the NSC stars, we use only the line-of-sight velocity
dispersion because we assume an isotropic spherical model and
the uncertainties of the line-of-sight velocities are clearly defined,
while the uncertainties of the tangential velocities from the proper
motions are difficult to be properly assess due to their dependence
on the unknown distances. The components of the Galactic centre
that affect the stellar kinematics are the SMBH, NSC and any central
dark matter, including a soliton core if the correct dark matter model
is ULDM. The total mass, M,y (< r), in the Galactic centre is given
by Mioi(< r) = Mgy + Mnsc(< r) + Mpu(< 1).!

We adopt the recently precisely measured mass of the SMBH
of Mgy = 4.261 £ 0.012 x 10° My (Gravity Collaboration 2020)
as a strong prior (see Section 2.5). Gravity Collaboration (2020)
note that the systematic uncertainty is larger than this statistical
uncertainty. In Appendix A, we demonstrate that the results of this
paper do not change if the black hole mass is varied over this
larger systematic uncertainty of about 0.06 x 10® My. The stellar
mass of the NSC within r, Mxsc(< 7), can be computed from the
observed stellar number density profile, fitting a constant stellar
mass and number density ratio. Although a CDM halo (Navarro
et al. 1997) provides a negligible mass contribution within the NSC
(<0.1 per cent), if the dark matter is ULDM, with a particle mass of
around 107200 eV, there should be a significant contribution of the
soliton core of ULDM within the NSC. In the following subsections,
we describe Jeans equation (Section 2.1), the velocity dispersion
data of the NSC (Section 2.2), the stellar density profile of the
NSC (Section 2.3), our ULDM model (Section 2.4), and our fitting
methodology (Section 2.5).

2.1 Jeans Equation

For a steady state spherical stellar system that is isotropic, the Jeans
equation is given by (e.g. Binney & Tremaine 2008):

1 3nro(r)’l  GMu(<r)
n(r) ar N r?

: (3)

where o (r) is the velocity dispersion of stars in NSC, n(r) is the 3D
number density profile of NSC stars, and M,y (< r) is the enclosed
total mass of the system within r.

IThere is a circumnuclear gas disc within ~3 pc, whose mass could be as
large as 10° M, (e.g. Christopher et al. 2005). Since the estimate of the gas
mass is uncertain, and this mass is about 10 per cent of our derived total mass
within 3 pc, we do not include the contribution of the gas component to the
total potential. This simplification makes more room for the ULDM soliton
core to contribute the total mass, which leads to more conservative bounds
on the ULDM particle mass.
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Figure 1. The distribution of stars whose line-of-sight velocities are mea-
sured in Fritz et al. (2016). The data are decomposed into 32 bins, with
approximately 79 stars per bin.

Integrating both sides of equation (3) gives a velocity dispersion
profile of:

o(r) = \/1 /°° GMo(< 1n(r) @
n(r) J, r?

Through an Abel transformation of equation (4), the line-of-sight
velocity is derived as:

2 ® n(r)or(ryr
oLos(R) = S(R) Jx m r,

where R is the projected 2D radius, and X(R) is the projected NSC
surface number density profile, which is given by:

(&)

< ra(r)

=2 )
XR=2 ) o

dr. (6)

2.2 Velocity Dispersion Data

We use the line-of-sight velocity data measured by Fritz et al. (2016)
with the integral field spectrometer, VLT/SINFONI. Fritz et al. (2016)
obtained the line-of-sight velocities for 2513 late-type giant stars
within R < 95" from Sgr A*. Note that in this paper, we use the
notation r for the 3D spherical radius, and R for the projected 2D
radius from Sgr A*. The distribution of stars whose line-of-sight
velocities are provided by Fritz et al. (2016) is shown in Galactic
coordinates in Fig. 1. We use a KD-Tree decomposition to bin the
data (Fig. 1), so that there are 32 bins, and each bin has about 79 stars.
We found that this is a good compromise to maximize the number of
bins, but minimize the Poisson noise in each bin.

For the sample of stars in each bin, the line-of-sight velocity
dispersion is normally computed using the following formula:

o= \/< Vigs > — < vLos >2, 7

where vy g is the line-of-sight velocity of the star. Following Fritz
et al. (2016), to take into account the contribution of the rotation
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approximately, we instead use:

oLos = \/ < Ufos >, (8)

i.e. ignoring <v ps > 2 in equation (7). This is based on the
approximation often used as effective velocity dispersion in the
kinematical analysis of the external galaxies (e.g. Giiltekin et al.
2009), where <vpps > corresponds to the projected rotation curve
and from equation (7), < v}os > =02 + < vos >2= 0%+ V2,
considering the kinetic energy being proportional to 0> + <vog >
2 (Binney & Tremaine 2008).

We find that the mean uncertainty of the velocity dispersion mea-
surements from the observational errors of line-of-sight velocities
is about 1.7 kms~!, which is smaller than the mean Poisson error
of about 8 kms~!. For this reason, we assume that the error on
each bin owes solely to the Poisson error. Following Fritz et al.
(2016), we measure the Poisson error of the velocity dispersion
with 0105 e = 0L0s.6( Ri)/+/2N;, where N; is the number of stars
in i-th bin and R; is the mean projected radius of the stars in
i-th bin. orosa(R) is the fitted 3rd order polynomial velocity
dispersion profile. Because o1 os ¢ changes depending on o os fit(R),
we iteratively derive o'os err.i-

We compute the line-of-sight velocity dispersion and uncertainties
as described above, which are plotted against the mean radius of
the stars within each bin in Fig. 3. We fit these observed velocity
dispersion with the model described in Section 2.1.

2.3 NSC Density profiles

Following Gallego-Cano et al. (2018), we describe the 3D density
profile, pnsc(r), of the NSC with a 3D Nuker law (Lauer et al. 1995):

F\ 77 F\ ¢ y=B)/a
pnsc(r) = pynsc2? 7 (*) {1 + (*) ] ) ©)

v Iy

where ry, is the break radius, ppnsc = pnsc(7p) is the mass density
of the NSC at the break radius, y and B are the exponent of the
inner and outer power-law slope, respectively, and o describes the
sharpness of the transition between the inner and outer power-law
profiles. Gallego-Cano et al. (2018) fit the NSC stellar distribution
from the high-resolution near-infrared photometric data with the 2D
projected density profile of equation (9). We rely on the precise
measurement of the NSC density profile from Gallego-Cano et al.
(2018), and when we fit the velocity dispersion, we fix the density
profile parameters with their best-fitting profile.

Gallego-Cano et al. (2018) demonstrate that the NSC number
density profile depends on the selection of the observational data,
which indicates the systematic uncertainties of the measurements of
the density profile of the NSC. We take one of the best-fitting models
from Gallego-Cano et al. (2018): « = 10, 8 = 3.4, y = 1.29, and
n, = 4.3 pc (ID10 of table 5 in Gallego-Cano et al. 2018). This
is the case that excludes contamination from pre-main sequence
stars. We consider this to be most appropriate for our kinematic
sample, since the kinematic data of Fritz et al. (2016) are for late-
type giants. This model also leads to the smallest y value, allowing
for the maximal amount of dark matter within the NSC and, thereby,
ensuring maximally conservative constraints on the ULDM mass.
However, we tested also a value of y = 1.43, taken from a different
best-fitting model from Gallego-Cano et al. (2018), and find that our
results are not sensitive to these choices.

Although the stellar number density profile is well observed by
Gallego-Cano et al. (2018), we need to convert it to the mass density
profile to obtain the NSC mass contribution to the gravitational
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Figure 2. The density profile for the Milky Way’s NSC (blue dashed), and
for the central dark matter density assuming ACDM (brown) and dark matter
with a ULDM particle mass of 1073890 ev (yellow), 107210 ev (magenta),
107290 ¢V (orange), 107190 eV (green), 107180 eV (black), and 10160 eV
(red). Notice that over the fixed radial range probed by the NSC stellar
kinematic data (vertical black lines), only ULDM models with mass in a
specific range will affect the stellar kinematics.
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Figure 3. The observed line-of-sight velocity dispersion profile data (black
dots with error bars). Overplotted is the velocity dispersion profile from 100
randomly selected model parameters sampled by the MCMC (red lines).

potential in the Jeans equation. Because the mass to light ratio of
the observed stars are uncertain, we adopt ppNsc as a parameter
when fitting the velocity dispersion profile, and marginalize over
the mass scaling of the density profile. To take into account the
observational uncertainty of the number density profile, we also take
y, which controls the profile in the radial range of our interest, as a
fitting parameter with the prior of y = 1.29 £ 0.05 (Gallego-Cano
et al. 2018).

2.4 Dark Matter Density profiles

Dark matter haloes in ULDM are well described by a Navarro—
Frenk—White (NFW Navarro et al. 1997) density profile at large
radii, pnrw, and a ‘soliton core’ density profile, ppm s, at small radii
(Schive et al. 2014). The NFW profile is given by:

L0

e
(5)

PNEW(r) = 10)
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Figure 4. Marginalized posterior probability distribution of the model parameters of log (opNsc), log (mpm), v, and mpy obtained by MCMC fitting to the
observed velocity dispersion from the line-of-sight velocity data in Fritz et al. (2016).

where py is the characteristic density and ry is the scale radius. The
cumulative mass of the NFW profile is given by:

Mypw(< 1) = / 477" papw (r')dr’
0

= drpyr [m ('S:”)jurrjrr—l]. (11)
S S

Schive et al. (2014) suggested that the density profile of the soliton
core obeys the following equation (e.g. Safarzadeh & Spergel
2020):

1.9{10[mpm /(1072 eV)]} =21

() = ¢ 10° Mg, kpe >, 12

Poms(r) [1+9.1 x 10-2(r/ro2F o e (12
M —1/3

re & 1.6[mpy /(102 eV)]~! ( 1091\1119) kpe, (13)

where M,, is the virial mass of the halo (Schive et al. 2014). These
relations lead to a soliton core mass of:

[
M.~ ~M,
4

(4.4 % 107 [mpy /(1072 eV)] 122, (14)
where M. = M(< r.) gives the central core mass (see also Sa-
farzadeh & Spergel 2020).

The total cumulative dark matter mass is, therefore, given by:

Mpm(< r) = Mxpw(< 1) +/ 477" pom,s(r)dr, (15)
0

where ppy is the soliton core density profile of equation (12). We
adopt a total mass of the Milky Way of M}, = 1.4 x 10'> Mg, with
0o = 0.00854 M, pc~2 and r, = 19.6 kpc, obtained from McMillan
(2017). Once these parameters are fixed, the only free parameter
is mpyv which controls the shape of the soliton core. As mentioned
above, the NFW profile provides a negligible contribution to the total

MNRAS 511, 1757-1770 (2022)

220z UYoIBN €0 UO Jasn saujolqiqienusz-AS3d Aq 8961 1 G9/2G/ L/2/1 L.G/e10ne/SeluW /W0 dno"dlWwapede//:sdjy woly papeojumoq


art/stac057_f4.eps

1762  F Toguz et al.

7000
6000
5000
4000
3000
2000
1000

0

-23 =22 -21 -20 -19 -18 -17 -16
log[mpwm(eV)]

T

T

T

T

T

Figure 5. Marginalized posterior probability distribution of the model
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Figure 6. The cumulative mass profile, M(< r), for the total (black solid
line), NSC (blue solid line) and dark matter with a ULDM particle mass
of 107183 eV and 10720 eV (orange solid and magenta dot-dashed lines,
respectively). The solid vertical black line shows » = 3 pc. The NSC mass
profile is computed with log [ pp nsc(Me pc*3)] = 4.21. The total mass is
computed for the case of the ULDM mass of mpy = 107210 ¢y, including
the SMBH.

mass within 3 pc, and therefore our analysis is insensitive to p( or
rs. However, M}, contributes to the soliton core radius and therefore
density profile, and it scales as ppy s MS/ 3 within the core radius.
Hence, a larger Milky Way mass produces a denser soliton core, and
a larger mass range of the ULDM can, therefore, contribute to the
mass within the NSC region — i.e. a larger mass range of the ULDM
can be constrained by the NSC data. In fact, the total mass of the
Milky Way is still in debate (e.g. Erkal, Belokurov & Parkin 2020).
Recently, Vasiliev, Belokurov & Erkal (2021) claims that the virial
mass of the Milky Way is as small as 9 x 10'' M. In Appendix B,
we show the results with M, = 9 x 10'' Mg, and demonstrate that
our results are not sensitive to M}, as long as it is within the current
expected range of Mj,.

2.5 Fitting Methodology

We fit the measured line-of-sight velocity dispersion data in Fig. 3
with equation (5) with our fitting parameters of mpm, ppNsc, ¥, and
mgy. We include the SMBH mass of mgy as a fitting parameter,
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Figure 8. Upper panel: Observed line-of-sight velocity dispersion as a
function of the projected radius (black dots with error bars). Orange solid/red
dot-dashed/yellow dotted/blue dashed line indicates the velocity dispersion
profile expected from the combination of the soliton core with mpy =
107295 eV, NSC and SMBH/NSC and SMBH/SMBH only/NSC only. NSC
contribution is computed with log [pp nsc(Me pc’3)] = 3.60. Lower panel:
Same as the upper panel, but the soliton core with mpy = 107193 eV
and log [ppNnsc(Mg pc’3)] = 4.21 are used for the soliton core and NSC
contributions.

because the SMBH mass is dominant at radii » < 1 pc. We use
Bayesian statistics to obtain the marginalized probability distribution
function for these parameters, 6, = (mpm, PbNSCs Vs MBH):

P(On|D) = L(D|0y) x prior, (16)

where D is the data, i.e. the line-of-sight velocity dispersion in
different radial bins (Fig. 3).
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To obtain P(6,|D), we run a Markov chain Monte Carlo (MCMC)
fit, with a likelihood function given by:

Np

1 [O'm(R,', em) — Oy s,i]2
L(D|0) = H \/znTeXp{ — S } (17)

where o4 1 the observed line-of-sight velocity dispersion data at
R;, 0¢ri is the measurement error on each bin, Np is the number of
the data points, and o, (R;, 6,,) is the model line-of-sight velocity
dispersion at R; (with parameters 6, ).

We use log(ppnsc) and log(mpy) as our fitting parameters
with flat priors of 3 < log[ppNnsc(Mg pc*3)] < 7 and —23
< log[mpm(eV)] < —16, since we find that the likelihood
changes more smoothly in log (pynsc) and log (mpy). The range
of log [py.nsc(Mg pe™)] is chosen as above, because outside of this
range is unrealistic from the NSC photometric observations (e.g.
Schodel et al. 2014). Since y and mpy are well constrained by the
other observations, as described above, we adopt Gaussian priors
for these two parameters. The Gaussian prior for y has a mean and
dispersion of 1.29 and 0.05, respectively. The mean and dispersion
for the Gaussian prior on mpgy are set to be 4.26 x 10° My, and
0.012 x 10° M, respectively.

In Fig. 2, we show the NSC density profile (higher mass solution
inferred in Section 3) and the ULDM dark matter density profile with
Mpy = 10—2340 eV, 10—21.0 eV, 10—20.0 eV, 10—19.0 eV" 10—18.0 e\/’
107199 eV, and the NFW dark matter density profile. Fig. 2 shows
that a soliton core with higher ULDM mass has a higher density at
the centre, but a smaller core size. Consequently, within the radial
range where we focus in this paper, i.e. 0.1 < r < 3 pc, only the
ULDM soliton core with a mass range of about 1072%° < mpy <
10719 eV becomes important, compared to the NSC. In other words,
the NSC kinematics in this radial range has the potential to constrain
the existence of 10720 < mpy < 107190 eV ULDM, as discussed
in Bar et al. (2018). Fig. 2 also shows that the soliton core with mpy
< 10729 eV or mpy > 107190 eV has negligible density within 0.1
< r < 3 pc as compared to the expected NSC density. Hence, we
consider that our prior range on log (mpy) is large enough to capture
the region we hope to constrain.

We use emcee (Foreman-Mackey et al. 2013) for our MCMC
sampler, with 32 walkers and 4000 chains per walker. We discard the
first 1000 chains as our ‘burn in’. We confirm that after 1000 steps
the MCMC results are stable.

3 RESULTS

Fig. 3 shows our modelled line-of-sight velocity dispersion profiles
(equation 5) for 100 random parameter values sampled from our
MCMC chains, as compared to the observed velocity dispersion
data. Notice that there is a good agreement between the sampled
line-of-sight velocity dispersion profiles and the observational data.

Fig. 4 shows the marginalized posterior probability distribution
of our fitting parameters of log (ppnsc), log (mpm), ¥, and mpy.
Notice that y and mpy are well constrained. We compute the
mean and standard deviation of the posterior probability distri-
butions of these parameters and obtain the best-fitting parameter
values and lo uncertainties of y = 1.28 + 0.04 and mpy =
(4.26 £ 0.01) x 10° Mg. Our results show that the best-fitting
values of y and mpy are consistent with our priors, i.e. the ob-
served inner slope of the NSC measured by Gallego-Cano et al.
(2018) and the black hole mass measured by Gravity Collaboration
(2020).
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Figure 9. The mock line-of-sight velocity dispersion profile data of model
A (black dots with error bars) overplotted with the velocity dispersion profile
from 100 randomly selected model sampled by the MCMC (red lines) and
the true velocity dispersion profile (blue line).

Fig. 5 shows a close-up view of the marginalized probability
distribution of log (mpy) with a histogram with a smaller bin
size, where we can see two interesting results. First is the gap
of the posterior probability distribution of log (mpy;) around the
range of —20.4 < log[mpm(eV)] < —18.5, which is highlighted
by the black vertical lines of log [mpm(eV)] = —20.4 and —18.5
in Fig. 5. This result indicates that the observational data re-
ject the ULDM particle mass between about 10724 eV and
107183 eV,

Note that the upper and lower limits of log (mpy) in Fig. 5 come
from the upper and lower limit of the flat prior we imposed. The
roughly flat probability distributions at higher than about —18.5 and
lower than about —21.0 mean that the observational data cannot
distinguish the difference in the ULDM particle mass in these ranges.
Fig. 6 shows the cumulative mass profiles of the NSC, dark matter
and the total mass as a function of the Galactocentric 3D radius. For
the NSC profile, we take log [ppnsc(Mg pc*3)] = 4.21, which is
the mean log (ppnsc) of our MCMC samples with log [mpy(eV)] >
—18.0 or log [mpm(eV)] < —21.0. This leads to a NSC mass within
r = 3 pc of about 5.03 x 10° My, which is larger than the value
of about 3.965 x 10° My measured by Fritz et al. (2016) within
75 arcsec (r ~ 3 pc). This is likely due to different density profiles
we are using. For example, Fritz et al. (2016) uses a lower y value of
y = 0.81. We tested our results with a Gaussian prior for y with the
mean value of 0.81 and we confirmed that the NSC mass within 3 pc
reduced to 3.91 x 10® Mg, which is similar to the measured value
by Fritz et al. (2016).

Fig. 6 also shows the cumulative mass profile of the ULDM with
mpm = 107210 eV and mpy = 1078 eV, where both cumulative
masses reach about 4.4 x 10° Mg, at 3 pc. These two ULDM soliton
cores are much smaller than both the NSC mass within the same
radius and the SMBH mass. Because the size of the soliton core
increases with decreasing particle mass of the ULDM (equation 13),
the soliton core mass within r < 3 pc decreases with the decreasing
ULDM particle mass. Consequently, the ULDM particles mass with
mpy < 107219 eV does not affect the velocity dispersion of the NSC.
This explains the equally accepted probability distribution of mpy
< 107219 ¢V in Fig. 5. On the other hand, the ULDM particles mass
with mpy > 10783 eV leads to too small of a soliton core to affect
the stellar dynamics in the central region. This explains the equally
accepted probability distribution at mpy > 107185 eV. Hence, if the
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Figure 11. Marginalized posterior probability distribution of the model
parameter log (mpy) for model A from Fig. 10, but with finner bins. The
solid black lines demark the range log [mpwm(eV)] = —20.4 and —18.5.
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ULDM particle mass is larger than mpy = 107'%3 eV or smaller

than mpy; = 107210 eV, our current data of the NSC stellar dynamics
cannot find or reject their existence.

The second striking result of Fig. 5 is the peak around
log [mpm(eV)] = —20.5. At first sight, this appears to statistically
favour a soliton core due to ULDM with a mass of mpy = 107207 V.
Fig. 7 shows the cumulative mass profile for the total mass, dark
matter halo mass including the soliton core with mpy = 107203 eV
and the NSC mass with log [ppNnsc(Mg pc*3)] = 3.60, which is
the mean of log(ppnsc) of the MCMC sample with —21.0 <
log [mpm(eV)] < —20.4. Fig. 7 shows that the NSC mass is smaller
than that in Fig. 6, and the mpy = 1072%° eV soliton core has
a suitable size to compensate the deficit of the mass within r <
3 pc. The upper panel of Fig. 8 also shows that the additional
mass from the mpy = 1072%° eV soliton core helps to increase
the velocity dispersion at an outer radius (» > 0.5 pc) to match with
the observational data more than the expected velocity dispersion
from the NSC and SMBH only.
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Consequently, the NSC mass within 3 pc is about 1.25 x 10° Mg,
which is significantly smaller than the aforementioned NSC mass
measured by Fritz et al. (2016). The cumulative mass of the NSC
in Fig. 7 is also much smaller than the NSC mass of (2.1 £ 0.7) x
107 Mg, within about 8.4 pc, as measured in Feldmeier-Krause et al.
(2017). Although these studies use dynamical models that assume
that the NSC is the dominant source of the central gravitational
potential, the photometric observations of Schodel et al. (2014) also
suggest a total NSC mass of (2.5 & 0.4) x 107 Mg, assuming a
constant mass to light ratio. Hence, it is unlikely that the NSC mass
is as small as the case of Fig. 7. Thus, the peak of mpy = 10720% eV
is not likely to be a viable solution. Still, it is difficult to measure
the mass to light ratio precisely, and there could be some systematic
biases in these previous measurements. Hence, we consider that we
cannot (yet) reject the existence of the mpy = 1072%3 eV soliton core.

The constraining power of the observed velocity dispersion data
to reject the ULDM mass between about 107204 eV and 107133 eV
in Fig. 5 can be demonstrated in the lower panel of Fig. 8. The

lower panel of Fig. 8 shows that the velocity dispersion profile
expected from the mpy = 107'%° eV soliton core and SMBH
even without NSC (orange line) is systematically higher than the
observational data within » = 1 pc. Hence, the data can reject the
soliton core with the ULDM mass around 10~ eV. On the other
hand, the velocity dispersion profile expected from the SMBH and
NSC with log [pb,SMC(M@pc”)] = 4.21, i.e. without any soliton
core (red doted-dashed line), agrees well with the observational data.
Hence, NSC and SMBH are enough to describe the observed stellar
kinematics.

4 MOCK DATA VALIDATION

In Section 3, we found a gap in the probability distribution function of
ULDM masses that rejects a ULDM particle in the mass range —20.4
< log [mpm(eV)] < —18.5. We also found a peak in the probability
distribution around log [mpm(eV)] = —20.5 that we argued owed to
a degeneracy between p,nsc and mpy.
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Table 1. Model parameters of the mock data.

Model name  log [mpm(eV)]  log [pvxscMg pe™2)] 4 MBH
A —20.5 3.60 1.29 4.26
B —19.5 4.50 1.29 4.26
C —-23.0 4.21 1.29 4.26

To test the voracity of above results, we construct mock velocity
dispersion data similar to the observational data, using the same
model as in Section 2. We then fit the data as in Section 3. We adopt
the same parameters for the SMBH, NSC, and dark matter model as
in Section 2.

We construct three different models with different values of py, nsc
and mpy, as shown in Table 1. We then generate the mock velocity
dispersion profile data for each model by solving equation (5) for
32 bins spaced out in exactly the same way as for the observational

MNRAS 511, 17571770 (2022)

data. We then add a random displacement to the velocity dispersion
of each bin, within the measurement error of each bin, taken to be
the same as for the observational data.

We use the same fitting methodology with the same priors, as
described in Section 2.5, except that now the observational data
are replaced by mock data for three models, labelled A, B, and C
(Table 1).

Model A employs mpy = 107205 eV and log [ppNsc(Mg pc_3)] =
3.60, which is the mean value of our MCMC samples around mpy =
107293 eV found in Section 3. This model is to test if the probability
distribution of log [mpy(eV)] would be similar to what is obtained in
Fig. 5, when a soliton core of the mpy = 10723 eV UDLM exists.

Fig. 9 overplots the model line-of-sight velocity dispersion profiles
from the 100 random parameter values sampled from the results of
MCMC with the mock velocity dispersion data for model A. Fig. 9
shows that there is a good agreement between the sampled line-of-
sight velocity dispersion profiles and the mock data roughly within
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the uncertainties of the mock data. Fig. 10 shows the marginal-
ized posterior probability distribution of our fitting parameters of
log (pbNsc), log (mpm), v, and mpy for model A with the cyan
line with the cyan solid square representing the true values of the
parameters.

The obtained best-fitting parameter values and 1o uncertainties
are y = 1.29 + 0.05 and mpy = (4.26 + 0.01) x 10° Mg, which
are consistent with the true values within our 1o uncertainty regions.
Just like the results in Section 3, there is a degeneracy between
log (ppNsc) and log (mpy). In the probability distribution between
log (pbNsc) and log (mpy), when log [mpym(eV)] is around the true
value of —20.5, log (ppnsc) corresponds to log [ op nsc(Me pc‘3)] =
3.74 £ 0.37, which is within one sigma of the true value of
log [pbnsc(Mg pe™)] = 3.60.

The close-up plot of the marginalized probability distribution
of log(mpy) is shown in Fig. 11, and there is a similar peak
around about 10723 eV when compared to Fig. 5. Also, Fig. 11
shows the gap between ~ —20.4 < log[mpwm (eV)] <~ —18.5, and
roughly flat probability distribution at log[mpy (eV)] < —21.0 and
log[mpwm (eV)] > —18.5, as seen in Fig. 11. This implies that the
result in Section 3 is consistent with the expected result when there
is a soliton core with ULDM particle mass around 1072%3 eV.

Model B adopts log[pbnsc(Mg pc*3)] = 4.50 and mpy =
107193 eV, to see if the data are capable of detecting a soliton core
with mpy = 10719 eV. If it is confirmed, we can be confident
that the gap we obtained in Fig. 5 in Section 3 is not due to an
artificial feature, but rather it is meaningful to reject the existence
of a soliton core over this mass range. The choice of this higher
log [pbnsc(Mg pc*3)] compared to models A and C is to make the
NSC more gravitationally dominant, i.e. to make it more challenging
to recover the soliton core contribution.

Although not shown for brevity, we confirm that there is a good
agreement between the sampled line-of-sight velocity dispersion
profiles and the mock data of model B within the uncertainties of
the mock data. Fig. 12 shows the marginalized posterior probability
distribution of our fitting parameters for model B with the cyan
line with the cyan solid square representing the true values of the
parameters. The best-fitting values and the respective uncertain-
ties of the parameters are log [opnsc(Mo pc™>)] = 4.56 £ 0.07,
log [mpm(eV)] = —19.51 £ 1.09, y = 1.30 £ 0.05, and mpy =
(4.26 & 0.01) x 10° Mg, which are consistent with the true value
within our 1o uncertainty regions. This demonstrates that our MCMC
fitting can recover the true parameter values well, especially the
ULDM particle mass, which is the main focus of this paper. This
means that the current observational data are good enough to identify
a soliton core of mpy = 107199 eV, if it exists.

Model C employs mpy = 107230 eV. As we discussed in Section 3,
this particle mass of ULDM produces a negligible soliton core
mass compared to the SMBH and NSC mass (see also Fig. 2), i.e.
mimicking the case of no detectable soliton core. Hence, this model
is designed to test what our MCMC fitting results will look like if
there is no soliton core. Model C adopts log [ppnsc(Mg pc™)] =
4.21, which is found to be the best fitting parameter in Section 3,
when the soliton core is negligible.

Although not shown for brevity, we confirm that there is a good
agreement between the sampled line-of-sight velocity dispersion
profiles and the mock observational data for model C. Fig. 13 shows
the marginalized posterior probability distribution of our fitting
parameters for model C with the cyan line with the cyan solid square
representing the true values of the parameters. Except for log (mpm)
(that is now expected to be challenging to detect), the true parameter
values are well recovered.
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Figure 14. Marginalized posterior probability distribution of the model
parameter log (mpy) for model C from Fig. 13, but with finer bins. The
solid black lines demark log [mpm(eV)] = —20.4 and —18.5.

Contrary to our MCMC results for the observational data (Fig. 4),
the probability distribution of log (mpy) does not show a clear
degeneracy with log (op nsc)- The close-up view of the marginalized
probability distribution of log (mpy) is shown in Fig. 14. Similar to
model A, Fig. 14 shows a clear gap between about log [mpy(eV)] =
—20.4 and —18.5, unlike model B that has a soliton core with mpy =
10713 eV. Hence, we can confidently conclude that the gap can
be used to reject a soliton core with ULDM particle mass in the
range between mpy = 10724 eV and 107! eV. On the other
hand, comparing with model A (Fig. 11), there is no clear peak
of the probability distribution around log [mpm(eV)] = —20.5 in
model C. This means that the 1072 eV ULDM particle mass is
equally possible to be mpy < 107210 eV or mpy > 107183 eV. In
other words, the current quality of the data cannot identify or reject
the ULDM particle mass outside of the gap, i.e. mpy < 107204 eV
or mpy > 107183 eV, including 107205 eV.

Interestingly, the fact that the result for the observational data
(Fig. 5) has a clear peak around log [mpm(eV)] = —20.5 indicates
two potential scenarios: there is a soliton core with mpy = 107203 eV,
or there is an extra mass contribution, compared to the pure NSC
model of model C, to mimic the mpy = 1072°3 eV soliton core.
Since the former scenario requires an unreasonably small mass of
NSC, as discussed above, we think that the latter scenario is likely,
because the mass of the nuclear stellar disk might become significant
around ~3 pc (Gallego-Cano et al. 2018).

5 CONCLUSIONS

We have tested the existence of a soliton core due to ULDM in
the centre of the Milky Way by fitting the line-of-sight velocity
dispersion data of its NSC stars, taken from Fritz et al. (2016). We
assumed a spherical isotropic Jeans model, using strong priors on
the accurately measured NSC stellar number density profile and
the mass of the SMBH. We fit the NSC density, ppnsc, ULDM
particle mass, mpy, the inner slope of the NSC density profile, y,
and the SMBH mass, mpy. The resultant marginalized probability
distribution function of mpy; shows a peak around about 107205 ev
and a gap between about 10724 eV and 10733 eV, rejecting ULDM
over this mass range. We show that this result is insensitive to our
model assumptions and priors (see Appendices A and B). We also
construct mock velocity dispersion data with the same radial bins and
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Figure 15. Summary of rejected ULDM particle masses from various astronomical probes. The Lyman-a forest observation rejects mpy < 107205 eV
(Armengaud et al. 2017; IrSi¢ et al. 2017; Kobayashi et al. 2017). The observed spin of black holes constrain the superradiance of black holes, and rejects mpm
> 107192 ev (Stott & Marsh 2018), including the Event Horizon Telescope observation of M87, which rejects 1072107 < mpMm < 1072034 gy (Davoudiasl &
Denton 2019). Rotation curves of nearby galaxies also reject mpy < 107219 ¢V (Bar et al. 2019a). Schutz (2020) suggests that mpy < 107207 eV is rejected by
the satellite luminosity function inferred from the perturbed stellar streams (Banik et al. 2019) and lensed images (Gilman et al. 2020), similarly to constraints
on the WDM mass (Section 1). Gonzalez-Morales et al. (2017) reject mpy > 107224 ¢V from the stellar kinematics of the Fornax and Sculptor dwarf spheroidal
galaxies. Hayashi et al. (2021) find that the stellar kinematics of Segue I is consistent with 10~1%% < mpy < 107180 ¢V, We naively take this as the required
ULDM mass range, and consider that the other mass ranges are rejected, if the Segue I stellar kinematics is purely due to the soliton core. Zoutendijk et al.

(2021) reject mpy < 107294 ¢V from the stellar kinematics of the ultra-faint dwarf galaxy, Eridanus.

uncertainties as the observational data with different mpy, further
validating our observational constraints.

Fig. 15 shows a summary of the rejected ULDM mass ranges from
a range of astronomical probes in the literature (a comprehensive
review can be found in Hui 2021), including our new result. Taken at
face value, Fig. 15 suggests that ULDM is not a viable solution for
resolving the small scale problems in ACDM. Fig. 15 also highlights
that our study provides a unique constraint on ULDM over a mass
range only otherwise probed by the stellar kinematics of Milky Way
satellite galaxies (e.g. Gonzédlez-Morales et al. 2017; Hayashi et al.
2021).

However, there are four important caveats to our constraint. Firstly,
We applied a spherical isotropic model for NSC. Applying an
axisymmetric kinematic model, Chatzopoulos et al. (2015) found
a flatter NSC with ¢ = 0.73 £ 0.04 and also suggested that a
spherical model underestimates the total mass derived from the
observed velocity dispersion profile. However, it requires a further
study to address if a more realistic and complex model increases
the NSC mass or provides more room for the ULDM soliton core.
Secondly, we assumed that there is no radial dependence of the mass-
to-light ratio. To some degree, the inner density slope parameter of y
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captures such radial dependence. However, this also requires further
investigation in a future study. Thirdly, we have assumed throughout
a single ULDM partilce comprises all of the dark matter. Finally, as
highlighted in Davies & Mocz (2020), a soliton core with mpy >
107" eV cannot survive in the Milky Way due to accretion into the
SMBH. Hence, the stellar kinematics of the centre of the Milky Way
may not be able to constrain the existence of a ULDM soliton core
with mpy > 107194 eV.

Constraining a ULDM mass lower than 10729 eV with the
methodology, we introduce here would be still interesting, but
require the stellar kinematic data at larger radii, » > 3 pc. Further
spectroscopic surveys of the stars in the Galactic centre with
VLT/KMOS (e.g. Fritz et al. 2020) and future VLT/MOONS and
Subaru/ULTIMATE would be invaluable to test the existence of the
ULDM with mpy < 107200 eV. In addition, the Japan Astrometry
Satellite Mission for INfrared Exploration (JASMINE; Gouda 2012;
Gouda & Jasmine Team 2020)? will provide near-infrared astrometry
for bright stars in the Galactic centre, which would provide further

Zhttp://jasmine.nao.ac.jp/index-en.html
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constraints on ULDM. This will require accurately modelling the
nuclear stellar disc dynamics, since at r > 3 pc the nuclear stellar
disc dominates the central potential over the NSC (e.g. Li, Shen &
Schive 2020).
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Figure Al. Marginalized posterior probability distribution of the model
parameter log(mpy) for lower black hole mass case. The marginalized
posterior probability distribution is divided in to 250 bins. Solid black line
indicates log [mpm(eV)] = —20.4 and —18.5.
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Figure A2. Marginalized posterior probability distribution of the model
parameter log(mpy) for higher black hole mass case. The marginalized
posterior probability distribution is divided in to 250 bins. Solid black line
indicates log [mpm(eV)] = —20.4 and —18.5.

APPENDIX A: SYSTEMATIC UNCERTAINTY OF
THE BLACK HOLE MASS

There is a strong correlation between the distance to the Galactic
centre, Ry, and mpy measurements by Gravity Collaboration (2020),
as shown in their fig. E2. Gravity Collaboration (2020) estimate that
there is a systematic uncertainty of 45 pc for Ry, which propagates
to a larger systematic uncertainty on the SMBH mass than the
uncertainty considered in this paper. We tested the effect of this
relatively large systematic uncertainty by considering two cases. The
first case takes a distance to the Galactic centre of Ry = 8.20 kpc,
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Figure A3. Marginalized posterior probability distribution of the model
parameter log(mpy) for the MCMC fitting result with a lower Milky Way
mass of M, = 9 x 10" M, taken from Vasiliev et al. (2021). Solid black
line indicates log [mpm(eV)] = —20.4 and —18.5.

which is systematically shorter than our fiducial assumed distance.
By fitting the correlation between Ry and mgy by eye from fig. E2 of
Gravity Collaboration (2020), this corresponds to a SMBH mass of
mpy = 4.20 x 10° M. The different R also affects the conversion
of arcsec to pc, and we adjust the project radial distance of the stars
from Sgr A* and the break radius of the NSC density profile. The
second case applies a larger distance to the Galactic centre of Ry
= 8.29 kpc. This leads to mpy = 4.32 x 10° Mg, Figs Al and A2
show the marginalized probability distribution of log (mpy) for the
former and latter cases, respectively, after fitting the data with the
same method as in Section 2. These results show almost identical
results to Fig. 5. This confirms that the systematic uncertainty on Ry
and mgpy in Gravity Collaboration (2020) is still small enough that it
does not affect our conclusions.

APPENDIX B: THE LOWER MILKY WAY MASS
CASE

Vasiliev et al. (2021) recently suggest that the Milky Way’s virial
mass is as small as 9 x 10'" M. Fig. A3 shows the marginalized
probability distribution of log (mpy;) obtained by the MCMC fitting
to the observed velocity dispersion with adapting M, =9 x 10'! M.
The result is similar to our fiducial result of Fig. 5 with M), =
1.4 x 10'> Mg, which is rather high side of the current estimates of
the Milky Way mass. This demonstrates that our result is not sensitive
to the assumed M), value within the current expected range of M, of
the Milky Way.
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