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Using data from pp collisions at /s = 1.96 TeV recorded by the CDF II detector at the Fermilab
Tevatron, we present improved measurements of the masses and first measurements of natural
widths of the four bottom baryon resonance states X7, 2*+ and X", X7 7. These states are fully
reconstructed in their decay modes to A)nt where Ap — AJUT with AJr — pK~x". The analysis
is based on a data sample corresponding to an integrated luminosity 6.0 fb~! collected by a trigger

on tracks displaced from the pp interaction point.

PACS numbers: 14.20.Mr, 13.30Eg, 14.65.Fy
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Baryons with a heavy quark @ as the “nucleus” and s
a light diquark q1g2 as the two orbiting “electrons” can s
be viewed as the “helium atoms” of quantum chromody- ss
namics (QCD). The heavy quark in the baryon may be
used as a probe of confinement which allows the study of
non-perturbative QCD in a different regime from that of
the light baryons.

Remarkable achievements in the theory of heavy quark *
hadrons were made when it was realized that a single
heavy quark @ with mass mg > Agcp in the heavy ™
hadron Hg can be considered as a static color source in
the hadron’s rest frame [1]. Based on this conjecture the 63
light diquark properties of the charm baryon AT (X.) and e
its bottom partner AY (X}) can be related by an approx- e
imate SU(2) symmetry due to ¢ < b quark exchange.
Another symmetry emerges because the spin Sg degree
of freedom decouples from the gluon field. Models ex- o
ploiting these heavy quark symmetries are grouped as
heavy quark effective theories (HQET) [2, 3]. °

As the spin 54y of a diquark (plus a gluon field) °
and the spin Sg of a heavy quark are decoupled in !
HQET and serve as approximate good quantum num- 2
bers, heavy baryons can be described by the quantum ¢
numbers Sg, mq, Sgq, Mqq. Therefore the total spins of ™
the S-wave (l;, = 0, no orbital excitation) baryon multi-
plets can be expressed as the simple sum J = Sg + Sgq.

Then the singlet AY baryon, with quark content blud] ac- "
+ 78
T 79
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cording to HQET, has spin of the heavy quark S, =

*Deceased

TWith visitors from %Istituto Nazionale di Fisica Nucleare, Sezione
di Cagliari, 09042 Monserrato (Cagliari), Italy, ®University of CA
Irvine, Irvine, CA 92697, USA, “University of CA Santa Barbara,
Santa Barbara, CA 93106, USA, %University of CA Santa Cruz,

Its flavor antisymmetric [ud] diquark has spin Sf,q = 0.
Under these conditions the b quark and [ud] make the
lowest-lying singlet ground state J© = *. The partner
of the AY baryon in the strange quark sector is A°. The
other two states X and X} with quark content b{qq},

2+, and spin of the flavor sym-
metric {qq} diquark Sy, = 17, constitute two isospin
I =1 triplets with total spin J& = 1 and J# = 37,
These states are the lowest-lying S-wave states that can
decay to the singlet /12J via strong processes involving
soft pion emissions — provided sufficient phase space is
available. X}, and X} are classified as bottom baryon

heavy quark spin S, = 1

resonant states. The partners of the EIS*) states [4] in
the strange quark sector are X*) baryon resonances,
though the J¥ = %Jr X states are light enough to de-
cay only weakly or radiatively, and only the J = %Jr
states X(1385) decay strongly via the A7 mode [5].
Some recent HQET calculations for bottom baryons
are available in Ref. [6]. The mass spectra of single heavy
quark baryons calculated with HQET in combined ex-
pansions in 1/mg and 1/N, are presented in Ref. [7]. In
the potential quark model, the mass differences m(X¢q)—
m(Aq) and m(X7) — m(Xq) are largely due to hyper-
fine splittings, hence the mass differences scale as 1/mq.
Some recent predictions based on potential quark models
are found in Ref. [8, 9]. There are striking patterns in the
masses and mass differences of known hadrons. Some of
these regularities can be understood from known general
properties of the interactions of quarks, without spec-
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ifying the explicit form of the Hamiltonian. Following sz
this minimalist approach, the authors of Ref. [10] use ss
semi-empirical mass formulae to predict the spectra of
c- and b- baryons. The non-perturbative formalism of
QCD sum rules has been applied within HQET to cal— °
culate the mass spectra of the heavy baryons Ag and *
Y¢ [11]. Lattice non-relativistic QCD calculations for
bottom baryons [12] have been quite successful, though
the statistical and systematic uncertainties are typlcally
large and exceed the uncertainties of the experlmental
measurements.

The mass splittings between members of the I = o
isospin triplets ZZE*) are predicted to be dominated by ,
the electromagnetic interactions between quarks and by ,
their intrinsic mass differences [13]. Because of electro-
magnetic effects and the fact that the d quark is heav- ,

67

ier than the u quark, the Eé”f states (with composition
b{dd} i.e. all quarks negative) are expected to be heavier

than the ZIE*H states whose composition is b{uu} [14]. ™
No previous experimental measurements of isospin mass
splitting of bottom baryons are available. 7
The description of strong decays of baryon resonances
is a difficult theoretical task [15]. A few theoretical
calculations [16-18] predict the natural widths of the 7

EIE*) states. The widths are expected to be within the ™
range (4.5 — 13.5) MeV/c? for T'(%,, %+), and the range :

(8.5 — 18.0) MeV/¢2 for T(Z5, 37). o

Until recently, direct observation of b-baryons has been g,
limited to the /12 reconstructed in its weak decays to g
JAp A% and Af 7~ [5]. The substantially enlarged experi- 4,
mental data sets delivered by the Tevatron allow signifi- g

cant advances in the spectroscopy of heavy quark baryon
states. The resonance Ez()*) states were discovered by s
CDF [19]. The charged bottom strange baryon =, par- s
ticle was observed and measured [20-22] by both the s
CDF and DO Collaborations. Later, both experimen- %
tal groups reported first observation [23] and then mea- o
surement [22] of the bottom doubly strange particle {2, . o
Lastly, the neutral partner of =, , the bottom strange *
baryon =7, was reported for the first time by CDF [24].
Precise measurements of the masses and natural widths %
of baryon resonances in the charm sector, specifically the %

E(*) E( )++, and AT, were recently made public by *
the CDF Collaboration [25]. *

This study follows the first observation of the Zé*)loz
states [19]. We confirm the observation of those states
using a larger data sample, address some criticism [26] re-
garding the earlier analysis, and add new measurements
of properties of the Eé*) resonances. In the present anal-,,

ysis, the mass difference spectra for all isospin partner,
states, Eé*H and Eé*)f, are determined independentlyios
without any mass-difference constraint, unlike in the pre-ior
vious CDF analysis [19]. The background shapes of theuos
experimental spectra are left floating in the fits to avoidios
systematic uncertainties associated with Monte Carlouo
models. Using an enlarged data sample, we extract thew
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direct mass difference measurements with smaller statis-
tical and systematic uncertainties than previously. First

measurements of the natural widths of the J¥ = %Jr

JE = %+ states are presented. Based on the new mass
measurements, we determine the isospin mass splitting
for the X and X} isospin I = 1 triplets.

Section II provides a brief description of the CDF II de-
tector, the online event selection (trigger) important for
this analysis, and the detector simulation. In Sec. III the
data selection, analysis requirements, and reconstruction
of the signal candidates are described. Section IV dis-
cusses the fit model of the final spectra and summarizes
the fit results. In Sec. V we estimate the significance of
signals extracted from the fits. The systematic uncer-
tainties are discussed in Sec. VI. We present a summary
of the measurements and conclusions in Sec. VII.

and

II. THE CDF II DETECTOR AND SIMULATION

The component of the CDFII detector [27] most rele-
vant to this analysis is the charged particle tracking sys-
tem. The tracking system operates in a uniform axial
magnetic field of 1.4T generated by a superconducting
solenoidal magnet.

The CDFII detector uses a cylindrical coordinate sys-
tem with z-axis along the nominal proton beam-line, ra-
dius r measured from the beam-line and ¢ defined as an
azimuthal angle. The transverse plane (r, ¢) is perpendic-
ular to the z-axis. The polar angle, 6, is measured from
the z-axis. The impact-parameter of a charged particle
track dy is defined as the distance of closest approach of
the particle track to the primary vertex in the transverse
plane. Transverse momentum, pr, is the component of
the particle’s momentum projected onto the transverse
plane. Pseudorapidity is defined as n = — In(tan(6/2)).

The inner tracking system comprises two silicon de-
tectors: the silicon vertex detector (SVX II) and the
intermediate silicon layers (ISL) [28-31]. The SVX II
detector consists of microstrip sensors arranged in six
cylindrical layers. The innermost part, also referred to
as the LOO detector, is a layer of single-sided silicon sen-
sors mounted directly on the beam pipe, 1.5 cm from the
proton beam-line. It enhances the transverse impact pa-
rameter resolution. Outside this, the five double-sided
layers of SVX II provide up to 10 track position measure-
ments. Each of the layers provides an r-¢ measurement,
while three return a measurement along z, and the other
two return a measurement along a direction oriented at
+1.2° to the z-axis. The SVX II spans the radii between
1.5cm and 10.6 cm and covers the pseudorapidity range
In] < 2.0. The SVX II detector provides a vertex res-
olution of approximately 15 um in the transverse plane
and 70 um along the z-axis. A fine track impact param-
eter resolution og4, ~ 35 pum is achieved, where the g,
includes an approximately 28 um contribution from the
actual transverse size of the beam spot. The outermost
silicon subdetector, ISL, consists of double-sided layers
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at radii 20cm to 28 cm, providing two or four hits per s
track depending on the track pseudorapidity within the e
range |n| < 2.0 instrumented by the ISL. 61

A large open cell cylindrical drift chamber, the central e
outer tracker (COT) [32], completes the CDF detector ¢
tracking system. The COT consists of 96 sense wire lay- ¢
ers arranged in 8 superlayers of 12 wires each. Four of ¢
these superlayers provide axial measurements, and four ¢
provide stereo views at +2°. The active volume of the &
COT spans the radial region from 43.4cm to 132.3 cm. &
The pseudorapidity range |n| < 1.0 is covered for tracks
passing through all layers of the COT, while for the range 7
out to 1.0 < |n| < 2.0, tracks pass through fewer than
the full 96 layers. The trajectory of COT tracks is ex-
trapolated into the SVX II detector, and the tracks are ™
refitted with additional silicon hits consistent with the
track extrapolation. The two additional layers of the ISL 7
help to link tracks in the COT to hits in the SVX II. 7
The combined track transverse momentum resolution is ,,
o(pr)/pr =~ 0.07% - pr [GeV/c] L. 75

The analysis presented here is based on events recorded
with a three-tiered trigger system configured to collect
large data samples of heavy hadrons decaying through 4
multi-body hadronic channels. We refer to this as the ,
displaced two-track trigger. We use two configurations g
of this trigger, the “low-pt” and the “medium-pr” selec-
tions. At level 1, the trigger uses information from the
hardware extremely fast tracker [33]. The “low-pr” con-
figuration of the displaced two-track trigger requires two
tracks in the COT with pr > 2.0 GeV/c for each track,
and with an opening angle of |A¢| < 90° between the
tracks in the transverse plane. Additionally the track
pair scalar sum must satisfy prq + pry > 4.0 GeV/c. The
corresponding criteria imposed in the “medium-pr” con-
figuration are pr > 2.0 GeV/c for each track, opening
angle |A¢| < 135°, and pry + pry > 5.5GeV/c. The
level 2 silicon vertex trigger (SVT) [34, 35] associates the
track pair from the extremely fast tracker with hits ina
the SVX II detector and recognizes both tracks using a e
large look-up table of hit patterns. The SVT repeats s
the level 1 pr criteria and limits the opening angle to s
2° < |A¢| < 90°. Only in the case of the medium-pr ss
configuration are the charges of the tracks required to be e
of opposite sign. Crucially, the SVT imposes a require- s
ment on the transverse impact parameter of each track ss
to be 120 um < dy < 1 mm given the excellent resolution s
provided by SVX II. Finally, the distance in the trans- «
verse plane between the beam axis and the intersection o
point of the two tracks projected onto their total trans-
verse momentum is required to be L, > 200 um. The
level 3 software trigger uses a full reconstruction of the o
event with all detector information and confirms the cri-
teria applied at level 2. The trigger criteria applied to ,
the dy of each track in the pair and to L, preferentially ,,
select decays of long-lived heavy hadrons over prompt
background, ensuring that the data sample is enriched
with b-hadrons. o

. * .
The mass resolution on the Elg ) resonances is pre- s

dicted with a Monte Carlo simulation that generates
b quarks according to a next-to-leading order calcu-
lation [36] and produces events containing final state
hadrons by simulating b-quark fragmentation [37]. Mass
values of 5807.8 MeV/c? for X, and 5829.0 MeV/c? for
X7} [19] are used in the Monte Carlo generator. Final
state decay processes are simulated with the EVTGEN [38]
program, and all simulated b-hadrons are produced with-
out polarization. The generated events are input to the
detector and trigger simulation based on GEANT3 [39]
and processed through the same reconstruction and anal-
ysis algorithms as are used on the data.

III. DATA SAMPLE AND EVENT SELECTION

This analysis is based on data equivalent to 6.0 fb™! of
pp collisions collected with the displaced two-track trigger

between March 2002 and February 2010. We study Eé*)
resonances in the exclusive fully reconstructed strong de-

cay mode Eé*)i — /1277?, where the low momentum pion
7¥ is produced near kinematical threshold [40]. The
AY decays to Afm, with a prompt pion m, produced
in the weak decay. This is followed by the weak decay
Af - pK -7t

To reconstruct the parent baryons, the tracks of
charged particles are combined in a kinematic fit to form
candidates. The following two complementary quantities
defined in the plane transverse to the beam line and re-
lating the decay path of baryons to their points of origin
are used: the proper decay time of the baryon candidate
h expressed in length units ct(h), and the impact param-
eter do(h). Specifically,

ct(h) = Loy (h) - ——— (1)

where L, (h) is expressed in length units and defined as
the projection onto pp(h) of the vector connecting the
primary vertex to the heavy baryon decay vertex in the
transverse plane. The impact parameter dg(h) of the can-
didate is defined as the distance of closest approach of the
candidate to the primary vertex in the transverse plane.
An event-specific primary interaction vertex is used in
the calculation of the ct(h) and dp(h) quantities. The
measurement uncertainties o+ and o4, originate from
the track parameter uncertainties and the uncertainty
on the primary vertex.

A. Reconstruction of the A candidates

The analysis begins with reconstruction of the AT —
pK~nT decay by fitting three tracks to a common vertex.
The invariant mass of the A} candidate is required to
be within £18 MeV/c? of the world-average AT mass [5].
The momentum vector of the AT candidate is then ex-
trapolated to intersect with a fourth pion track, the
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m, -candidate, to form the A) — Afm, candidate ver-
tex. The Ag vertex is subjected to a three-dimensional
kinematic fit with the AT candidate mass constrained
to its world average value [5]. The probability of the
constrained AY vertex fit must exceed 0.01%. Standard
quality requirements are applied to each track, and only
tracks with pr > 400 MeV/c are used. No particle iden-
tification is used in this analysis. At this stage of the
reconstruction, at least two tracks among the p, K=, w7,
and m,  are required to fulfill the level 2 (SVT) trigger
requirements in order to confirm the displaced two-track
trigger decision.

To suppress prompt backgrounds from the primary in-
teraction, the decay vertex of the AY is required to be
distinct from the primary vertex. To achieve this, cuts
on ct(AY) and its significance ct(AY) /o4 are applied. We
require the A} vertex to be close to the AY vertex by ap-
plying cuts on ct(A}) where the corresponding Ly, (A7)
is calculated with respect to the A? vertex. To reduce
combinatorial background and contributions from par-
tially reconstructed decays, we require Ag candidates to
point to the primary vertex and the impact parameter
do(A9) to be small. The choice of analysis requirements
to identify A) — Afm, candidates is made using an op-
timization based on the experimental data only. The fig-
ure of merit S/v/S + B is used during the optimization,
where S and B are the signal and the background un-
der the signal respectively. Both quantities are obtained
from fits of the M (A} 7, ) invariant mass spectrum. Ta-
ble I summarizes the AY analysis requirements chosen
with this optimization procedure. The specified cut on
the total pr of the /12 candidate confirms the trigger.

Figure 1 shows a prominent A signal in the M (A}, ) *
invariant mass distribution, reconstructed using the opti-
mized criteria. A binned maximum likelihood fit finds a o
signal of approximately 16 300 candidates at the expected
AY mass, with a signal to background ratio around 1.8. *
The fit model describing the invariant mass distribution *
comprises the Gaussian A) — Afm, signal on top of a *
background shaped by several contributions. Random *
four-track combinations dominating the right sideband *
are modeled with an exponentially decreasing function. *
Coherent sources populate the left sideband and leak un- ”
der the signal. These include reconstructed B mesons ®
which pass the A9 — Afm, selection criteria, partially *
reconstructed A decays, and fully reconstructed AJ de- *°
cays other than Afm, (e.g. A) — ATK™). Shapes and *
functions representing the physical background sources in ¢
the fit model are derived and fixed with Monte Carlo sim- ¢
ulations. Their normalizations are constrained to branch- e
ing ratios that are either measured (for B meson decays, 7
reconstructed within the same A} 7, sample) or theoret- n
ically predicted (for A) decays) [19, 41]. 72

TABLE I: Analysis requirements for A) — A m; reconstruc-
tion. The quantity ct(AS « AY) is defined analogously to
Eq. (1) as the A} proper time where L, (A}) is calculated
with respect to the A vertex.

Quantity Value
ct(AY) > 200 pm
ct(AY) /oo > 12.0
do(AD) < 80 pum
ct(AF — AD) > —150 pm
ct(AF — AD) < 250 pm
pr(m,) > 1.5 GeV/e
pr (A7) > 4.0 GeV/c

Prob(x3p) of A vertex fit > 0.01%

® Data
—— Signal + Background
—— Background only

candidates per 20 MeV/c?
~
o
o
T

H1hH1h1HlH1ll1H1hHHHHMHHHHIHH

L
5 5.2 54 56

PR I T T Y M s, it et ot i o

5.8 6 6.2 6.4
Mass(A; Tt) [GeV/c?]

FIG. 1: The invariant mass distribution of A — A¥n, can-
didates with the projection of a mass fit overlaid.

*)+

B. Reconstruction of Z‘é candidates

To reconstruct the Zé*)i — AV candidates, each
Afm, candidate with invariant mass within the A9 signal
region, (5.561, 5.677) GeV/c?, is combined with one of the
tracks remaining in the event with transverse momentum
down to 200 MeV/c? and pion mass hypothesis assigned.
The Aj) candidate mass range is based on fit results and
covers £3 fit uncertainties o, around the Ag mass peak
from fit shown at Fig. 1. To increase the efficiency for re-
constructing Elg*)i decays near the kinematic threshold,
minimum acceptable COT and SVX II hit requirements
are imposed on 7F tracks, and only tracks with a valid
track fit and error matrix are accepted.

Random combinations of AP signal candidates with
7¥ tracks constitute the dominant background to the
Zé*)i — Agﬂ';t signal. The remaining backgrounds are
random combinations of soft tracks with B mesons recon-
structed as Ag baryons, and combinatorial background
events [19]. To reduce the background level, a kinematic
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TABLE II: E£*>i candidate selection requirements.

Quantity  Value

m(ATm,) € (5.561, 5.677) GeV/c?
do(75) < 0.1 cm

pr(rd) > 200 MeV/c
do(7E)/oa, < 3.0

pr(r¥) <pr(m, )

pT(Eé*)i) > 4.0 GeV/c

fit is applied to the resulting combinations of AJ can-*

didates and soft pion tracks 7F to constrain them to 2
originate from a common point. Furthermore, since the 2o
bottom baryon resonance originates and decays at the 3
primary vertex the soft pion track is required to point
back to the primary vertex, specifically, the impact pa-
rameter significance do(7F)/04, must not exceed 3. The 5
transverse momentum of the soft pion is required to be s
smaller than the pr of the 7, from the A) weak de- s
cay. As the transverse momentum of the 7, is already s
above 1.5 GeV/c (Table I) the condition imposed on the s

soft pion pr has 100% efficiency. The Eé*)i candidate

selection requirements are summarized in Table II. The *

cut on the total pr of the Eé*)i candidate confirms the *

trigger.

IV. DETERMINATION OF RESONANCE
PROPERTIES

The analysis of the Eé*)i mass distributions is per-

formed using the mass difference
41

(2) 42

43

Q = m(Mmy) — m(A]) —ma

where m; is the known charged pion mass [5] and m(AY) «
is the reconstructed A} 7, invariant mass. The mass res- *
olution of the /12 signal and most of the systematic uncer- 4
tainties cancel in the mass difference spectrum. The Egt a7
and X7 signals are reconstructed as two narrow struc- s
tures in the Q-value spectrum. The properties, yields, s
and significance of the resonance candidates are obtained so
by performing unbinned maximum likelihood fits on the s
mass difference spectra. 5

N

—log (£) = =) log(Ny - Sy + Ny - Sy + Ny - BG) + (N1 + Ny + Ny) — N -log (N1 + Na + Np) .

k=1

7

The shapes of the Eé*)i resonances are each modeled
with a non-relativistic Breit-Wigner function. Since the
soft pion in Zé*)i strong decay modes is emitted in a P-
wave, the width of the Breit-Wigner function is modified
following an approach proposed in Ref. [42] which has
been used in analyses of X, baryons [43, 44]. The width

is factorized as

I'(Q; Qo,I'0) =T - (pi}s )3, (3)

0
D

where (g is the mass difference at the resonance pole; ;.

and p;‘r? are the momenta of the soft pion in the Eé*)i
rest frame, off and on the resonance pole respectively;
and I'y is the corrected width. The soft pion momenta
are calculated based on two-body decay kinematics [5].
Both Qg and T’y are floating fit parameters.

The Breit-Wigner function is convoluted with the de-
tector resolution which is described by a narrow core
Gaussian plus a broad Gaussian. Their widths o, and
oy and relative weights g, and (1 — g,,) are calculated
from the CDF full Monte Carlo simulation. Numerical
convolution is necessary because the modified width de-
pends on the mass. The effects of imperfect modeling in
the simulation are discussed in Sec. VI.

We use a kinematically motivated model for the back-
ground described by a second order polynomial modu-
lated with a threshold square root-like term,

BG(Q;mr, C,b1,b2) =+/(Q +mz)2 — mr? x

4

P(Q; C,b1,ba) W
where C, by, and by are the second order P2 polynomial
coefficients and mr is a threshold fixed to 0.140 GeV/c?,
the mass of the pion. The threshold term is used to de-
scribe combinatorial background to two-body resonance
decays near the threshold when the signals are recon-
structed in mass difference spectra.

The full model for the @-value spectra of all isospin
partner states Eé*H and EZE*)_ describes two narrow
structures on top of a smooth background with a thresh-
old. The negative logarithm of the extended likelihood
function (NLL) is minimized over the unbinned set of
Q-values observed for N candidates in data:

(5)

53 Separate and independent likelihood functions are used ss is fit over the range (0.003, 0.210) GeV/c?. The effect
54 for EIE*H_ and Eé*)_ candidates. The Q-Value Spectrum ss of this choice is discussed in SeC. VI The probablhty
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density functions (PDF) in Eq. (5) are defined as follows:

(i) S = 8S(Q;Qi, Ty, ol gi of) is the normal-
ized convolution of a Breit-Wigner and a double
Gaussian responsible for the X, (X,7) (i=1) or
Xyt (X)) (i=2) signals. Here Q) is the float-
ing parameter of the pole mass and T is the float-
ing parameter of the natural width. The detector’s
Gaussian resolution parameters o', o’ and gi are
set from the Monte Carlo data.

(i)

Specifically the
resolution parameters are set for the X, (X,) as
ol = 1.17TMeV/c?, ol = 2.92MeV/c? with relative
weight g} = 0.70 and for the X} (X;7) as 02 =
1.40MeV/c?, 02 = 3.80 MeV/c? with g2 = 0.73.

N; is the floating yield of the X, (X,) (i=1) or

() (=2)

(iii) BG = BG(Q;mr,C, by, bs) is the PDF correspond-
ing to the background form in Eq. (4).

(iv) Np is the floating yield of the background contri-
bution. The sum of fitted yields, Ny + Na + Ny,
is the Poisson mean value of the total number of
candidates N for the particular species EJ , 2y *or
X, , X, corresponding to isospin triplets X, and
2.

The total number of floating parameters in the fit per
each pair of isospin partners is nine.

Extensive tests on many statistical trials show that
the likelihood fit yields unbiased estimates with proper
uncertainties.

The experimental 215*)_ and Z‘é*H Q-value distribu-
tions, each fitted with the unbinned likelihoods described
above, are shown in Fig. 2 and Fig. 3. The projection of
the corresponding likelihood fit is superimposed on each
graph. Figures 2 and 3 show clear signals of ¥,", ;™ and
XF, Xt respectively. The pull distributions are shown
as bottom plots and are calculated as the residuals of the
histogram with respect to the corresponding likelihood
fit projection normalized by the data uncertainty. Both
pull distributions are evenly distributed around zero with
fluctuations of about £2¢ range. The fit results are
given in Table III.

TABLE III: Summary of the results of the fits to the
Q = M(A)r%) — M(AY) — m, spectra. The statistical uncer-
tainties are returned by the unbinned maximum likelihood
fits.

State Qo-value, Natural Width, Yield

MeV/c®* Ty, MeV/c?
2, 56.270°8 49757 340720
¥ 758406 75773 5401350
or 521199 9.7+3% 4701550
2t 728407  11.5727 800110
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FIG. 2: The Q-value spectrum for Eé*)_ candidates, where
Q= M(A)7w;) — M(A)) — my, is shown with the projection
of the corresponding unbinned likelihood fit superimposed.
The pull distribution of the fit is shown in the bottom plot.
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FIG. 3: The @Q-value spectrum for Zé*H— candidates, where
Q= M(A)w]) — M(A)) — my, is shown with the projection
of the corresponding unbinned likelihood fit superimposed.
The pull distribution of the fit is shown in the bottom plot.



10

11

12

13

14

15

16

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

39

40

41

42

43

44

45

46

48

V. SIGNAL SIGNIFICANCE

The significance of the signals is analyzed using a log-
likelihood ratio statistic [45, 46],

(6)

We define a hypothesis H; corresponding to the observa-
tion of X, , Xy~ or X;, X signals on top of the back-
ground. The H; hypothesis is described by the likelihood
L1; see Eq. 5. The various null hypotheses, each identi-
fied with Hy and nested to H; correspond to a few dif-
ferent less complex scenarios described by the likelihood
Lo. Eq. (6) is used to predict the x? to derive p-values for
observing a deviation as large as is in our data or larger,
assuming Hy is true. The number of degrees of freedom
of the x? equals the difference ANyo¢ in the number de-
grees of freedom between the H; and Ho hypotheses in
each case. We consider the following types of Hy to es-
timate the significance of the two-peak signal structure
and of individual peaks of the observed Eé*% and ZIS*H
states:

(i) A single enhancement is observed anywhere in the *

fit range. The corresponding likelihood £y includes *
only a single peak PDF on top of the background ™
form in Eq. (4), the same as for the £;. The”
difference in the number of degrees of freedom is ™
ANgor = 3. The width I'y floats in the fit over the ™
wide range (1, 70) MeV/c?. The position of the en-
hancement Qg is allowed to be anywhere within the *°
default fit range. We test the case in which the ob- *
served two narrow structures could be an artifact of *®
a wide bump where a few bins fluctuated down to *
the background level. This particular null hypoth-
esis is found to be the least unlikely to produce the *
observed data as a fluctuation. 6
(ii) The signal X} is observed but the X is missed.
The number of free parameters is changed by 4. We 3
impose a loose requirement on the existence of the
second peak, X} fixing only the width of X} to the
expected theoretical value of 12 MeV/c? [17]. We let
the fitter find the X} position within the default fit
range. 66
7

6
The signal X, is observed but the X} is missed. This
null hypothesis is similar to the previous one. The s
width of the X, is fixed to 7MeV/c? [17]. 6

Neither the X} nor the X} is observed, and the Hy :
hypothesis is the default background model used in
L1. We consider the case in which the smooth back- 7
ground fluctuates to two narrow structures corre-
sponding to the H; hypothesis. The difference in 7
the number of degrees of freedom is 6. 74

In addition to all the cases considered above, we intro-
duce a further in which the H; hypothesis corresponds

TABLE IV: The results of comparison of the EIS*F and EIE*H
signal Hi hypothesis with several null Ho hypotheses. N, is
the calculated number of Gaussian standard deviations based
on Prob(x?).

Ho States Prob(XQ) N, H1
Any single wide Eg*% ~3.0-107* 6.7 two narrow
enhancement Elg*H ~15-107% 6.1 structures
No structures Eé*% ~ 1.1-107%% 10.7 any single wide

Eé*H ~1.2-107%° 13.2 enhancement

No X, with 7, X7 ~23.107* 7.6  two narrow
Too =12 Me\/'/c2 Eé*H ~32-1071% 79 structures
No X}, with X, Zz(,*)_ ~1.0-107% 10.0 two narrow
To1 = 7TMeV/? 2% ~1.0-107%° 12,5 structures
No structures Eé*% ~24-107%° 12.4 two narrow
E,S*H ~20-107%6 14.3  structures

to any single wide enhancement considered in (i) while
the Ho hypothesis is the default background considered
in (iv). This special test determines the significance of
the single enhancement with respect to pure background.
Table IV summarizes the results of these tests. The
null hypothesis most likely to resemble our signal is a
broad single enhancement fluctuating to the two nar-
row structures. The result of this study is that both of
the observed X1~ and X" two-peak signal structures
are individually preferred by the signal hypothesis H; at
greater than 60 significance relative to null hypothesis
(1) which in turn is greater than 100 away from the pure
background model. For other null hypotheses tested, the
significance is well above 70 in Gaussian terms.

VI. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties considered in our analysis
are the following:

i) The uncertainty due to the CDF tracker momentum
scale.

(ii) The uncertainty due to the resolution model (see
Sec. IV) described by the sum of two Gaussians.
This source is expected to dominate the systematic
uncertainties on width measurements.

(iii) The choice of background model.

(iv) An uncertainty due to the choice of @Q-value fit
range.

The uncertainties on the measured X IS*) mass differ-
ences Qg due to the CDF tracker momentum scale are es-



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

timated from the deviation of CDF mass difference mea- ss
surements of similar resonance states from their world so
average values. The reference modes are X7 — At 7l e
X0 - Afas, it — Afrfr;, and D*T — D%, Wea
reconstruct them from CDF data and analyze the devia- e
tions of the measured (Qo-values from the world-averaged e
values [5]. The linear extrapolation of the measured off- e
sets versus Qg towards our ZZE*) points gives the expected
mass scale uncertainty at our mass difference range. 66

Following the method used in Ref. [47], the D** —
D%(— K—n*)r signal peak in the mass difference dis- *
tribution m(D**) — m(D°) has been reconstructed in *
several bins of soft pion transverse momentum pr(ms) "
starting with 200 MeV/c? as in the data. Each distri- "
bution is subjected to an unbinned maximum likelihood "
fit with the sum of a Breit-Wigner function convoluted "
with a double Gaussian function to describe the detec- ™
tor resolution. The background under the D*7 signals is
described by an empirical function [48, 49]. For each of ™
the pr(ms) bins, the fit determines the D*T widths not ”
exceeding 0.2 MeV/c?. Because the D** natural width ™
is much smaller than the tracking resolution, the value ™

of 0.2 MeV/c? is assigned as a systematic uncertainty on ®
the measured Eé*) natural width due to the momentum ::

scale of the CDF tracker. N

Unless otherwise specified the systematic uncertainties
discussed below are evaluated for the measurable quanti-
ties Qo and I'g by generation of statistical trials. In each ,,
trial, the sample is generated according to the PDF (see
Table ITT) with the nuisance parameters modified by the
uncertainty with respect to the default set of parameters. *
Then the sample is subjected to the unbinned maximum
likelihood fit twice, with the default PDF and with the ¥
PDF of the modified nuisance parameter set. The re- ®
sponses of both fitters are compared on a trial by trial ®
basis, and their difference is computed. The systematic
uncertainty is found from the mean of a Gaussian fit of *
the distribution of the computed differences. 92

The statistical uncertainties on the resolution model *
parameters due to the finite size of the Monte Carlo
datasets introduce a systematic uncertainty. Variations os
of the double Gaussian widths o, and o,, and the weight o
gn within their statistical uncertainties returned from the o
fits of Monte Carlo spectra are propagated into the mea- o
surable quantities using the statistical trials. 9

The CDF tracking simulation does not reproduce withzoo
perfect accuracy the tracking resolutions, especially forio

soft tracks at the kinematic threshold of Zé*) decays. To'*
estimate this contribution, we use the D** hadron decay'®
as the reference mode reconstructed down to pp(r¥) =i
200 MeV/c? in the observed and simulated samples. Weios
compare the mass resolution of the reference signal founduos
in data with the one predicted by Monte Carlo simula-io
tion. The comparison is made independently for positiveos
D*t — DO} and negative D*~ — D7 states, as auwe
function of soft pion pr using early data taking runs ofio

“Period 1”7 and late runs of “Period 2.” Figure 4 showsiu

10

the comparisons of the narrow core resolution between
the data and Monte Carlo both for D** (left plot) and
D*~ (right plot). Note that the resolution is stable for
data taken in “Period 1” and “Period 2.”

The plots show that the CDF Monte Carlo simulation
typically underestimates the D** resolutions in the ex-
perimental data, i.e. o,(data) < 1.25-0,(Monte Carlo).
Similar relations are found for the broad component of
the resolution, oy, (data) < 1.40 - o (Monte Carlo). The
resolution extracted for the D** is systematically higher
than for the D*~ by at most 20% for o,, and by at most
40% for o,,. By generating many statistical trials, we cal-
culate this contribution to the systematic uncertainties of
the measurable quantities.

To find the systematic uncertainty associated with the
choice of background shape, we change our background
PDF to the one used for the D** mass difference spec-
tra [48, 49] and compare with the default background
PDF.

The uncertainty associated with the fit range is esti-
mated by modifying the low edge from 0.0015 GeV/c? to
0.006 GeV/c?. The fitter reveals small biases in this sen-
sitive area and these are assigned as another systematic
uncertainty.

The final systematic uncertainties are listed in Table V.

VII. RESULTS AND CONCLUSIONS

The analysis results are arranged in Table VI. From
the measured Eé*)i Q-values we extract the absolute
masses using the world average value of the 7% mass [5]
and the CDF mass measurement for the A9 obtained in
an independent sample [50], which is m(AY) = (5619.7 &
1.2 (stat)+1.2 (syst)) MeV/c?. The A} statistical and sys-

tematic uncertainties contribute to the systematic uncer-
tainty on the Zé*)i absolute masses.
Using the measured @-values we extract the isospin

mass splittings for the isotriplets of the J¥ = *

% and
+
JP: 3
2

o states. The statistical uncertainties on the
@-measurements of the corresponding charge states are
added in quadrature. The correlated systematic uncer-
tainties due to mass scale, fit bias due to choice of fit
range and imperfect Monte Carlo description of the reso-
lution are largely cancelled in the isospin mass splittings.
The uncertainties due to background choice are added in
quadrature.

In conclusion, we have measured the masses and widths
of the Eé*)i baryons using a sample of approximately
16 300 Ay candidates reconstructed in their A) — AF7~
mode using a sample corresponding to 6! of CDF
data.

The first observation [19] of the Eé*)i bottom baryons
has been confirmed with every individual signal recon-
structed with a significance well in excess of 6 Gaussian
standard deviations.
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FIG. 4: The left (right) plot shows the ratio of the widths of the narrow component of the D** (D*~) mass resolution for data
and simulation (circles) and for different subsamples of data (triangles) as a function of the transverse momentum of the soft

pion.

TABLE V: Summary of the systematic uncertainties. For every measurable quantity, the systematic uncertainties associated
with the corresponding sources are listed in the following order: mass scale, fit procedure, resolution, and choice of background
model. The total systematic uncertainty is obtained by adding all the associated uncertainties in quadrature. The last column
shows, for each measurable quantity, the percentage of the total systematic uncertainty relative to its central value.

Measurable quantity Scale Fit Resolution Background Total Percentage
g BT v Ry R T Y (R
RS s
QTN 56 "0 Toos oo 038 03
RER TN Rt e
AENNNE o5 o Tors oo os or
eI
QSN o5 Yo To1s o0 o o
R A

The direct mass difference measurements have a sta- 1
tistical precision that is reduced by a factor of two from ,;
previous measurement [19]. The measurements are in
good agreement with the previous results and supersede ,,
them. 18

The isospin mass splittings within the I = 1 triplets 1
of the X and X} states have been extracted for the first 2
time. The 215*)7 states have higher masses than their

Eé*H partners, following a pattern common to most of
the known isospin multiplets [13]. This measurement fa- 2
vors the phenomenological explanation of this ordering
as due to the higher masses of the d quark with respect 2
to the u quark and the larger electromagnetic contribu- 2

tion due to electrostatic Coulomb forces between quarks
in Eé*)_ states than in Eé*H_ ones. The difference in the
measured isospin mass splittings between the X7 and X
isotriplets supports the theoretical estimate of Ref. [9].

The natural widths of the Ebi and E{fi states have
been measured for the first time. The measurements are
in agreement with theoretical expectations.
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