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Figure 1: Architecture of the Ceph distributed storage system.
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480GB Mushkin MKNSSDCR480GB-DX
MKNSSDRE1TB
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Figure 2: The left plot represents 1 client running 10 concurrent write processes into a CephFS cluster
with 20 SSD OSDs with primary affinity set 1 while the other 60 HDD OSDs primary affinity is set to
0 vs. the same performance tests into a stock CephFS cluster composed of 80 HDD OSDs. The right
plot is showing the performance of each client’s performance when running 10 clients at 1 write
process each into CephFS with primary affinity (20 SSDs & 60 HDDs) vs. a stock CephFS cluster of
80 HDDs. Both plots are in MB/s as a function of data file size. The dash curve on the left hand-side
plot indicates aggregate IO per client while the solid line curves are normalized values per process.
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Figure 3: The plot represents 10 clients running 10 concurrent write processes into CephFS with the
journal operations on SSDs vs. a stock CephFS cluster. The plot is showing the performance in MB/s
as a function of data file size. The dash curves are representing the aggregate write speed per client of
all 10 processes, the solid line curves are the speed per client of each write process.
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Figure 4: The plot represents one client using Iozone to test the write performance of CephFS
composed of a 4 Crucial M550 SSD pool vs. CephFS composed of a 4 Seagate ST2000NM0001
HDD pool. We have further compared the performance with a CephFS composed of a dm-cache pool.
The plot is shown in MB/s as a function of increased thread containing 1024k block sizes.

MKNSSDRE1TB which have been used in many of the tests.

ACAT2016 IOP Publishing
Journal of Physics: Conference Series 762 (2016) 012025 doi:10.1088/1742-6596/762/1/012025

6



This work was supported by the Office of Nuclear Physics within the U.S. Department of Energy’s
Office of Science.

ACAT2016 IOP Publishing
Journal of Physics: Conference Series 762 (2016) 012025 doi:10.1088/1742-6596/762/1/012025

7




