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Abstract

This thesis deals with the motivic coaction and single-valued map for hypergeo-
metric functions. It is known that hypergeometric functions have series expansions
whose coefficients can be expressed in terms of multiple zeta values and multiple
polylogarithms, the classical Beta function being a motivating example. Multi-
ple zeta values are examples of periods, complex numbers that can be expressed
as algebraically defined integrals, and exhibit an action under the motivic Ga-
lois group, leading to a transcendental extension of the classical Galois theory.
This suggests a natural question as to whether such group actions can be carried
over to the hypergeometric functions in a way that is still compatible with the
term-by-term action on the series coefficients. This question becomes even more
pertinent when considering integrals relevant to physics, such as Feynman integrals
in dimensional regularization, which can be evaluated in terms of hypergeometric
functions. Feynman integrals are fundamental to computations in precision collider
physics, making them an active area of current research. Thus, the appearance of
periods and motivic Galois structures in physics are a rich source of investigation
in fundamental physics and have played a vital role in the last few decades.

In this thesis, I focus on one aspect of this, which I will refer to as the coaction
conjecture for hypergeometric functions. Concretely, a conjecture was proposed,
and numerical evidence was provided by Abreu-Britto-Duhr-Gardi-Matthew for
a coaction formula for hypergeometric functions that is faithful to the term-by-
term action on their Taylor series coefficients. This conjecture was proved in
the case of one-dimensional integrals by the work of Brown-Dupont. The key
novelty in their work was the use of a generalized Thara formula that allows for the
computation of the coaction at all orders. The conjecture was further explored in
the general setting by the work of Britto-Mizera-Rodriguez-Schlotterer, where the
strategy was to use the Knizhnik—Zamolodchikov equation to derive series expansion
for the hypergeometric functions in terms of multiple zeta values and multiple
polylogarithms and recast the coaction conjecture to an equivalent one formulated
in terms of the series coefficients. There has also been recent progress, of which I
am a part, that was made in collaboration with Hadleigh Frost, Martijn Hidding,
Carlos Rodriguez, Oliver Schlotterer and Bram Verbeek, where we bridge the two
approaches mentioned above to give a Lie algebraic reformulation of the coaction
conjecture as well as applications of the new approach to computing the single-



valued (trivial monodromy) map for hypergeometric functions. I will cover this
development in this thesis. I also give an alternative proof of the coaction conjecture
in a one-dimensional case that extends to a proof of the coaction conjecture in a two-
dimensional case, which is a new result. This result in dimension two also proves
an old conjecture on open superstring amplitudes due to Schlotterer-Stieberger and
its reformulation in terms of the coaction of periods by Drummond-Ragoucy.
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Chapter 1

Introduction

The classical Beta function has an exponential series expansion near the origin in
terms of the single zeta values ((k) =" -, nik, keN k> 2,

! d
Blx,y) = /0 t°(1 — t)yﬁ, z,y € C, Re(x) >0, Re(y) >0,

B = e (3 Lﬂ“”)((ﬁy)n ). (1.0.1)

This is interesting from a number-theoretic perspective because of the appearance
of zeta values, which are, in fact, examples of periods. A period [49] is a complex
number whose real and imaginary parts can be expressed as an integral of a rational
function (over Q) over a domain defined by polynomial inequalities with coefficients
in Q. Examples include many important numbers in mathematics and physics
such as 7, log(«) for o« € N, multiple zeta values, special values of L-functions,
perturbative string amplitudes, scattering amplitudes etc. The ring of periods is
important because of their rich algebraic structure, including the existence of a
group action by a group scheme Gy, called the motivic Galois group as envisioned
by Grothendieck. This action has only been computed in some cases, such as for
logarithms, multiple zeta values [21], iterated integrals on the upper half plane [22]
etc. and is often written down in terms of the dual coaction of the Hopf algebra
O(Gunr), which is the ring of functions of the group scheme Gy

Going back to the example of the Beta function in equation 1.0.1, this means that
the RHS has a term-by-term coaction, and it is thus natural to ask whether this
structure can be imported to the LHS in a compatible way. For the Beta function



B(z,y) = ;35 8(x,y) this is given simply by

A(B)=B®B. (1.0.2)

This encapsulates the coaction on an infinite number of periods, the zeta values
and explains the uniformity in their coaction! formula

AC(n)=C¢Cn)®1+1®((n), ne N,n>2. (1.0.3)

Such algebraic structure for integrals become particularly important if one imagines
physically relevant integrals on the left of the equation 1.0.1 such as Feynman
integrals, amplitudes in quantum field theory, string theory etc. Since Feynman
integrals are crucial in making precision predictions for collider experiments [10],
studying their mathematical structure is necessary to come up with efficient methods
for their computation. Hence, the search for coaction properties of Feynman
amplitudes has been an active area of research since Cartier’s vision [27] of a cosmic
Galois group that encodes symmetries of physical quantities. Francis Brown arrived
at the first instance of this phenomenon [25] for a family of convergent Feynman
graphs following the work of Bloch-Esnault-Kreimer [9)].

A further level of complexity is added, however, when one deals with Feynman
integrals in dimensional regularization, which evaluates to hypergeometric func-
tions. In this case, the Feynman integrals are not periods in the usual sense, but
their Laurent coefficients are periods, such as the example of Beta function 1.0.1.
Nevertheless, as we saw, it is possible to extend a coaction formula 1.0.2 to the
Beta function itself, which is compatible with the term by term coaction. This
observation was extended to the family of hypergeometric functions in a series of
papers [1], [2], [4], [5] by Samuel Abreu, Ruth Britto, Claude Duhr, Einan Gardi
and James Matthew. Specifically, they proposed a general coaction formula for
hypergeometric functions. Also, they verified for several examples, at low orders
or in some cases to all orders, that the proposed formula is compatible with the
term-by-term coaction formula on the series expansion of the corresponding hyper-
geometric function. The surprising phenomenon here is that the coaction defined
on the two sides comes from quite different structures with no apparent relation
and yet is still compatible.

Brown-Dupont explored this phenomenon further in [26], where they put the
coaction conjecture above in a rigorous framework and proved it in the case of
one-dimensional hypergeometric integrals. The key new development was the

'For simplicity, we drop the reference to motivic and deRham periods for now, which would
be required for a more precise formulation. Their definitions are needed and will be given in
Chapter 2.
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application of a generalized version of the Thara formula that works at the level of
generating series of periods and thus allows for computation of the coaction at all
orders.

Another point of view was taken in [12] where the authors made use of the
Knizhnik—Zamolodchikov (KZ) differential equation for hypergeometric functions
to derive series representation in terms of multiple polylogarithms (MPLs) and
multiple zeta values (MZVs) and gave equivalent criteria for the coaction conjecture
in terms of an ‘adjoint’ operation that they computed explicitly in low orders.
Another recent progress was announced in a collaboration [35] involving myself,
Hadleigh Frost, Martijn Hidding, Carlos Rodriguez, Oliver Schlotterer and Bram
Verbeek where we bridge the two approaches mentioned above to give a Lie algebraic
reformulation of the coaction conjecture as well as applications of the new approach
to compute the single-valued (trivial monodromy) map for multiple polylogarithms
and hypergeometric functions. A companion paper [36] will give detailed proofs of
the results announced in [35]. I cover a part of this development in this thesis. In
particular, I will cover the above-mentioned reformulation of the coaction conjecture
including proofs. I will also discuss some of the results on the construction of the
single-valued map though we will be concise in this thesis and follow a slightly
different approach? than what is expected to appear in [36]. Additionally, based
on my independent work, I provide alternative proofs of some of the results in [26]
and prove a couple of cases of the coaction conjecture in dimension two which is a
new result. The origin of the conjectural coaction property in a two-dimensional
case also goes back to a 2012 paper of Schlotterer-Stieberger [51] where the o’
expansion of open superstring amplitudes was studied. In the cases considered,
the o’ expansion has an expression purely in terms of multiple zeta values, which
satisfies an elegant property. It was observed that the coefficients of higher depth
multiple zeta values can be determined in terms of the coefficients of single zeta
values at least to low orders and that this holds generally was left as a conjecture.
The fact that this phenomenon can be explained in terms of the coaction was
elucidated in a 2013 paper by Drummond-Ragoucy [34]. This conjecture also
follows from the results of this thesis.

We should also note that the work in [1], [2] goes beyond coaction formulae for
integrals. They give a combinatorial coaction formula for generic one-loop Feynman
diagrams in terms of operations called cuts and contractions of a graph. These
results were further extended by the work of Matija Tapuskovié¢ in [53, 54]. Similarly,
the coaction formula for Feynman integrals has also been looked at in cases where
they evaluate to higher genus or higher dimensional integrals, which is the next

2The changes relative to [36] are highlighted in section 5.6 via remark 5.6.6 and 5.6.7.

11



frontier for collider computations®. However, in this thesis, we will be limited in
scope to focusing only on the coaction conjecture for hypergeometric functions.

Outline of the report - This thesis is organized as follows. Chapters 2 and 3 cover
some preliminary background. Chapter 2 briefly discusses definitions and results
related to periods, multiple polylogarithms, multiple zeta values, and the motivic
coaction of periods. We also introduce the generalized Thara coaction formula
worked out in [26].

Hypergeometric functions are multi-valued functions and such integrals fit naturally
under the realm of twisted deRham theory. Chapter 3 focuses on the notion of
twisted periods and the interpretation of hypergeometric functions as twisted periods
of the punctured Riemann Sphere. The description of the coaction conjecture in
this setup following the work of [12] is also included in this chapter.

In Chapter 4, we cover many results, with proofs, about the generating series of
multiple zeta values, also known as the Drinfeld associator. These will be crucial in
proving our main result in Chapter 5. However, they only appear in section 5.5, so
this chapter may be skipped in the first instance until needed later on. It should
be noted that some of the results in this chapter may be new and of independent
interest in its own right.

Chapter 5 is the very core of this text. In this chapter, we recall the connection
between hypergeometric functions and multiple polylogarithms by using the KZ
equation. Then, we derive equivalent criteria for the coaction conjecture in terms
of certain identities for generating series of multiple polylogarithms and multiple
zeta values. At the end of this chapter, we also include an application to compute
the single-valued map for hypergeometric functions by using a purely algebraic
approach described in [28]. The results in this section are also meant to lay the
groundwork for analogous results in higher genus / dimensional settings [10] and
this hope has already started to bear fruit. We make a brief remark on this later
in the text.

In Chapter 6, we finally give a proof for some explicit instances of the coaction
conjecture in dimensions one and two by using the equivalent criteria from Chapter
5. Chronologically speaking, the results in this chapter were initially obtained
independently of the ones in chapter 5. However, the proofs in this report have
been slightly modified to be in sync with the current progress. We also explain
how the coaction formulae we prove in dimension two lead to the solution of an old
conjecture about the series expansion of open superstring tree amplitudes [51], [34].

3Please refer to the survey article [10] and the extensive references therein for further informa-
tion.

12



Finally, there are some commutator identities that are required in a long proof in
section 5.5 and these are covered in the appendix 7.

One final point to note before we proceed is that coaction formulae exist not at the
level of periods but at the level of motivic periods [24], which are certain disembodied
avatars of the period integrals. The ring of motivic periods is conjectured to be
isomorphic to the ring of periods, but this is not yet known. We only know that
there is a surjective map from motivic periods to complex periods. So whenever
we work with periods, choices are involved when we take a lift to motivic periods,
which can not be avoided at the moment.

13



Chapter 2

Periods, Motivic Coaction and
Multiple Zeta Values

2.1 Periods

The elementary definition of periods [49] states that “a period is a complex number
whose real and imaginary parts can be represented as an absolutely convergent
integral of a rational function with rational coefficients over an integration domain
which can described in terms of polynomial inequalities with rational coefficients”.
Examples of periods include algebraic numbers, pi, logarithm of rational numbers,
ete.

For our purposes, however, we need to work with the cohomological interpretation of
periods, which is briefly discussed in the next section. Further details are available
in references [21], [24] and [39].

2.1.1 Cohomological interpretation of periods

Let X be an algebraic variety defined over Q and Y C X a sub-variety.

Definition 2.1.1. We denote by H} (X, Y) the relative algebraic deRham coho-
mology! of X relative to Y. It is a finite-dimensional vector space over Q.

Definition 2.1.2. We denote by H5(X,Y) = H*(X(C),Y(C);Q) the relative
Betti cohomology of the pair of spaces (X,Y"). It is a finite-dimensional vector space
over Q. We also denote the corresponding Betti homology group by HZ(X,Y).

!The relative algebraic deRham cohomology is defined in the textbook [44].
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With the prescribed notation?, we have Grothendieck’s comparison theorem [43],
which is an algebraic analogue of the classical deRham’s theorem.

Theorem 2.1.3 (Comparison Isomorphism). There is a canonical isomorphism of
the relative cohomology groups,

comppar : Hip(X,Y) ®9C — H5(X,Y)®q C. (2.1.1)

Remark 2.1.4. Note that the comparison isomorphism does not preserve the rational
structure.

Definition 2.1.5 (Periods). The ring of periods is defined as the subset of complex
numbers that appear as a coefficient of a matrix of the comparison isomorphism
2.1.1.

Example 2.1.6. Let us consider X = G,, = Spec(Q[t,t7!]) and Y = ). Then we

have
dt

Hip(X) = Q[—], Hi(X(C),Q) =Q[], (2.1.2)
where ~ is the counterclockwise oriented unit circle and the period pairing gives
dt
— = 2. (2.1.3)
4 1

2.1.2 Motivic periods and coaction

A period can have multiple integral representations. Motivic periods are disembod-
ied integrals that keep track of the different representations of a period.

Notation 2.1.1. We write H*(X,Y") to denote the triple (H3z (X,Y), H3(X,Y), compg 4r).
We will denote elements of H3(X,Y), HZ(X,Y) and H35(X,Y)" by [w], [¢] and

[v] respectively.

Definition 2.1.7 (Motivic periods). The ring P™ of motivic periods is defined as the
Q-vector space generated by the symbols [H*(X,Y), [o], [w]]™, with [¢] € HE(X,Y),

w] € H3z(X,Y), after factorisation modulo the following equivalence relations.

The multiplicative structure is given by tensor product on the components.

(1) Bilinearity : [H*(X,Y), [o], [w]]™ is bilinear in [w]| and [o].

(2) Change of variables : If f: (X1,Y]) — (X, Ys3) is a Q-morphism of pairs of
algebraic varieties, [01] € HE(X1,Y]) and [ws] € Hiz(Xo, Yz), then

[H* (X1, Y1), [ou], [Hwa]]™ = [H* (X, Y2), fulon], [wa]]™,

2We will also allow Y to be the empty set (), in which case we will mean the usual non-relative
cohomology.
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where f* and f, are the pull-back and the push-forward of f, respectively.
(3) Stoke’s formula : For every triple Z C Y C X,
[H.(YV, Z)? [80-]7 [w]]m = [H.(Xa Y)? [U]’ [5w]]m .

where 0 is the connecting morphism for relative singular homology and 4 is
the connecting morphism for relative deRham cohomology.

Definition 2.1.8 (Period map). Note that the ring of motivic periods comes
equipped with a homomorphism called the period map, which is given by the
evaluation of integrals,

per: P — P,
[H*(X,Y), o], [w]]" — /w. (2.1.4)

The theory of motivic periods is related to the theory of another ring, the de Rham
periods.

Definition 2.1.9 (deRham periods). The ring of deRham periods denoted PR is
defined [24] analogously to motivic periods except that it is generated by symbols
of the form [H*(X,Y),[v], [w]]®® with [v] € H3(X,Y)" and [w] € Hz(X,Y).

Definition 2.1.10 (Motivic coaction). The space of deRham periods forms a Hopf
algebra and the space of motivic periods is a Hopf comodule over it [24]. Let

-----

basis of HY,(X,Y)Y. Then the coaction is given by
A: PP — P" @ P,

[H*(X,Y), 0, w]™ — Z[Hk(x, Y),0,e]™ @ [H(X,Y), é,w]™. (2.1.5)

2.2 Multiple zeta values and Multiple polyloga-

rithms

Definition 2.2.1 (Multiple zeta values). Multiple zeta values are a multi-parameter
generalization of the classical zeta values and are defined as the infinite sum below

1
Ny, .oy Nyp) = T 2.2.1
Cm ) 2 Kk (22.1)
0<k‘1<...,kr
where the n;’s are positive integers with n, > 2. We refer to ((ny,...,n,) as a

multiple zeta value with weight n; + ...+ n, and depth r.

16



Similarly, we have functions defined similarly to the above called multiple polyloga-
rithms.

Definition 2.2.2 (Multiple polylogarithms in one variable). The infinite sum

Zk""

ni n
Kk

Lin,,...n, (2) =

0<k1<...,kr

(2.2.2)

defined for positive integers n; with n, > 2 is called a multiple polylogarithm in
one variable with weight n; 4+ ... 4+ n, and depth r. It converges absolutely on the
open unit disk and extends continuously to the closed unit disc.

Multiple zeta values are an important class of periods. In fact, they exhibit multiple
integral representations. By the work of Goncharov-Manin [42], for instance, it
is known that they are periods of the moduli space of curves of genus zero at n
points. Additionally, they also exhibit a representation as iterated integrals which
makes them periods of the motivic fundamental groupoid of the thrice punctured
projective line [21].

Definition 2.2.3 (Iterated integrals). Let & = R or C and M be a smooth manifold
over k. For a piecewise smooth path ~ : [0,1] — M and smooth k-valued 1-forms
wi,...,w, on M we define the iterated integral as

/wla"'ywn = / fi(t)dty ... foltn)dt,
v 0<t1<...<tn<1

Here v*(w;) = fi(t)dt are the pull-back of the forms w; to the unit interval for
ie{l,...,n}.

The iterated integrals are closed under multiplication.
Lemma 2.2.4. The iterated integrals satisfy the shuffle product formula
/wl Wy /Wr+1 e Wpps = Z /wg(l) o Wo(rts) (2.2.3)
v v oex(rs) VY

where X(r, s) is the set of (r + s)-shuffles:
Y(r,s)={ceX(r+s):c()<...<o7}(r) Nl (r+1)<... <o Y r+s)}.
Multiple zeta values can be represented as an iterated integral in the following way.

Example 2.2.5. Let M = C\ {0,1}. Let wy = %, wy = 1% be complex valued
1— forms on M and ~(t) = ¢ be the inclusion of the unit interval on M, then we
have

C(ny,...,n.) = /wlwgl_lwlwgr_l Cwiwt T (2.2.4)
g

17



Example 2.2.6. Similarly, if we don’t fix the endpoint and take ~ : [0, 1] — C to
be a smooth path in M such that v(0) = 0 and (1) = z then we get the multiple
polylogarithms in one variable

Lip,..n(2) = /wlwgllwlwg”_l .. .wlwg”"_l ) (2.2.5)
vy

The motivic coproduct for iterated integrals was first computed by Goncharov [41].
To write down this formula, it would be convenient to introduce another notation
that accounts for varying endpoints of integration.

Notation 2.2.1. Let a; € C for : =0,1,...,n+ 1. Then we define
dt

t—a,

An+1
I(ag;ay, ..., an; any1) ::/ I(ag;ay, ... a,_1;t). (2.2.6)

ag

In the new notation, the coproduct on the Hopf algebra of polylogarithms (taken
modulo i) is given by

A(I™(ag; ar, - - -, an; ani1))

k
= Z [m(ao;ail,...,aik;anﬂ)@ wa(aip;aipﬂ,...,aip+1,1;aip+1)
0:i1<i2<...<ik<ik+1:n p=0
(2.2.7)
This can be upgraded into a coaction by defining
Alim)=m® 1. (2.2.8)

Note that the coaction on motivic multiple zeta values is obtained by setting z = 1.

2.3 Multiple polylogarithms in more than one

variable
In what follows, we will need to work with iterated integrals over logarithmic
forms beyond just wy = %, Wy = %. We may also encounter iterated integrals

with singularities in contrast to what we have seen before. So we will modify our
notation a bit and work with the one common in physics literature so as to be in
sync with the work in [12], [35] and [36]. This is described below.

18



Notation 2.3.1. Let A = {a4,...,a,} be a generic alphabet of complex numbers.
Then, we define,

dt

t—a1

G(ay,as,...,a,;2) :—/ G(ag,...,an;t). (2.3.1)
0

We also impose G(0;2) = 1.

Remark 2.3.1. The iterated integrals above may be divergent at the endpoints.
This is resolved via shuffle-regularization, that is by using the shuffle property
2.2.4 of iterated integrals along with the initial condition, G(0; z) = log(z) and
G(z;2) = —log(z).

In order to keep track of the dependence on any number of variables, we introduce
the generating series

Gl G2 Gm 2] = Z Z €a1€ay - - €0, G(ar,y ..., a2,01;2) (2.3.2)

r=0 ay,a2,...,arEA

=1+ ZealG(al;z)—i— Z €, €a,G(an,a1;2) + ... (2.3.3)

a1€A a1,a2€A

The generating series above satisfies the Knizhnik—Zamolodchikov (KZ) equation
[47]

0 "L e,
5,0l a A =6l 2 a0 (234
1=

Remark 2.3.2. For A = {0, 1} we get the generating series of multiple polylogarithms
in one variable.

G(eg, €15 2) = Z Gw)w. (2.3.5)

we{eo,e1}*

Further, setting z = 1 in the above we get the generating series of regularized
multiple zeta values [15], also known as the Drinfeld associator,

Gleo.e1;1) = Dleger) = Y (=)™ ¢(w)w. (2.3.6)

we{eg,e1}*

Here, d(w), called the depth of ((w), is defined as the number of occurrences of e;
in the word w.
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2.3.1 TIhara coaction formula

We have already seen the coaction formula for iterated integrals due to Goncharov.
However, it will be much more convenient to work instead with the (generalized)
Thara formula [23, 26], which compactly packages Goncharov’s formula at the level
of generating series. For convenience we will drop the tensor notation and write a™
instead of a™ ® 1 € P™ ® P* and a“ instead of 1 ® a¥ € P™ ® Pv.

Theorem 2.3.3 (Ihara formula). The motivic coaction on the generating series of
multiple polylogarithms is given by

AGm[eal €ay - €anp . Z] —

ai as ... anp )
/ / /
m . otre e . € .
G| % 2] G )
(2.3.7)
! . . .
where the €q, for j=1,...,n are conjugates of the eq; given by
o 0t[ €aq €ag -+ €ap . o 0t[ €ay €ag -+ €ap . o -1
€a; = G™[ G a2 o ariz=aj] eq, GT[G1 G2 LAz =a5] . (2.3.8)

Remark 2.3.4. We will often set a; = 0 in which case e, = ¢ itself.
For A = {0,1} we get the coaction of the generating series of MPLs in one variable.
AG™(eg, e1;2) = G™(eq, e1; 2) G™ (e, e1; 2) (2.3.9)
where the conjugate ¢ is equal to
€)= D (eq, e1) eq (P (eg, e1)) L. (2.3.10)

The coaction of the Drinfeld associator is obtained by setting z = 1 in 2.3.9.

In analogy to the Thara formula in the one variable case 2.3.9, we will often refer
to the terms
G™[ % a2 o0 nsz = ay (2.3.11)

in 2.3.7 as generalized Drinfeld associators.

20



Chapter 3

Configuration space integrals,
twisted periods and coaction

Hypergeometric integrals are multi-valued functions. Twisted deRham theory is
the right framework for dealing with them. In this chapter, we will recall the
interpretation of hypergeometric functions as twisted periods of the configuration
space of the punctured Riemann sphere and express the coaction conjecture in this
setup. We start by setting up notation on configuration spaces of the punctured
Riemann sphere following [12].

3.1 Configuration spaces
We denote a genus-zero Riemann surface by

CP' := CU {0} . (3.1.1)

Let n,p € N.

Definition 3.1.1 (Configuration space). For a a topological space X, the configu-
ration space of p distinct points on X is defined as

Conf,(X) = X"\{(z1,22,...,2,) | x; = x; for some i # j}. (3.1.2)

Let X := CP"\{(n — p) points} be a Riemann Sphere with (n — p) punctures. We
denote by C(™P) = Conf,(X), the configuration space of p distinct points on X.
We also impose the following condition: 1 < p < n—3. Note that the configuration
space C™P) is p dimensional.
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Let us denote the inhomogeneous coordinates of the configuration space by z; for
i=2,3,...,p+1 and the inhomogeneous coordinates of the (n — p) fixed punctures
by z; and z; for j =p+2,p+3,...,n.

We use the Mobius transformation to fix three coordinates and set

(21, Zn-1,2n) = (0,1,00) . (3.1.3)

Further, we assume the fixed punctures 21, 2,42, 2p+3, - . ., Zn—1 to be real and ordered
as below.

0=xn< Zpt2 < Zpy3 <o < Zp2 < Zpo1 = 1. (314)

In what follows, the hypergeometric integrals that we will consider will only involve
integrals over coordinates 2, ..., 2,41 of the configuration space and so the fixed
punctures 21, 2p+2, 2p+3, - - -, 2, Will be referred to as the unintegrated variables.

3.2 Twisted periods and hypergeometric func-
tions

Hypergeometric functions can be interpreted as twisted periods on the configuration
space of punctured Riemann spheres where the twist is defined in terms of the
Koba-Nielsen factor.

The Koba-Nielsen factor KN™?) is defined as

KNP = ] (zf;i 11 zj;f) (3.2.1)

2<i<p+1 i<j<n—1

where the difference between punctures is denoted by

Rij = Zi—Zj (322)

and s;; will be thought of either as ‘generic’ real numbers or formal variables.
We also extend this notation by defining

sij = sj; and s; =0 (3.2.3)
for 1 <i,j <n-—1.

The genericity condition imposes that we must have

sij ¢ Z and ZSU ¢ Z (3.2.4)

(4,9)
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where the last sum is over all distinct unordered pairs (i, 7).
Finally, the twist is defined to be single-valued form w, ) = dlog KNP,

Definition 3.2.1 (Koba-Nielsen connection). Let Ogn ) denote the structure sheaf
on C(™P) and Qfnp) the sheaf of differential 1-forms on C ("P). Then the twist 1-form
w(n,p) defines an integrable connection on C™) called the Koba-Nielsen connection
[48].

AV =d+ Wnp\ - Oc(n,p) — Qé(w,) . (3.2.5)

“W(n,p)

3.2.1 Twisted (co)-homology groups and periods

Definition 3.2.2. The twisted deRham cohomology group denoted H5,(X, V(np))
is defined as the cohomology of C(™P) with coefficients in the integrable connection

(OC("J’) 9 vw(,%p) )

Hin(X, Vepnp) = Hip(X, (Octnn, Vistum)) - (3.2.6)

It is known that the cohomology groups vanish except in the top dimension [6, 50]
and that the dimension of the p' twisted cohomology group HY,(X, Vinp)) is

equal to d™P) where
—3)!
g — (=3 3.2.7
(n—3—p)! (3:2.7)
Concretely, the p twisted deRham cohomology group HYn(X, V) is a Q(s;;)
vector space generated by equivalence classes of closed p-forms up to exact p-forms

with respect to the differential V

“(n.p)

The sheaf of horizontal sections of the connection Vy, . denoted L, = =
ker(Vy,, ) is a local system (locally constant sheaf) on C™P). We also have
the dual local system £UVJ<W) defined as the sheaf of horizontal sections of the
dual connection V o = V_ - The dual local system Ecvu(n’p) is generated over

Q(exp(2mis;;)) by the Koba-Nielsen factor.

11 (zf;i 11 zf;f>. (3.2.8)

2<i<p+1 i<j<n—1

Definition 3.2.3. The twisted singular homology group denoted HZ (X, Ly, ) is
defined as the homology of C(™P) with coefficients in the local system Ly, The
dual singular homology group HP(X, ﬁx(n p)) and the singular cohomology group

HE(X, Ly, ) are defined similarly.
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Just like the deRham cohomology groups, the dual singular homology groups
HP(X, ﬁx(n p)) vanish everywhere except the top dimension. And the p'* twisted

homology group H(X, Ex(n p)) is a Q(exp(ims;;) vector space generated by equiva-
lence classes of ‘loaded’ cycles v(™P) @ KN, @y where 7P) is a closed p-cycle on
CmP)and KN, @) is a section of the Koba-Nielsen factor on ~(?),

Note that going forward we work with the complex vector spaces of cohomology
groups obtained by extending the scalars to C. This will be implicit in the notation.

To define hypergeometric function as twisted periods we need to work with integrals
over open bounded domains of C(™P). These are not closed cycles on CP)but they

are locally finite cycles on C™P). So we also consider the locally finite homology'
groups HOW(X, LY ).

W(n,p)

There are relations between the various singular homology and cohomology groups.
Assuming the genericity condition 3.2.4, we have for instance, the isomorphism of
homology groups [7],

Theorem 3.2.4. The singular cohomology group is related to the dual homology
group by the universal coefficient theorem

HE(X, L) = HE (X, £,,)" (3:2.10)

Finally, we have the twisted version of the comparison isomorphism [29].

Theorem 3.2.5. There is an isomorphism between the twisted cohomology groups

HgR(Xv Vo.;(n,p)) = HE(X, Ew(n,p)) . (3211)

Using the universal coefficient theorem 3.2.10 we can rewrite the RHS above in
terms of the dual homology group

Hip(X, Vi) = HP (X, L56,)" - (3.2.12)

Assuming the genericity condition we can work with the locally finite homology

group
~ 178,
Hip(X, Vinp) = HY (X, L0 00" (3.2.13)

!The locally finite homology group of a space is defined using complexes of formal infinite
sums of singular chains in contrast to the classical singular homology which works with finite
chains. For a formal definition see [11].
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Finally, this isomorphism can be rephrased in terms of a bilinear pairing

HZ(X, LY ) © Hip(X, Viny) — C. (3.2.14)

Once a basis 7" & KN o a € {1,.. np)} and w™, b € {1,...,d™P} of
the p'* locally finite dual homology group and p'* deRham cohomology group
respectively is fixed in the above pairing, the matrix of twisted periods is given by

Fp? = (3" @ KN | wi™) = / o KN i (3.2.15)

3.2.2 Twisted basis of cycles and forms

A basis of twisted forms and cycles for the p* (co)homology groups was written
down in [12] and we will introduce it in this section.

In the proposed basis, the twisted ‘locally finite’ cycles %(Ln’p ) correspond to bounded

regions of the real section of C™P) with boundaries contained in the union of

hyperplanes {z;; = 0} appearing in the Koba-Nielsen factor KN®™P)  And as for
KN((;pg) we choose the section of KN™?) on ~{™?)

expression for KN™? L is positive. We will work with this choice implicitly and

so that each factor z;; in the

often omit the Koba—Nlelsen factor in the basis of cycles So one can think of the
factor KN™?) appearing in the period integral F wP) 5

KNP = H <|21i|5” H fzz‘j|8”> (3.2.16)

2<i<p+1 i<j<n—1
to reflect our choice of section.

As mentioned in section 2.3 of [12], the basis of bounded cycles corresponds to
regions labeled by distinct real orderings of the p integrated variables z;,, 2;,, . . ., 2;,
among the (n—p) unintegrated variables in their fixed order and thus can be
expressed combinatorially via the following recipe.

Let us write A = (A1, As, ..., Ayt) to denote a partition of the ordered list of
unintegrated variables 2,19, ..., z,—2 into possibly empty parts A;.

Then we write

’Yg}p) = (1, Ay,ir, Ag,in, Az, oo, Apyip, Aprr,n—1,n) (3.2.17)

to denote the interspersing of the variables to be integrated among the unintegrated
ones.
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Writing Ay = (a1, ae, - - -, are,) We can interpret the sequence . .., Ay, ig, Ak, - .-
as the range Zage, < Zip < Zagy1, for the associated integration variable z; . If
however we have Ay = () or A1 = () then we replace the above with z;, | < z;,
and z;, < z;,,, respectively.

Corresponding to the above choice of basis of cycles, an associated basis of forms

is proposed to eliminate any poles with respect to s;;’s in the series expansion of
F(np)

We strip off the total differential and write

p+1
(np) _ ()
Wiy = g; Hdzk,where (3.2.18)
k=2
R Siqii Siy i Sip,j
e D D DR —mle (3.2.19)
ae{l A} T jae{1,A1 01,40} T2 Jpe{l,AL iy, Ag,. PP

e Ap_1yip_1,Ap}

We also state a basis 1/ AH ) for the dual deRham cohomology group H% (X, Vw(n )

They are derived from the basis of cycles y(q ) in the sense that each 1! Aﬂ ) has

3

logarithmic singularities with unit residues along the boundaries of 0, qu ),

To describe the dual forms we first write a basis cycle as a product of intervals?
the form below.

’yAd;? - {Zbil < Zip < ch } {Zb < Zip < ZCz } X X {Zbip < Zip, < zCip}

so that the integral on the top form can be written as

chl 2012 Zczp
| | dzk dz;, dz, ... dz;,
(n p) 2by, _
ZP

i.e. for each integrated puncture z;,, the indices b;, and c;, label the variables
adjacent to it in the ordering (3.2.17).

Finally, this allows us to write the dual forms as

p+1
y%m — g;;p) Iz (3.2.20)
k=2

ﬁ(n’p) _ 1 _ 1 1 _ 1 . 1 _ 1
Az Zi1,bi, Ri1,ci Zi2,bi, Ri2,Ciy Zipl)ip Zipﬁz‘p

2This choice is in general not unique but leads to the same cohomology class for dual differential
forms in any case.
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3.2.3 Coaction conjecture for hypergeometric functions
The following coaction formula is conjectured [3, 5, 12]

d(n,p)

AF®P = ZF ) @ FUP) (3.2.21)

to be consistent with the coaction of Taylor coefficients in the series expansion of
F(np)

We must be a bit careful here since the coaction is defined only at the motivic level
and so the above formula should be adjusted. The motivic and deRham lift of the
twisted periods can be defined analogously to how the motivic and deRham periods
were defined in the previous section just by changing the cohomology groups with
cohomology with coefficients [26]. So the correct form of the conjecture is to replace
the LHS with its motivic version, whereas on the RHS, we replace the left factor
with its motivic version and the right factor with its deRham counterpart.

d(n-p)
AFGPP™ = 3" ek g plieke (3.2.22)

c=1

Equivalently, in terms of the period matrix we have
AF®Phm = pup)m plrp),w (3.2.23)

where we drop the tensor notation going forward by writing a™ for a™®1 € P*®P¥
and a* for 1 ® a¥ € P™ ® P“.

In the final chapter of this text, we will prove the above coaction formula when
p=1and n = 4,5 as well as for p = 2 and n = 5,6. The case (n,p) = (4,1)
corresponds to the classical Beta function for which the above coaction is already
known while the case (n,p) = (5,1) corresponds to Gauss’s o F hypergeometric
function for which the coaction conjecture was proved in [26]. However, we will
give alternative proofs in this report by making use of certain equivalent criteria
for the coaction conjecture which is discussed in the chapter 5. This alternative
approach will also allow us to prove the coaction conjecture for (n, p) = (5,2), (6,2)
which are new results. This result will also lead to a proof of the conjecture due to
Schlotterer-Stieberger [51] and its reformulation due to Drummond-Ragoucy [34]
on open superstring amplitudes that was alluded to in the introduction.
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Chapter 4

Drinfeld associator and the initial
value series

The focus of this chapter is to derive a series expansion for the Drinfeld associator
in terms of a certain operator defined in terms of a derivation on the free Lie
algebra in two variables. This allows us to write down explicitly the coefficients of
conjugate Drinfeld associators which is required to prove some conjugate identities
in section 5.5. We will work solely over the f-alphabet 5.1.2.

The results in this chapter will only be needed in section 5.5 so the reader may
skip them until required later on.

4.1 Derivation and the circle operator

Let g = Lieg/|eq, e1] be the free Lie algebra generated by letters eg and e; over a
field K. Let U(g) denote the universal enveloping algebra of g. Note that g embeds
into U(g).

To each element y of the Lie algebra g we can associate a derivation D, on U(g) as
follows. For y € g, define

Dyeog =0, Dyey = [eq,9] (4.1.1)

and extend the derivation to all of U(g) by using the product rule of differentiation.

For y € g and x € U(g), we define the circle operator, a right action of g on U(g)
as
rxoy:=xy— Dyx. (4.1.2)
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In what follows, we will also need to work with the derivation D which complements
D. For y € g, define .
Dyeo = [eo, y), Dyer =0 (4.1.3)

and extend as a derivation to all of U(g).

Note that for all y € g and = € U(g) we have

Dyx + l/)\yx =z, y]. (4.1.4)

We also have the complementary circle operation © defined as follows. For y € ¢
and x € U(g) we define

xSy:xy—ﬁy:c. (4.1.5)
From equation 4.1.4 it follows that we have

ZL‘/O\y =xy — ﬁyx =y — ([x7y] — DygL’> =Yyxr + Dyl’. (416)

4.2 Circle operator expansion

The following theorem is due to Francis Brown [18] though we include an indepen-
dent proof below.

Theorem 4.2.1 (Circle Operator Expansion formula). For j € N, there exist words
P2j, Waj11 € Qeg, e1) of length 2j and 2j + 1 respectively such that the motivic
and deRham Drinfeld associators have the following series expansion using circle
operators,

"(eo, e1) = (O () "p2y) > Untu fi) w0 ow;,  (42.1)
]:0 11,82, i €2N+1
™ (eo, €1) Z Z (fisfia - fi,)"wiy 00wy, (4.2.2)

r=0 41,i2,...,i, E2N+1

where the circle operator is to be computed from left to right. Moreover, ps, waji1 €
Liegleo, e1], that is, p2, waj11 are in fact commutators in ey, eq for j € N.

We fix K = Q and g = Lieg|eg, e1] in this section. Note that U(g) = Q (ep, €1).

Recall that the Q algebra of motivic multiple zeta values in the f-alphabet is
generated by non-commutative letters f for £ > 3 odd and f, where f, commutes
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with all fi. Therefore, we can express the motivic Drinfeld associator in the form
below

"o e) =D > > D" afu fi)" Wagar i, (4.2.3)

7>0 r>0 i1,i2,...,i,€2N+1

for some words Wa; 4, . ;. € U(g). Further, observe that due to the weight grading
on motivic multiple zeta values, we have that Wy;; ; is a word of length 25 +
i1 + ...+ 7.. Note that we will just write W;, _; in case r = 0 and consider also
the deRham Drinfeld associator,

q)bt 607 61 Z Z (filfiz : fw)at Ulyeenlr (424>

r>0 i1,i2,...,ir E2N+1

sbr

Note that there is no canonical isomorphism between the QQ algebra of motivic
MZVs and the algebra in the f-alphabet; however, the form of the results that
follow in this section won’t depend on the choice of isomorphism itself.

Lemma 4.2.2. For k=2 or k > 3 odd, the word Wy, € U(g) that appears in the
ansatz 4.2.3, 4.2.4 is actually a commutator in ey, eq, that is, Wy, € Lieley, e1].

Before we prove this result let us recall some prerequisites.

Let R be a commutative unital ring of characteristic zero. Let R{eg, e1), R{{eo, €1)),
denote the ring of polynomials and the ring of power series in non-commutative
letters eg, e; with coefficients in R respectively. Let Ag denote the coproduct on
R{({eq, €1)) which is defined on the generators by

As(ej) :€j®1+1®€j7 j:(),l, (425)

and extended to the power series ring as a ring homomorphism.

Then, note that a polynomial word W (e, e1) € R{eg, 1) satisfies
AS(W(G(), 61)) = W(Go, 61) RI+1IR W(e(), 61) (426)

if and only if W (eg, e1) is a commutator in eg, ey, that is, W(eg, e;1) € Lie[eg, 1],
by Friedrichs’ theorem [46].

Let us fix R to be the algebra of motivic multiple zeta values. Also, recall that the
motivic Drinfeld associator satisfies

As(q)m(eo, 61)) = CIDm(eo, 61) & (I)m(eo, 61> . (427)
Now, we can give a proof of lemma 4.2.2.
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Proof. Making use of our ansatz 4.2.3 in the series coproduct 4.2.7 we get that

Z Z Z (fg)m (fir fin - fi )" As(Wajiy.in) =

>0 r>0 iqg,...ir €2N+1

SN Y Dt f ) Wagiya,

>0 r>0 iqg,...ir€2N+1

® Z Z Z (fg)m (filfig s fir)m W2j7i1 77777 i (4.2.8)

>0 >0 iqi9,....ir €2N+1

For k =2 or k > 3 odd, let us compare the coefficient of f; on both sides of the
equation above. On the left side we have Ag(W}), whereas on the right side we
have Wi (eg,e1) ® 1 +1® Wi(eg, e1). Therefore, Wy (eq, e1) € Lieleg, e1].

The same proof holds for ®%(eq, ;) except there is no Ws term since f3* =0. [

,,,,,,

the ansatz 4.2.3.

Lemma 4.2.3. For j,r > 0 and iy, ..., € 2N+ 1 we have

i =WajoW; 0...0oW; (4.2.9)

......

where the circle operator is to be evaluated from left to right.

In this section, let A, denote the motivic coaction on the algebra of motivic
multiple zeta values. Then, Thara’s coaction formula tells us that

An(P™(eg, €1)) = P™(eg, €)) D™ (eq, €1) (4.2.10)

where

!

e, = ®%(eq, €1) 1 (P*(eg, 1))t (4.2.11)

Recall also that the motivic coaction on the f-alphabet is given by deconcatenation,

T

Aa(ffifis - fi)™ = (fg)mZ(filfiz o fi) (figir - )™ (4.2.12)

q=0
for 5 > 0,7 >0 and 4y,...,7 > 3 and odd.

Finally, we have the proof of lemma 4.2.10.
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Proof. We prove this result by induction. First, note that for r =0 and j # 0 or
for 7 = 0 and r = 1, there is nothing to prove. So, the base case is covered, and
the induction step follows from the following argument. Observe that

O*(eg,er) =1+ »  fEWi +... (4.2.13)
i1€2N+1
and therefore
(®*(eo,er)) " =1— > [fEWi, +.... (4.2.14)
i1€2N+1

Therefore, we can write the deRham conjugate as

6,1 = (I)Dt(eo, 61) €1 (@Dt(eo, 61))_1 = €1 — Z ot [61, WZ1] 4+ .... (4215)

11
11€2N+1

Now, making use of our ansatz 4.2.3 in Thara’s coaction formula 4.2.10 we get that
the left side is equal to

Z Z Z Am((f§>m fin: zn; s zn:) W2j,i1,...,ir(€07 61)

>0 r>0 iqg,...ir€2N+1

r
=220 2 RIS R F Wagii (o 1)
q=0

>0 >0 d1,i2,...,in €2NI1

(4.2.16)

whereas the right side is equal to

SIS ST A Wagay, (€0, €)

>0 r>0 i1g,....ir€2N+1

XYY W, (e0 1)

r>0 iq,i9,...,ir €2N+1

=3 Y A Waga(eo, e1— Y f2 e, Wi+ )

>0 r>0 iq,iz,...,ir€2N+1 i1 €2N+1

x> > Wi (eoser) . (4.2.17)

r>0 i1,i2,..., i €2N+1

From the left side of the Ihara coaction, we see that W, ; (eo, 1) is the coefficient
of

r

An((D™ R D) = (™Y Y (4.2.18)

q=0
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and thus in particular the coefficient of

(™ (4.2.19)
Consider also the coefficient of the above f-word on the right side. The motivic
part of the word, (f3)™ fi* fix ... fi* , fi* , appears as a contribution from

D™ (eq, ) =1+ ()™ fm ™™ Wy (e0,€q) + ..o (4.2.20)
with the accompanying word
Wajir,..ir— (€0, €1) (4.2.21)
whereas, the deRham part of the word, f*, appears either as a contribution from
e, = D™ (eg, e1) €1 (P (eg, €)= €1 — I e, Wi, (e, €1)] + - ... (4.2.22)
in Woji . i (€0, e’l) or as a contribution from the second factor

D (eg, €1) =14 [ W, (eo, 1) + ... (4.2.23)

in the Thara coaction. In the latter case, we can ignore the deRham contribution
from e; and get

WQj,i1,-~~,’ir—1 (60, 61) Wi,« (60, 61) . (4224)
as part of the coefficient of

For the former case, consider the word below
Wajir,ir 1 (€o,€1) = Wajir i (o, €1 — £ [e1, Wi (eo,e1)] +...).  (4.2.26)
and the coefficient of f* in it. Since
e, =€ — I ler, Wi (eg, e)] + ... (4.2.27)

for every appearance of ey in the word Wy, . . (eg,e1), considering only one e;
at a time, we get the term —f; [e1, W;, (eo, €1)]. Thus, taking them all together we
get the coefficient of f; as

—Dw,, (ev.e)Wajir,...ir-1 (€0, €1) (4.2.28)

Finally, adding the two contributions we get the coefficient of

(D™ fofm f™ ™ as (4.2.29)

11 Jig A2 Jir—1 S
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i = Wajir,.i,_y (€0, 1) Wi (eo, €1) — Dw,, (eo.en)Wjir....ip_1 (€0, €1) (4.2.30)
= Wajin,...ins (€0, €1) © Wi (e, €1). (4.2.31)

------

Hence, by induction, we get that
Wojirrin =WajoW; 0. oW, . (4.2.32)
O
Finally, we have the proof of Theorem 4.2.1.

Proof. Follows from the discussion in this section along with lemma 4.2.3 and 4.2.2
after taking po; = Wo; and wyjp1 = Wy, O

Our main goal in the following two sections is to write down the coefficients of the
Drinfeld conjugate ®**e;(®°)~! in terms of derivations.

Also note that going forward, we will only be working with deRham periods, so we
will drop the dt superscript from the f-alphabet for ease of notation.

4.3 Coefficients of the inverse series

We first need to understand the coefficients of the inverse ®% (e, €)'

We know that
D™ (eg, €1)"" = (e, €) . (4.3.1)

In this chapter, for a word (e, 1) € U(g), we write T’ (e, 1) to denote z(eq, ep),
that is the word obtained by swapping ey and e; in z.

From 4.3.1 it is clear that we have for all 7 € 2N + 1,

m(eo, e1) = —w(eg, €1) . (4.3.2)

Next, we need to understand how the swapping operation affects the derivations
and the circle operator.

Lemma 4.3.1. For all z € U(g) and y € g, we have

Dyi = Do . (4.3.3)
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Proof. Since the derivation is linear it is enough to assume that z is a monomial
word in U(g). Then, by the product rule, D, acts on z as follows. If only the
letter ey occurs in z, then Dyx = 0 and the result is clear. Otherwise, for each
occurrence of the letter e; in x, D, replaces that e; by [el, y| and adds it to the

output. Finally the swapping operator in 55 changes x by " and y | by which

causes all the [e, y]’s to be replaced by [eg, '], And thus we get D<—> as the
result. O

Lemma 4.3.2. For all z € U(g) and y € g, we have
%oy:?f??. (4.3.4)
Proof. From lemma 4.3.1 we have

— =~ ~
%oi}:xy—Dyx:??— §5yx:W?—D?W:?o?:??+D7W
(4.3.5
and the last two equations follow from 4.1.5 and 4.1.6 respectively. m

~—

Corollary 4.3.3. The coefficient of fi, ... fi, in the series ®* (e, e1)™! is equal to

75 ... 5ty (4.3.6)
Proof. Follows from equation 4.3.1 and lemma 4.3.2. [

4.4 Coefficients of the conjugate series

Our next result is about the coefficients of the conjugate series ®°(eg, e1)e; P (eg, €1) !
To be clear, we are looking at the coefficients of the words in the f-alphabet in
terms of words in eg, e;. To motivate this result we describe a few computations.

1. The coefficient of 1 is e;. This is clear since the constant term in both ® and
O lis 1.

2. The coefficient of f; for ¢ > 3 odd is
w; e + e Wz . (441)

Since the term f; comes either from ® with a coefficient of w; or from ®~1
with a coefficient of m)
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3. To figure out the coefficient of f;, f;, we have to look at all the shuffle products
that could lead to the appearance of the term f;, f;, in the conjugate product
series and we get

(w,-l o} ’U)z’2)€1 + Wi, €1 U}HZQ + Wi, €1 1<U_Zl> + €1 (U<)_zl> /O\QTZ;) (442)
corresponding to the shuffle terms
Jiy fiowl, fowifiy, fi,wfiy, 1wifi fi, . (4.4.3)

From the above examples, the pattern is now clear. To be precise we introduce the
following notation. For monomial words u, v and z in the f-alphabet we define

C(u, v; z) = coeflicient of zin the shuffle product uww . (4.4.4)

Also, for a word f;, ... f;, in the f-alphabet, we define

w(fiy - fi) =wi 0. 0w, and (4.4.5)
W(fi, - fi) ::wHila..afv_i:. (4.4.6)

With the prescribed notation above we can write down the coefficient of the Drinfeld
conjugate series.

Lemma 4.4.1. Forr € N, the coefficient of fi, ... fi, in the series @™ (e, e1)e;P* (g, €1)
18 equal to

Z C(u,v; fiy ... fir)w(u)eluj(;) . (4.4.7)

{(u): fiy o fi €utiv}

Proof. Clear from looking at all deshuffles of the word f;, ... f;. and the coefficients
of the corresponding components in the series ® and ®~!. O

We are at a stage where we can write down the above coefficients purely in terms
of derivations. To motivate this result we again describe a few examples.

1. The coefficient of 1 is e;.
2. Using equation 4.3.2 we get that the coefficient of f; for ¢ > 3 odd is

w; e; + €1 WZ =WwW; €1 —eLw; = [wi, 61] = —Dwiel . (448)
3. The coefficient of f;, f;, for i1, 72 > 3 odd and distinct is
(wil o wh)el + W;, €1 1<1J_22> + W;, €1 U)<_)Zl + €1<w<_>“6w<_)22> = th l)wi1 €1 (449)
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as can be easily verified. Similarly, for ;1 = 75 > 3 odd we get
(wil (0] U}i1>61 + 2wi1 €1 1<U_i1>€1 (wH“ /O\Z<U_“>) = Dwil l)wi1 €1 (4410)
which is identical to the previous case when ¢; and iy are distinct.

This leads us to the following theorem.

Theorem 4.4.2 (D. Kamlesh). Foriq,... 1. € 2N+ 1, the coefficient of fi, ... fi,
in the series ®(eq, e1)e; P (eo, €1)! is equal to

(—1)' Dy, - Dy, 1. (4.4.11)

Convention: Before we proceed with the proof, we want to set a convention for
this chapter. For the sake of simplicity and clarity, going forward, we treat all
the indices ¢; as distinct. This way of representation does not cause any loss of
information and serves as a unifying notation. To illustrate with an example let us
discuss the example 3 again when i; = 75. So when we consider the deshuffles of
1-21, we write
fir fia w1 fiywfig, fisWifiy, 1wifi fi, - (4.4.12)
instead of
Jwl, fwfi, =2f7, fiwl (4.4.13)
since we are treating 7; and i, as distinct indices. Also, following the first formula-
tion, the coefficient of f2 in the conjugate series ®* (e, e1)e; ™ (eq, €1) " will be
written as

(w;, ow;,)er + w;, eq Q<U—Z2> + w;, eq I<U—”> + el(fu_h) SwHZ-Q) = Dy, Dy, 1. (4.4.14)

This observation allows us to rewrite lemma 4.4.1 as follows by setting all the
shuffle coefficients C'(u, v; w) to 1.

Lemma 4.4.3. Forr € N, the coefficient of fi, ... f;, in the series ®*(eq, e1)e1 @ (eg, €1)

1S equal to

—

S Clwvifa o fuent) = Y w(we().
{(u,0): fi . fi, Cunv} {(u,0): fi .. fi, Cunv}
(4.4.15)

Remark 4.4.4. Next, we add a small observation that will be used in the proof of
theorem 4.4.2 below. For every pair (u,v) such that f;, ... f;. € uwww, we clearly
have that

fio oo fifi € ufs,ywvand f; ... fi fi,, € wwvf; . (4.4.16)
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Conversely, for any pair (@, ?) such that f;, ... f; fi,,, € @wo, either @ or ¥ must
have the letter f; ., at its end. So we must be able to write either

(fb, 6) = (ufir+1vv) or (ﬂ’v ﬁ) = (uv vfiwrl) : (4'4'17>

Proof. For arbitrary r, consider the derivation of the coefficient of f;, ... f;.. We
have

_Dwir+1( Z w(u)eiw(v)) = Z (—wal (w(u)erw(v))) .
{(w,): fiy . fip Euwivy {(w,): fiy ... fip Euwv}
(4.4.18)
Focusing on the bracketed term on the right-hand side we get
—Dy, ,, (w(u)erw(v)) = =Dy, (w(w))erw(v)+w(u)(=Duy, , e1)w(v)+w(u)ei(—Duy,  (w(v))).
(4.4.19)
In particular
_Dwir+1€1 = [wir+17 61] = wir+1€1 — €1U}Z’r+1 = ’LUiM_1 €1 =+ €1wiT+1 (4420)
and so the middle term can be rewritten as
w(u)(—walel)w(v) = w(u)(w;,,,e1 + e1w;, . )w(v). (4.4.21)

Putting above in the original bracketed term we get

— — —

—Dy,, (w(u)eqw(v)) = (—wal (w(u))eqw(v) + w(u)wirﬂelw(v)) (4.4.22)

+ (w(uw)erlo;, w(v) + w(u)er (=D, (w(v))))- (4.4.23)
The last term can be modified using
-D, ~=D_, =D (4.4.24)
tr41 tr41 Tr41
to get
D, _, (w(werw(v)) = (w(u)w,,, D, wlu))erw(v)+w(u)ey (i w(v)+Dg—rw(v)).

(4.4.25)
Using the definition of the circle operators along with equation 4.1.2 and 4.1.6, we
have

— —

Dy, (wwerw(v)) = (w(u) 0wy, erw(v) + wlwey(w(v)5857)  (4.4.26)

— —

=w(uf;,, )erw(v) + wluw)eqw(vfi., ). (4.4.27)
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Therefore, the derivation of the coefficient of f;, ... f;. is

—_—

—D,, ( Z w(u)eiw(v)) (4.4.28)

{(u,0): fi; .. fi, Euuv}

—— —

= Z (w(ufi,,,)erw) + wlw)eiw(vfi,,)) (4.4.29)
{(u,): fiy .. fi, €urnv}
= Z (w(ufi.,,)erw(v)) + Z (w(uw)erw(vfi,,,))
{(u,0): fiy .o fi, Eumv} {(u,0): fiy .o fi, Euv}
(4.4.30)
= > w(ufi, . )erw(v)+ > w(u)erw(vfi,,))
{(U,U):fil-..firfir+1€ufi7,+1 wv} {(uvv):fi1~~~firfiT+1euu-‘vfir+1}
(4.4.31)

_ S w(@)erw(d) . (4.4.32)

{(ft,f)): fil "'firf’ir+1 cuw f)}
This is the coefficient of f; ... f; fi.., by proposition 4.4.3 and the last two
steps use remark 4.4.4 discussed before the proof. Since the coefficient of 1 in
D% (e, e1)e1 P (eg, e1)7 ! is er, we get the required result by induction. O

Next, we study conjugates when there are two Drinfeld factors involved.

Let e(1,0),e(1,1),e(2,0),e(2,1) be non-commutative letters and consider the con-
jugate below.

®(e(1,0),e(1,1)) ®(e(2,0),e(2,1)) e(2,1) ®(e(2,0),e(2,1)) " ®(e(1,0),e(1,1)) 7" .
(4.4.33)

Let us denote by X := ®(e(2,0),¢e(2,1)) e(2,1) ®(e(2,0),e(2,1))~!, the inner con-
jugate. Let w € Lieleg, e1] be a commutator in letters e(1,0), e(1,1). For j = 1,2
we write w(j) := w(e(4,0),e(4,1)). Further, let us define

Daug(X) = [X, w(1) (4.4.34)

for all w € Lieleg, e1]. Then, X does the work of e; in theorem 4.4.2 and we get
that

P (e(1,0),e(1,1)) D(e(2,0), e(2, 1)) (2 1)c1>( (2,0),e(2,1)) " ®(e(1,0),e(1,1))*
— d(e(1,0),e(1,1)) X d(e(1,0), Z Z V' fir - fu D,y 1) - - Doy 1y X
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= Z Z (=1 fir - fi Dy 1) - - Dwil(l)(z Z (=" fjs - fim Dy, (@) - - - Doy 2)( X))

To simplify the above expression, let u,v be words in the f-alphabet such that
fiys- .- fi, occurs in the sum www. Then, we can write u = f;, ...fial and v =

fiy, - fiy,, where I +m = r and a;, by, are distinct letters from the list i1, ..., 4,
Note that we must have a1 < as < ... <q and by < by < ... < by, since a;, by, must
presei\i/e the internal ordering of i1,. .., 4, for fiy,... fi, € fir, - fi, Whiy, - fiy,
to hold.

Then, the coefficient of f;, ... f;. in the conjugate series 4.4.33 can be written as

Z (—1)T Dwial (1)« - Dwia1 (1) Dwibm (2)--- Dwib1 (2) X. (4436)

(w,0): fiq - fir €utliv

We can simplify the above expression further by extending the definition of D)
to Liele(1,0),e(1,1),e(2,0),e(2,1)] by setting
Dyy2y(w'(1)) =0 (4.4.37)
for all w' € Liele, e1].
Theorem 4.4.5 (D. Kamlesh). The coefficient of f;, ... fi. in the conjugate series
4.4.33 1s equal to
(_1)erir(1)+wiT(2) e Dwi1(1)+wi1(2)(6(2, 1)) . (4438)

Proof. From 4.4.36 we know that the coefficient of f;, ... f; is equal to

> (=1)" Duyy 1) - - Dy ) Dy @)+ Dy @ €(2.1) . (4.4.39)
(w,0): fiq - fi €UV
where u = f;, ... fi,, andv=f;, ... f;

First, we focus on the expression below,

D“’ial a--- Dwia1 (1) Dwibm (2)--- l)wib1 (2) 6(2, 1) . (4.4.40)

By definition 4.4.37, D“’ibm (2) acts on any Dwiaj(l) by zero and thus Dwibm (2) com-
mutes with Dwiaj(l)- Therefore, we can push Dwibm (2) to the left in the above
equation. If b,, > a; then we push Dw%m (2) all the way to the left or if a; > b, then
we leave D, (o) inert. If not, there exists k € 1,...1 such that ay > by, > ap_1

b m
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and in this case we push Dwibm (2) to the left until it sits between Dwiak(l) and
wiq, _, (1)- We repeat the same procedure for Dwibm_1 (2)- Note that by definition
of the above procedure, Dwibm_1 (2) never gets pushed beyond Dwibm (2) and so the
process is still valid. We repeat this procedure until Dwib1 (2) is also exhausted and

in the end, we are left with a rewriting of 4.4.40 as follows
(o) - . D ) e(2,1) (4.4.41)

wi, (er ) wiy (
;“’U) takes values in 1,2 depending on the pair (u,v). As we sum over the
pairs (u,v) such that f;, ... f;. € wwov then the sequence e&u’v), ce eﬁ“”’) covers all
binary sequences in letters 1 and 2 and thus we can rewrite equation 4.4.39 as

where €

(—1)7’(Dwir(1) —+ Dwir(2)) . (Dwil(l) + Dwi1(2)) (6(2, 1)) . (4442)

Since D,, is linear in w we can write above as
(_1)erir(1)+wiT(2) e Dwi1 (1)+wi1(2)(6(2, 1)) . (4443)
O

Remark 4.4.6. The above result can be extended when working with conjugates
with more than two factors by appropriate extensions of the definition of derivations.
This fact will be used in section 5.5.

4.5 Initial value series

For ¢ € 2N + 1, let M; denote the abstract generators of a Lie algebra. In this
section, we are interested in series of the form

Mat - Z Z (le “ e fir)atMil .o Mir . (451)

r=0 i1,i2,...,i, €2N+1

In particular, we want to prove conjugate identities for the series M, analogous to
what we saw earlier for the Drinfeld associator. Such series appear in section 5.2
where they will be referred to as an ‘initial value series’. The results in this section
will only be needed in section 5.5 so the reader may skip them until required later
on.

Our first goal is to find the inverse of the series M. So we write down the ansatz

(Mbt)il = Z Z fil . e firWi1,~~~,ir (452)

r=0 i1,i9,...,ip E2N+1
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and we want to compute the terms W, _; .
Using the relation
M (M) =1 (4.5.3)
and comparing coefficients of the words f;, ... f; in both sides we make the following
observations.
1. The constant term of (M®)~1 is 1.
2. Looking at the coefficient of f;, we get

M, + Wi, =0. (4.5.4)

So we have W;, = —M;, for all positive odd integers ; > 3.

3. The coefficient of f; f;, can be found by looking at words whose shuffie
product has the term f;, f;, in it. We have four possibilities -

firfiuwl, fowfiy, fiwfiy, wf fi, - (4.5.5)
Looking at the coefficient contribution from each term we get the relation
M;, M, + M; Wiy, + My, Wi, + Wi, 4, = 0. (4.5.6)

Using 4.5.4 and simplifying we get that W, ;, = M, M;,.

1,02

The general pattern of the coefficient equation is now clear. To state it precisely

we define some notation. For positive odd indices iy, ..., and words f;, ... f;. we
define
M(fi,,.... fi,) = M,, ... M; and (4.5.7)

W(fip'-'afir):VVil ----- i

Then we get the following relation after comparing coefficients in 4.5.3.

> C(u,v; fiy - [, )M(u)W(v) = 0. (4.5.9)

{(wv): fiy .. fi, Cuwv}

Recall that we treat all the letters fi,’s as distinct for ease of computation, and
thus, we can simplify the above as follows.

> M(u)W(v) =0. (4.5.10)

{(u,0): fi; ... fi, Euuv}
We use this relation to prove the following lemma.
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Lemma 4.5.1. The coefficient of fi, ... fi. in the series (M®)~1, W,
to

i 1S equal

(—1)"M;, ... M, . (4.5.11)

Proof. We prove this result using induction. We have already checked a couple of
base cases. So let r be a positive integer and assume that the lemma is true for all
positive integers less than or equal to r, that is,

Wiy,.iy = (=1 My, ... M, (4.5.12)

J J
for positive integers j < r. We will prove the result for r + 1.

We split the pairs (u, v) such that C(u,v; f;, ... fi,,,) = 1 into two types. First, we
have the pairs where the word u ends in the letter f; , and similarly we have the
second type of pairs where the word v ends in the letter f; ..

Note that any pair (uf;.,,,v) from the first type can be changed into a pair
(u,vf;.,,) from the second type and vice versa. Further, the transfer of the letter
fi,, along with our induction hypothesis 4.5.12 leads to the relation

M(uf;, )W)+ M)W (vf;,, ) =0. (4.5.13)

except when u = f; ., since in that case v = f;, ... f;. and the term W;, _; is
unknown.

However, the above equation 4.5.13 when used with the relation 4.5.10 cancels all
the term except the one associated with v = f; ., and so we do indeed get

M(fi, . W (fi, .. fi,) + M)W (f, .. fi, fir,n) = 0. (4.5.14)

Again, by making use of the induction hypothesis 4.5.12 in the above relation we
get
(_1)TMir+l i

Lyeenbr1

This proves the lemma. O

Our next goal is to work out an analogous result to 4.4.2 for the initial value series

M.

Let eg, e; be non-commutative variables such that [eq, M|, [e1, M;] € g = Liele, e1]
for ¢ > 3 odd. Then, for every positive odd integer ¢ > 3, we define a derivation
Dy, on U(g) by setting

Dy, (eo) = [eo, Mi], D (er) = [er, M;] (4.5.16)

and then extending the derivation by the Leibniz rule.
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Note that the above definition implies
Dy, (w) = [w, M;] (4.5.17)

for any word w(eg, e1) € U(g).

Let X € Lieleg, e1]. We want to compute the coefficients of the conjugate series
(M)~ XM and we start by looking at some examples.

1. The coefficient of 1 is X.
2. The coefficient of f;, is

~M;, X + XM, = [X,M;,] = Dy, X . (4.5.18)

3. The coefficient of f;, f;, can be worked out by looking at the deshuffles again
and we get

My, My, X — My, X My, — My, X M;, + X M;, M,
— [[X, My,], My,] = Doy, Dag,, X . (4.5.19)

The general pattern is clear and we reintroduce some notation to state it precisely.

For positive odd indices i1, ...,4, and words f;,,..., f;. we define
M(.fi17 e f%) = Mil R Mi,« and (4520)
W(fisseoos fir) = Wiy = (=1)"M;, ... M;, . (4.5.21)

The below result is then clear.

Lemma 4.5.2. The coefficient of fi,, ..., fi. in the conjugate series (M)t XMP*
18 equal to

> W (u)XM(v). (4.5.22)

{(u,0): fiy ... fip €uwv}
However, we want to express the above coefficient in terms of derivations and the

corresponding result is below.

Theorem 4.5.3 (D. Kamlesh). The coefficient of f;, ... fi. in the conjugate series
(M) L XM is equal to
Dy, - Dag, (X). (4.5.23)
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Proof. We prove this result by induction. The first few cases have already been
checked. So assume that the result is true for positive integers less than equal to r
and we will prove the result for r + 1.

From proposition 4.5.2 we know that the coefficient of f; ,..., f; ., in the conjugate
series (M)~ XM is equal to

> W (@)X M(D). (4.5.24)
{(’&,’5)2 fil .‘.f¢7.+1 S L ’D}
By remark 4.4.4 we can split it into a sum
> W (ufi, )X M(v)+ > W(w)XM(vfi,.,).
{(u): fiy wfipfip g €ufi, g W v} {(u,v): fiy o fip fipp €U vfiT+1}
(4.5.25)

Again, using remark 4.4.4, we can also drop the factor of f; , from the sum pairs
to get

> W (ufi, )X M(v)+ > W(u)XM(vf;,,,) (4.5.26)
{(w,0): fiy - fip Eunv} {(w): fiy .. fi, Eurnv}

Then making use of the M and W notation 4.5.20 we can rewrite above as

> (=M, )W (W) XM (v) + W(u)XM(v)(M;,,,)]  (4.5.27)
{(u,v):fil.‘.fir Euwv}

— —M,,,, Du, ... Das, (X) + Dy, ... Dagy (X) M., (4.5.28)

= [Das,. .. Dag,, (X), My, ) = Das, Da, - Dag,, (X) (4.5.29)

where the last two lines make use of the induction hypothesis and proposition
4.5.2. O
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Chapter 5

Equivalent criteria for the
coaction conjecture

The results in this chapter were achieved as part of a collaboration with Hadleigh
Frost, Martijn Hidding, Carlos Rodriguez, Oliver Schlotterer and Bram Verbeek.
This progress was first announced in [35] and a more detailed work is meant to
appear in a future article [36].

In this chapter we explore the connection between period matrices of hypergeometric
functions and series expansion in multiple zeta values and multiple polylogarithms.
Our strategy is as follows. The matrix of twisted periods is known to satisfy the KZ
differential equation. Since the generating series of multiple polylogarithms solves
the KZ equation, this allows us to express the period matrix as a series expansion
in polylogarithms up to a factor of initial values comprising of multiple zeta values
computed by taking boundary limits. This allows us to derive equivalent criteria
for the coaction conjecture in terms of the series coefficients by making use of the
Ihara formula. To be completely general we will work abstractly in this chapter
and not deal with any explicit period matrices. We will come back to the coaction
conjecture in explicit cases in the next chapter. For reasons of convenience and
aesthetics, we will also work with a slightly different notation in this chapter, which
is discussed below.

5.1 Setup

Let n € N. We work with a holomorphic function F = F™ of n-variables

FW = FM (2. .. 2,) (5.1.1)
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defined on the coordinates
{(z21,...,2, €C")|2z; £ 0,1 and z; # z;, forl <i#j<n}. (5.1.2)

We also set
20 = 0, Zn+1 = 1. (513)

We should think of the function F™ as a stand-in for the period matrix of
hypergeometric functions. It is already known that[50, 6, 55] such period matrices
satisfy matrix-type KZ equations'. Hence, we may suppose that the function F

satisfies the following partial differential equations for £k =1,... n,
o n+1 en -
a—F(zl,...,zn):F(zl,...,zn)( Yo ) (5.1.4)
2k — E— 2§
J=0,j#k

where we think of e ;’s as the abstract generators of a Lie algebra satisfying the
infinitesimal braid relations? :

€i,j = €54 if 4 7’é j, (515)
l€ij, exa] =0 if i#j#k#1 and (5.1.6)
[em + €j k> 61'7]6] =0 if ¢ 75] 7£ k (517)

fori,j,k,l=0,1,...,n+ 1.
We denote the differential factor on the right by

n+1 e s
X0 = b (5.1.8)
=0,k kT C
so that we may write
9 _ ()
F(z1,...,20) = F(z1,..., 20) X} . (5.1.9)
8zk ’

Since F™ satisfies linear differential equations we can solve for it in terms of
iterated integrals. Concretely, we get a solution to 5.1.4 on the branch

0=20<21...2p < 2Zpp1 =1 (5.1.10)

LA proof of this using the notion of S-bracket will appear in [36].
2The existence of braid relations for the e;,;'s is also known and a new proof will appear in
[36].
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by integrating along the path

(0,0,...,0) = (0,...,0,2,) = (0,...,0,2-1,2,) = ... = (21, Zn_1,2n) -
(5.1.11)
This gives a series expression for F' as
F(z1,...,20) =
IG| 5 o o] - G R it s @[T s (5.012)
where . .
I:=lim ... lim Fz 0. 2, " (5.1.13)
zn—0 21—0
is the initial value factor and the starred entries for k = 1,...,n are given by
k—1
€ro = €ro + Z Chyj - (5.1.14)
j=1

Note that we have e, = e;o. Also, observe that the series of polylogarithms
G(—; zx) in 5.1.12 depends only on zj and the variables with higher indices, that
IS, Zka1,--.,2n, but not on 2y, ..., 2x_1.

For simplicity, we will sometimes abbreviate the series of polylogarithms in 5.1.12
as

— *
Gr = G(2; e ;) = G[egéﬂ BT (5.1.15)
and write
F(Zl,...,Zn):HGn...Gl. (5116)

Remark 5.1.1. It is known that the initial value factor I can be expressed in terms of
multiple zeta values® and we usually write it in terms of the f-alphabet of multiple
zeta values [19, 20] which is described below.

Definition 5.1.2 (f-alphabet). The Q-algebra of motivic multiple zeta values is
non-canonically isomorphic to the Q-algebra of polynomials in the commutative
letter fy and non-commutative letters fi, for each odd weight k € 2N + 1, with
multiplication given by shuffle product.

The coaction of a word in the f-alphabet is given by deconcatenation,

T

A fifin - fi)" = (fg)mZ(fnfig o Ji) " fign - fi)T (5.1.17)

q=0

3This is known by the work of Terasoma on Selberg integrals [55].
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where j > 0,7 > 0 and 4y, ...,7, € 2N 4 1.

In the rest of this text, we fix an isomorphism to the f-alphabet. It is known that
the coefficients of ((2) and the odd zeta values (2N + 1) in the Drinfeld associator
can be written as a commutator which we denote by wy. So we have an expression
of the form

@(60761) = 1+f2w2+f3w3—|—f5w5—|—... (5118)

The above mentioned features and more properties of the Drinfeld associator
are covered in section 4. Also note that the choice of the isomorphism to the
f-alphabet may change the commutators wy but the form of the results in this text
is independent of this choice and will stay the same.

Before proceeding to the next section we also recall the Thara coaction formula for
ease of reference.

The motivic coaction on the generating series Gy is given by

AG™ |:6Z,0 €k, k+1 - €knt1 . Zk] _

20  Zk+41 - Zn41 )

¥ ! ! ol el e e
G™ | k.0 Chht1 = Chnt1 s zp | GOF| Ch0 CRAAL o Chindl. o
20 Zk41 o Zngl 20 241 - Zntl )

(5.1.19)

where the conjugates e}a ; are defined by

| €5 g €k ktl o €kl . ] ) Ot | € g €k ktl o €kl . y-1
ek‘,j - G |: Zé Zk41l - Zn+l 3 %k - Z] ekv] (G Zé Zk41l - Zn+l 3 %k - Z] ) .
(5.1.20)

Here, the notation 2, — z; means that we set z;, = z; in the generating series. We
note again that the terms in the generating series are shuffle-regularized to remove
any endpoint singularities.

5.2 Equivalent criteria

Theorem 5.2.1 (Frost-Hidding-Kamlesh-Rodriguez-Schlotterer-Verbeek). The
following statements are equivalent -

A(F™) = F™ Fo (5.2.1)

A(I™) = T I* (5.2.2)
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and for 1 < k <n, we have

A(G]) = (G . G5, G (G . G, G

3. A(M™) =1I"T" and for 1 <k <n, k+1<j<n+1, we have

el ot -1 (et ot %
("G .. Gyly) ™ o I7Gy ... GYYyy) = e and

(PG ... GY) " ey (PG ... GT,,) =

G (z, = Zj; 6;’;]-) €k,j G™(z = Z55 62,]»)‘1-

4. For k > 1, there exists Poy, Mopy1 Such that
I™ = P"M™ where

o

P™ = (f3)" P and

J=0

MM =S ST (fufuee S My M, M

r=0 i1,i9,..., ir€2N+1

(5.2.3)

(5.2.4)

(5.2.5)

(5.2.6)

(5.2.7)

(5.2.8)

and the terms Py;, M; are the abstract generators of a free Lie algebra

satisfying the following commutator relations.

(a) Fori=1,...,n,

i—1
[6;0, M2k+1] = [Z €ijs Mng] =0.
J=0

(b) Fori=2... . n+1
2i—3

[61,i,M2k+1] = - Z[el,i, w2k:+1(j>]

j=1

where wy(j) = wi(e(j, 0), e(y, 1)) with

e(2a—1,0)=e1 o+ 26171)»
b=2

e(2a—1, 1) =e(2a,0) = €1 441,
e(2a, 1) = eqi10 + Z €a+1,b
b=2

defined fora=1,...,n.

20

(5.2.9)

(5.2.10)

(5.2.11)

(5.2.12)

(5.2.13)



(c) More generally, fori=1,....,n, j=i+1,...,n+1 and k € 2N+ 1,

leij, M| = 5 wy( E €riy Cittl +E W (€441, E €ri41), €ijl-
=i r=0,r#1 r=0,r#1
(5.2.14)

Note that the wy’s above refer to the commutator coefficients 5.1.18 of the
zeta values in the Drinfeld associator.

Remark 5.2.2. Before proceeding to the proof we briefly discuss the origin of the
definitions and relations introduced in the criteria / above.

1. The factorization of the initial value factor I into the series factors P and M
is intimately tied to the coaction property of I. Recall that the Beta function
satisfies the same coaction property and has a series expansion in terms of
single zeta values 1.0.1 which can be split into two factors corresponding
to only even and odd zeta values. This phenomenon can be generalized to
the factorization for I mentioned in the theorem above when higher-depth
zeta values also appear and was first observed in [51], [34] in the context of
tree-level open superstring amplitudes. We will discuss this further at the
end of section 6.2.

2. The identities 5.2.4, 5.2.5 in criteria & above involve conjugation by the factor
I (with associated variables P,;, M;) on the left of the equation, whereas
the right side of the equation consists only of series in the variables e;;.
To transform the left side of the equation into a series involving only e;;’s
additional relations are required between the Lie variables Py;, M; and e;;.
This is incorporated via the commutator relations listed in criteria 4. These
relations were already observed to hold numerically in low depths for specific
matrix representations in (4.23) of [12].

Remark 5.2.3. The conjugate terms in the criteria 8 above also appear in [30], [31]
in the context of single-valued iterated Eisenstein integrals, which is an elliptic
analogue.

Proof. 1. 1 <= 2 : Suppose that 1 holds, that is, A(F™) = F™ F®. Then, on
setting z; =0 for e = 1,...,n, we get that

A(F™(z; = 0)) = F™(z; = 0) F*(z; = 0) (5.2.15)

and hence
A(I™) =1™ et (5.2.16)
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Similarly, setting z; =0 for i = 1,...,n — 1 but not ¢ = n we have that
A(M™) AGM) = A(I™GP) = (I"G™) (I G). (5.2.17)
Therefore, applying 5.2.16 to the above equation we get
AGM) = () 'GI" G . (5.2.18)

Repeating the steps above we get 5.2.3 and hence 2 holds.

Now, suppose that 2 holds. Then, multiplying equation 5.2.2 and 5.2.3 for k = n
to 1 we get 5.2.1 and therefore 1 holds.

II. 2 < 3: Suppose that 2 holds. That is, for 1 < k < n, we have

AG™ €40 €k k1 - kil . o =
20 Zk41 e Zng1 0 7k

dr ot ot \—1 m| € g €k k41 - €kt .
(H Gn ot 'Gk+1) G |: 20 Zk+41 - Zn4l ’Zk:|

% (I[atG?; N Gztkl) Gaf[ez,o €k, k+1 - €k n+1 'Zk} ) (5_2.19)

20 Zk+41 -+ Zntl )

By Ihara formula 2.3.7, we also know that,

AG™ [62,0 €k,k+1 -+ €k,n+1 . Zk] _

20  Zk+41 - Zn41 )

’ ’ «
* € € .. €
G™| k0 ki1 Charr sz | G| ko CRkAL o kil o
Z0 Zk+1 - Zn4l 20 Zk+1 -+ Zn4l

(5.2.20)

with e;w- as defined in 5.1.20. Equating the two expressions, we can cancel the
rightmost factor and compare the coefficient of weight 1 motivic logarithm in z; on
both sides. Observe that up to weight one we have

n+1

G™ | o bt ;zk] = 1+log™(z)en g+ Y (log™(zj—z)—log™ (%)) exyt- .-

j=k+1
(5.2.21)

Thus, the coefficient of log™(zx) in 5.2.19 is equal to

(I*GY ... GY) e Gy .. .GY,y) (5.2.22)

and in 5.2.20 it is equal to e} ;. Therefore, we get
(HDth’C . e Gz:_l)_l 6;;’0 (]ID'CGE: e Gz:_l) - 62’0. (5.2.23)
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Similarly, the coefficient of log™(z; — 2;) in 5.2.19 is equal to
(I*GY...G¥) ter,; (I"GY...GY, ), (5.2.24)

whereas, in 5.2.20 it is equal to

-1
v € €k k1 o Chondl . ot | €r o Ckktl - Ckndl .
ek,j _G zé Zk41 - Zn+l 72] ek:JG z6 Zk41 - Zn4l 72] ' (5225>

Thus, we also get the equation

(G ... GFy) ™ ey (PGY ... GY) =

— —
G™(exs5 26 — 25) ery G™ (ex 526 — 2) 7. (5.2.26)
Conversely, suppose that 3 holds. Then, in the Thara formula,

AG™ |:€Z,0 €k,k+1 -+ Ckntl . Zk] _

20 Zk+1 -+ Zntl )

* ! ! wler,e e
G™ | k0 Ckht1 0 Chmtr: 2 | GOF| R0 CRikAL e Chndl
20 Zk4l - Zntl ] 20 Rkl - Entl )

(5.2.27)

we can substitute for e}, , and e}“ ; with equations 5.2.23, 5.2.26 and take the common
conjugating factor out to get

AG™ €40 €k k1 - kil . o =
20  Zk+41 - Zn41 ) k

dr ot ot \—1ym| €p o €kk+1l - kol .
(G . Glfy,) 7 G | o kst ket

> (]IatG?f. ) Gzt—i-l) Gat[e;,ﬂ €k,k+1 -+ €knt1 ., Zk} . (5'2'28)

20  Zk+1 - Zn+1 )

ITI. 3 = 4 : Recall from remark 5.1.1 that the initial value series I can be
expressed in terms of the multiple zeta values. Since the Q algebra of motivic
multiple zeta values in the f-alphabet is generated by the non-commutative letters
fr for £ > 3 odd and f; where f; commutes with all fj, we can write the series I
in the form below,

"= Z Z Z (fg)m (fi1fi2 s fir)m W2j,i1,...,z'T (5229)

§>0 r>0 iq,iz,...,ir €2N+1

for some Lie algebra generators Wy;;, ;. Now, suppose that 3 holds. Then we
have AI™ = I™I°*. Therefore, we get that,
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- Z Z Z (fg)m (firfio - fi, )" Wajsrin

>0 r>0 iqig,...ir€2N+1

X Z Z Z (firfio - - fir)at Wajir.in (5.2.30)

>0 r>0 iqi9,....ir €2N+1

since f3* = 0. Recall also that the coaction on the f-alphabet is given by decon-
catenation,

A fiufin - i)™ = UD™ D (firfia - fi) ™ Figir - fi)™ (5.2.31)

q=0

for j > 0,7 > 0 and iy,...,%,. € 2N 4 1. Therefore, the coaction of I™ is also given
by

=S5 S afae e F) Figr o F )™ Wiy,

>0 >0 iq,i9,...ir €2N+1 q=0
(5.2.32)

So let us compare the coefficients on both sides. For j € NU {0}, » € N, the
coefficient of (f3)™f;, - sz—1 ® fi, in 5.2.30 is equal to Wy, 4, Wi, , whereas,
in 5.2.32 it is equal to Wy;;, . Therefore, by induction, we have that

.....

=Wy W;, ... W,, (5.2.33)

,,,,,,

for all j € NU {0} and r € N. Finally, relabelling the Wy, as Py; and W, as M;,
we get that

=S5 Y D aka o F) N PyM, M, (5.2.34)

>0 r>0 iq9,...ir €2N+1

which can be simplified to

" = P"M™ (5.2.35)
with the notation
P" = Z( g)m ng and (5236)
j=0
M = Z Z (filfiz s fir)mMi1Mi2 cee Mir . (5237)

r=0 i1,i2,..., ir€2N+1

Next, we need to derive the commutator relations. In that direction, let us consider
equation 5.2.4 which is valid for £k =1,...,n,

(G ... G, ) el (PG ... GY,) = el (5.2.38)
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First, let us fix k. Then, on setting z; = 0 for j = k + 1,...,n, the above equation
reduces to

(1)L ep T = ey (5.2.39)
Since 7 = 0, we have P* = 1, I* = M and we get
(M™) " ep oM™ =e . (5.2.40)
Observe that we have
M) =1— Y fiu M, + ... (5.2.41)
iy €2N+1

and thus the conjugate is equal to

(M) eg M™ =g+ Y lefo Ma]+... (5.2.42)
11 E€2N+1

Now, let ¢ € N. Then, comparing the coefficient of fy;11 on both sides of 5.2.40 we
get that
[6270, MQZ;H] =0. (5243)

Next, consider the equation 5.2.5 which is valid for k =1,... ,nand j = k+1,...,n,

(G ... Gy ) ™ ey (PGY ... GYy) =

— —
G™ (2 — 255 € ;) eny G (2 — 23 €5;) 7. (5.2.44)

Without loss of generality, let us fix k =1 and k+1 < j < n and rewrite the above
as follows.

(]Ibt)—l el,j ]Ibt —
— —
GY...GYG™ (2 = zj; el ;) e (Gf«f - GYG™ (21 = 25 eij))

-1

(5.2.45)

As before, the strategy is to look at the coefficients of single zeta values. However,
we need to get rid of the polylogarithms first. We do this by taking the limits
z; — 0 for © = 2,...,n in the increasing order of ¢. This limit has been computed
in the section 5.4 on initial values. It is the result 5.4.3 which we recall here.

' ' — — — —
Zill£22 Z}l_)ﬂ; G(zn; e,*w) oo Gz e’ij) ey (G(zn; e:;j) o Gz eij))
2j—3 2j-3

= H ®(e(a, 0), e(a, 1)) ey H (®(e(a, 0), e(a, 1)))71. (5.2.46)

a=1 a=1
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where the terms e(a,0),e(a, 1) are the same as the ones defined in 5.2.10.

Note that the inverse of the Drinfeld associator looks like

(I)(eg, 61)_1 =1- fg Wy — f3 Wo — f5 Wy — ... (5247)
Thus, the coefficient of fo;11 in the above limit is equal to

2j—3

> [waisi(e(a,0), e(a, 1)), e1 ). (5.2.48)

a=1

Similarly, the coefficient of fy; 41 in the conjugate (I°*) ! e; ; I°" is equal to [e1 j, Ma; 1]
and thus the equality 5.2.45 gives us the commutator relation 5.2.10 as required.

The proof of the relation 5.2.14 follows from similar limit computations in the case
k > 1, so we will skip it here.

IV. 4 = 3 : First, let us fix some notation. We write

Zy="Z(z; €10 €1041) =GR %0 Tz = 2] (5.2.49)
for [ =2,...,n. We often refer to the Z;’s as generalized Drinfeld associators.
We can consider the Drinfeld conjugate defined for [ =2,...,n as

e/u = 7%z €10 €1n1) €10 2 (25 €10 e1ms1) (5.2.50)
And we want to prove that for [ = 2,...,n we have
e1; = (M*GY...GY) ey (M GY...GY). (5.2.51)

There are other conjugates to consider as well but the proof of those identities is
similar so the above case is enough for the purpose of illustration.

Going forward we will drop the deRham superscript in the next few sections and
assume it implicitly unless mentioned otherwise. Further, keeping the initial value
constant factors on one side we can rephrase the conjugate identity as

(Gn e Gg Zl) €11 (Gn e Gg Zl)_l - M_l €11 M. (5252)

We will prove the above version provided the variables e, ; and M), satisfy the
commutator relations mentioned in the theorem. The steps are a bit involved and
will be covered in the next few sections.

Briefly, our strategy is to show that both sides of the equation 5.2.52 have the
same partial derivatives in 2, and the same initial limiting values. To this end,
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we first compute all the partial derivatives of the factors G; and Z; in section
5.3. Next, we compute the initial value limits of the left-hand side in section
5.4. This requires knowledge of analytic continuation of F' beyond the standard
simplex. This information is encoded in certain representations of the braid group
which is recalled in section 5.4.1. In section 5.5 we deal with conjugate series of
generalized Drinfeld associators. An explicit computation of the coefficients of
conjugate Drinfeld associators is covered in chapter 4 which will be useful in section
5.5. Finally, we put the results together to get the conjugate identity in section 5.5.

]
5.3 Partial derivatives
We recall the derivatives of the series of polylogarithms Gy,
i@k Gk( o + HZ—H Chj ) (5.3.1)
0z x—20 S kT e
We also denote the differential factors by
X = k0 L (5.3.2)
’ TR0 ST Rk T A
so that we may write
0 ()
—Gr =G X, - 5.3.3
95, 0k = e Xig (5.3.3)
Lemma 5.3.1. Fork=2,....nandl=2,...,n+ 1, we have
0 (M~ te ;M) =0 (5.3.4)
R e = . ..
8Zk Lt

Proof. This is clear since M is a constant series independent of the variables
20,y Zne ]

Let us introduce some notation before we compute the partial derivatives of the
polylogarithmic factor G;.

Notation 5.3.1. For k = 2,...,n, we write 7o) € S, to denote the transposition
that swaps 2 and k. Note that we impose 7(21)(0) = 0, T(2p)(n + 1) =n + 1. We
also write 0y = % to denote the partial derivative operator with respect to z.
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Lemma 5.3.2. For k =2,...,n, we have
Ok G1 = —Tny(Xy ) G + Gy X[ (5.3.5)

where Ty acts on the indices of z; and ez in XénG)

Proof. First, we prove the result for £ = 2. Taking the derivative with respect to
25 in the following equation

FW =G, ...G, (5.3.6)

we get that
FMx } = 0, (G .Gl) by 5.1.9 and thus (5.3.8)
Gr...G1 X} = Gy...G305(GyGy) (5.3.9)

since G, does not depend on 2, for k£ > 3. Since the factors G, are invertible we
can cancel factors on both sides to get

Again, cancelling the factor Gy from both sides we get

Finally, we can compute the partial derivative with respect to any k = 2,... n by
applying the transposition 7). Precisely,

8;4(31 = T(Qk)<8QGl) = T(Qk)(_XQ(’fC)‘} Gl + Gl Xé?ﬂ) = —T(Qk) (Xz(?é) Gl + Gl X( )

(5.3.12)
since T(ap) (XQ(R}) = X,ﬁ"} and 725 G1 = Gy. m
Corollary 5.3.3. For k=2,...,n we have
Ou(Gy...G2) = Gy, GalTeam X570 (5.3.13)
Proof. We have
F™ =G,...G,. (5.3.14)
Taking partial derivatives on both sides we get
HF™ = 0(G, ...G,), that is (5.3.15)
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Gr--G1 X"y = (Gr...Gp) Gy + Gy ... G0k (Gy) . (5.3.16)
Applying lemma 5.3.2 we get

G,...G, X,gfg, = 0u(Gy...G2) Gy + Gy ... Go(—T(an) (XS2) G + Gy X,ﬁfg)

(5.3.17)
and thus 0y(G,,...G2) Gy — Gy, ... Go(7a X52) G1 = 0.
(5.3.18)
Finally, cancelling the factor of G; from both sides we are left with
0k(Gy ... G2) = Gyy.... Ga(Tan X50) (5.3.19)
O
Corollary 5.3.4. For k= 2,...,n we have
O (Gp ... Go) ™' = (12 X52) (G ... G2) L (5.3.20)
Proof. We have
H((Gy...G2) (Gy...Gy)™") = 0k(1) = 0, therefore, (5.3.21)
Oh(Gy...Gy) (G,...Gy) ' +(Gyy...Gy) Ok (G, ...Gy) ' =0. (5.3.22)

Applying corollary 5.3.4 we get
G- Go(Tem Xs2) (Gp...Go) 1 4+ G G0y (Gy...G2) 1 =0 (5.3.23)
and after cancelling factors, we are left with

O (Gp ... Go) ™t = —(rany X52) (G ... G2) L. (5.3.24)

Next, we will compute the partial derivatives of Z;.

Proposition 5.3.5. For Fork=2,....n andl=2,...,n,n+ 1 we have
Op Z1 = —T(2n) (Xz(é,) Z+ 7 (X]g;:’ B 4 TRl Yy ifk#£land  (5.3.25)
Zk — %1 2k — 2

€k,1 (n)
s 4 —
L (x(7)

€1,k
E)’21H2k) :

(5.3.26)

Ok 2y = —T(2k) (XQ(%) Zy + Zy (Xlgnl)? -
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Proof. Case I: k # 1.
We have

Zy=G(z; &) =1+ (G(z; 15) —1) =1+ /O (0:G(z1; 1)) dz1 . (5.3.27)
From equation 5.1.9 we know that
G, =G, X" (5.3.28)
and so we get

2
Z =1 +/ Gy X\")dz . (5.3.29)
0

Taking the partial derivative with respect to zx on both sides in the last equation
we get

2]
O Z1 = Ok ( / G X" dz) . (5.3.30)
0

Since [ # k we can use Leibniz’s rule to push the partial derivative inside the
integral and apply the product rule to get

OpZ; = / 6k Gl) X{ F dz + / Gy 8k( ) dzy . (5331)

0

Denote the two terms on the right-hand side above by I and I, respectively.
Applying lemma 5.3.2 we get

2] 21 2l
I — / O (G1) X" dzr = —7ay (X2 / Gy X{"dz + / Gy X\ X\ dz
0 0

0

and we call the two terms on the right /(a) and I(b) respectively. (5332
By equation 5.3.27 we can rewrite I(a) as
I{a) = =7 (X. / Gy X \"dz1 = —7any (XS0 (Z — 1) (5.3.33)
Further, applying lemma 7.0.1 we can rewrite I(b) as
/ G X k " X! Fdzl / G, 1"F d21 : (5.3.34)
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Next, recall equation 5.1.8 and note that we have

n+1
o X" =9 L W) S g 5.3.35
o k(1=%:;ék “k ZJ‘) (21— 21)?  m—a ( )
Therefore, term 11 becomes
Zl (n) “ €k,1
17 = Gl (9k(X1’F) le = Gl 6’1 le . (5336)
0 0 2k — 21
Using integration by parts we get
2
Il = [Gl k1 }gl —/ 81G1 k1 le . (5337)
Zr — 21 0 2k — 21

Call the two terms on the right in the above equation by II(a) and II(b) respectively.

Then, we have

€kl 12 €L,1 €k,1
I1(a) = |G : =7 — - —= 5.3.38
(a) = [ 1zk—zl]0 Yo — ( )
zl 2l
11(b) = — / G —L gz = — / G XL g (5.3.39)
0 2k — 21 0 TRk T 2

Adding terms I(b) and I1(b) we get

zZl &2
I(b) + 1I(b) = / G X" X dzy — / G, X" —FL g2, (5.3.40)

0 ' ' 0 T |
z

- / G XU (x ) — =L ydy (5.3.41)
0 ’ ’ |
2y

- / Gy X") day (X7 — —SRL ) (5.3.42)
0 ’ ’ |

since (X ,g"} — z:kT;) is independent of z;. Following equation 5.3.27 we can rewrite
above as

I(b) + TT(b) = (7 — 1) (X" — =21y (5.3.43)

2k — %1

Finally, we add all the terms together to get

WZy=1+1I=1(a)+ I(b)+ I1(b)+ II(a), that is (5.3.44)
n n e e e
Oz = —Ten (X5 2)(Zi— 1)+ (Z 1) (X — —"2) + 20— — 2L (5.3.45)
2k — 21 Zk — 2 Zk
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Expanding the brackets and pairing some terms together we are left with

_ X(n) 747 X(n)_ €k,1 €k,1 X(n) _% €k,1 _X(n) ‘
Ter (Xod) Zit il N — 2’1+Zk — Zl>+(7(2k)( 2c) oy +—Zk ~ k,F)

(5.3.46)
Now, note that the last bracketed term above is equal to
Teaw (X5g) — = + — — X (5.3.47)
Zk Zk — 21
exo t+e ik €k j e e
koo, SN Gy G fu (5.3.49
2Lk 2 itk Rk — 2§ 2Lk Zr — R ’
n+1 er s
=y M _x"=0 (5.3.49)
j=0g#k * T F
by definition of X ,gn} Therefore, we are left with
n n ek, ek,
021 = —Ten (XS2) Zi+ Z(X(h — —2— 4 =) (5.3.50)
Zk — 21 Zk — %
as required to show.
Case II: k= 1.
Repeating the steps from the previous case we recall that
2k Kk
Zp =1 +/ (0, Gy) dz = 1+/ Gy X"} dz (5.3.51)
0 0
and thus .
O Zp = ak(/ G X" dz) . (5.3.52)
0
Applying Leibniz’s rule of differentiation under the integral sign we get
2k
O Zi = (G X (")) |syomp + / 0u(Gy X\ dz (5.3.53)
0

and we denote the latter terms by I and I respectively. Precisely, we have
1= (G X[ = 2k (X[ 01, (5.3.54)

and we already know how to evaluate /I from the calculation in the previous case.

2k n n n € e
Il = / Ou(Gy X\ dz1 = — 70y (X320) Zi+ Zn (X — —2— — —E | L)
0 ’ ’ ’ 2L — 21 21 — 2k

(5.3.55)
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Adding terms I and I we get

€k,
Zk — 21

€1,k
21 — 2k

O Zi, = —Towy (X3'2) Z + Zin (X" — (X"~ Morsme) - (5.3.56)

. n € . . .
Since X{ ) ﬁ is convergent as z; — 2 we get a convergent expression in the

equation above. This proves the required result. O

Corollary 5.3.6. Fork=2,...,nandl=2,...,n,n+ 1 we have

O 27 = 27 wo (X)) — (X0 — —SEL_ 4 Ry 7ot Gk 2 and (5.3.57)
2k — 21 2k — 21

- — n n €k,1 n €1,k -

O Zt = 2 many (X)2) = (X{Tp = 2+ (X = s 27
E— 21 21 — Rk ( )
5.3.58

Proof. The proof is the same in both cases, so we just consider the case when k is
not equal to [. Then, we have

n(Z) Z7 + Zion(Z7 ) = 0(Z0 Z7) = 0k(1) = 0. (5.3.59)

Therefore, applying proposition 5.3.5 we get

n n e e B B
(—T(2k)(X§,(g,) Z+ Z (X,E}, S ) Z7 + Z10k(Z71) = 0. (5.3.60)

2k — 21 2k — 2l

After left multiplication with Z; " and shuffling terms we get

_ _ n n €L,1 €L1 _
O 2 = 27 man (X§2) — (X — ot Zl) 7zt (5.3.61)

O

Theorem 5.3.7 (Frost-Hidding-Kamlesh-Rodriguez-Schlotterer-Verbeek). For
k=2,....nandl=2,...,n+ 1, we have

n(Gn...GaZyery Z7 ' (G ...Gy) ™) = 0. (5.3.62)
Proof. Write S =G,,... Gy and Y = Zj ey, Zl_l. Then, we have
O(SY S =0(S)Y ST+ S0(Y)S ™ +SYO(S™) with (5.3.63)

0u(S) = S (o X52) and 9(S7Y) = —(7n X{2) S (5.3.64)
by proposition 5.3.3 and corollary 5.3.4 respectively. Therefore,

Ou(S)Y ST+ SY 9(S7Y) = S (ram XS2) Y S = SY (a1 X§2) S~ (5.3.65)
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and thus, 0,(S)Y ST+ SY 9u(S7Y) = S [ren Xie, Y] S, (5.3.66)

Further, we have
n(Y)=0(Z)ers Z; + Zyer on(Z]71). (5.3.67)
Case 1: k #1.

€k,1 €k.1
+

(YY) = (=70 (X%,) Z1+ 24 (X/(fnz)r -

— n n 67 6, —
+ Zie (Z7 T (X50) — (X" — —2— + —2Ly Z7h)

n _ n er, ek, _
= —[renXse, Zien Zi ) + Zi (X0 — —2 + e 27!

n n € s e s _
= o XS Y]+ Z (X — = L e 127 (5.3.68)
Rk — 21 2 — 2l

Conjugating the above equation with S and adding it to equation 5.3.66 we get

Ou(S)Y STL+SY 0p(S™H) + S0(Y) S = S [ran Xgg, Y] S
— S [ran X, YIS 4 S Z (X - B L )z

Zk — k1 Zk — 2

— Sz [xm _ ki k.1 771571 (5.3.69
Xy F Zk—21+2k—21761’l] l ( )

Now, recall that

n+1 er -
X =N TR 5.3.70
=D 5 (5.3.70)
7=0
and consider the commutator
e e A e e e
k,1 k,1 k,j k1 k1
X3 — + e =1 > —H— + , e]
2L — 2 2Kk — 21 = Rk — 7 Rk — %1 Rk — 21
J=0,j#k
(5.3.71)
A e €rl T €
k,j k.l k1
= Z _J -+ — cery]. (5.3.72)
=0 ALkl KT AT A

For 1 # j # k # | we have [eg;, e1;] = 0 and [ex; + ex1, e1;] = 0. Therefore, the
commutator above is zero and we get that

(Gn...GsZieny Z7 (G ...Gy) ™) = 0(SY S71) = 0. (5.3.73)
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Case II: k= 1L.
8k(Y) = ak(Zk) €1,k Zil + Zk €1,k 8k(ijl)

n €k,1 n €1,k _
= (— 7w (X30) Zi + Zi (X" ot (X{" - p— Zk)!zwzﬁ) er 2y

— n n €k, n €1,k —
+ Zyevge (27 mam (X52) — (X1 — + (XM - )L ) Z7Y
2k — 21 21 — Rk

n — n €k, n €1,k —
e XS, Zier s Z + 2 (XU — —E (M) — L L en] 2
’ ’ Zr — 21 ’ 21 — 2k

n n € n €1, _
[ X35, Y1+ Ze[X{p =~ + (X = s enl 27
’ Rk — 21 21— Rk
(5.3.74)
Conjugating the above equation with S and adding it to equation 5.3.66 we get
Ou(S)Y STE 4 SY 0u(S™) + S0(Y) S™! = S [ran Xy, Y] S

€k,1 n €1,k 1 o—
— S 7o) X3 2@» Y] ST 45 Zi [X, ) H+(Xl(,l)7'_m)|zl—>zk7elak]Zkls1

= SZp [ X" — — (X)) — =), e Z ST (5.3.75)
1 k

Recall that

X G Chi Skl _ _ki and  (5.3.76
k, F Zr — R1 _Oz;#kzk—zj 2L — 21 Ozj;élkzk—zj ( )
(n) €1,k s €1,5 €1,k
X" = — ). e = A _ ’ O 5.3.77
( 1L,F Zl_zkﬂlﬂk (_Z 21— 2 Zl_zk)‘lﬁ‘k ( )
J=0,j#1
n+1 e n+1 e
1,j 1,j
Y - S
j=0,j#1k "t =0, 541k K%
Therefore,
n+1 n+1
h(SY S =82Z] Y ekj + > cern] 2P ST (5.3.79)
Jj=0,j#1,k Z JO;;élk &
S Gkt ~1 g1
=SZk[ > ez S (5.3.80)
=01k KT
Since [ex; + €1, e1x) = 0 for 1 # j # k we get that
o (SY S =0. (5.3.81)
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5.4 Initial Value Limits

Our aim in this section is to compute the initial value limit

lim G,...GyZ (5.4.1)
2;—0,j>2
for [ =2,...,n+ 1 where we take the limit in order of increasing j from 2 to n.

Observe that Z; = lim,,_,,, G; and therefore

Ilm G,..G Z= lm G,.. Gy lim G, = lim IlmG,... GG,

2;—0,j>2 2;—0,7j>2 Z1—2] 2j—0,722 z1—2
(5.4.2)

since the factors G; are independent of z; for j > 2.

To compute the above limit we will need to work with the analytic continuation of
hypergeometric functions. This is given in terms of a representation of the braid
group which is discussed in the next section.

5.4.1 Representation of the braid group

The following discussion is adapted from Section 5 and Appendix B of [12]. We
will skip the use of motivic superscripts in this section for ease of notation.

For n € N, n > 2 we write B,, to denote the Braid group on n strands. Recall that
B, is a non-commutative group generated by the symbols 0; := 0;,41,1 <71 <n—1
modulo the relations

ogio0;j =o0;0; for |t —j|>2 and (5.4.3)

0;0i410; = 0j4+10;0;41 for 1 S 1 Sn—2

Further, let .S,, denote the symmetric group on n letters. There exists a canonical
projection map

pri By — Sy = oy 045 = (6,14 1) (5.4.5)
that maps 0,41 to the transposition that swaps letters ¢ and ¢ + 1.

It is known that the braid group B,, acts on the solutions to the differential equations
5.1.4 satisfied by F.

To introduce this group action, we introduce a new notation for the product of
polylogarithmic factors,

— —
G(21, ) = Gz ep ) - G257 ) - (5.4.6)
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Note that G(z1, ..., 2,) is a solution to the set of differential equations 5.1.4. It is
obtained by integrating along the path

(0,0,...,0) = (0,...,0,2,) = (0,...,0,21,20) = .. = (21, Zn_1,2n)
(5.4.7)
adapted to the choice of branch

O0=20<21<20<...<2Zp1<2,<2Zpy1=1. (5.4.8)

The action of g € B,, on G(z1,...,2,) is given by
g(g(zl, o ,zn)) =X(9)G(z1,...,2,) where X(g) satisfies (5.4.9)

X(g192) = 97 (X(g2)) X(91) (5.4.10)

and is given on the generators o; ;41 by

i—1 i—1
X(Ui,iJrl) = (I)<Z €j,i+1; 6i,i+1> eXp(Z'Wei’iH) <I>(em+1, Z ej,z-) (5411)
=0 =0

fori=1,...,n—1.

In fact, we know that g(g(zl, e ,zn)) is a solution to 5.1.4 adapted to the branch
ordering

0 = 20 < ng'r(l) < ngr(Q) < ... < ngr(n_l) < ngr(n) < Zn+1 - 1 (5412)
and is obtained by integrating along the path

(O, 07 . ,O) — (0, e ,0, ngr(n)) — (O7 . ,0, ngr(n_l), ngr(n)) — ...
A (07 ngr(2)7 ey ngr(n_l), ngr(n)) — (ngT(l), < ey ZgPT(n—1); ng'r(n)) . (5413)

Explicitly, we have

DT DT
9(G(21,. -, 2n)) = G(zgrrmy; €. .- Glzgorr); €] ;") where (5.4.14)
PTi PR 7 g

Glzgra; €r,57) = G[ AR Q;Liﬁl;ng(k)] (5.4.15)
k-1

with 6%1;0* = €gr7(k),0 + Z €gpr(k), gP7 (4) for k= 1, o, n (5416)
j=1

and €] ;= egr(p), gy for k=1,....n, j=k+1,... n+1. (5.4.17)
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So we can rewrite equation 5.4.9 as

G(zgor(ny; €55 ) - Glzgrqy; €] ;) = X(9) G(2ns €5, 5) - Glzi;e1 ;). (5.4.18)

Finally, we include a small result that will be helpful later on.

Lemma 5.4.1. Let k € N and g1,...,9r € By. Then, we have

-s Ok) H91' QJ 1 X(95) (5.4.19)

where the product on the right uses a descending order of indices.

Proof. We prove this result by induction. The base case k = 1 is clear so suppose
that £ is greater than 1 and that the result is true for all integers less than k. Then,
equation 5.4.10 implies that

X(gr--s98) =91 - g1 (X(gr)) X(g1 -, gr—1)) - (5.4.20)

By the induction hypothesis, we have

1
X(g1---591-1) H 91 g] 1 X(95) (5.4.21)
j=k—

J 1

and putting this in equation 5.4.20 we get

) H91 g7 X(gj) - (5.4.22)

5.4.2 Computation of the initial value limit

Proposition 5.4.2 (Frost-Hidding-Kamlesh-Rodriguez-Schlotterer-Verbeek). For

l=2,...,n+1, the initial value limit is equal to
21-3
—
lim  lim G(zyse, ;). 21,61] H D (e(y,0), e(7,1)) (5.4.23)

z2j—0,722 21—z

where the terms e(j,0), e(g, 1) are those defined in 5.2.11, 5.2.12, 5.2.13 in section
5.1.
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Proof. We split the proof into two cases.
Casel:1=2.
Observe that

lim - lim G(zn;€;,5) - Glzi5e1)
im  lim G(zue) ) ... G(z1;€];
Zj-)O,jZQ 21—22 T Tn,g b Lj
= lim_ lim G(zy;e;,;) ... G(2;e5;) lim_ lim G(z;e€] ;)
Zj-)O,jZQ 21—2] § k Zj—)O,jZQ 21—22 §

H
= lim_ lim G(z;e];) (5.4.24)

z2j—0,722 z1—22
since G(z;; €3 ;) is independent of z;, for j > 2 and is equal to 1 for z; = 0.
So it is enough to focus on the limit below,

lim Zy= lim lim Gy. (5.4.25)

Zj—)O,jZQ Zj—)O,jZQ Z1—>22

Consider the differential_forms that make up the generating series of iterated
integrals in Zy = G(22; €} ;) under the transformation ¢ = 2, u,

dt  zdu du
g - 4.2
t 29U w’ (5 6)
dt _ _mdu _ du (5.4.27)
t—2z0 Zu—29 u-—1
dt d
= 2% S 0aszm - 0forj#£0,2. (5.4.28)

t— z; 2U — Zj

Therefore, in Z,, only the words with letters e; o and e o survive in the limit 5.4.25
and we get that

lim Z,= lim  lim G(z; &) = ®(er, e12) = ®(e(1,0), e(1,1)) (5.4.29)

z2;—0,j2>2 2j—0,722 z1—22

by definition 5.2.11.
Case Il : 1> 2.

Observe that the z; — 0 limit does not commute with the shuffle regularized
integration over 0 < ¢t < z; in Z; as seen below.

A dt 2t
/ lim = / — =1In(z), (5.4.30)
0 0

22—0 t — 29 t
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lim o _dt = lim (In(zo — z) — In(22)) # In(z). (5.4.31)

29—0 0 t — 2,’2 z2—0

This hinders our effort to compute the limit of Z; via the same method as we did
for [ = 2. To correct for this we bring z; closer to z; via an action of the braid

group.
Let g=01,9023... 01_2—1 € B,,. Then ¢"" = (1,2,..., [ —2) € S, is the cycle of
length [ — 1 that mapsatoa+1fora=1,...,l—2 maps/—1to1andatoa
for a =1,...,n. Therefore, according to 5.4.9 and 5.4.18,

9(G(z1,. .- 20) = Glzgrmy; €5} - Glzgm); €] ;") (5.4.32)

gives a solution to the KZ-equations 5.1.4 adapted to the branch ordering
0=20<22<...<219<211<Z1<Z1 <2131 < ...< 2, < 2Zpr1 =1 (5.4.33)

and we have

pT

P T = y
G(zgor(ny; €55 ) -+ Glzgrqy; €] ;) = X(9) G(2ns €5, 5) - Glzi;e1 ;). (5.4.34)

n?]

This allows us to express the required limit as

—> —
lim _ lim G(ze))) ... G(z;ef))

Zj-)O,jZQ 21—2]

1 ﬁ o
= X(g) lim  lm G(zger(ny; €, ;) -+ G(zgrr1y; e{’J ) (5.4.35)

2j—0,72>2 z1—2

and we focus on the term

DT p'r
G(ngr(n); eg,j ) G(ngr(l), 61 j ) (5436)

For a =1,...n, we have

G gr" > G egpg* egprﬂ egp:L egprﬂ 5.4.37
N . e a, a,a a,n
(Zgrr(a); €a,5 ) L0 el e 2 (a) | (5.4.37)

If 1 <a<l—2then 2 < g’ (a) <l—1 and thus ¢’ (a) # 1. In this case the limit
lim,, ., G(2grr(a); —) is convergent. The limit below is equal to one,

. &9 I gP" gPT
lim lim G[ 40" €hat1 v Chn Conit;y pT(a)i| =1 (5.4.38)
2;—0,2<5<l-1 21—z 20 ZgPT(at1) -+ ZgPT(n) Zntl

since the argument zgr(q) of the polylogarithm goes to zero.
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Again, for [ < a < n, we have [ < ¢ (a) = a < n, so G(zgr(q); —) is independent
of z; and the limit below is equal to one by the same argument as before.

gP""* g:m” g;m' gpr
lim lim G| %o Caar1 - €an Cantisze g =1. (5.4.39)
z2;—0,1<j<n z1—2 20 ZgPT(a+1) -+ ZgPT(n) Zn+l 9

On the other hand for a = I — 1, we have ¢*"(a) = 1 and G(2g4er(q); —) is dependent
only on the variables z;, 241, ..., 2,. Thus we can compute the limit z; — 2; via
the same method we used in the case [ = 2 to get,

. . PRSI L 7T Gt gP % gPT
lim  lim G|®0 Ceatr = Can Cantisz | =def " el ). (5.4.40)
2j—0,j>2 212 20 ZgPr(at1) v FgPr(n) Fntl ; )

Recall that the equation 5.4.16, 5.4.17 and definition 5.2.11 give
-1
e fo=eno+ Y enj=e(2—3,0) and €, = =e(2l—3,1) (54.41)
j=2

on setting a =1 — 1.
Putting it all together, equation 5.4.35 gives
— —
lim  lim G(znse, ;). .. G(zise);) = X(g) ' ®(e(2l — 3,0), e(2l — 3, 1))
2;—0,522 z1—2 § ’
(5.4.42)

and we will compute the factor X(g)~! explicitly.
From equations 5.4.10 and 5.4.11 we know that?

1
X(g) = X(O-LQ 02,3... 0'1_271_1) = H O'f:rQ e Ufil,ix(o-i,i—&-l) and (5443)

i=1-2
i—1 i—1
X(0441)™ = @(Z €jit1y Ciit1) exp(ime; i) Pleiipt, ) €)™ (5.4.44)
=0 =0
i—1 i1
= @(Z €j’ i+l 61'72‘_1_1)0’: CI)(G»L"H_l, Z ej,i)m . (5445)
=0 =0
Since o7’y ... 07"y ; = (1,2,...,i) € S, we get that

7 7
pr pr _
oty ol K(osi1) = Pleo,inn + Y €ivts enir1) Plenipn, €10+ > 1)
=2 =2

(5.4.46)

4Note that this uses a descending product
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and therefore

1

X(g) = H P (e, i+1 + Zej,i+17 eriv1) P(e1,it1, 1,0 + Z e1,5) (5.4.47)

i=1—2 j=2 =2

and finally by definition 5.2.11, 5.2.12, 5.2.13,

-2 7 i
X(g)' = H D(er,0 + Z €15, €1,i+41) Ple1,it1, €o,it1 + Z ejiv1)  (5.4.48)
i=1 j=2 Jj=2
24
= ] ®(e(j,0),¢(, 1)) . (5.4.49)
j=1

Hence, we can rewrite equation 5.4.42 to get

20-3

H
lim  lim G(zu€) ). . Z1,61J HCD e(4,0), e(4,1)) (5.4.50)

2j—0,722 21—z n]

O
Corollary 5.4.3. Forl=2,...,n+ 1, the conjugate limit is equal to
7 e ras it
Zj_l}g’r}» zlll_rgl G(zn; e nj) . G(z; el’j) €1 ((G}(zm en’j) oo Gz el,j))
20-3 20-3
4 . . 4 —1
=[] ®c(, 0), e(s, D) ery [ (R(eh, 0), e(4, 1)) . (5.4.51)
j=1 j=1

5.5 Conjugate identity

We recommend reading chapter 4 before continuing with this one, especially
Theorem 4.4.2 and onward up to 4.4.5 and finally 4.5.3. The appendix 7 also
contains some results on commutator identities that will be used in a proof in this
section but these results can be referred to as and when needed.

Our aim in this section is to prove the conjugate identity

lim  lim G(zy; T>) .Gz a}) €1l (G(zn; 6T>) o G2 eT;))*l

2;—0,72>2 z1—2 n] ]

=M e ;M (5.5.1)

forl=2,...,n+1.
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So we need to understand the structure of both sides of the equation. Towards this
direction, we first make some definitions in the spirit of theorem 4.4.5.

Let 1 =2,...,n+1. Let w(ep,e1) € g be a commutator in eg, e;. We write w(j) to
denote w(e(j, 0), e(j, 1)) for 1 < j < 2] — 3.

For j =1,...,20 — 3, we extend the derivation D, defined on Lie[e(j, 0), e(j, 1)]
to

Liele(1, 0), e(1, 1),...,e(2l — 3, 0), e(2l — 3, 1)] as follows. On the generators
e(j’, e) with j/ =1,...,2l — 1, e = 0,1, we define,

Dygye(s's€) = [e(s', ), w(h)] if j<j', (5.5.2)
Dugye(f’, 0) =0 if j=j', (5.5.3)
Dygye(i', 1) = [e(s', 1), w(h)] if j =7, (5.5.4)
Dugy e, e) =0 if j>j' (5.5.5)

and extend it to Liele(1, 0), e(1, 1),...,e(2l — 3, 0), e(2]l — 3, 1)] via linearity and
the product rule for derivations.

Note that when j = j’ then we just have the usual derivation 4.1.1 in the definition
above.

We can also rephrase the above derivation in the following way. Let w'(eg,e1) € g

be a commutator in eg,e; and j' =1,...,2n — 1, then we have
Dyyw'(j) = [w'(5"),w(h)] if j<j’, (5.5.6)
Dw(j) w/(j,) = (Dw(€0,€1)wl(607 61)) |60*>e(j,0)761*>e(j,1) if ] = j/ s (557)
Dw(j) w’(j') =0if 5> j,. (558)

Armed with this definition, a repeated application of theorem 4.4.5 gives the
following result.

Proposition 5.5.1. For iy,...,i, € 2N+ 1, the coefficient of f;, ... fi. in the
conjugate limait

. . ~ 7 e S L
lim  lim G(zpe) ;). .. Glziier ;) e (Glzniey ;) ... G(zie] )

Zj-)O,jZQ zZ1—2] ™

21-3 21-3
. . . . —1
= [[ @l 0), e, D) ey [T (®(els, 0), e, 1)) . (5.5.9)
j=1 j=1
15 equal to
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Next, we recall an analogous result for the M series.

For k > 3 odd, we define a derivation Dy, on Liele(1, 0), e(1, 1),...,e(2n —
1,0), e(2n —1, 1)] by
Dy, e(j, €) = [e(d; €), Mi] (5.5.11)

for 1 <j<2n—1,e=0,1 and extend it to the Lie algebra by the product rule.
The definition above makes sense due to 5.2.14. Further, note that the above
definition implies

Dy, w = [w, My] (5.5.12)

for any w € Liele(1, 0), e(1, 1),...,e(2n — 1, 0), e(2n — 1, 1)].
Proposition 5.5.2. For iy,...,i, € 2N 4 1, the coefficient of fi, ... fi. in the
conjugate series (M®)~tey ;M is equal to

DM@',- e D]\/[Z.1 (6171) . (5513)
Proof. Follows from result 4.5.3. ]

Next, we have a comparison result for the derivations.

Theorem 5.5.3 (Frost-Hidding-Kamlesh-Rodriguez-Schlotterer-Verbeek). For
k>3 odd and 2 <1 <n+ 1, we have an equality of deriwations

Dy, = —Dyais - (5.5.14)

j=1 wk(])
on the Lie algebra Lie[e(1,0),e(1,1),e(2,0),e(2,1),...,e(2l —3,0),e(2] — 3,1)].
Proof. We prove this result by induction on n.

Base case: [ = 2.

We want to show that
Dy, = =Dy, 1) (5.5.15)

on the Lie algebra Liele(1,0),e(1,1)] for &k > 3 odd where

e(1,0) =e1p, e(l,1)=e2. (5.5.16)

It is enough to check that the equality holds on the generators e(1,0),e(1, 1), so
we split the proof into two cases.

Case 1 : e(1,0).

LHS = DMk(e(l,O)) == DMk(el,O) = [6170, Mk] =0 (5517)
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by 5.2.9 applied to ¢ = 1, whereas
RHS = —Dy, 1y(e(1,0)) =0 (5.5.18)
by 5.5.3 applied to j =1 = 7.
Case 2 : e(1,1).
LHS = Dy, (e(1,1)) = Dy, (€12) = [e1,2, Mi] = —[e1,2, wi(1)] (5.5.19)
by 5.2.10 applied to ¢ = 2, whereas
RHS = =Dy, 1y(e(1,1)) = —le(1,1), wi(1)] = —[e1 2, wr(1)] = LHS  (5.5.20)
by 5.5.4 applied to j =1 =j'.

Induction step : Let [ > 2. Suppose the result is true for all integers greater than
1 and up to .

We want to show that the result is true for [ + 1. That is, for £ > 3 odd, we have

Dy, = —D (5.5.21)

2 we(5)
on the Lie algebra Lie[e(1,0),e(1,1),...,e(20 — 1,0),e(2l — 1,1)].

It is enough to show that the equality holds on the generators e(1,0), e(1,1), ..., e(2l—
1,0), (2l — 1,1). Now, observe that for 1 < 5/ < 2]l — 3 and ¢ = 0,1 we have

RHS = —Dga1, (e(7€)) = =Dgas,, (e’ €) (5:5.22)

j=1

by 5.5.5. By the induction hypothesis, we know that
_Dzﬁljwk(j)(e(j/v €)) = Dy (e(j',e)) = LHS (5.5.23)

for 1 <j/<2l—3and e=0,1.

So it is enough to check the equality of derivations on e(2]—2,0), e(2l—2,1), e(2l —
1,0, e(20 — 1,1).

Case 1: e(2l — 2, 0).
Note that e(2] — 2, 0) = e, ; and

LHS = DMk (€<2l — 2, 0)) = DMk (61,1) = [61,1, Mk] . (5524)
On the other hand
2A—1
RHS = —Dgaa,, (20 = 2,0) = - > Du, (20 =2, 0) (5.5.25)
j=1

75



203

==Y Du(j)e(2l =2, 0) = Dy, 1-2) (2 — 2, 0) = Dy, 21-1) €(2 — 2, 0)

== [e(21 =2, 0), wi())]

j=1
by 5.5.2, 5.5.3, and 5.5.5 respectively.
Further, we know by 5.2.10 applied to ¢ = [ that

201-3 201-3

e M = = ferss w(f)] = = ) _[e(2 = 2, 0), wy ()]

j=1 j=1
and therefore LHS = RHS.

Case 2 : e(20 -2, 1).

Note that e(2l — 2, 1) = Ziz_:l(),a;él e, o and

LHS = DMk (6(2l — 2, 1)) = [6(2[ — 2, 1),Mk] = [ lz_l: €l,a, Mk]

a=0,a#1

From the commutator relation 5.2.9 applied to ¢ = [ we know that

-1
[Z 6l,a, Mk} = 0.
a=0

Therefore, the LHS is equal to

-1 20-3

[ Z eta; Mi] = —[e1,1, My] = [en, Zwk(j)]

a=0,a#1
by the commutator relation 5.2.10 applied to 7 = I.
Consider also the RHS,

201-2

RHS = —Dgarz,, (e(2 =2, 1)) = — > Du,y(e(21 =2, 1))

J=1
203

==Y Du(e(2l =2, 1)) = Dy, -2 (e(21 = 2, 1))
j=1
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(5.5.26)

(5.5.27)

(5.5.28)

(5.5.29)

(5.5.30)

(5.5.31)

(5.5.32)

(5.5.33)



== [e(20 =2, 1), we(j)] — [e(2l — 2, 1), wp(20 — 2)] by 552,554

"~ (5.5.34)
21—2 -1 202

==Y le@ =2, 1), wi()] = ~[ Y ety wili)]- (5.5.35)
j=1 a=0,a#1 j=1

We want to express the LHS in terms of factors on the RHS so we need to transform
e1;. By lemma 7.0.2 we know that

D> ewn ecd =0 (5.5.36)

a=0 b=a+1
for0<c#d<I.

Further, recall the definition 5.2.11, 5.2.12, 5.2.13 and observe that, for 1 < j <
2] — 3, the maximum sub-script index in wg(j) = wi(e(4,0),e(j,1)) is equal to .
Therefore, lemma 7.0.2 applies and we get that

21-3
Z Z €ab, Zwk (5.5.37)
a=0 b=a+1
Therefore,
-1 - 20-3
Z Z €ab T €1, + Z €a,l Zwk (5538)
a=0 b=a+1 a=0,a#1
Thus the LHS is equal to
21-3 -1 - 21-3
le1, Zwk(j Z Z €ap t+ Z €a,l Zwk (5.5.39)
7=1 a=0 b=a+1 a=0,a#1
-1 - 21—3 21-3
SOOD W SANELD SRS S REEETT
a=0 b=a+1 a=0,a#1
Since the RHS is equal to
~1 21—2 -1 -1 23
Z > w( == D e wi(20—2)] | €Las ) wi(J)]
a=0,a j=1 a=0,a#1 a=0,a#1 j=1
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it is enough to show that

-1 - 2[—-3 -1
D Z €ab, Zwk [ > e w2 —2)]. (5.5.42)
a=0 b=a+1 a=0,a#1

Let us denote the two terms above by I and I, respectively.
Also, recall that

-1
w (21 — 2) = wy(e(2 — 2,0), e(2L — 2,1)) = wilers, Y ej0)- (5.5.43)
=0,j#1
Note that for j = 1,...,2] — 4, the maximum sub-script index in wg(j) =

wi(e(7,0),e(4,1)) is equal to I — 1. Therefore, lemma 7.0.2 applies and we get that

-1 -1 21—4
[ €ar, ) wi(j)] = 0. (5.5.44)
a=0 b=a+1 j=1

Therefore,

l 1 i-1 21-3 -1 -
Cab, wi(j Z Z €ap, Wi(20 — 3)]. (5.5.45)
a:Ob a+1 7j=1 a=0 b=a+1

Now, recall that

-1
wi (21 — 3) = wi(e(2 — 3,0), (20 — 3,1)) = wi( Y e1y,e10) (5.5.46)
J=0,3#1
and therefore
-1 -
Z Z €ab, U}k 2[ - 3)]
a=0 b=a+1
-1 -1 -1 -1
= —( Z erp) + Z Z Cap), Wil Z €15, €1,)]
b=0,b#1 a=0,a#1 b=a+1 b;ﬁl j=0,j#1
-1 -1 -1
= —| Z €15, W ( Z €15, €1,)] Z Z €a,bs Wi Z e, er)]-
b=0,b#1 j=0,j#1 a=0,a#1 b=a+1,b#1 =0,j#1

(5.5.47)
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Next, observe that

-1 -1 -1
[ E E €a,b, § 617]'] =0
a=0,a#1 b=a+1,b#1 j=0,j#1

by lemma 7.0.3 and
-1 -1
[ Z Z €apse11] =0
a=0,a#1 b=a+1,b#1

because of distinct indices, that is, relation 5.1.6. Therefore,

-1 -1 -1
[ g E Ca,b, Wi ( § €15 )] =0
a=0,a#1 b=a+1,b#1 J=0,j#1
and we get that
-1 -1 -1 -1

[ =— [Z Z €ab, wk(2l — 3)] = _[ Z 61,b7wk3( Z el,jaeLl)] :

a=0 b=a+1 b=0,b#1 §=0,j#£1
Since I is equal to

-1 -1 -1

I71 =] Z ena, Wp(2l —2)] = —| Z el,a, Wi(e1,, Z anl

a=0,a#1 a=0,a#1 j=0,j#1
it is enough to show that

-1 -1 -1 -1

—[ Z 61,b,wk( Z 61,;‘,61,1)] Z—[ Z €l a, wk(eu, Z Gj,l)]-

b=0,b41 j=0,4#1 a=0,a1 j=0,5#1
Equivalently, it is enough to show that

-1

-1 -1 -1
[ > enwilens, D e+ Y eva wilen, Y, ea)] =0.

b=0,b#1 b=0,b#1 a=0,a#1 a=0,a#1

Therefore we can apply lemma 7.0.4 with

-1 -1
r==e€,, Y= E €1h, 2 = E €a,l

b=0,b#1 a=0,a#1
provided we show that
-1 -1 -1 -1
wk(eu, E 61,b) = wk(_ E €1 — E €a,ls E €1,b
b=0,b£1 b=0,b£1 a=0,a#1 b=0,b#1
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and

-1 -1

-1 -1
e, S e =wl— Y e Y e Y

a=0,a#£1 b=0,b#1 a=0,a#1 a=0,a#1

(5.5.57)

For this, it is enough to show that the following two commutator relations hold

-1 -1 -1 -1

e D e =1= D en— > €ty D, €1p)]
b=0,b#1 b=0,b#1 a=0,a#1 b=0,b#1
-1 -1 -1 -1

e D el == D ev— Y, earn >, €]
a=0,a#1 b=0,b#1 a=0,a#1 a=0,a#1

since in that case, we can replace every occurrence of e;; by

-1 -1
€11 = — E €1 — E €a,l

b=0,b#1 a=0,a#1
-1 -1
in wg(eyy, E e1p), wi(ei, E €al) -
b=0,b#1 a=0,a#1

Towards that end, recall as we have seen earlier that

[Z Z eab7€c,d] =0

a=0 b=a+1

for 0 < ¢ # d < I. Therefore,

and equivalently

-1 l

-1 -1 -1
[(61,0+Z)+(Z<6i,0+ Z ei,j))+€1,l+<€l,0+z €al); €1,0+Z erp)] =
b=2 a=2 b=2

i=2 j=i+1

Now, by lemma 7.0.3 we know that

-1 l -1
[Z(ei,o + Z €ij); €10 T Z e1p)] = 0.
i=2 j=i+1 b=2
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(5.5.59)

(5.5.60)

(5.5.61)

(5.5.62)

(5.5.63)

(5.5.64)
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Therefore, we can simplify the earlier equation as

- —
[(er0+ Y +ers) + (ero + Z Cat) 10+ Y e1p] =0 (5.5.66)
=2

,_A

T
[}

and equivalently

-1 -1 -1 =
€1, €10 + Z e1p]] = [—e10 + Z e1p — €10+ Z €ayls Z e1,0] (5.5.67)
b=2 b=2 =2 =2

The same proof works for the other commutator relation with 1 replaced by [ and
so we are done.

Case 3 : e(2l —1,0).
Note that (2l —1,0) = ey + Zflzz ey, and
LHS = Dy, (e(20 — 1, 0)) = [e(2L — 1, 0), My (5.5.68)

l

!
=le10+ Zﬁ,w My = Z[em, My (5.5.69)

a=2 a=2

since [e1 09, Mg] = 0 by 5.2.9. Again, by 5.2.9 we know that for a = 2,...,1,

a—1
> ean, M) =0 (5.5.70)
b=0
and thus
a—1
10, Mi] = —[eap + Y €ap My] = —[e(2(a — 1), 1), My]. (5.5.71)
b=2

Further, by the induction hypothesis and case 2, we know that for a = 2,...,1,

2(a—1)
—[e(2(a — 1), 1), My] = [e(2(a — 1), 1), Y wi(b (5.5.72)
b=1
Therefore,
l l
LHS = [e1a, Mi] = =) [e(2(a — 1), 1), My] (5.5.73)
a=2 a=2
l 2(a—1) l a—1 2(a—1)
= [e(2(a —1),1), wi()] = [ea0 + Y €ass wi(b)] . (5.5.74)
a=2 b=1 a=2 b=2 b=1



On the other hand,

RHS = —D
=-D

221 1 (] (2l - ]_7 0)
(2l — 1, 0) — Dwk(Zl—l) €<2l — 1, O)
20-2

e(20 — 1, 0) Zwk by definitions 5.5.2,5.5.3,

PP wy () €

201-2

—le1o + E €1,a5 E wi(J

Now, observe that the maximum subscript index in wy(j) = wg(e(j,0),

1 <5 <20 —2is equal to l. Therefore, by lemma 7.0.2 we get that

! ! 202
Y e Y wn(i)] =0
b=0 a=b+1 j=1
and thus
l ! I 202
[(e1,0 + Z e1a) + Z(eb,o + Z €ab)s Z wi(j)] =0
a=2 b=2 a=b+1 j=1
Therefore, we can rewrite the RHS as
! I 20-2
D (evot+ D ean) Y wilh)]
b=2 a=b+1 Jj=1
We claim that
! ! d—1 !
> leno+ Z eap) =D (eap+ ) cea) =) e(2(d—1),1)
b=2 a=b+1 d=2 c=2 d=2

Proof :

! ! Il
LHS(claim) = Z(eb,o + Z €ap) = 26570 + Z Z €a,b-

b=2 a=b+1 b=2 b=2 a=b+1

Consider the following transformation of indices

d=1+2—-0, c=1l+2—a
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(5.5.75)
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(5.5.77)

(5.5.78)

e(j, 1)) for

(5.5.79)

(5.5.80)

(5.5.81)

(5.5.82)

(5.5.83)

(5.5.84)



and observe that as b goes from 2 to [, d goes from [ to 2. Similarly, as a goes from
b+ 1 to [, then ¢ goes from [ +1 —b to 2 and hence from [ +1—(I+2—d)=d—1
to 2. Therefore, LHS(claim) is equal to

2 2 2
LHS(claim) =Y "eqo+ Y Y €rocisr—d. (5.5.85)
d=l d=1 c=d—1
Now, applying the transformation ¢ - [+ 2 —c and d — [ + 2 — d we get
l d—1 l
LHS(claim) = (eao+ Y €ea) = Y _e(2(d—1),1). (5.5.86)
d=2 c=2 d=2
We can apply the result from our claim to the original RHS to get
212
RHS = Z €b,0 -+ Z eab Zwk (5587)
b= a=b+1
! 202
d=2 j=1
! 212
= 1> el2(a—1),1), Y wi(i) (5589
a=2 j=1
Recall that the LHS is equal to
2(a—1)
LHS = Z (a—1),1), Y wi(b)]. (5.5.90)
b=1
So it is enough to show that fora=2,...,0,j=1,...,2l —2 and j > 2(a — 1),
[e(2(a = 1), 1), we(4)] = [e(2(a — 1), 1), wr(e(), 0), e(4,1))] = 0. (5.5.91)

Or simply put it is sufficient to show that for j > 2(a — 1)
[6(2(& o 1)7 1)7 €<j, O)] = [6(2(& - 1)7 1)7 e(ja 1)] =0. (5592>

We split this into four cases.
Case 1(0) : (4,0) = (2¢—1,0),2<a<lwitha+1<c<I.
Note that j =2c—1 > 2(a — 1).

[e(2(a—1),1),e(2c = 1,0)] = [ean + > _ €aps€10+ Y€1) (5.5.93)
b=2 d=2

83



6a0,€10+g €14 E 6ab7610+g €1.d) -

(5.5.94)

For d # a we have [eq0, €14 = 0. Further, [eq0, €10 + €1, = 0 and since ¢ > a
there does exist a term e, in the sum Y, e; 4. Therefore,

l€a,0,€1,0 + Z e1q) =0. (5.5.95)
d=2
Next, we have
a—1 -1 a—1 c
Z €ab; €10 T Z e1,d] Z Ca,bs €1,0) + Z[eab, 61,d] (5.5.96)
b=2 b=2 b=2 d=
a—1
=D leap, (erp+e1a) + Z e1a =0.  (5.5.97)
b=2 d=2,d+b,a

CaseI(1) : (4,1)=(2c—1,1),2<a<l,witha+1<c<I.

a—1

[e(2(a —1),1),e(2c = 1,1)] = [eap + > _ €aps €101 =0 (5.5.98)

b=2
since l #a#b#c+1.

Case I1(0) : (j,0) = (2¢,0), 2 < a <[ with a+1 < ¢ <. Note that j = 2¢ >
2(a—1

)-
Since e(2¢,0) = e(2¢ — 1,1), the proof is the same as in the last case.
Case II(1) : (4,1) = (2¢,1),a=2,...,lwitha+1<c<I

le(2(a —1),1),e(2¢,1)] = [eao + i CatCes10+ Y €erta) =0 (5.5.99)

since the same proof as in I1(0) with 1 replaced by ¢+ 1 works.
Case 4 :e(2l—1,1).
Note that (2l — 1, 1) = e ;41 and

LHS = DMk (6(2l — 1, 1)) = DMk (61,l+1) = [6171+1, Mk] (55100)
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201-1

== len g1, wil))] (5.5.101)
j=1
2[—-1
== [e(2—1, 1), wi(j)] (5.5.102)
j=1
by 5.2.10 applied to i = [ + 1, whereas
RHS = —Dgai-1,, ;) (e(21 = 1, 1)) (5.5.103)
2[—2
==Y Du ) (e(2l = 1, 1)) = Dy i1y (e(21 = 1, 1)) (5.5.104)
j=1
2[—2
== [e(2 =1, 1), wi(j)] — [e(20 — 1, 1), wy (2l — 1)] (5.5.105)
j=1
2[—-1
== [e(2l =1, 1), wi(j)] = LHS (5.5.106)
j=1

by 5.5.2 and 5.5.4 respectively.
O

Proposition 5.5.4 (Frost-Hidding-Kamlesh-Rodriguez-Schlotterer-Verbeek). For
[=2,...,n4+ 1, we have

— — — —
lim  lim G(zye) ;) ... Gziiet ;) et (Glznien ;) ... Glzse} ) '

2;—0,§>2 21—z ] J

=M"te; ;M (5.5.107)

Proof. For r > 0 and 14, ..., € 2N + 1, the coefficient of f;, ... f;, in the LHS is
equal to

(_1)T szl:_l3 wlr(‘]) PN Dzil:—13 wil (])(6170 5 (5.5.108)

whereas in the RHS it is equal to

Dy, ..

ir

. l)]\/[i1 (6171) . (55109)
Applying theorem 5.5.3 to the last equation we get

Dy ...

ir

]
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Finally, the next result completes the proof of theorem 5.2.1 started in this chapter.
Theorem 5.5.5 (Frost-Hidding-Kamlesh-Rodriguez-Schlotterer-Verbeek). For
l=2,...,n, we have

(Gn...GoZ) e, (G, ...Go Z) ' =M e M. (5.5.111)

Further, in terms of commutators, this is given by

t

le1y, M Zwr Z €1,y €1t41 +Zwr €1,t4+15 Z eri+1),e1] (5.5.112)

r=0,r#1 r=0,r#1

forr € 2N+ 1.

Proof. For the first relation, we know by 5.3.7 and 5.3.1 that for £k =2,...,n we
have
O(LHS) =0=0,(RHS). (5.5.113)

Further, by 5.5.4 we know that

lim (LHS)=RHS = lim RHS. (5.5.114)

2;—0,72>2 z;—0,7>2

Therefore, LHS = RHS.

Finally, the commutator relation follows from the following application of theorem
5.5.3 and notations 5.2.11 5.2.12, 5.2.13.

DMT(€17Z> = _DZ?L 3 (])(61 l) (55115)

[]

5.6 Application : Single-valued periods

The multiple polylogarithms are multi-valued functions. However, it is possible to
construct their single-valued versions, that is, meromorphic analogues with trivial
monodromy but the same holomorphic differential. This was first worked out by
Brown in the one-variable case a; € {0,1} in [17], in the multivariable case® in
[16] and from a motivic point of view in [23]. Following the work of Brown [23], a
combinatorial construction of the single-valued map was given in [28] by relying

purely on the coproduct and the antipode map of the Hopf algebra of multiple

5See [14] for an independent approach to single-valued polylogarithms in two variables.
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polylogarithms [41, 40]. Our goal in this section is to apply our results on the
motivic coaction to the formulation in [28] to compute the single-valued image of
the function F'. We start by first computing this for the initial value series 1. We
write sv to denote the single-valued map of multiple polylogarithms and multiple
zeta values.

5.6.1 Initial value series

The values at 1 of the single-valued multiple-polylogarithm in one variable are
referred to as the single-valued multiple zeta values, and these form a QQ sub-algebra
of the algebra of multiple zeta values. From [23] (section 7.2) we know that the
map sv takes the following simple form for the f-alphabet.

SV fiyfi o Jin = Z fi, oo fufow(fi - fi), svfo=0 (5.6.1)
=0

This allows us to compute the sv map on the initial value series I. To describe this,
we introduce the transpose symbol ¢, which reverses the order of the generators M;
in the series M,

(Mg, ... M; ) = M;, ... M, . (5.6.2)

Lemma 5.6.1. The single valued map acts on the initial value series I =PM as
follows.

svli=svM=M"'M. (5.6.3)

Proof. Since sv fo = 0 we have that

svP=sv() A Py)=1. (5.6.4)
§=0
Next, considering the f-alphabet with odd letters, we get
svM = SV(Z Z filf’iz .. fir Mi1Mi2 Ce ]\4-Z ) (565)
r=0 i1,i2,..., i €2N+1

I
NE

Z SV(filfiz Ce flr) M’i1 Mi2 Ce M’ir (566)

r=0 41 ig,...,ir €2N+1

r=0 i1,i2,..., ir€2N+1 j=0
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:Z Z Z(fzjf“ (Mij--.Mil)tmfij+1--‘fiT)Mij+1-~-Mi)
r=0 i1,i2,...,i,€2N+1 j=0
=M'M.

Finally, we have
svl=sv(PM) = svM = M’ M. (5.6.10)

5.6.2 Multiple Polylogarithms

Next, let us focus on the single-valued multiple polylogarithms. As explained in
section 3.4.3 of [28], one can construct single-valued polylogarithms in any number
of variables from the coproduct A and the antipode S in the Hopf algebra of
polylogarithms. This method works as follows.

One first computes the antipode of meromorphic polylogarithms via
SAG(ay,...,au;2) =0, w>1. (5.6.11)

Note that the antipode map acts only on the left side of the coproduct and not on
the right side.

Given the antipode of meromorphic polylogarithms, the single-valued map for any
number of variables is given by [28]

svG(a,.. ., ay;2) = SAG(ay, . . ., Gy; 2) (5.6.12)

where the operation S acts by taking the complex conjugate of the antipode map
S and multiplying weight-w contributions by (—1).

The above construction was used at the level of generating series to write down the
single-valued image for multiple polylogarithms. For purposes of illustration, let
us first state this result in the one variable case, that is, for the generating series
G,,. We use the bar notation Z to denote complex conjugation. We also use the
transpose notation * that reverses the order of letters e,,

(Cay - €a,) = €ap - - €qy - (5.6.13)

Lemma 5.6.2. The single-valued image of the generating series G, is given by

0 1

t
* * — *
SVG[E"*O Enntl ;zn} = G[emo e"’;“ : zn} G [e”’o enmtl zn} ) (5.6.14)



—_— . .
where €, n4+1 15 given by

—

rmil = SVeE, a1 =SVP(€l o, enni1) Ennir SYP(en g, Enpi1) - (5.6.15)

Assuming the equivalent criteria of theorem 5.2.1 hold, we have the conjugate
identity 5.2.5

(I)(e:;,m 6mn-i—l) 6n,n-i—l (I)(e:;,m 6n7n+1)_1 = ]I_l 6mn-i—l I. (5616)
Thus, applying the single-valued map to the above equation we get
sv (e, o, €nnt1) Ennt1 SV P(ey o, en7n+1)_1 =svM e, 11 sVM. (5.6.17)

We can use this relation along with the identity [e

500 M] = 0 to reformulate lemma
5.6.2 as follows.

Lemma 5.6.3. The single-valued image of the generating series G, is given by

SVG[ Cno Cnntl zn] =svM™ G[ "06";“ zn] SVMG[ €no Enntl Zn} . (5.6.18)

1 1

Let us verify that this indeed gives us a single-valued series. First of all, it is clear
that sv G, has the same holomorphic differential in z, as G,,. So it is enough to
check that sv G, has trivial monodromy. We write Discy, Disc; to denote the
monodromy operator for polylogarithms at 0 and 1 respectively. Then, we have

Discy G[e%ﬂ s zn} = exp(2mie;, ) G[e%o et zn} and (5.6.19)
t
Discy G[ mo Emotl zn} = G[ mo Enatl s zn] exp(—27ie;, ) - (5.6.20)

Therefore, on applying Discq to 5.6.18 we get

t
Discy SVG[ n,0 €, T zn} =svM™! DiscoG[ o en, T zn}

. *
x sv M Discy G[e’ao e”’;“ ;zn}

t
= sv M G [0 iz exp(—2nic )

x sv M exp(ZWie;‘L’O) G[ ,60 en, 11+1 Zn]

=M E[ +zn] svM G [0 0tz | = svG[ o gz (5.621)

89



*

since [e; o, M] = 0 and thus we can put the exponential terms together in the
second equation which then cancel out.

The monodromy at 1 is slightly more complicated.

1 0 1
(5.6.22)

. e* e 1. _ * . * —1 e’y enntl .
Dzsch[ o Ert ;Zn:| = ®(e;, 0, ennr1) eXP(2mien ni1) Pley, o) €nmst) G[ "0 €t ,Zn]

This leads to

*o € t ef e ¢ * - ; *
Z)Z.Scl G[B%’O n’;l-H ) Zn:| = G|: 76’0 n{H—l ) Zn] (cD(en,Oa 6n,n+1) l)t eXp(_27men,n+1) (I)(en,m en,n+1)t .
(5.6.23)
Now, we apply the operator Disc; to 5.6.18 to get

* * t
Discy SVG[B%’O e"’i‘“ : zn} =svM™ Disc, G[e%") e"’;“ : zn}

. *
x svM Discy G[ego 6"’;“ ;Zn}

* t .
=syM ™G [ 6%70 6nT+1 ) Z”} (q)(e:z,m €n7n+1)71)t exp(—2mien ni1) q)(e;kz,m en,nJrl)t

x svM®(e} o, €nni1) exp(2micn 1) Ple) o, €nmr1) " G[e%o ernt Zni| . (5.6.24)
Thus, for Disc; to act trivially above, it is enough to show that

(@( 00 enns) ™) exD(—2ienns1) D(s0rennsr)’
X svM @ (e, o, enmi1) exXp(2mie, ni1) Pe;, o, enn1) L =svM. (5.6.25)
Recall that we have sv M = MM and
(13(6270, €nnt1) Cnntl @(6270, en,nﬂ)*l =M ennt1 M. (5.6.26)
Therefore, we get
M®(e}, o, €nnt1) exp(2mienni1) Ple) o, €nni1) ' = exp(2mie, i) M. (5.6.27)
Similarly, with the transverse operation, we also get

Pler o, ennit) V) exp(—2mien ni1) PleX o, ennit) M = M exp(—27iey, ni1) -
n,0 s , n,0 ) ,( )
5.6.28

Finally, multiplying equation 5.6.28 and 5.6.27 gives 5.6.25 as required. Thus, we
have verified that the formulation in theorem 5.6.2 and 5.6.3 lead to single-valued
polylogarithms in one variable. We state the result in the general case below,
starting with the extension to lemma 5.6.2.
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Proposition 5.6.4. The single-valued image of the generating series of polyloga-
rithms Gy, is given by

svG €40 €kk+1 - Ckonl . P
20  Zk+41 - Zn41 ) k

— — t
efy € .. € . € o €k,k+1 - €kn+1 .
— k,0 Ck,k+1 k,n+1 k,0 , s

G[ 20 Zk+41 -+ Zn+l ’Zk} G[ 20  Zk+4+1 -+ Zn+l 'k (5629)

where we have for j =k+1,k+2,...,n+1,
—~ ' g -
éry =sve,; =svG(z = 255 € ;) eny svG(z — 255 €5,) 7" (5.6.30)

This result can be reformulated as follows and the same argument as before verifies
the single-valuedness of the expression.

Proposition 5.6.5 (Frost-Hidding-Kamlesh-Rodriguez-Schlotterer-Verbeek). Sup-
pose that the equivalent criteria in theorem 5.2.1 hold. Then, the single-valued
image of the generating series of polylogarithms Gy, is given by
= —~ P AT RS 2
sv(G(z; ek,o)) =SV (MG(ZM en,())) o G(2rg1; €k+1,o)) G(z; ek:,())t
—~ > ~
X sv (MG(zn;€)) - - Glzet1;€hiro)) Glarser ) - (5.6.31)

Proof. The theorem 5.2.1 holds. Therefore, we can make use of the following
conjugate identity 5.2.5 along with proposition 5.6.4.

(I[(Grn . G]H_l)_l €k.j (HGn Ce Gk—H) =
7 -1
Glzr = 255 e ;) en Glan = 255 €5 5) 7 - (5.6.32)
Applying the sv map to the above equation and using 5.6.1 we get
_— / 7 N1
€k = SVey; =SV Gz — 2z ek’j) exj svG(zr — 25 ek,j)
=sv(MG,,...Gpy1) ler; sv (MG, ...Giyy) (5.6.33)
We apply this to equation 5.6.29 along with the relation
[ero,M] =0 and [ef,,G;] =0 (5.6.34)

and take conjugating factors out to get

— — —r -1 -, =
sv(G(z; €f0)) = sv (MG (2n;¢50)) - - Glzrsrs €haro)) Glani o)
- - —
X sv (MG(zn;€50)) - - - G(2re1; €5110)) Glzri€fg) - (5.6.35)

where we have cancelled out the two instances of complex conjugation. O
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Remark 5.6.6. It is not necessary to use proposition 5.6.4 to prove this result. One
can directly use the algebraic construction [28] of the single-valued map discussed
earlier in the section to get the above result. This approach will appear in [36].

Remark 5.6.7. Note that the generating series sv G, has the same holomorphic
differential in 2, as G,. However, the anti-holomorphic differential is clearly non-
zero. The computation of this anti-holomorphic differential will also appear in

[36).

5.6.3 Hypergeometric functions

We can use the above results to give a compact formulation for the single-valued
image of F.

Theorem 5.6.8 (Frost-Hidding-Kamlesh-Rodriguez-Schlotterer-Verbeek). Suppose
that the equivalent conditions of Theorem 5.2.1 hold. Then, the single-valued image
of F' is given by

svF =F'F. (5.6.36)

Proof. By proposition 5.6.5 we have

svF =sv(MG,, ... Gy) =sv(MG, ... Gs) (svGy)
= sv(MG,, ... Gy) (sv(MG, ... Gy)) " G sv(MG, ... G,y) G,
=Gt sv(MG,,... Gy)Gy. (5.6.37)
Repeating the above argument for the factor sv(MG,, ... Gy) we can rewrite the

above equation as L
svF"=G!,... Gt (svM)G,, ... G;. (5.6.38)

Finally, we use lemma 5.6.1 to rewrite 5.6.37 as

svF =Gt ... GEM!MG, ... G, (5.6.39)
= (F)'F. (5.6.41)
O
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Chapter 6

Application: Proof of the coaction

conjecture

In this chapter, we will prove the coaction conjecture for the period matrix FP)

in the case p=1and n =4,5 as well as p =2 and n = 5,6.

6.1 Dimension 1

6.1.1 (n,p)=(4,1)

In this section, we set n = 4 and p = 1. Then C™P)is one-dimensional.

In terms of coordinates we have

CP) = {2 € Clz #0,2 # 1}.

Further the (co)-homology groups are one-dimensional since d(™?)

So the homology basis consists of just one element
%4’1) ={0< 2z <1}

and the cohomology basis is the class of

Also, the Koba-Nielsen factor in this case is

KNG = 2512(1 — z5)%2
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Therefore, the period matrix is given by

FAY = (P (6.1.5)
where !
Fl(;hl) = / 2’512(1 — 22)823 % dZQ, RG(SU) > 0. (616)
0 2

The poles in the integral above can only occur at the end points of integration.
Clearly there is no pole at 1. On the other hand, near zero, the integrand behaves
like 51925~ " which integrates out to 25! and evaluates to 1 after putting in the
boundary values, so the integral is indeed well-defined.

Note that the above period integral can be expressed in terms of the well-known
Beta and Gamma function as follows

I'(1 I'(1
512523 B(s12, $23) = (14 s12)I( +323)‘

Fy = 128
H S12 + So3 [(1 + s12 + S23)

(6.1.7)

This is a particularly special situation where we can write down explicitly an
exponential series expansion formula for the period integral F l(f‘ Y and its ‘motivic’
lift.

RO = o0 CH S Gy - 619

n
n>2
Since the single zeta values have a particularly simple coaction formula

A("(2n) =C"(2n) ® 1, (6.1.9)

AC"2n+1))=C"2n+1)®14+1®(2n+1), (6.1.10)

we can compute the coaction directly as

A(F™ = exp(d” (=L AR ((512 + 523)" — sy — s33))

n
n>2

= PP RO (6.1.11)

in accordance with the coaction conjecture.

In the next section, we will provide another proof of the above result. Continuing
on we may drop the superscripts (n,p) if it is clear from the context.
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6.1.2 (n,p)=(5,1)

In this section we set n =5 and p = 1. Then we have

Cc(np) ={20€C|20#0,20 # 23,29 # 1}.

So C™P)is still one dimensional but the (co)homology groups are now dGD =2
dimensional.

We have as our homology basis the classes of following cycles

AN Z 10 < 2 < 24}, A = {25 < 20 < 11, (6.1.12)

and as our cohomology basis the classes of following forms

G _ 212 gy o (222 2 )4 6.1.13
h 22 29 (23_22—1—1_22) 22, (6.1.13)
(5,1) _ (512 523\ gp, > 82 4 6.1.14
) (22—1-22_23) 22_1—7:2 2. (6.1.14)

And the KZ-factor is

KZO = [ 2] |20 — 23] |20 — 1] . (6.1.15)

Next we can compute using integration by parts and partial fraction identities that
the period matrix FOV(z) = (fv(s,n KNG wl(f”l)) satisfies the KZ equation

d Joi) (E(5,1))
Ehally AIGRY) By GRY 31 34 6.1.16
PO () = PO () (2 + 2 (6.1.16)
for the matrices
1) _ [ Si2ts2s 0 G [ 0 —sy
By = ( —s515 0 ) ) E3 7 = < 0 Sogtsos ) (6.1.17)

For convenience of notation we will write Ey ,, = E3; and E) ., = E34 and we may
even drop the subscript z3 in this section.
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In this notation a solution to the KZ equation above is given in terms of multiple
polylogarithms as follows.
G(Ey,Erizs) =Y Y Glar,...,a9,00;2) EQDESD  E®D - (6.1.18)
r=0 o
Since the KZ equation is linear we can solve for the period matrix F®V(z3) in
terms of the above generating series by multiplying a prefactor matrix of initial
values. Specifically, we have

F(s’l) (23) = CSSJ) G(Eo, El, 23) (6119)

where 0(55’1) = lim,, o F®Y(23) zg_Eo.

To be able to compute the coaction of F(V)(z3), we first need to compute the
coaction of 055,1)' However, this requires us to first compute the initial value matrix.
In that direction, the z3 limit for the first row of the period matrix, that is, for
the integral over v; = 0 < 25 < z3, can be computed by first making a change of
variables z5 = z3t9 to eliminate the dependence of z3 from the integration path and
then taking the limit.

A straightforward change of variables doesn’t work for the second row but we can
make use of the monodromy relations [8, 52] to write the integral over v, in terms
of integrals over paths which have no z3 dependence or whose z3 dependence can
be eliminated with a change of variables.

In our case, the monodromy relation comes down to the vanishing of the following

integral

7{(—22)512 (z3—2)°2 (1—2) 24>V (6.1.20)
c

valid for both a = 1 and 2, obtained by applying Cauchy’s theorem to the contour
depicted on the next page.

So we simply have the following relation

/ (_22>812(23—22)823(1—22)824%(15’1) =0. (6.1.21)

[e.9]

The above integral can be split into four intervals for z, which we correct with
monodromy factors to get relations among period integrals.

1. Yneg = (—00,0) : All the factors in brackets are positive so we do not make
any changes.
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—00 210 23 z=1 +00

FIGURE 6.1: The closed contour C consists of the real line drawn in red and split into
paths Yneg, 71, 712, 73, Whereas the blue semicircle simply indicates that z5 — do00 are
identified on the Riemann sphere and does not contribute to the integral.

2. 71 = (0, 2z3) : The first factor in brackets is negative so we can express the

integral in this range as exp(:l:wslg))Fl(s’l) with the signs depending on how
we move around zero.

3. 72 = (z3,1) : Both the first and second factor are negative so we write
eXp(:‘:ﬂ'(Slg -+ 823))F2(271) .

4. v3 = (1,00) : All the factors are negative so we write exp(£m(s12 + So3 +
$24)) FS2Y) where we set 73 = (1,00) and Fio) = L KNGy,

Above gives us two relations, one each for a choice of sign on the exponential factors.
Taking the difference of the two we can eliminate the integral over +,., and get
that

sin(ms12)) o 4 sin(m(s12+ $23)) Fao ) +sin(m(s19 4 803+ 524)) P = 0. (6.1.22)

We already know how to make a change of variables for the integral over v, and 73
has no dependence on z3. So we can just take the limit as z3 — 0 which gives us
the second row of ().

s12+s23  I'(14s12+s23+s24) sin(m(s12+s23)) T'(14s12+s23) T'(1+s12+s23+524)
(6.1.23)

F(1+812)F(1+823) 0
O — I'(1+s12+s23)
0 s12 D(1+s24)T(14512+523) sin(ms12)  T'(14s12)'(14s23) I(14s12+523)'(14524) :
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Note that we could also have looked at the limit of F(>!)(23) as z3 tends to 1. So
we define C'™Y = lim,,_,; FO®V(23)(1 — 23)~F. Now, we know that the boundary
values are related via the Drinfeld associator as follows.

01(5,1) _ 085»1) (I)<E07 El) ) (6.1.24)

To give a preview of what is to come, we note that the above will lead to some
relations involving Beta function that will help us compute its coaction. This is to
be expected because the factor ®(Ey, E) is a meta-abelian quotient [33, 26] of the
Drinfeld associator and its entries can be written down explicitly in terms of the
Beta function and this suggests that the entries of C; should also consists of Beta
functions.

Now we can compute the entries of C directly by calculating the z3 — 1 limit.
However we give here another recipe for deriving C in terms of Cj,.

Recall that we have

d E E
il A(GRY) A (GRY =0 1
ng <23) <Z3) (Zg + 23 — 1

). (6.1.25)

Define a change of variables y3 = 1 — 23 and y» = 1 — 25. Then we can rewrite the
above K7 equation as

— L (FED(1 = ga)) = ~FOV(1 — )

Ey L E
dys

ys—1  y3

). (6.1.26)

Now, let’s analyze F'>!)(1 — y3). First, we have the change in basis of cycles
N=0<2n<zme1l>y>ys=—"72113), (6.1.27)

Yo =23 < 29 < 1(:)y3>y2>():—71(y2,y3). (6128)

Secondly, we have the modification in the basis for forms

s s s s
w1 = ﬁdZQ = — 12 dyg = —(ﬁ + 23 )dyQ, (6129)
22 1 —yo Y2 Y2 — Y3
Wy = (2 + 523 Ydzg = 524 dze = —%dyg. (6.1.30)
2o 29— 23 I — 2 Y2
Therefore, in the y-variables we have
wr = —wy (Yo, Y3, L <> 4), wo = —wi(y2,y3, 1 <> 4) (6.1.31)
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where we keep track that we have to swap 1 and 4 in the subscripts of s;;’s.

The KZ factor also modifies in alignment with our choice of sections since z; — z; =
y; — y; have the same sign for 1 < 1,5 < 2 and thus we only have positive terms
inside brackets in the expression for KZ®V,

Therefore, in terms of matrix entries we have
5,1 5,1 5,1
Fz(J )(23) - Fz(] )(1 —ys) = F((Sfi))(3fj),l<—>4(y3) (6.1.32)
for 1 <i,5 < 2, since the signs from the basis of cycles and forms cancel out.

These kind of relations will be a general feature so we introduce a new notation A
for 2 x 2 matrices that interchanges entries (4, j) and (3 —4,3 — j) as well as swaps
1 and 4 in the indices for s;;. Therefore, we have in the new notation

F(5’1)(23) _ F(5’1)(1 —y5) = F’(5’1)(y3) (6.1.33)

and the updated differential equation

d 55,1 (5,1
d_yg(F( M(ys)) = (F )(93))(£+y3_1

). (6.1.34)

Comparing with the original equation 6.1.25 we can observe two facts of interest.
First we have the matrix equality

E, = E, (6.1.35)

which can also be verified by checking the matrix entries. Secondly,

Lemma 6.1.1. The limit as z3 — 1 satisfies Cf”l) = 00(5’1).

Proof.
CPY = lim FOD(2)(1 — 2)

z3—1

= lim FOY(1 — y3)(ys) ™5

y3—0

= lim (F®Y (y3))(y5) ™"

y34>0

= lim (D (y3)) (y3) ™™

y3—0

— ¢, (6.1.36)
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Therefore we can write down the entries of €} without having to compute the
23 — 1 limit of F®1) and this is stated below.

I'(1+s24+s23)T(1+5s12) sog  D(1+s12)['(145244523) sin(mwsa4)  T'(14s24)(14523)
= T(14s12+s23+524) s24+s23 [ (14s12-+s23+524) sin(m(s2a+s23)) I'(1+s24+523)
0 F(1+524)F(1+823)
'(14s23+524)
(6.1.37)

Now let’s focus again on the coaction! We just need two more ingredients.

The first thing is to observe that if we replace the sine factors in the entries of Cj
with its argument then the resulting matrix commutes with Ey. Concretely, let’s
take

F(1+812)F(1+823) 0
OoF — I(14+s12+s23)
0 si2 T(1+s24)T(A4s124s23)  s12 T(14s12)I'(I+s23)  [C(1+s12+s23)C(1+524) :
s12+s23  ['(14+s12+s23+524) s12+s23  I'(1+s12+s23) T(14s12+s23+524)

(6.1.38)
Then, we have [Ey, C§] = 0 and as a consequence [Ey, CJ*] = 0. Similarly, we also
have [E1,CT] = 0 and [E1, CY] = 0 where CT is defined in an analogous way by
getting rid of the factors of m coming from the monodromy relations.

The second ing}"edient that we neeq is the matrices Cl~ and Cy when we set
S~23 = 0. Let Cl = Cl<823 — O) s CO = 00(523 — O), E() = E0(523 — O) and
E = E1<823 — 0) Then, we have

_ F(1+512)F(1+524) F(1+812)F(1+524) . 1
C, = T(1+s12+524) [(1+s12+524) , (6.1.39)
0 1
- 1 0
Co = F(1+s12)T(14s24) 1 C(1+s12)T(14524) (6140)
F(l+$12+$24) F(1+812+$24)
and ) . o

Cy = Co d(Ey, Ey). (6.1.41)

Theorem 6.1.2. The motivic coaction of the initial value matriz is given by
A(CTD™) = oo (6.1.42)
Proof (D. Kamlesh). Recall that by Ihara’s coaction formula we have

A(®™(Ey, Ey)) = ®™(Eo, Ey ) ®*(Eo, E1) (6.1.43)
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E\' = & (Ey, Ey) By (9™ (Eo, E)) . (6.1.44)

Replacing the deRham Drinfeld associator with initial value matrices from 6.1.24

we get
~ —0t ~ 0t

(I)Dt(Eo, E~1) - CO Cl (6145)
and so 6.1.44 gives

~ ot

E~Ill - éoim élat El Cfliat éom = éoim El CO (6146)
since we have [Ey, C%] = 0 and therefore [E;, C%] = 0.

Using above in the coaction we get

A(®™(Ey, Ey)) = d™(Eo, Ey ) @ (Eo, Ey)
= O"(Cy "EoCy,Co TENCy ) O (Ey, E)
= C«O_Dt (I)m(EO’ El) C?Oat q)at(EO; El)
= C'o_at q)m(Eo, E1) élat . (6.1.47)

where the last step uses ¢} = Cy" D (Ey, Fy).

Since the coaction preserves products we can use 6.1.47 to get

~m ~ m

A(Cy) = A(Co ) A(®™(Ey, E1))
= A(CY™) Cy ™ (Ey, Ey) Gy (6.1.48)

Recall that the first row of Cy" is just (1,0) by 6.1.40 and A((1,0)) = (1,0). Thus
A(C’Om) =0y G, is verified up to the first row.
Applying this to 6.1.48 we get
S~ m A T~ ~ 5 ot
A(Cl ) - CO (b <E07E1)7 Cl
~m o~ 0t

=" (6.1.49)

which is verified up to the first row. But this is enough to determine the coaction
~m

of the first row of C ', see 6.1.39, and in particular the first entry of the row and

so we get

(Fm(1+512)Tm(1+524) . Fm(1+312)Fm(1+524) Fat(1+812)rat(1+824)

= 6.1.50
Fm(1+512+524) Fm(1+812+824) Fbt<1+812+824) ( )
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that is
AFED™ (515, 594) = FEDM (515, 594) FEVY (515, 894) (6.1.51)

as already observed in the previous section.

Now, since the entries of Cf’l)’m are composed entirely in terms of Beta functions
and sine factors one can use the above result to check that we also have

A(0£5,1),m> — O£5,1),m C§5,1),Ut and A(c[g5,1),m) — Cé5,1),m C(g5,1),0'€ ) (6152)
[

And finally, we have the coaction conjecture for Gauss’s o] hypergeometric func-
tion.

(5,1),m

Theorem 6.1.3. The motivic coaction of F 1S given by

A(F(S,l),m) — F(571)7m F(5’1)7at . (6153)

Proof (D. Kamlesh). By theorem 5.2.1, criteria 3, it is enough to know that the
following conditions are satisfied.

L. A(ChH) =CpCtr.

2. (€)1 By (C) = 0.

3. (C%)~! B, C% = &*(Ey, Ey) B, & (Ey, E;)~" .

The first condition is just theorem 6.1.2. And we have already noted earlier in the

section that
[Eo, CY] = 0 = [Ey, CY]. (6.1.54)

Hence, the second condition is also satisfied. Finally, making use of the above
relation and equation 6.1.24, we have

D(Ey, Ey) By ®™(Ey, 1)~ = (CF) P O By (CYT) 1 CFF (6.1.55)
= (C B CY. (6.1.56)
O

Remark 6.1.4. One can also use equivalent criteria 4 to prove the above theorem.
Briefly, the property A(CF') = Cf* CF* implies that we have

Cor=M"=>" > (fufi. fo)"M M, .. M, (6.1.57)

r=0 i1,i2,..., ir€2N+1
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for some matrices M;, i € N. But then [Ey, C3*] = 0 implies that [Ey, M;] = 0 for
all + € N. Similarly, the relation C}* = CJ* ®(Ey, F;) and [Ey, CY*] = 0 implies that
[Ey, M;] = [w;, E1] on comparing the coefficients of zeta values.

Corollary 6.1.5. The single-valued image of the period matriz F*Y and F®1 s
given by o
svF =FtF (6.1.58)

Proof. This follows from theorem 5.6.8 and theorem 6.1.3. ]

Remark 6.1.6. Summary of the steps above - Before proceeding to the next chapter
which uses the same argument as this one, we summarize our steps as follows. To
get the coaction of the period matrix F(™?) for (n,p) = (4,1) with n — p = 3 we
first identified F("™?) as a sub-matrix of the initial value matrices C’é5’1) and C’f”l)
for the (n + 1,p) = (5,1) period matrix. The initial value matrices are related
via the Drinfeld associator C\"™'%) = C{""'")¢(E,, E) and thus as a consequence
we also get a relation for the periods of (n,p). We set some of the s;; entries to
zero to simplify the matrix entries and the above relation and applied the coaction
formula. The only other feature we needed is the coaction on the Drinfeld associator
itself which follows from the Ihara’s formula as well as the commutator relations
[Eo, CTTH1) = [By, 0T = 0. From the work of [13] it is known that we
always get the period relation as observed here and only the commutator relations
need to be known. As long as one can derive this the rest follows and we will this
use approach in the next section.

6.2 Dimension 2

6.2.1 (n,p) = (5,2)
In this section we set n =5 and p = 2.

So CP) = {(29,23) € Cx Clzy # 0, 20 # 23, 29 # 1, 23 # 0, 23 # 1} is two
dimensional and the (co)homology groups are d®? = 2 dimensional as well,

The homology and cohomology basis are listed below.

VP2 = {0 < 2y < 23 < 1}, W =0 < 25 < 2 < 1}, (6.2.1)
. S S S R S S S
oA = 512 (ﬁ + ﬁ) : oD = 213 (ﬁ 4+ ﬁ) . (6.2.2)
212 \ %13 223 213 \ %12 232
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The Koba-Nielsen factor is

KN(5’2) = |22|512|23|512|23 — 22|523|1 — 22|824|1 — Z3|S34 (623)
and we have a 2 x 2 period matrix

F3™ = / KNGy, 1<a, b<2. (6.2.4)

Ya

One way to study this period matrix is to follow the approach in [26] and integrate
one variable at a time which allows us to express it as a linear combination of
depth 2 Beta quotient of the Drinfeld associator whose coaction can be computed
via Thara’s formula. However this gets combinatorially complex quite fast and is a
bit unwieldy for higher values of n and p. So we will follow the strategy from the
previous chapter instead.

6.2.2 (n,p) = (6,2)
In this section we set n =6 and p = 2.

SoCP) = {(29,23) € CXClaa #0, 20 £ 23, 20 F 21, 22 # 1, 23 £ 0, 23 # 24, 23 #
1} is again two dimensional with coordinates zq, z3 and one unintegrated puncture
2z4. The (co)homology groups are now d(®? = 6 dimensional.

The homology and cohomology basis are listed below

7%672):{0<22<23<Z4<1}a 7§672):{0<22<Z4<Z3<1}

7&6’2) ={z <2< z3 <1}, 752’2) = 7523)1 ‘ , k=1,23and (6.2.5)
243
R S S S N S S S S
PG (ﬁ N 2) | D S (ﬁ Lo ﬁ)
212 \ 13 293 212 \ %13 223 243
R S S S S S . N
of? = (L) (L) ooy, k-2
212 242 213 223 243 243
(6.2.6)

where the notation 2 <+ 3 means an interchange of indices.

We have the Koba-Nielsen factor

KN(©62) — |20]°12| 25|12 | 25 — 22|°% |24 — 22|%|| 24 — 23]%%%|1 — 22|"24|1 — 23]°%® (6.2.7)
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and the period matrix F(©2)(z,) satisfies the KZ-equation

d E(6=2) (E(672)>
T FOD () = FO(z) (= + =) (6.2.8)
4 41 45

for the matrices

S123+S24+S34 0 0 0 00
0 8123+824+834 0 0 0 0
E©2) _ —813—523 —S13 S12+S24 0 00
- —S12 —S12—S23 0 S13+s32 0 0 |7
—S12 513 —S12 0 0 0
512 —513 0 —s;2 00
00 —S35 0 —S35 S925
00 0 —So95 S35 —S95
62 | 0 0 s35+s3 0 —S23— 25 — S5
Ea™ = 0 0 0 S25+524 — S35 —S8923— 535 (62.9)
0 0 0 0 S935+S24+534— 5S35 0
0 0 0 0 0 8235+Sg4—|—834

and shorthand sj93 = S12 + S13 + S23, So35 = S23 + So5 + S35 .

Analogous to the previous chapter we write Ey = Ey ., = Ey and By = E) ,, = Ey3
and then a solution to the above differential equation can be expressed as

G(Ey, Ev;z4) = Z Z G(ar,...,as,a1; Z4)Ec(z?:2E$:2 . Eéfi; . (6.2.10)
r=0 Sy
We define
Cl%? = lim FO2(z,)z; (6.2.11)
Z4~>0
which allows us to express the period matrix as
F©(2) = CyG(Ey, Fy; 24) . (6.2.12)

Therefore, it is imperative that we understand the initial values matrix Cy. The
z4 dependence on the basis cycles 7, and 75 can be eliminated by a change of

variables zy = t924 and 23 = t3z4 but this doesn’t work for the other cycles 7(-6’2)

j
for 7 = 3,4,5,6.

However, once again monodromy relations between the basis of bounded cycles and
unbounded ones stated below and pictured on the next page come to the rescue.
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Re(Z3) A

04(6’2)
(6,2) 5
o X
aé6,2)
1
(6,2)
Vs
(6,2)
73 (6,2) x
Y6
Z4
(6,2)
B! (6,2) (6,2)
Y2
4 1 Re(2s)

FIGURE 6.2: Integration contour 7’s for (6,2) period integrals and «’s for monodromy
relations. The contours marked x are not needed.

af"? = {(z2,2) €R* [ 0 <2 <z < Land 1 < 2 < oo}
af® = {(z2,2) €R” | 1 < 2 < 25 < o0}

(62) _ (6.2) (62) _ (6.2) 6.2.13
% By R P (6:2.13)
The period integrals over the cycles above work better for taking the z; — 0 limit

since we can eliminate the 2z, dependence from the integration limits.

We illustrate one instance of the monodromy relations obtained from the vanishing
of the following integral

23=00

29=2Z4
/ (22)12(—23)" (22— 23) % (24 — 22)™* (24 — 23)™* (1 — 22)"* (1 — 23)™w(?)
zZ3=— 22=0

valid for a € {1,...,6}.

The integral above can be split into five regions which we correct with monodromy
factors to get relations among period integrals. Note that we keep the range of 2,
fixed and we only vary zs.

1. (—00,0) : All the factors in brackets are positive so we do not make any
changes.

2. (0,23) : Then —z3 < 0 so we can express the integral in this range as
(6,2)
exp(Emsi3))Fy, .
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3. (22,24) : 22 — 23 < 0 so we write exp(£m(s13 + 323))F1(S’2) :

4. (24,1) @ (24 — 23) < 0 so we write exp(£7m(s13 + So3 + 534))F§2’2).

5. (1,00) : (1 — 23) < 0 so we write exp(£m(s13 + S23 + S34 + 335))F£’a2).
Eliminating the integral over the range 23 < 0 we get

Sin(ﬂ'Slg))FQ(SQ) + Sin(?T(Slg + 823))F1(272) + Sin(?T(Slg + So3 + 834))F§3’2)

+ Sin(’/T(Slg + S23 + S34 + 835))Fé2’2) =0. (6.2.14)

This helps us express the integral over 3 in terms of integrals over more well
behaved cycles. Similarly, one can compute the rest of the monodromy relations

and use it to compute the initial value Co* as worked out in [12] which we state
below verbatim and have also verified independently.

S 0 0 0
o 0 0 0
HS?  HE?  FOD (519, 524) FOD (35, 513523+ 534) 0 0
Hé?’Q) HQ(S’2) 0 FAD (515, 534 )F4 Y (595, 5104503-+524) 0
T g5 K{? el GO B
I ag? b Ky Y

The entries HS’Q) are given by

H1(?’2) = ﬁp(ﬂ)(slz’ 524)F(4’1)(S35, S13+S23+534)
B sin(m(s13+$23)) (52) sin(msi3) (5.2)
sin(w(313+323+334)) 1 Sin(ﬁ(813+823+834)) =
Hfg’” = ﬁp(&l)(sl% 824)F(4’1)(535, S13+S23+534)
Sin(ﬂ(813+823)) (5,2) . SiIl(Tl'Slg) (5,2)
sin(m(s13+523+534)) 2 sin(7(s13+523+534)) ’

while the entries HQ(?Q) can be obtained from H 1(?’2) by relabeling 2 <+ 3 at the level
of the Mandelstam variables throughout and are thus given by

S
Hz(?g) = 312+S—;Z+SQ4F(471)(813’ 334)F(4’1)(525, S12+S23+524)
_ sin(7(si2+523)) 52) sin(msi2) (5.2)
Sin(ﬂ(812+523+524)) 21 Sin(ﬂ(812+823+524)) =
S12+S
HQ(S’Q) = m—ll—zs—%—i?isMFM’l)(slg’ 334)F(4’1)(825, S12+S23+S524)
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Sin(ﬂ'(812+523)) (5,2) Sin(ﬂ'812> (5,2)
- 2 T = Fiy
sin(7(s12+523+524)) sin(7(s12+523+524))

The entries Jl(?’z) are given by

J1(§5,2) :Uuﬁl(i)g) + U12F1(2572)
_ sin(7sio) S13+523
sin(m(s12+524)) S13+523+534

[— sin(msia) sin(7r334)F1(15’2) + sin(7s13) sin(ﬁ(8123+334))F2(f’2)]

F(4’1)(812, 824)F(4’1)(535> S13+S23+534)

+ : :
SlH(?T(813+823+834)) SID(W(8123+824+834))

TP =ug FS? 4 ug 5
sin(7ms12) 513
sin(7(s12+524)) S13+8S23+534

[— sin(msig) sin(7r534)F1(§’2) + sin(msy3) sin(ﬂ(3123+334))F2(§’2)]

F&D (54, 824)F(4’1)(835, S13+S23+534)

+

Sin(ﬂ'(813+523+834)) Sin(ﬂ'(8123+524+834)) ’

where the u;; are defined below

—513524 513(5123+534
(s12+s24)(s123+524+534) (s13+534)(s123+524+534)

s12(8123+524) —512534
Uii = (s12+s24)(s123+524+534) (s13+534)(s123+524+534)
iy .
j

Also, the hat denotes the following replacement of the arguments of F(®2)

~ 5,2)(

(5,2) _
F.;7 (512, 813, S23, S24, S34) = F,;"" (8124524, S13+534, S23, S25, 535) -

The entries JQ(?’2) can again be obtained from Jl(?’2) by relabeling 2 < 3:

I =57 ey = weFly® +un By

243
sin(msy3) S19

sin(m(s13+531)) S12+523+524

[— sin(msi3) sin(7r324)F2(f’2) + sin(msya) sin(ﬂ(3123+824))F1(f’2)]

F(4’1)(813, 834)F(4’1) (S5, S12+S23+524)

+ - :
sin(7(s12+S23+524)) sin(m(S123+524+534))
6,2 6,2 (5,2 (5,2
J2(2 ) :Jl(l ) (20:3) = uz2F2(2 ) +UQ1F2(1 :
Sin(ﬂ'Slg) 812+523

F(4’1)(313, 834)F(4’1)(325> S12+823+524)

* sin(m(s13+534)) 512+ 23+ 524
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572)
2

[— sin(msi3) sin(7r524)F2( + sin(msya) Sin(7T<8123+824))F1(§’2)]

+ - -
sin(7(s12+S23+524)) sin(m(S123+524+534))

Lastly, the entries Ki(f 2 related by 2 <+ 3 are given by

£E2 sin(msia)
QA ke | S 2L P (515, 5904) FOY (535, s13+50345
62 siky? sin(msi3) (4,1) (4,1)
K™ = F'% (813, 534) F'5 Y (895, S194523+524) -

- 813—|—834 B Sin(ﬂ(813+834))

Naturally we also need to look at the z; — 1 limit. So we define

Ciﬁ’z) — hm F(672)(Z4) (1 — 24)7E1 (6215)

z4—1

and recall that it satisfies the relation

Cl = CO @(Eo, El) . (6216)

As in the previous chapter we can compute C; by looking at a change of variables

yj=1—z,j€{l,...,6}. (6.2.17)
which gives
Ya(Yj) = v1-a(25) (6.2.18)
and
Wa(Y5) = Wr-a,165(2)) (6.2.19)

fora € {1,...,6}.

We define the A notation for 6 x 6 matrices so that

Aij = Ag—iy(r—j)1e5, 1 <6, <6, (6.2.20)

which gives E1 = EO and Cl = Oo.

anally, we set S94 = 834 = 0 E}l’ld write é() = 00(824, S34 — 0), él = 01(824, S34 — 0),
E() = E0<824, S34 — O) and E1 = E1(824, S34 — 0)

Then, the first two rows of Cj is of the form (A|0) where A is the 2 x 2 matrix

F(4’1)(512> 323) 0
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and the entries to the right of A are all zero.

On the other hand the first two rows of C, is of the form where (B|*) where B is
the 2 x 2 matrix

(512, 513, S23, S25, 535)

B F1(f72)<312’ 513, S23, S25, S35) ng’z)(slz, S13, S23, S25, S35) (6.2.22)
FQ(?Q)(SQ, 513, S23, S25, 535) FQ(S’Q)

that is we get the period matrix F(>? except for relabelling the index 4 by 5. We

won’t need to worry about the entries to the right of B so we ignore them for now.
However, do note that the entries in the first two columns below the
sub-matrix B are all zero.

So the relation C} = Cy ®(Ey, E) gives us access to the coaction of the (5,2) period
matrix by focusing on the top-left (2 x 2) sub-matrix on both sides.

Theorem 6.2.1 (D. Kamlesh). The coaction of the initial value matriz 085’2) is
given by
A(C(()E”Q)’m) _ C(()5,2),m C(()5,2),ar_ (6.2.23)

Proof. First of all, replacing the sine factors coming from monodromy relations by
their arguments one can check that we have

[E1, O] = [Eo, 7] = 0 (6.2.24)

Therefore, the coaction on the Drinfeld associator is given by
A@™(Ey, Ey)) = Cy ™ (Ey, E1) Cy (6.2.25)

using identical arguments as in the previous section 6.1.47.

Similarly we get the coaction on C; by following the same argument as 6.1.48.
A(C") = A(C") A(@™(Eo, Ev))

~m

= A(Co )éo_otq)m (Eo, E) . (6.2.26)

We have A(A™) = A™ A” since A is a diagonal matrix with (4, 1) periods, that is
Beta function as its entries, see 6.2.21. Therefore, A(é’om) = C’Oméom is verified up
to the first two rows. Also, the first two rows of (Cy )L is of the form ((A¥)~1|0).

So A(C‘Om)(éom)_l = (" is verified up to the first two rows. Putting this relation
in 6.2.26 we get
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A(C™) = Gy o™ (By, E)Cy ™ (6.2.27)
~ m x 0t

e (6.2.28)

also verified up to the first two rows. However, the form of the C; (see 6.2.22) then
implies that A(B™) = B™ B* which gives that A(F(®:2)m) = F®:2)m p(65:2)2¢ apd
proves the coaction conjecture for (n,p) = (5, 2).

Now that we know the coaction of both (4,1) and (5,2) periods we can put
this back in the original initial value matrix Cy to get A(CH) = CFF CY* and
ACH) =Cp ot O

Finally, the same argument as in the proof 6.1.2 gives the coaction conjecture for
(n,p) = (6,2).

Theorem 6.2.2 (D. Kamlesh). The motivic coaction of the period matrix F(62) s
given by
A(F©Dm) = p62m p6.2).0r (6.2.29)

Corollary 6.2.3. The single-valued image of the period matriz F®2 and F©2) s
given by

SVE™ = (Foe)t f* (6.2.30)
Proof. This follows from theorem 5.6.8 and theorem 6.2.2. O
Remark 6.2.4. Application to open superstring amplitudes - In the work of Schlotterer-

Stieberger in [51], open string amplitudes in genus 0 were observed to have series

expansion in multiple zeta values with elegant proPerties. To be concrete, note the
5

following expression for the series expansion of Cj %) that was observed in [51].

085’2) =1+ QP+ M3 + Py + (Ms + (o(3 P2 Ms + %C??M?)M:z + (6P
G My + oG PoMs + GiGoPaM + £Gas [ Mo, My] + GoG M My
+ %C2C32.P2M3M3 + (s P + Co My + éC??M:’,M?,M:s + GoCr P M7
+ CaCs PaMs + CoC3 P M3 + (1—34C52 + 1—14C3,7) (M7, M3] + (73 M7 M;
+ %C52M5M5 + éC2C3,5P2 [Ms, M3] + CoCsC3 Pa M5 M3

1
+ §C4C§P4M3M3 + CoPro + - - (6.2.31)
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where the letters Py, and Moy, 1 are matrix coefficients of ((2k) and ((2k + 1)
respectively. The matrices themselves have entries which are homogeneous polyno-
mials in s;; with degree equal to the weight of the corresponding zeta value which
is denoted by the index. One can see that the higher depth MZVs have coefficients
determined by those of depth one zeta values. This can be reformulated in terms
of the f-alphabet as follows.

= (0P Y Uufu ) M My (6232)
7=0 91,82,...,5r €2N+1

While the above was verified to be true in low orders, the fact that it continues to
hold at all orders was left as a conjecture. This conjecture was reformulated by
Drummond-Ragoucy [34] to be equivalent to the following coaction property.

A(F(5,2)7m) — F(572)7m F(572)7Dt . (6233)

Since we have already shown this property to be true earlier in this section, this
resolves the above conjecture on open superstring amplitudes.
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Chapter 7

Appendix : Infinitesimal braid
relations and commutator
identities

In this section, we collect together some consequences of the infinitesimal braid
relations 5.1 and commutator relations 5.2.9, 5.2.10 that are used in the proof of
theorem 5.5.3.

Lemma 7.0.1.
n+1 e n+1 e1n
XS0 X =1 po—— > ——]=0. (7.0.1)
.= 2 Z] - Z1 Zk
J=0,5#2 k=0,k#1

Proof. First, we collect together terms with z; in the denominator so we split the
left factor of the commutator into two parts, corresponding to j7 # 1 and j = 1.

n+1 n+1

XXM =Y 2y (7.0.2)

b
Zo — Zs 21 — X%
j=05#2 2 T LTk

=0,k#1
n+1 n+1

:[ Z €2,j + €2,1 Z €1k } (7.0.3)

bl
29— 2; 29— 2 27— 2
J=04#12 2 T 2T g LT R
n+1 e n+1 e e n+1 e
2,j 1k 2,1 1k
:[ Z 29 — 2; Z zl—zk]+[22—zl’ Z zl—zk}
§=0,j#1,2 I k=0,k#1 k=0,k#£1

(7.0.4)
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n+1 n+1 n+1
Z Z 62j7€1k + Z 621,61k]
(22 — 2) (21 — 2k) (29 — 21)(21 — 2x)

§=0,j#1,2 k=0,k#1 k=0,k#£1

(7.0.5)
We denote the terms in the last equation by I and 11 respectively.
Observe that
1 1 1 1
= — 7.0.6
(29 — 21)(21 — 2k) (22—2k><21 — 2, 2 —22) ( )

so we can rewrite I1 as
n+1 n+1

Z ( le2.1, €1 4] ): Z [62,1,61,k]( 1 B 1 )) (7.0.7)

2o — 21)(21 — 2k (20— 2zk) (21— 2k) (21 — 22

k=0,k#1 k=0,k#1
n+1 n+1
[62,1, elk + e1 k761 2]
Z 29 — 2) (21 — 2 Z — 2k)(z1 — 22)
h—0 Rl (29 k) (21 k) s Ok?ﬂ 29 k) (21 2)

(7.0.8)
We denote the two terms above by II(a) and 1I(b) respectively.

Next, we want to collect together terms with common denominators so we split 1
into three parts according to the following condition on the summation indices.

a. =k, k#2.

b Ak kA2
c. j £k k=2
To be precise, we get I = I(a) + I(b) + I(c) with

n+1

I(a)= Y Comera] (7.0.9)

k=0, k#1,2 (22 = 21)(21 — 2)
n+l n+l o2, e14]
= > > BCLE (7.0.10)
§=0, j#1,2,k k=0, k#1,2 (22 — 2j) (21 — 2)
n+1

(o)=Y ( CRICEI (7.0.11)

=0, 212 V2 T zj) (21 — 22)

Now, consider the sum below.

n+1 n+1

I(a) +1I(a)= Y o 14 R 6“’6““] (7.0.12)

29 — 21 )(21 — 2 (20 — 2) (21 — 2
k:O,k;él,2(2 W)z = 2) k=0,k£1 V72 w21 = 2)
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n+1

Z [62714:7 61,k‘] + [62,1’ elvk] + [62’1’ 61’2] (7013)
k=0, k#£1,2 (22 — 21) (21 — 21) (22 = 21) (21 — 2)
_ § leak + €21, €1k] " €21, €12] —0 (7.0.14)

because of the infinitesimal braid relations [eg ) + €21, €14 = 0, [e21,€12] = 0.
Next, we have

n+1 n+1

m= Y Y YT (7.0.15)

§=0, j#1,2,k k=0, k1,2 (22 — Zj)<21 — 2p)

This is because [eg j,e1] =0 for 1 # 2 # j # k.
Finally, we are left with the sum I(c) + I1(b) which we denote by I11.

n+1 n+1

=% CRUEESS ( i 1] (7.0.16)

=0, 7£1.2 (22 = 2) (21 — 22) k0 Rl 22 z)(21 — 22)

We split 111 into two parts according to whether: a. j =k, b. j # k. Then, we get

n+1

[€2j +e1,5,€1 2]
I11(a) = ’ 2l % =) (7.0.17)
j=c§é1,2 (22 = 2j)(21 — 22)

since [eg; + €14, €12] = 0 for j # 2.

For each pair (j, k) with j # k we also have the opposite pair (k, j) and adding
the corresponding terms we get

( [62,]', 61,2] i [el,ka 61,2] ) i ( [62,k> 61,2] [61,j7 61,2] )
(22 — 2j)(21 — 22) (22 — 2)(21 — 22) (22 —z1)(21 — 22) (22— 25)(21 — 22)
(7.0.18)
_ ( [62,]'761,2] n [61,j761,2] i [62,k>€1,2] [61,k7€1,2] )
(22— 2j) (21 — 22) (22— 25)(21 — 22) (22— z1)(21 — 22) (22— ) (21 — 22)
(7.0.19)
_ lea; + €15, €1 lea + €1k, €1,2] —0
(22— 2j)(21 — 22) (22 — 2)(21 — 22)
(7.0.20)
since [eg; + €14, €12] = 0, [e2 + €1k, €12] = 0. This proves the lemma. O
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Lemma 7.0.2. Let I, m,n be non-negative integers such that 0 <1 # m < n, then

we have o
[Z Z € ks €lm] = 0. (7.0.21)

§=0 k=j+1

Proof. Without loss of generality suppose that | < m. If j # k # | # m, then
€ ks €1m) = 0 by 5.1.6. If (7, k) = (I,m), then clearly [e;, €;.m] = 0. So we are only
left with the terms e;; where exactly one of j or k is equal to [ or m and we get

n

[Z Z € ks €lm| = [Z(el,a + €am), €im) =0 (7.0.22)

§=0 k=j+1 a=1

by relation 5.1.7. O]

Lemma 7.0.3. For m,n € N withn >3 and m =1 or m > n, we have

n—1 n—1 n—1

[Z(@j,o + Z €jk)s Em,0 + emi] = 0. (7.0.23)
Jj=2 k=j+1 =2
Proof. For 7,1 =2,...,n—1 and [ # j, we have
[€j.05 €m0 + €my] =0, [ej0,ema] = 0. (7.0.24)
Therefore,
n—1 n—1
[Z €505 €m,0 T Z emi] = 0. (7.0.25)
Jj=2 =2
Further, for 7, k.l =2...,n — 1 with [ # j, k we have
[ej,kv em,o] = 07 [6j,k7 6’m,l] = 07 [ej,ka €m,j + equ] =0. (7026)
Therefore,
n—1 n—1 n—1
[Z Z €k, €m0+ Y emi] =0 (7.0.27)
=2 k=j+1 =2
and we are done. O

Lemma 7.0.4. For k > 3 odd and symbols x,y, z with x +y + 2z = 0, we have
[y, wi(z, y)] + [z, we (2, 2)] = 0 (7.0.28)

where wy are the commutators that appear in the circle operator expansion of the
deRham Drinfeld associator in Theorem 4.2.1.
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Before we prove this result we need to recall some background information on
associator relations [32, 33].

Let K be a field. Let K({eg, e1)) be a non-commutative formal power series ring in
variables eg and e;.

Let A € K* and ®(eg,e1) € K{{eg, 1)) a power series in ey and e;. A pair (A, ) is
said to satisfy the associator equations if the following relations are satisfied.

1. The constant term in ®(eg,e;) is 1.
2. The power series ® is group-like, that is,
AP)=P P (7.0.29)
where A is the coproduct on the Hopf algebra K ({eq, e1)) defined by A(e;) =
;@1 +1®e;for j=0,1.

3. Pentagon equation :

D (12, tog + toa) P(t13 + tas, taa) = P(tas, taa) iz + t1s, tog + t34) P(t12, ta3)
(7.0.30)
where the t;;’s satisfy the infinitesimal braid relations 5.1.

4. Hexagon equation :
exp(Az/2) ®(z,x) exp(Az/2) P(y, 2) exp(A\y/2) P(z,y) =1 (7.0.31)

provided z +y 4+ 2z = 0.
From Furusho’s work on associator equations (lemma 5 of [38]), we know that the
associator equations imply the 5-cycle relation

D (X2, Xog) P( X34, Xus) (X551, Xi2) D(Xog, Xg4) P(Xus, X51) =1 (7.0.32)

where the X;;’s satisfy the relations of the pure sphere braid Lie algebra

5
Xz'j = th [Xij7Xkl] =0 if {z,]}ﬂ {k,l} = @ and ZXZJ =0fori = 1,...,5.

=1

(7.0.33)

We have enough information now to prove lemma 7.0.4. Let w; denote the
commutators that appear in the circle operator expansion of the deRham Drinfeld
associator in Theorem 4.2.1.
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Proof. The deRham Drinfeld associator ®°* satisfies the associator equations [33]
with A = (277)*" = 0 and Furusho’s 5-cycle relation. . Therefore, the w) s satisfy
the following relations

wi (X2, Xo3) + wi(Xsa, Xas) + wi(Xs1, X12) + wi(Xag, Xaa) + wi(Xus, X51) =0,

(7.0.34)
wi(z,y) + wr(y, 2) + we(z,2) =0 (7.0.35)
whenever x +y 4+ 2 = 0.
Recall also that
(I)at(e(), 61) @Dt(el, 60) =1 (7036)
and thus we have
wg(eg, e1) + wg(er,ep) = 0. (7.0.37)

Taken together, equation 7.0.34, 7.0.36 and 7.0.37 constitute the relations of the
normalized form of the stable derivation algebra (see section 2.1 of [37], also see
remark 2.2.1). Further, by Thara’s work on the stable derivation algebra [45], it
follows that the commutator w;, satisfy

[y, wi (2, y)] + [z, wi(z,2)] =0 (7.0.38)

whenever x +y + z = 0. [
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