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ABSTRACT

The Standard Model (SM) of particle physics is considered one of the most out-
standing achievements of modern physics. It has successfully explained the existence of
elementary particles and their interactions. Numerous experiments have been conducted
to confirm the SM’s predictions. So far, the experimental observations agree with the SM
predictions. One of the most significant confirmations came in 2012 with the discovery of
the Higgs Boson at the LHC. However, the SM alone cannot address many outstanding
questions in modern physics, such as the existence of baryon-antibaryon asymmetry, dark
matter, and dark energy (DE) in our universe. Electroweak Baryogenesis (EWB) is one
of the most straightforward mechanisms explaining baryon-antibaryon asymmetry. EWB
generates the observed asymmetry via the dynamics of the Electroweak symmetry break-
ing, hence making it tightly related to the properties of the Higgs boson. Since the Stan-
dard Model does not satisfy the conditions for baryogenesis, the simplest extension, ”The
Two Higgs Doublet Model” (2HDM), which predicts the existence of 5 Higgs-like parti-
cles, could potentially explain the matter-antimatter asymmetry when 300 < m, < 700
GeV and my — mpy > 250 GeV where A is the CP-Odd Higgs and H is the heavy neu-
tral Higgs. The analysis presented in the thesis uses the full Run 2 ATLAS dataset of
140 fb™! to search for a CP-odd Higgs boson A that decays to a Z boson and heavy
neutral Higgs H with two final states where the Z decays into leptons or neutrinos and
H decays into two beauty quark or two top quarks, A — ZH — [ltt/vvbb. The ATLAS

experiment is preparing to upgrade the inner tracking (ITk) detector for High-luminosity
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LHC operation starting in 2029. One of the major components of the [Tk upgrade is
quality assurance and control (QA/QC), which requires testing and characterizing the
micro-strip sensors and front-end electronics for noise. Studies and results of the QA /QC
of the silicon microstrip sensor and development/ validation of the front-end calibration

scans for the I'Tk microstrip sensors are presented.



PUBLIC ABSTRACT

The world around us is filled with mysteries and puzzles, like why there are more
baryons than anti-baryons, what dark matter and dark energy are, and why neutrinos have
such small masses. The most accepted theory among physicists is the Standard Model
(SM) of particle physics, which has successfully explained the existence of elementary
particles and their interactions. Numerous experiments have been conducted to confirm
the SM’s predictions. One of the most significant confirmations came in 2012 when the
Higgs Boson was discovered at the LHC. However, the SM alone cannot address many
outstanding questions in modern physics, such as the existence of baryon-antibaryon
asymmetry, as observed in astrophysics. One of the ways to check why the baryon-
antibaryon asymmetry exists is by looking at the signatures of the early universe at
particle colliders like the Large Hadron Collider (LHC) at CERN. Protons(p) are made
to collide at high energies, and the products of their collisions are recorded using the
ATLAS detector. This thesis describes a search for beyond SM particle decays in the
proton-proton collision data recorded by the ATLAS experiment between 2015 and 2018.
The LHC plans to increase the luminosity from 2029, requiring upgrading the ATLAS
detector recording the pp collisions. Studies and results of the silicon microstrip sensor

being constructed are presented in this thesis.
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CHAPTER 1

INTRODUCTION

In 2012, the discovery of the Higgs boson (mass=125 GeV) by the ATLAS and
CMS collaboration at the Large Hadron Collider (LHC) marked a significant milestone
in particle physics, completing the puzzle of the Standard Model (SM) [30, 72]. However,
despite its success, the SM fails to address fundamental questions such as Dark Matter,
Dark Energy, and Baryogenesis. This thesis explores Baryogenesis, a phenomenon where
the universe has an excess of matter over antimatter despite the Dirac equation predict-
ing a balance. A class of Beyond Standard Model (BSM) theories explains the baryon-
antibaryon asymmetry in the early universe via the mechanism called “Electroweak Baryo-
genesis” (EWB), which relates it to the properties of the Higgs-boson. One of the most
straightforward extensions of the SM with an additional Higgs doublet, the Two-Higgs
Doublet Model (2HDM) satisfies the condition for EWB only in a range of the parameter
space, i.e., 300 < my < 700 GeV and my4 —mpg > 250 GeV where A is the CP-Odd Higgs
and H is the Heavy neutral Higgs. A search for the CP-odd Higgs boson decaying into a
heavy CP-even Higgs boson and a Z boson in the final stages of ¢¢tt and vobb is done
using the complete Run-2 dataset of pp collisions at /s = 13 TeV corresponding to an
integrated luminosity of 140.1 fb™" as recorded by the ATLAS experiment. The thesis is
organized to give a comprehensive overview of the theoretical framework in Chapter 2,
the ATLAS experiment at the LHC in Chapter 3, the reconstruction and identification

strategies used for physics objects in the ATLAS experiment in Chapter 4 and the anal-



ysis in Chapter 5. Once the SM Higgs boson was discovered, it was important to study
its properties, like production and decay modes. A brief overview of the measurement
of VH(— bb,cc) where V = W/Z boson is presented in Appendix A focusing on the
different measurement strategies.

Along with analyzing the data already taken by the ATLAS detector, future up-
grades are also in progress. A planned LHC upgrade starting at 2029 will increase the
luminosity of the machine up to a peak instantaneous luminosity of 7.5 x 1034 s71 cm™2,
corresponding to a maximum of 200 inelastic proton-proton collisions per bunch crossing
and the hadron fluence of approximately 2 x 10'® n., cm™2 [21]. To withstand this high
radiation environment of 3000 fb™! total accumulated luminosity, detector upgrades for
the High Luminosity-LHC (HL-LHC) have already started. One of the major upgrades

for the ATLAS experiment is the ATLAS inner tracker (ITk) upgrade. A comprehensive

overview of the ATLAS inner tracker upgrade has been provided in Chapter 6.



CHAPTER 2

FRAMEWORKS IN THEORY AND ANALYTICS

The theoretical framework that best describes our current understanding of the
universe is the Standard Model of particle physics (SM). It explains three of the four fun-
damental forces of nature, Strong, Weak, and Electromagnetic interactions, and classifies
elementary particles into fermions and bosons. It was developed in the latter half of the
20" century and came to its current form in the 1970s; since then, it has been tested
thoroughly, with the latest example being the discovery of the ”"Higgs boson” of mass 125
GeV in 2012.

This chapter lays the theoretical foundation of SM and its extensions, giving a context to
the work presented in the thesis. Section 2.1 introduces SM as a quantum field theory,
mainly focusing on the Higgs boson and spontaneous symmetry breaking. In section 2.1.3,
we briefly discuss the limitations of the standard model, mainly focusing on the baryo-
genesis in 2.1.3. Section 2.2 discusses the basics of simulating proton-proton collisions,
section 2.3 gives an overview of the analysis strategy, and section 2.3.1 briefly introduces
the statistical analysis and the likelihood functions, highlighting strategies used in the

physics analysis.

2.1 Standard Model of Particle Physics

The SM is a Lorentz-invariant relativistic quantum field theory. It is also a renor-

malizable gauge theory invariant under the local gauge transformation of the non-Abelian



symmetry group

SUB)e® SU(2) @ U(1)y, (2.1)

where the SU(3).. covers the Quantum ChromoDynamics (QCD) with color charge
C; the SU(2)L ® U(1)y covers the electroweak theory (EW) describing the weak and

electromagnetic sectors. In addition, another SU(2) doublet corresponds to the scalar

Higgs field.

2.1.1 World of particles

The universe’s building blocks are classified into matter particles fermions with
half-integer spin and force carriers bosons with integral spin-mediating the interactions

between the matter particles. Figure 2.1 gives an overview of the particle/fields content

in the SM.

Fermions The matter components include spin 1/2 particles, known as leptons
and quarks. These fermions are arranged into three generations of doublets, each succes-
sive generation with a higher mass than the previous one. The leptons carry an electric
charge of —1 (e”, ™, 77) and the corresponding neutral neutrinos (v.,v,, ;) with zero
charges. The Up type (u,c,t) and the down type (d,s,b) doublets of quark carry an

electromagnetic charge of +2/3 or —1/3 respectively, along with a color charge C.



Gauge Bosons The gauge bosons mediate the three fundamental forces described
by the SM. The photon v mediates the electromagnetic interactions, the W* and Z medi-
ate the weak interactions, and the gluons mediate the strong interactions. Mathematically,
they are explained by the gauge fields introduced to make the Lagrangian invariant under

a particular group’s symmetry transformation.

Higgs Boson The spin 0 particle Higgs boson H' is the only scalar in theory. It
is not connected to the SM symmetry groups but arises from the need to generate mass
without violating the local gauge invariance. The interaction with the Higgs boson gives

masses to the quark and fermion fields.

Composite Particles Along with the particles described above, many composite
particles arise from combinations of quarks known as Hadrons. These particles can be
classified into Baryons (anti — Baryons) or Mesons. Baryons have a half-integer spin
and consist of three quarks (anti-quarks). These include the proton (uud), neutrons (udd),
Q (sss), A (uds) etc. Mesons, on the other hand, have integer spin and consist of a pair
of quarks and an anti-quark. Some of the examples include pions (n+, 7, 7%), kaons
(kT, k=, kY), etc. Even though composite particles play an important role in physics, they

are mostly observed as Jets following strong interactions at the detector level.

'Here we are talking about the SM Higgs boson. The SM Higgs and the 2HDM CP-Even
Higgs boson are generally called H in the thesis. The distinction can be made from the context.
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2.1.2 The Standard Model as a Quantum Field Theory

The following subsections will build towards the complete SM Lagrangian, start-
ing from the first principles: the action (S), the Lagrangian (L), the Euler-Lagrange
equations, and Noether’s theorem.

The action is the scalar value accumulated by the energy function, aka Lagrangian,

between two states. The variational principles of mechanics is defined with:

S—/Ldt

where the Lagrangian represents the system and dt is the small change in time. One of
the key concepts used in theoretical physics is the principle of least action, which explains
that the actual path taken by a system between two states is the one for which the S is
stationary. The Lagrangian encapsulates its dynamics and is generally expressed as the

difference between kinetic and potential energies:
L=T-V

where 7' is the kinetic energy and V' is the potential energy. The Lagrangian formulation
allows for the derivation of the equations of motion, i.e., the Euler-Lagrange equations,
providing a straightforward approach to understanding the system dynamics. For a system

defined by generalized coordinates ¢; and their time derivatives ¢;, the Euler-Lagrange

4 (LY oL _
dt \ 9g; g

Noether’s theorem, named after the mathematician Emmy Noether, links sym-

equations are given by:




metries in physical laws with conservation principles. The theorem states that each
differentiable symmetry of the action of a physical system corresponds to a particular

conservation law. For instance:
e Conservation of energy results from time symmetry.
e Conservation of linear momentum results from continuous translational symmetry.
e Conservation of angular momentum results from continuous rotational symmetry.

These foundational principles are used towards the complete SM Lagrangian, ex-
plained in the following section.
2.1.2.1 Quantum Electrodynamics

The theory of Quantum Electrodynamics (QED) is invariant under local symmetry
transformation U(1) and describes electromagnetic interactions. According to group the-
ory, U(1) has only one generator, which is realized as the electric charge in the following
calculations.

The Lagrangian of QED (Lggp) is expressed as the sum of the free electron La-
grangian or the Dirac Lagrangian Lp, the free photon Lagrangian £, and the interaction
between the electrons and photons L;,;. The Dirac Lagrangian (2.2) describes the free

propagation of massive fermions of mass m in a vacuum

Lp =iy, 0" —m)y (2.2)

where 1) represents the fermionic spinor, ¥ the Dirac matrices, 1) = ¢Ty#* where 11 is the

Hermitian adjoint of 1.



Given that the electromagnetism has the underlying local U(1) symmetry, the

fields ¢ with a U(1) charge ¢ transform as follows

Y(@) = e () (2.3)

where « is the phase. In the transformation of the derivative

() = ¥/ (x) = D [F1p(x) + i(9u0(@)) ()] (2.4)

the last term e**®[i(d,a(z))y ()], however, breaks the invariance of the Lagrangian under
local phase transformation.

This is fixed by promoting the derivative to be gauge covariant, i.e.

Oy — D, =0, +1qA, (2.5)
Here ¢ is the particle’s charge described by the field 1. We also introduce a gauge
field A, that transforms as

1
Ay — A=A, — aﬁua(:c) (2.6)

Replacing the normal derivative in (2.2) with the gauge covariant derivative from

(2.5)

Lp— Lp— quy" A (2.7)

The second term in (2.7) q@’y“Auw is the interaction term between the gauge field

A, and the fermion field .
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The last piece of the kinematic term £, is

1 v
E"/ - _Z_l HVFM (28)

Where F,, = 0,A, — 0,A, is the field strength tensor, invariant under the gauge
transformation of A,

The Full QED Lagrangian is

. 1 .
Lowp = Lo+ Ly + Lint = $(iy" 0" —m)y = Fu P = qiy"v A, (29)

QED has been one of the most precise theories, with accurate predictions and sub-
sequent experimental confirmations. The fine structure constant or the coupling strength
of electromagnetic particles, predicted by QED as ~ % has been verified by experiments
with very high precision.
2.1.2.2 Quantum Chromodynamics

Quantum chromodynamics (QCD) describes the interactions between the quarks
and gluons, also known as the strong interactions. The gauge group for QCD is SU(3)c,
which comes with eight generators realized in the eight different gluon fields. The quantum
number associated with the SU(3)¢ is the color charge C, which could be either red (r),
blue (b), or green (g), along with their anti-color counterparts. Any bound state of
quarks and anti-quarks must be color-neutral, which can be achieved by combining color
(anti-color).

The fermion field transforms as a triplet, and the group’s generators are expressed

in terms of eight Gell-Mann matrices (\) with a generator algebra:



11

[T, T = ifoeTe (2.10)
where T = \/2;a € {1,...,8} and f®¢ is the structure constant of the SU(3)
group.
The QCD covariant derivative is written in terms of the gluon fields G, as

)\CL

D, =0, — ig. 5 G, (2.11)

Using the covariant derivative, the kinematic term of QCD in terms of field strength

tensors is:
Gy, = 0.GY — 0,G5 + g, GG, (2.12)

and the kinematic term is:

1
£y = —7G5, G (2.13)

The last term in (2.12) comes from the non-abelian nature of QCD representing
gluon self-interactions. This self-interaction leads to rich hadron spectroscopy, showering,
various types of jet formations, etc.

Following the same prescription as for QED, the QCD Lagrangian can be written
in terms of the free fermion Dirac Lagrangian, kinematic term, and the interaction term

as

Lo (2.14)

. - A
Loop =Y ("0 — my)iby — g Z(¢f7“§¢f)GZ — 3G

f !

Here, the sum runs over different quarks f and Einstein summation is assumed.
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Figure 2.2. QCD interactions.

The evolution of the couplings with energy scale is pivotal for understanding the
observed physics at the LHC energies. One of the key concepts is the Renormalization
Group (RG) equation, which describes how the coupling constants evolve with the energy

scale:

da(q)
dlogq

pla(q)) (2.15)

where a(q) is a coupling constant dependent on energy scale ¢, and (3 is the renormaliza-
tion beta function. Equation 2.15 reveals how physical properties morph as the scale of
observation changes, allowing the evolution of the system at various energy scales. For
QCD, it can be used to explain the strength of the interactions, like the strong force,
which is not fixed but varies with the energy scale ¢q. As displayed in Figure 2.3b, the
coupling constant of QCD decreases as the energy scale increases, a phenomenon known as
asymptotic freedom. This behavior is mathematically expressed through the dependence

of the coupling constant a,(q) on the energy scale:

_ as(QO)
1+ 600‘2575‘10) log <%>

as(q)

where ¢ is a reference scale, a(qp) is the coupling strength at this scale, and f, is a

constant derived from a one loop correction [121, 163]. One direct consequence is in the
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simulation of the QCD process, as the higher-order corrections can be non-negligible. In
those cases, contributions from diagrams from higher-order corrections make the predic-

tions more precise.

0.5 —
—
o Taudecay
0.4 s Heavy quarkonia —
[ Deep inelastic scattering:
0.008 . t + e'e Annihilation 1
_ T 0%F ]
kS g
5 L
02
01F
1 L 1
0.007 Ll Ll L 5
1 10 102 1 10 10
q/GeV |gl/GeV
(a) « at different energy (|q|) scales (b) as at different energy (|g|) scales

Figure 2.3. Coupling constants for QED (left) and QCD (right) at different energy scales.
Figure from [184]

Another critical property of QCD is confinement, which says that the color-charged
particles (such as quarks) cannot be isolated and must instead form color-neutral bound
states known as hadrons or masons. Confinement relates to the running coupling constant
at low energy scales. As the energy scale decreases, the coupling constant «,(q) increases,
leading to a stronger interaction. The precise mathematical description of confinement
remains a challenge in theoretical physics, but one direct consequence of these properties
is the formation of jets in particle detectors. When high-energy protons collide in LHC,

the quarks and gluons can be violently ejected from the hadrons. Due to confinement,
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Figure 2.4. Formation of hadrons from quarks. Figure adapted from [184]

as these quarks and gluons begin to separate, the strong force between them does not
diminish, unlike electromagnetic or gravitational forces. As the separation increases,
the energy in the gluon field between two color charges increases, eventually creating new
quark-antiquark pairs when the energy is sufficient. This process, known as hadronization,
results in a cascade of hadron formation, which typically occurs along the original direction
of the quark or gluon. This cascade manifests as a jet, a highly collimated stream of
hadrons, as shown in Figure 2.4 and 4.8.
2.1.2.3 Weak interactions and Electroweak unification

The weak interaction (WI) is one of the four fundamental forces of nature observed
in processes like the § decay (n — p + e~ + ). It is extremely short-range and can
transform one type of quark into another (e.g., u — d). Observations of parity violation
in the 8 decay of %°Co showed these interactions to be described by a V — A structure
where the charged current interactions are observed to involve only the LH fermions (and
RH anti-fermions); however, the neutral current involves both LH and RH fermions.

Electroweak unification, realized by the Glashow-Weinberg-Salam model, combines
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the electromagnetic and weak forces into a single framework in the gauge group

encompassing weak isospin (/) and hypercharge (V). The L in SU(2), stands for " Left”,
indicating that this symmetry group acts only on left-handed fermions and is associated
with a quantum number known as weak isospin, I. The U(1)y is added to incorporate
the electromagnetic interactions with the generator Y, the hypercharge.

The generators of U(1)gy and U(1l)y are related by the Gell-Mann-Nishijima

relation

Y
Q=13+

5 (2.17)

The electroweak Lagrangian, Lgyw is formed as:
EEW = £gauge + Efermion + EHiggs + EYukawa

e Gauge Term:

1 a aurv 1 "
Lomge = =W W™ — BB

where W, and B,,, are the field strength tensors for SU(2), and U(1)y, respectively:
B, =90,B,—0,B,
(2.18)
Wﬁ,, =W — &,Wﬁ + gW&?“chﬁWf where a =1,2,3

e Fermion Term:

Lermion = ELW”DM,L@DL + ERiW#Du,R¢R
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where ¢, and 9r are left-handed and right-handed fermion fields, and D, 1, D, 1.

are the covariant derivatives:

. o) i . Y
Du= |0 =i Wite) — oy B0
(2.19)

D,r= [@L — igygBu(m)] )

The electroweak symmetry breaking, facilitated by the Higgs field acquiring a
nonzero vacuum expectation value, differentiates the electromagnetic from weak forces.
Mass terms for the fermions and the massive weak bosons cannot be directly added to

preserve the local gauge invariance of the SM Lagrangian. Instead, masses for these

particles are dynamically generated via the Higgs mechanism.

2 W Z

(a) Electron photon vertex (b) W boson vertex (¢) Z boson vertex

Figure 2.5. Feynman diagrams for electromagnetic and weak interactions.

Spontaneous Symmetry Breaking and The Higgs boson
The Brout-Englert-Higgs mechanism introduces a complex scalar field that trans-

forms as a doublet under the SU(2),, gauge transformation and has a hypercharge Y = +1.

e Higgs Term: The Lagrangian for the scalar Higgs field is

Litiggs = (Du0)'(D"¢) = V(9) = (Dyo) (D"¢) — 1i*(6'0) — M'9)*  (2.20)
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Figure 2.6. Left: Scalar potential with > > 0 which has a stable minimum. Middle:
Scalar potential with p? < 0, degenerate vacuum states, and unbroken state symmetry.
Right: Scalar potential with ;2 < 0, degenerate vacuum states and broken state symmetry

The Higgs field, ®, is a complex doublet representing two complex fields, given by:

(T _ 1 [+
¢= <¢0) = (¢3+¢¢4) ' (2:21)

where ¢ is a charged component and ¢° is neutral. The Higgs potential V(®) has the
form of a Mexican hat:

V(®) = 1 2T® + \(dTd)?

with u? < 0 and A > 0 to ensure the stability of the potential with the value of the field

at the minimum given by

2 2
o= =5 (2.22)

5
where v is the radius of the circle of the minima of the potential V(¢). Spontaneous
Symmetry breaking (SSB) occurs when the Higgs field acquires a non-zero vacuum ex-
pectation value (VEV), Figure 2.6. There are many possible solutions for ¢ that would

satisfy the minimum, and without any loss of generality, we can choose ¢1 = ¢ = ¢3 = 0,

leading to
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with v = \/Tz/)\ ~ 246 GeV, which minimizes the potential. The selection of a par-
ticular minimum breaks the symmetry of the state, and since it breaks the electroweak
symmetry, this is known as the electroweak symmetry breaking (EWSB). Understanding
the consequences of EWSB involves the study of the Higgs field under small perturbations

(h(x)) around its minimum as

2@ =75 (o400

Here, h(x) represents excitations of the Higgs field, which represents the physical
Higgs boson with mass, and the masses for the W and Z bosons are generated via the
kinetic term of the Lyiges Where the covariant derivatives couple the Higgs field to the

gauge bosons.

givv* Giy giv
Lhtiggs == Wy W+ S0 hW W H 4 SR W W
(2.23)
(giv + g7 )v*
8

(95 + 93 )v (93 + 9%)

Z,Z" + hz,z" + hhZ,Z".
The first terms in both lines of the R.H.S. of Equation 2.23, with the fields W/f Wk

and Z,Z" are identified as the mass terms

2 .2 2 2 2
m2, = _QVZU and m?2 — Yw +9v) +49Y>” . (2.24)

The terms like hWJW‘?“, hz,z" and in the R.H.S. of Equation 2.23 are the coupling

between a pair of either W or Z with the Higgs boson results in generating the masses
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of the vector bosons. The last terms thjW*’“ and hhZ,Z* in the R.H.S. represents
the coupling between two Higgs bosons and two vector bosons. One important point in
Equation 2.23 has no photon-related mass term exists. The physical observable states of

the gauge bosons, masses of the bosons, and the weak mixing angle 6,, are given as:

1
Zy= cost,Wj = sinf,B, with mz=zu\/gh + g}

1 1
W= —(W,+iW?) with my= = -vgw

14 \/§ 2

A, = Smé’ij’ + cost,B,, with my =0

(2.25)

mp = \/§,u and cosf, = gw -

Vo +9  mz

e Yukawa Term: In addition to providing masses to the heavy bosons in the SM,

the Higgs mechanism also gives rise to the masses of the fermions via the Yukawa

coupling y¢ as:

EYukawa = Z _M&fwf - ﬂ&fwfh (226)
R AN

These couplings can be parameterized with the observed masses of the fermions as

m
yp=v2-1
v
Quark Mixing/CKM matrix
An additional matrix in the quark sector is needed to account for the differences

between the flavor-eigenstate and the mass-eigenstate bases. The transformation from

mass eigenstate basis is achieved using the Cabbibo-Kobayashi-Maskawa (CKM) matriz.
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Via Via Vig 0.974 0.225 0.003
Vera = | Vs Vis Vi | ~ (0225 0.973 0.041 (2.27)
Vo Vo Vi 0.009 0.040 0.999

here V;; represents the probability of quark ¢ to transform into j via weak inter-
actions. The C' K M matrix is almost diagonal, meaning the transition between quarks of
the same generations is preferred in charged current interactions, e.g., u — d, but u — s
is possible at lower rates; mixing between first and third generations being very small.

The Higgs mechanism completes the current formulation of the SM of particle
physics, though it still has several free parameters that are not predicted and require
measurements. Precision measurement of these free parameters is currently one of the

main goals of particle physics. These free parameters are:

The masses of the quarks and leptons (9).

The coupling strengths (3).

The CKM matrix can be parameterized in terms of 3 mixing angles and 1 complex

phase (4).

The Higgs boson’s mass and the Higgs field’s vacuum expectation value (2).

The CP violating terms of QCD Lagrangian a.k.a, f-vaccua (1).

e Masses of the Weakly interacting bosons, W and Z (3).

2.1.3 Limitations of the SM

The Standard Model (SM) has been a highly successful theory, as evidenced by

various measurements of SM; Figure 2.7 shows the total production cross-sections pre-
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dicted and measured. However, despite its many successes, the SM still needs to address

several unanswered questions summarized in this section.
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Figure 2.7. Summary of several SM total production cross-section measurements showing
no significant deviation from the SM predictions. [178§]

Vacuum stability / Higgs potential

In SM, the value of i can be arbitrary, and the value of A > 0 is restricted by the

requirements of vacuum stability. It does not fix the shape of the scalar potential, as any

even polynomial in ¢f¢ fulfills the symmetry requirements. This raises the question of
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whether the vacuum state we observe is a local minimum or a global minimum. Efforts
are being made to better understand the Higgs potential by analyzing the quadratic and
trilinear Higgs coupling.
Quantum theory of gravity

While a powerful tool for understanding the universe, the SM does not provide an
Ultraviolet (UV) complete description of gravitation at the quantum level. The space-time
structure of the macroscopic theory of general relativity suggests that its force carrier, the
graviton, must be a spin-two particle. However, attempts to quantize the theory lead to
issues with renormalisability since an infinite number of counterterms would be needed to
renormalize the theory to all orders. While only becoming relevant at very high energies,
this limitation underscores the need for further experimental research and exploration of
new theoretical frameworks.
Charge quantization

SM does not explain why the charges only appear as a multiple of 1/3. Charge
quantization follows the anomaly cancellation requirements and the representation struc-
ture of the gauge groups. However, it does not provide a fundamental reason why the
charges should be quantized in the first place, nor does it predict the pattern of these
charges.
SM flavor structure

While the CKM matrix describes the quark mixing, the SM does not explain the

origin of the flavor structure, including why there are three generations of fermions or
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what determines their mass hierarchies and mixing patterns.
Strong CP problem

QCD allows for a term in the Lagrangian, which violates CP symmetry, related to

the QCD vacuum topology and is proportional to the theta (6) parameter as

2
— ro0 9s a apy 29

where g, is the strong coupling constant, G, is gluon field strength tensor with GH as
it’s dual tensor. The term involving # can induce CP-violating effects, such as an electric
dipole moment for the neutron. However, experiments have shown that if the neutron has
an EDM, it is below the current detection threshold, suggesting that any CP violation in
the strong force is extremely small. Although a solution to the strong CP problem exists
in the Peccei-Quinn theory [158], the Axion particle predicted by this theory has not been
observed.
Neutrino masses

Right-handed neutrinos are not part of the SM; they, therefore, have no mechanism
to generate neutrino masses. However, it is known from experimental observations of
neutrino oscillations that neutrinos have small masses. Direct measurements constrain
the absolute mass scale of neutrinos to be < 1.1 eV at 90% CL. Mass terms for neutrinos
can be added if the SM is treated as an effective field theory. However, since it is still
being determined whether neutrinos are Majorana or Dirac particles, it is unclear which

terms to add.
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Dark matter

Various experiments have shown that only about 5% of the universe’s energy
density comprises ordinary matter, while approximately 27% is ”Dark Matter (DM)”.
Although the nature of DM is still unknown, one of the leading hypotheses suggests that
DM candidates could be Weakly Interacting Massive Particles (WIMPs). However, the
particle nature of the DM candidates has not yet been experimentally verified, and the

Standard Model (SM) does not predict any likely DM candidates.

Dark Energy

Cosmological and astrophysical observations have shown that the universe’s ex-
pansion is accelerating. One possible explanation for this phenomenon is the presence of
a mysterious energy called dark energy (DE), which counteracts the gravitational pull.
However, the Standard Model (SM) does not explain the universe’s accelerating expan-
sion.
Matter-antimatter asymmetry

The Standard Model (SM) of particle physics puts matter and anti-matter on
nearly the same footing. This questions whether there is a balance between the amount
of matter and anti-matter in the universe. Absence of very large y-ray bursts, observations

from the astrophysical and cosmic ray measurements [52] show more matter flux

Big-Bang nucleosynthesis calculations and the study of Cosmic-Microwave-Background

show that regular matter makes up about 5% of the total energy density of the universe
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Figure 2.8. The top part of the figure shows the measured proton anti-proton flux ratio
as a function of the absolute value of the rigidity from 1 to 450 GV, as measured by the
AMS-02 and PAMELA detector [7]

[174], and consists nearly entirely of matter. Baryons dominate this excess of matter; thus,
the excess of matter over anti-matter is often called Baryon Asymmetry of the Universe
(BAU).

Baryogenesis refers to the process by which the excess of matter over anti-matter
was generated during the early stages of the universe’s evolution. Sakharov [168] pos-
tulated three conditions that could explain the significant excess of baryons in the early

universe.

e Violation of Baryon Number (B-Violation)

e Violation of Charge and Charge-Parity (C, CP Violation)

e Loss of thermal equilibrium

Electroweak Baryogenesis (EWBG) is a mechanism to create baryon asym-
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metry during electroweak phase transition [147]. If the phase transition is strongly first
order, it proceeds through the nucleation of bubbles with a broken phase within a sur-
rounding symmetric phase. These bubbles merge, expand, and collide until they cover

the entire universe.

s

<(p>:0 @ (

b B
@ <o>=0 <¢p>=0
Bubble Wall —>

(a) A schematic showing how the bubbles (b) The bubble wall moving from left to
with a broken phase expand in the medium right separates the broken(left, < ¢ >#
of an unbroken phase. 0) and unbroken phase(right,< ¢ >= 0).

Fermions scatter off the walls with CP vio-
lation biasing the sphaleron transitions

Figure 2.9. A schematic diagram for EWB. [155]

The first-order phase transition also provides a significant departure from the ther-
mal equilibrium. Baryon creation in EWBG happens in the vicinity of the bubble walls.
Particles scattering off the bubble walls with C and CP Violation generate a net chiral
asymmetry, which biases the sphaleron? transitions to create more baryons than anti-

baryons outside the bubble. These baryons are then engulfed in the interior of the ex-

2Sphalerons are the static solutions to the electroweak field equations.
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panding bubble, where they are stable. Figure 2.9 gives a visualization of the process.
The nature of electroweak phase transition in SM for a 125 GeV Higgs boson does
not have a departure from thermal equilibrium. However, models like 2HDM provide
tools for making the phase transition first order while allowing for the possibilities of
CP Violation and sphaleron processes. In the 2HDM models, the scenario ma # mpy
is particularly compelling, with m4 > mpy being favored for a strong first-order phase

transition in the early universe [102].

2.1.4 Two-Higgs doublet model

Multiple extensions of the SM have been developed to provide solutions to the
incompleteness of the SM, generally focusing on the BSM theories. One of the simplest
extensions is the Two-Higgs doublet model (2HDM), with two Higgs doublets instead
of one, which does not change the relative strength of charged and neutral couplings.
This parameter, p, can also be calculated generally for the SU(2) x U(1) gauge theory, if
there are n scalar multiplets ¢;, with weak isospin [;, weak hypercharge Y;, and vacuum
expectation value (VEV) of the neutral components v;, then the parameter p is, at tree

level .

;H ) — 1 V7] "

P= " ~ MZcos20,,

(2.29)

both SU(2) singlets with Y = 0 and SU(2) doublets with Y = £1 give p = 1, since they
both have I (I +1) =32Y?2

With the additional doublet, the scalar potential becomes more complex and has
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more free parameters. The most general scalar potential for two doublets ®; and &, is

written as

A 2 A 2
V = mi, 0{01 +m3, o}, —mi, (@], + 0f0r) + 5 (@) + 2 (@)
+

A 2 2
Xs @1 B D10 + Ay @], DLy + 2 {(CI)I@Q) + (@5@1) 1 . (2.30)

where all the parameters are real, and

0 0
(®1>o=<ﬂ), <@2>0=<2)-
V2 V2

With two complex scalar SU(2) doublets, there are eight fields:

oF
o, = ¢ ., a=1,2.
( (Ua+pa+“7a)/\/§
Following the same process as in the SM, we end up with five Higgs. Two C'P

even (h,H)3, two Charged (H*), and a CP odd Higgs A, with

v
tan § = 2.
0N

the angle (3 is the rotation angle that diagonalizes the mass-squared matrices of the

charged and pseudoscalar Higgs; The angle o does the same for the neutral scalars. The

parameter space includes «, 3,v = \/v? + v3, My, My, M4, My+ and A5, which are mainly

3Here h is the light (low mass) C'P-even neutral Higgs and H is the heavy C P-even neutral
Higgs. In the alignment limit the light C'P-even neutral higgs corresponds to the SM Higgs of
mass 125 GeV.
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the masses and the mixing angles. The alignment limit corresponds to recovering a

CP-even scalar mass eigenstate with the same gauge, Yukawa and self-couplings are at

tree level, as those of the SM Higgs bosons.

H™ = hsin (o — ) — H cos (o — f3)

i.e. sin (o — B) = 1 In the standard model, diagonalizing the mass matrix simultaneously

diagonalizes the Yukawa interactions, resulting in no tree-level FCNCs. However, this is

impossible in 2HDMs and is achieved by assuming discrete or continuous symmetry [120,

173]. Based on how the scalar fields (®;, ®,) and fermions (u%, d% and e%) couple, there

are four types of models as shown in Table 2.1 [54]. The Yukawa couplings of the fermions

and the neutral Higgs bosons are shown in Table 2.2.

Model

Ugr d €Rr

Type I (I)g (I)Q (I)g
Type 11 (I)Q (I)l (I)l
Lepton-specific | ®, b, D,
thped (DQ q)l @2

Table 2.1. Models which lead to natural flavor conservation.
generation index. By convention, the u', always couples to ®,.

The superscript 7 is a
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Type I Type I1

&' | cosa/sinf cos v/ sin 3
&l | cosa/sin 3 —sina/ cos
& | cosa/sin 3 —sina/ cos
&Y | sina/sin 8 sin a/ sin
€4 | sina/sin 3 cos a/ cos 3
¢4 | sina/sin 8 cos a/ cos (3
£4% | cot 8 cot 8

¢ | —cotp tan 3

¢4 | —cotp tan 3

Table 2.2. Yukawa couplings of u,d, ¢ to the neutral Higgs bosons h, H, A in the two
different models.

2.2 Simulation of physics processes in pp-collision events

This section will discuss the different components used to simulate the proton-
proton collisions. Section 2.2.1 describes the fundamentals of hard scattering cross-section
calculations, including Matrix element and Parton shower, etc, while Section 2.2.2 goes

over the different parts of the numerical software used in the simulation.

2.2.1 Hard scattering cross-section calculation

According to the factorization theorem [91], collisions occur between various pro-
ton constituents, known as partons. These can be quarks, gluons, photons, or leptons,
although the latter occur much less frequently. The cross-section for a process pp — hX

where h is a hadron and X is any arbitrary particle is given as
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1 1
doppsnx = Z/O dwi/o dz; /defi/pl(% 112) i 1pa (@5 1) Foe (2, 113) 635 (8, pie, 103,).
v (2.31)

In equation 2.31, the sum runs over ¢ and j, representing all the partons in the two
incoming colliding protons. The fi/p1 (2, u3) and f;po(z;, p7.) are the parton distribution
functions (PDF) which quantify the probability of finding a parton inside the proton with
momentum fraction x;/; of the protons total z-momentum when probed at an energy scale
1, known as the factorization scale. The factorization scale up is introduced to regularize
the infrared (IR) divergences, which appear in partonic cross-section calculation beyond
the leading order (LO). PDFs are non-perturbative functions of energy scale @) extracted
from measurements, mostly from deep inelastic scattering, and the DGLAP equation [184]
gives their evolution at different energy scales. Example PDFs are shown in Figure 2.10.
The Fy(zx, #2) is the parton fragmentation function, which represents the probability that
a parton k will hadronize into a particle h carrying a fraction zj of the parton momentum.
The second part, dé;;nx(8, u%, p%), is the partonic cross-section obtained from

the perturbation theory and is calculated using Feynman diagrams. It depends on the
partonic center of mass energy given as v/§ = \/5T1%2, the renormalization scale pp and

the factorization scale pp.

2.2.2 Monte Carlo Simulation

The outcome of a collision between the two incoming particles or of the isolated

decay of a particle is called an "event” [51]. With the fundamental conservation laws in
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Figure 2.10. The parton distribution function from the NNPDF collaboration for two
different energy scales p? as a function of x. [42]

place, an event in a p-p collision consists of two incoming particles and several outgoing
particles that can be detected via their signatures in the detectors (described in detail in
the Chapters 3, 4 and 6). The different kinds of events include signal events, representing
the specific process or new physics phenomenon being searched for or studied. Background
events involve the known SM processes that can mimic the signal. Background events
are essential for understanding and subtracting the contributions of processes that can
produce similar experimental signatures to the signal. Underlying events include Initial
state radiation (ISR), Final state radiation (FSR), and multi-parton interactions (MPI)

that contaminate the primary events of interest. Pile-up events are the proton-proton col-
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lisions occurring in the same bunch crossing. The final simulations simulate and consider
all these relevant event processes that may occur during a p-p collision in the detector.

Given the stochastic nature of the quantum processes, the number of outgoing
particles and their properties vary from event to event, giving us probability distribu-
tions to be inferred by studying an ensemble of events in data. A theoretically modeled
probability distribution that follows SM predictions can be validated by comparing it
with data. Fvent generators are numerical packages that generate random sequences of
simulated events based on known (SM) or hypothetical laws of nature (BSM hypothesis),
making it possible to validate existing physics, conduct sensitivity studies of observables,
and explore new physics. Figure 2.11 shows the different components in a simulated
pp — A — ZH — vibb process.

The following sections briefly overview the different components of 2.31.
2.2.2.1 Matrix Element

For a fixed-order calculation, the Matrix Element (ME) of a process ij — n can

be expressed using the Fermi’s golden rule as

. 1
Gij—sn(pr) :/dq)n%|Mijﬁn<(I)n;/LF)‘27 (2.32)

where M,;_,, is the matrix element describing the transition ij — n and ®, is the
phase-space element of the final state n. The contributions to the matrix element are
calculated perturbatively using Feynman diagrams where the dependence on the gz and
pr is introduced to deal with the UV and IR divergences. Since pug and pup are spurious

parameters, the dependence of the observables on the choice of scales reduces as higher
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Figure 2.11. Different components of a p-p collision for an pp — AZH — vobb event.

orders of the perturbative series are considered. A common choice for the scales is to use
ua = pu% = Q? with Q being the energy scale of the process. The impact of the choice of
g and pp is usually studied where the nominal choice is compared against the double or
half of the scale used in simulations and is considered a source of modeling uncertainty.
Multipurpose event generators like PYTHIA [51], SHERPA [171], HERWIG++ [41]
can be used for LO calculations of matrix elements. Dedicated matrix element generators

like MADGRAPH5_AMC@NLO [11] can be used for full tree-level calculations for a fixed



35

number of partons.
2.2.2.2 Parton Shower

The divergences limit the fixed-order calculations where the final states are infrared
and collinear-safe. Given that the physics we measure by the detectors in the experiments
are not limited to fixed orders, an all-order approach is used in simulation using parton
shower algorithms. The details of the algorithm are given in [59]. The shower produces
detector-stable particles by hadronization, which are used for studies in physics analyses.

Some of the commonly used parton showering generators are PYTHIA [51], SHERPA [171],
HERWIG++ [41]. Comparing different generators for parton showering can be used to
evaluate uncertainties in the observables from the showering algorithms. A complete
event simulation includes combining the generation of matrix elements and showering.
Several strategies have been developed to remove the overlapping phase space, which can
be roughly classified into two groups: matching and merging approaches.
2.2.2.3 Detector Simulation

The detector effects on the MC samples are included to produce a detector re-
sponse to the simulated events. This includes particle interactions with the materials as
they traverse the magnetic field. The commonly used detector simulation by the AT-
LAS collaboration are GEANT4 toolkit [6] or a comparatively faster simulation called
ATLFAST-II [87].

These simulation techniques set up the basics of the MC samples used in the thesis,

with further details provided in Chapter 5.
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2.3 Statistical analysis

The MC samples and the real data from the ATLAS experiment undergo identical
reconstruction chains (discussed in detail in the following chapters). These can be used
for statistical analysis and hypothesis testing to empirically verify the new physics and
develop a qualitative and quantitative measure of discovery or rejection. The following
section will give a short overview of hypothesis testing and some of the methods used in
particle physics. This lays the premise of later analysis results, which give an overview
of the likelihood function and the need for different kinematic regions in physics analy-
sis. In the case of the 2HDM model, the events from the process A — ZH to (ltt or
vobb are called signal events, all the remaining events known to have originated from
processes other than these two are background events. Theoretically, the expected signal
and background events (typically from the SM process) are calculated using the corre-
sponding cross-sections (o), the observed luminosity (.£), and the detector efficiency ()

and geometrical acceptance (A)* as:

n=%-0-¢ A (2.33)

In a simple case of a single bin experiment with the expected signal s, background b, the

total number of observed events n.,s after the measurement can be represented as

Nobs = [t X S+ b, (2.34)

4Geometric acceptance refers to the region of space within the detector where particles can
be detected and reconstructed.
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where the parameter of interest p normalizes the s and describes the strength of the
signal, further discussed in the Appendix section A.2.1. This helps build two hypotheses:
the background only (b) and the p x s + b hypothesis, i.e., a signal strength p on top of
the background. The reliability of the measurement can be tested using the statistical

methods of hypothesis testing, explained in the following section.

2.3.1 Hypothesis testing

In hypothesis testing, one starts by constructing hypotheses that could describe
the observation from the detector. The null hypothesis, Hy, typically represents a known
model for the observation. In particle physics searches, the null hypothesis only represents
the known physics or standard model background (b) hypothesis. The second would be
the alternative hypothesis H;, representing a model to be tested against the known one.
This would be the standard model with the new signal (¢ x s + b with © = 1) in particle
physics searches.
2.3.1.1 Test statistic and p-value

The observed data is then tested for compatibility with the two hypotheses using a
test statistic q,(x), which is a function of a measured quantity (z) in the analysis. One of
the most common choices for building test statistics is using a binned Likelihood function.
A predefined cut on the test statistic, g,(x)/, is used to conclude the hypothesis test, as
shown in Figure 2.12.

Given the probabilistic nature of the test, there is a possibility of errors in accepting

and rejecting a hypothesis based on which side of the g, () the value of the test statistics
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Figure 2.12. A plot showing the test statistic distribution for the two hypotheses.

falls. There are two cases, as given below,

e Accepting alternative hypothesis given the null is true, type-1 error. The rate of
type-1 error is defined as a = / f(gu|Ho)dq where f(q,|Hy) is the probability
qu!

density function of g, under the null hypothesis Hy.

e Accepting the null hypothesis given the alternative hypothesis is a true, type-II
qu!
error. The rate of type-II error is defined as § = / f(qu|H1)dq where f(q,|H;) is

the probability density function of ¢, under alternative hypothesis H;.

To quantify the probability of finding data of greater or equal incompatibility with

the prediction of the hypothesis, the p-value parameter is defined as

Pu = f(au|p)dq, (2.35)

Gu,obs

where 41 represents the signal strength, g, s is the observed test statistic, and f(q,|u)
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represents the probability density function under the assumed signal strength. The smaller
the p-value, the more significant the evidence against H,,, and if the p-value falls below the
predefined threshold, H,, is rejected. A popular term for particle physicists is significance,
defined as

Z=¢"'(1-p) (2.36)

where ¢! is known as the quantile, it represents the inverse of the cumulative distribution
of a standard Gaussian (Fig 2.13). This interprets as if the Gaussian distributed variable
is Z standard deviations away from the mean; then, the p-value is the upper tail of the
distribution. The null hypothesis (1 = 0) is rejected in particle physics (now considered a
standard) if the significance level is at least Z = 5, corresponding to p = 2.87 x 10~7. The
exclusion of a signal hypothesis requires a significance level of at least Z = 1.64 equivalent
to po = 0.05 or a 95% confidence level (also known as C'Ly). It is important to note that
the signal model will not be studied further once a signal hypothesis is excluded.
2.3.1.2 ('L construction

In many cases of LHC physics analysis, the Hy and H; are almost indistinguishable
in specific kinematic ranges, meaning that the expected signal is shallow. It may also
happen that the number of data events is incompatible (lower than expected) with either
of the two hypotheses. This would lead to a low p; value; hence, the H; would be rejected.
Regarding physics analysis, which is not sensitive to the signal model, excluding the H;

based on its p — value may not be accurate enough. To get a better handle on cases like
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Figure 2.13. A plot showing the significance with a Gaussian.

this it is better to use C'L or confidence limits defined as

y4!

CL, =
I —po

(2.37)

where py and p; are the p-values for the null (1 = 0) and alternative hypothesis (u = 1) re-
spectively. A downward data fluctuation would lead to higher py, resulting in a larger C'Ls.
A larger value of p; means py would be small, leading to a C'L,; ~ p; and C'Ls; ~ CL,,
meaning one cannot reject the alternative hypothesis. At the LHC experiments, for a
signal hypothesis to be rejected, the predefined significance level is set at 0.05, also inter-

preted as 95% C'L,

2.3.1.3 Upper limits
Physics analysis, which searches for a new process or measures the existing SM

process, defines parameters of interest (POI), e.g., i for the vbb process. In those cases,
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upper limits are put on the values of the POIs with a predefined C'L of a significance level
(0.05). This upper limit would represent the largest value of cross-section satisfying the
criteria of C'L, > 0.05 that cannot be excluded.
2.3.1.4 Likelihood function

The likelihood function, which contains all the analysis details in a single equa-
tion, is at the core of statistical analysis. Continuing the simple single bin example for
understanding purposes with expected signal s, background b, and the total number of
observed events n,s and the total number of expected events as n.,, where the parameter
of interest p normalizes the s and describes the strength of the signal. The Likelihood
(L) is the Poisson probability of the observed and expected event in the region known
as Signal Region (SR), where high signal purity is expected by design for signal isolation

and is given as follows

L) = P(nops|nesp) = P(nops| s + b) (2.38)

where the symbol P is used for probability. In reality, the signal and background counting

have uncertainties that should be incorporated into the likelihood as:

ﬁ(“? 0) = P(nobs|”s(93) + b(eb)) (239)

Where 0 = (0, 0y, byora;) represents the nuisance parameters (NP) corresponding
to the uncertainties on signal and backgrounds.
Subsidiary measurements constrain the NPs (8). One may select a control sample where

one expects mainly background events known as Control Region (CR), which is included
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in the likelihood as:

£(11,8) = Pl 5(0,) + b(6,) P (opsicrlb(65)) (2.40)

Here ngps,cr represents the observed number of events in the CR. For a multi-bin counting
experiment with NV bins in SR and M bins in CR with u;, events in the &, bin, the £(u, 0)

would be

N M
(si(0) +b;(0)™ ... , up(6)™ _ 1
L(p,0) = e~ (si(0)+b:(0)) ek (9) o 0/2 9 41

0ch

The last term in the product is the Gaussian prior, which is used to constrain
the effect of the NPs. These nuisance parameters include the uncertainties from the
reconstruction of physics objects, the renormalization scale, algorithm efficiencies, etc.

An additional Poissonian probability term constrains the parameters () corre-
sponding to the statistical uncertainty on the expected background yield in each bin and
constrains the statistical uncertainties. An additional term (Lsgt) is multiplied with

(2.41)

ﬁsw(’?) = H P (@z’|%’5i)> Bi = %7 (2-42)

i€bins

here o; is the relative MC statistical uncertainty on the total background yield in bin 4.

To test the hypothesized value of u, a profile likelihood ratio is considered

Ap) = (2.43)

where 6 in the numerator represents the value of @ that maximizes £ for a given
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p. It is also called the conditional Maximum Likelihood Estimator (MLE) of 8. The
denominator represents the unconditionally maximized likelihood.

The test statistic associated with the MLE is given as

¢y = —2In A(p). (2.44)

A higher test statistic value represents a more outstanding incompatibility between the

data and the test hypothesis.
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CHAPTER 3

ATLAS EXPERIMENT AT THE LARGE HADRON COLLIDER

The Large Hadron Collider (LHC) [58] at CERN, the European Organisation of
Nuclear Research, is the world’s largest accelerator located in Geneva at the border of
France and Switzerland. The protons (p), or heavy ions, accelerated to unprecedented
high energies from the LHC that are made to collide in the complex detectors, making
it feasible to study the interactions taking place by studying their decay products from
the head-on collisions. The ” A Toroidal LHC ApparatuS” ATLAS experiment is one of
the two general-purpose detectors designed to detect a wide range of physics signatures
coming from these particle collisions at the LHC. The data analyzed in this thesis was
collected from the ATLAS experiment during the p-p collisions at /13 TeV in 2015-2016,

also known as the Run 2.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a particle accelerator and collider located
in a 26.7 kilometer-long tunnel of the former Large Electron-Positron Collider, situated
at depths ranging from 45 to 170 meters underground. The LHC was designed to serve
two primary objectives. First, it aims to operate at the highest possible energy level,
generating particles with masses up to the TeV scale. Accelerating electrons at such high
energies is extremely difficult without significant losses. Hence, protons were chosen over

electrons because they lose less energy due to their high mass and synchrotron radiation
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during circulation.

Secondly, the LHC aims to operate at an instantaneous luminosity sufficient to
observe rare processes within an affordable run-time. Hence, protons collide with protons
rather than anti-protons due to the difficulty of creating the latter.

It resembles the LEP and comprises eight arc sectors and eight straight sections.
The arc sector houses approximately 1232 dipole magnets with a magnetic field of 8.3
T and is made of niobium-titanium coils. Their primary function is to bend the proton
beams of 7 TeV in the closed path. These magnets are cooled to 1.9 K using superfluid
helium to achieve superconductivity. Additional magnets, 858 quadrupoles, and around
600 correctors are located along the ring that act on beam characteristics like focusing
and corrections of aberrations.

Four of the eight straight sections have beam interaction points where the protons
collide. The other four sections comprise utilities for the beam dump, beam cleaning,
and superconducting radio-frequency (RF) cavities for accelerating the beams. The
RF cavities are metallic chambers containing oscillating electric fields at a frequency. At
the LHC, the RF cavities are tuned to oscillate at 400 MHz; the ideally timed proton
with precisely the right energy will see zero accelerating voltage. Protons with slightly
different energies are accelerated or decelerated to stay close to the energy of the ideal
energy particle. Before entering the LHC, the beams undergo a series of pre-acceleration
processes. The injector chain employed is illustrated in the displayed diagram 3.1.

The initial step to obtaining a continuous proton beam involves ionizing hydrogen

gas using the Duoplasmotron. Subsequently, an RF quadrupole focuses and accelerates
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the protons to an energy level of 50 MeV before they enter the linear accelerator
(LINAC 2, which was replaced by LINAC 4 in 2020). The protons are then subjected
to a sequence of synchrotrons, each one larger than the previous one, namely the Pro-
ton Synchrotron Booster (PBS), the proton synchrotron (PS), the Super Proton
Synchrotron (SPS), and finally, the LHC.

The PBS, which comprises four stacked synchrotron rings, accelerates the protons
to 1.4 GeV, shapes the beam into batches (also referred to as bunches), and injects it into
the PS. The PS increases the beam energy to 25 GeV, after which it is injected into the
SPS. Upon exiting the SPS, the proton beam has an energy level of 450 GeV.

2 each proton beam consists of up to

At its maximum luminosity of 10** s~tem™
2808 bunches containing approximately 10! protons. These protons circulate in the LHC
rings nearly at the speed of light and collide every 25 ns at four interaction points (IP)
with a bunch crossing frequency of 40 MHz. There is also a non-negligible probability of
having multiple proton-proton interactions, called pile-up, which occur in a single bunch
crossing.

At each collision point, a particle detector records the debris generated. Two
general-purpose detectors, ATLAS and CMS, record the collisions on the opposite sides
of the LHC ring. They are designed independently, allowing cross-confirmation of the
measurements between the two detectors. The LHCDb is a forward spectrometer with
excellent vertex resolution to measure heavy flavor hadron decay chains. The asymmetric

shape is designed to study the B-mesons primarily produced in the forward direction.

Optimized to study heavy ion physics, the ALICE detector explores very high-density
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states, particularly the quark-gluon plasma. In addition to these four main detectors,
many smaller experiments are installed around the LHC, such as FASER, which is de-

signed to search for light and extremely weakly interacting particles.

The CERN accelerator complex
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Figure 3.1. LHC accelerator complex [153]

Operation of the LHC is staged into the Runs and Long Shutdown (LS) periods.
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Run 1 of LHC went from the spring of 2010 until the end of 2012, recording p-p collisions
at the center of mass energies(s) of 7 to 8 TeV. Run 1 followed a long shutdown (LS1)
period from 2013 to 2015. Run 2 of LHC occurred between 2015 and 2018, recording the
p — p collisions at the same center of mass energy as Run 1. Long Shutdown (LS2) from

the end of 2018 to 2022, followed by Run 3, which is currently underway.

3.2 The ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) detector is a cylindrically symmetrical
general-purpose detector built at the IP1 to record the LHC collisions. It comprises barrels
and end-caps that cover the entire 47 solid angle, maximizing the detector’s acceptance
and enabling nearly complete reconstruction of the final state particles. The ATLAS
detector, shown in Figure 3.2, has dimensions of 44 m in length and 24 m in height and

weighs 7000 tonnes.

3.2.1 Coordinate system used in ATLAS

The ATLAS experiment uses a right-handed Cartesian coordinate system with the
Z-axis points along the beam direction, the X-axis points from the interaction point to
the center of LHC, and the Y-axis points upward as shown in Figure 3.3. Benefiting from
the detector’s cylindrical symmetry, we define the azimuthal angle ¢ and radius r in the
plane perpendicular to the beam axis.

Another useful quantity used in place of the polar angles is the rapidity .1t is de-
fined using the energy of the particle £ and the longitudinal projection of the momentum

p. along the beam axis. Differences in rapidity are a Lorentz boost invariant quantity,
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Figure 3.2. The ATLAS Experiment [37]

which can be a crucial handle on the colliding partons with unknown momentum fractions

and boost along the beam axis.

1 E+p.
y=3ln <E_pz> (3.1)

For ultra-relativistic particles, p >> m, pseudorapidity 7 is an approximate quan-

tity defined by the polar angle 6 is generally used.

n=—In (tan g) (3.2)

A Lorentz invariant geometric distance AR is defined using the azimuthal angle ¢
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and 7).

AR = /AR + Ag? (3.3)

In the following sections and chapters, quantities like n, AR, and pr will appear

when describing the detector coverage or event selections!.

Figure 3.3. Coordinate system used in ATLAS [179]

3.2.2 Magnet system

A combination of magnet systems, as shown in Figure 3.4, is used in the ATLAS

experiment to bend the charged particles for momentum measurements. The central

ITransverse quantities are often used in ATLAS and will be marked with a subscript T in
this thesis as the projection of three vectors on the transverse plane. Transverse momentum pr
is one of particle collisions’ most frequently measured values. This quantity is expected to be
zero before the particles collide, as resolution effects usually account for the small crossing angle
of the beams at the collision point. As a result, the net transverse momentum after the collision
is expected to be very close to zero.
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solenoid provides a 2 T magnetic field along the z-axis to deflect the charged particles
in the ¢-direction. The toroid magnets bend the particle trajectories in the n-directions.
The longer barrel toroid provides a magnetic field of 0.5 T, and the smaller length end-cap

toroid generates a resulting field of 1 T.

Central Solenoid

Barrel Toroid

Endcap Toroid

Figure 3.4. A schematic of the magnet system used in ATLAS detector. [37]

Particle Identification in the ATLAS Experiment

The scatter products from the p — p collisions in the ATLAS detector are identified
and tracked in the different subdetectors of the ATLAS Experiment. Information from the
different subdetectors provides the needed scatters’ energy and momentum to reconstruct
the physics processes. The inner detector is the innermost part close to the beam pipe
and is responsible for tracking and charge identification. Calorimeters are further radially
outside the inner detector and are used for particles’ energy. In the following subsections,

we go through the different sub-detectors of the ATLAS experiment.



52

3.2.3 Inner Detector

The innermost part of the ATLAS detector closest to the beam pipe is the Inner
Detector (ID). The ID covers a region of || < 2.5 and a 3 cm to 1 m radius. Immersed in
the superconducting magnets’ 2 T axial magnetic field, it aims to track charged particles

using information from the subdetector.

21m

: End-cap semiconductor tracker

Figure 3.5. A schematic of the ATLAS inner detector and it’s different components.
Figure adapted from [37].

It comprises three subdetectors: The Pixel Detector, the SemiConductor Tracker
(SCT), and the Transition Radiation Tracker (TRT). Particles passing through the Inner

detector leave localized energy deposits called hits. These hits are then subsequently used
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to trace the path of flight the particle takes, referred to as tracks, explained in more detail
in the following chapter. The simplest algebraic formulation of a particle of charge ¢, mass
m, and velocity v in a magnetic field B is:

va

= q(v x B) (3.4)

The knowledge of R from the tracks can be used to infer the particle momentum and the
charge. These reconstructed tracks can then form the primary or secondary interaction
vertices from the primary interaction, e.g., hadronic decay chains, or secondary /long-lived

decays, e.g., K°. The momentum resolution o,, of the ATLAS ID is measured as:

‘;ﬂ = 0.05% pr [GeV] & 1%
T

Figure 3.6 shows a cutaway image of the cylindrically shaped inner detector. A
combination of all three subdetectors, the cylinder length of ID is 6.2 m and an outer
radius of 2.1 m. The barrel part of the detector is made up of concentric cylinders around
the beam axis, and the wheel-shaped endcap part is perpendicular to the beam axis.
Pixel Detector with Insertable B-Layer

The ATLAS ID’s innermost part is the silicon pixel detector, which includes four
barrel layers and three end-cap disks and comprises 1744 pixel modules with 80 million

2 and a

pixels. The pixel modules contain planer sensors with a pitch of 50 x 400 pm
sensor thickness of 250 pm. The innermost layer of the barrel, known as the Insertable

B-Layer (IBL) introduced during the long shutdown 1 (LS1), is placed at a distance of 33

mm from the center of the beam pipe and consists of 12 million pixels with a pixel pitch
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(a) A Sketch of the ATLAS ID compo- (b) A Sketch of the ATLAS ID components and
nents and their radial placements. [37] their placements along the z-axis.

Figure 3.6. ATLAS Tracker

of 50 x 250 pum. Adding IBL provides an extra hit that improves the impact parameter
resolution for the low pr particles. It improves the performance of the tracking, secondary
vertex reconstruction, and flavor tagging algorithm. On average, a charged particle leaves
four hits in the pixel detector, leading to a spatial resolution of 10 ym in the r — ¢ plane
and 67 pum along the Z-direction.
The Semiconductor Tracker

The semiconductor tracker (SCT) is the radially next layer in the ID system. It
consists of silicon micro-strip modules with four concentric barrel layers and two end
caps with nine discs. The pitch of the strips on the modules is 80 micrometers, and the
thickness is 285 um. Each module has two back-to-back micro-strip layers rotated by 40
mrad to allow 2D reconstruction. On average, a charged particle leaves eight hits in the
pixel detector, giving an intrinsic SCT resolution of 17 pum in the r — ¢ plane and 580

pum? for the z-direction.
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The Transition Radiation Tracker

The Transition Radiation tracker is the outermost part of the ATLAS ID. It is a
straw tube tracker with 300 thousand cylindrical drift tubes with a diameter of 4 mm.
Each straw was initially planned to be filled with a mixture of Xenon-Co2-O2 in 70% —
27% — 3% and has a gold-plated anode wire in the center. It also consists of the barrel
region with 72 layers of straw tubes of length 144 running parallel to the beam pipe and
the end-cap with 160 layers of 37 cm long straw tubes. The straw tubes are embedded
in a matrix of polypropylene fibers, which creates transition radiation when a relativistic
particle traverses between the interface of two materials. This transition radiation depends
on the Lorentz boost 7 ~ E/m and can distinguish particles with the same momentum
but different masses, e.g., pions from electrons. In Run 2, due to irreplaceable gas leaks,
the ATLAS collaboration moved from the xenon-based mixture to a cost-effective Argon-
based solution. On average, TRT sees 36 hits from charged particles with an accuracy of

130 pm in the 7 — ¢ (2 — ¢) planes in the barrel (end-cap).

3.2.4 Calorimeters

After determining the momentum and charge of the particles using trackers, the
calorimeters are utilized to measure the energy of the particles by reconstructing the
electromagnetic or hadronic showers. As shown in Figure 3.7, ATLAS calorimeters are lo-
cated outside the superconducting solenoids and consist of an electromagnetic calorimeter
(ECAL) and a Hadronic Calorimeter (HCAL). The calorimeters are cylindrically symmet-

ric and cover a range of |n| < 4.9. ECAL and HCAL are sampling calorimeters containing
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multiple alternating active detection layers and passive high-density absorption materi-
als. The particle’s total energy is then extrapolated from the signal detected in the active
layers during each sampling. The calorimeters are constructed to fully contain the show-
ers, allowing them to identify the particles’ energy and prevent particle leakage into the
muon spectrometer, the next subdetector system. The calorimeter system consists of the

electromagnetic and the hadronic calorimeter.

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic
barrel
LAr forward (FCal)

Figure 3.7. A cut-away sketch of the ATLAS calorimeter system. Figure adapted from

[159]

3.2.5 The Electromagnetic calorimeter

The Electromagnetic calorimeter (ECAL) measures the energy deposited mainly

by electrons, photons, and jet constituents. The two primary processes responsible for
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creating showers in the ECAL are the Bremsstrahlung (by the et and e~) and pair
creation (by photons), where the electron, positron, or photons are the sole components
of the showers in the ECAL with rare probabilities for the hadrons. The ATLAS ECAL
is an accordion-shaped sampling calorimeter using liquid Argon (cooled at 88.5K) with
Kapton electrodes as active material and lead plates as absorbers, see Figure 3.9. It is
symmetric around the Interaction point and comprises a barrel region covering n up to
1.475 and two end-cap regions covering 1.375 < n < 2.5. The eta range of 1.37 to 1.52
due to a large amount of inactive material is called the crack region and is removed from
the reconstruction of electrons or photons.

The barrel region is behind the superconducting solenoid and consists of two coaxial
cylinders separated by a small gap. Each cylinder is about 3.2 meters long and has an
inner radius of 1.4 m and an outer radius of 2 m. Together, they cover the region up to an
ETA of less than 1.475. The high voltage is applied between the electrodes to collect the
ionization charge from interacting particles with liquid Argon. The barrel region readout
is separated into three radial layers with varying depths, each segmented in ¢ and 7n to
provide shape information about the particle shower.

The energy resolution of the ECAL was measured in test beams with electrons
before installation in the ATLAS experiment. Equation (3.5) shows the fractional energy
resolution measured as a function of the energy.

o(E) 10.1%

= 0.17% 3.5
E E(GeV) v ’ (3:5)
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Here, the first term is the stochastic response, and the second is related to the

non-uniformity of the detector response.

~

IAr electromagnetic
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Figure 3.8. A sketch for the different components of the liquid Argon calorimeter. Figure
adapted from [160]

3.2.6 The Hadronic calorimeter

The ATLAS Hadronic Calorimeter (HCAL) is located behind the ECAL and mea-
sures the energy of particles producing hadronic showers from their strong interaction in
the HCAL. The HCAL consists of three sampling calorimeters with different active and
passive materials depending on the performance requirements and radiation.

Tile calorimeter

The Tile calorimeter consists of a 5.8 m long barrel covering || < 1 and two
extensions, each 2.6m long covering 0.8 < |n| < 1.7. The inner radius of the barrels is
~ 2.3 m, and the outer radius is ~ 4.3 m. It uses steel as the absorber and scintillating

plastic tiles as the active material. Like ECAL, the tile calorimeter is segmented radially
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into three layers of different thicknesses. In the barrel region, the individual layers have
nuclear interaction lengths of 1.5, 4.1, and 1.8 A, while in the extended barrel region, they
have 1.5, 2.6, and 3.3 A. The tile calorimeter has a reduced granularity compared to the
ECAL because of the typical shower difference between the EM and HCAL and has a
typical cell size of A¢p x An =~ 0.1 x 0.1.
Hadronic End Cap

The Hadronic End Cap (HEC), the LAr hadronic end cap calorimeter, is directly
behind the ECAL end caps and uses Liquid Argon as the active medium and Copper
as the absorber. The HEC consists of two wheels, the front HEC1, and the rear HEC2,
covering a pseudorapidity range of 1.5 to 3.2. Like the tile calorimeter, the readout cells
of size A¢p x An =~ 0.1 x 0.1 are used in the central region. The granularity reduces as we
go further away from the IP. The HEC shares the same cryostat as the ECAL endcaps

and the Forward Calorimeter.

Forward calorimeter

The LAr Forward calorimeter FCal is the third component of the HCAL, covering
the forward region of 3.1< n <4.9. It consists of three modules on each side made of
metal bases with holes parallel to the beam pipe. Metal rods with diameters smaller than
the holes are placed, and liquid Argon fills the space left. The first module uses Copper
as a passive material, while the next two use tungsten.

The Energy resolution of the HCal is given by the convolution of the stochastic

term, the readout noise term, and a constant to account for unknown effects.
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At n = 0, the HCAL material corresponding to 7.4\ and the ECAL with 1.5\

provide enough material to ensure hermetic closure. The ECal and HCal shield the Muon

spectrometer from punch-through particles other than Muons and Neutrinos.

Cells in Layer 3
Apxbn = 0.0245x0.05

—~
1 an B4,
= 0003
¢
rip cellsin Layer
Tw—CellsinPS
i = 0.025%0.1

Figure 3.9. A sketch of the barrel module of the ATLAS EM calorimeter with accordion-
shaped layers. Figure adapted from [37]

3.2.7 Muon Spectrometer

The ATLAS experiment houses the Muon Spectrometer(MS) in its outermost re-
gion. It provides precise tracking information of muons in the interval of pseudorapidity
less than 2.7 with momentum up to 3 GeV. On average, muons produced in the p-p

collisions have a lifespan of approximately 2.2 microseconds. Almost all muons leave the
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ATLAS detector before they decay, as they lose very little energy through ionization and
are, therefore, not stopped in the calorimeters. Any isolated track in the muon spectrom-
eter (MS) indicates a muon since all standard model particles except neutrinos do not
pass through the calorimeters (except for non-interacting charged pions).

A toroid magnet system creates the magnetic field that bends the muons. In the
barrel region, eight superconducting coils generate a 4T magnetic field, which deflects the
muons in the eta direction for eta values less than 1.4. In the end caps, two smaller toroid
magnets produce a 4T magnetic field for the region where 1.6 < n < 2.7. Installation of
these separate magnetic fields maximizes the bending volume and increases the momentum
resolution. Tracking chambers are placed in the air volume around the toroids to record
the trajectories of muons. The barrel detectors are placed at three separate stations from
the beam pipe, while the end-cap detectors are mounted on wheels. The innermost one is
called the small wheel, and the two outside are called the big wheels. A cutaway sketch

of the MS is shown in Figure 3.10
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Figure 3.10. A cut-away sketch showing different components of the muon spectrometer.
Figure adapted from [37]

Tracking Chambers

The tracking chambers consist of the Monitoring Drift Tubes (MDT), which pre-
cisely track the muons. These aluminum tubes, which have a diameter of 3 cm, have an
anode wire at the center and are filled with a mixture of Argon and Co2 ( 93:7 ). A laser
monitoring system installed to control the chamber’s alignment is the largest source of
uncertainty for muons of high py. The low p; muon energy deposited between the IP and
MS is the primary source of uncertainty. MDT chambers are installed on all MS stations
except for the small wheel, where cathode strip chambers are installed in regions |n| > 2
to cope with the high particle rate.
Trigger Chambers

Since muons can be produced in W, Z, or Higgs decays and indicate an interesting
event, MS is used to fire the trigger system. Special triggering chambers are installed

around the precision tracking chambers to provide a fast signal for triggering and com-
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pleting the MDT position measurement. Resistive Plate Chambers (RPC) are installed
around the middle MDT layer and behind the third layer in the barrel region. They
consist of two electrode plates with a thin gas-filled gap between them and high voltage
applied. Both electrodes are orthogonally segmented to provide coarse spatial information
with a resolution of 10mm in both directions. In the forward region, thin gap chambers
(TGCs), multi-wire proportion chambers with a small distance between the wire and the
cathode provide fast signals for triggering and spatial measurements with mm precision.
Both the technologies combined achieve a nanosecond time resolution.

The MS alone is designed to provide a relative momentum resolution of o, /pr =
10% for 1 TeV muons within || < 2.7. Combining the information from ID and the

information from MS improves the momentum resolution of low pr muons.
3.2.8 Trigger and Data Acquisition

2571 there are about ~ 20

During a physics run at a beam luminosity of 1034 cm
hard scatters per bunch crossing. There are ~ billion collisions per second at a frequency
of 40 MHz i.e. 40 million bunch crossings per second. This amounts to a huge amount of
data that cannot be stored in tapes; therefore, a multi-level trigger and Data Acquisition
(DAQ) system is designed to select and store events of particular physics interest. The
trigger is a dedicated hardware and software system that makes real-time decisions about

which events to record for further analysis and which to discard. An overview of the

amount of data generated from collisions and stored is depicted in figure 3.11.
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Figure 3.11. Amount of data generated and stored by the ATLAS TDAQ system. Figure
adapted from [86]

During Run 2, the ATLAS trigger system was based on two levels. The main
components of the trigger system are the Level-1 trigger (L1) and the high-level trigger

(HLT); see Figure 3.12.
Level-1 Trigger

Event signatures with potential interest are identified by either the Level-1 Calo
(L1Calo) or the Level-1 Muon (L1Muon) systems, both hardware-based. L1Calo gath-
ers information from the calorimeters at a reduced granularity level, performs an analog-
digital conversion, and sends the information to the Cluster Processor (CP) and Jet/Energy-

sum Processor. The Cluster Processor identifies electrons, photons, or tau leptons, while
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the Jet/Energy sum processor identifies the jet candidates and calculates the missing
transverse momentum. L1Muon takes the input from the MS and the calorimeters, sig-
nals from RPC in the barrel region, and the endcap region, TGC, and tile calorimeters.
Information from the L1Calo and L1 Muon is sent to the central trigger processor (CTP)
via the L1 Topo and muon CTP. The CTP decides whether to accept or reject the event
based on the information according to a pre-set condition. The L1 trigger event selection
can be based on the number of muons above a certain pr threshold, leptons, photons,
the energy measured in the calorimeters, or the missing transverse energy. L1 algorithms
have a latency of about 2.5 microseconds, reducing the event rates to about 100 kHz and
defining a crude region of interest for the detector, which then is passed on to the HLT.
High level Trigger

After an event is accepted by the L1 trigger, regions of interest (ROI) are identi-
fied, and the data is transmitted from the front-end (FE) boards to the readout system
(ROS) through the readout drivers (ROD). The HLT, which is software-based, operates
on dedicated computing farms interfaced with ROS and has access to all detector infor-
mation and the particular area of interest from the L1 Trigger. The HLT then further
reduces the event rate to 1.5 kHz (at peak times), which is then permanently stored and

sent to the CERN TO0 computing site for offline reconstruction.
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Figure 3.12. A schematic of the different components of the ATLAS Trigger and DAQ
system. Figure adapted from [16]

3.3 Luminosity and Data taking in Run 2

Dedicated detectors in the front arms (forward directions) of the ATLAS experi-
ment monitor the instantaneous luminosity, with the primary measurement provided by
the LUCID2 Cherenkov detector. The detector system comprises 16 Photo Multiplier
Tubes (PMTs) at z = £17 m from the Interaction Point (IP). It can provide the number
of particles detected in N out of the 16 PMTs for each colliding bunched. The counts are
averaged over one minute when the experimental conditions are stable, referred to as Lu-

minosity Blocks (LB). LB multiplied by the instantaneous luminosity gives the integrated
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luminosity, assuming constant instantaneous luminosity.
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Figure 3.13. ATLAS Luminosity measurement for Run 2

At the beginning of each year of data taking, special runs of LHC take place;
during these runs, Van der Meer [151] scans are performed to provide algorithm-specific
absolute luminosity calibration constants o,;. Using 0,5 and the p,;s (number of visible

hits) derived from the PMTSs, one can calculate the Instantaneous Luminosity.

P — Mvisfr (37)

Ovis
Here f, is the LHC revolution frequency (40 MHz / 3564 LHC total bunch slots).

A good run list consists of the dataset’s physics-ready portion, obtained when LBs with

a malfunctioning detector are excluded from the recorded dataset.
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Figure 3.13a shows the total integrated luminosity delivered by the LHC, recorded
by the ATLAS experiment, and good for physics. Figure 3.13a shows the Luminosity
weighted distribution for the mean number of interactions per bunch crossing in the

different years.

3.4 ATLAS Upgrade projects

The Large Hadron Collider (LHC) is the world’s most advanced facility for inves-
tigating the structure of matter at the smallest scales. Significant progress has already
been made in addressing these questions, the discovery of the Higgs boson being the most
famous. Since its start in 2008, there has been a constant drive to push the boundaries
of the LHC machine and the detectors. However, we are seeking extremely rare, low-
probability events to be observed in a statistically significant way. One way to proceed is
to increase the available statistics, i.e., the interaction rate. LHC was designed initially
for proton-proton collisions at the center of mass energy of /s = 14 TeV and to deliver an
instantaneous luminosity of 103* cm?s~! but exceeded the peak luminosity target in 2016

by delivering 2.1 x 103 cm?s™!

at the center of mass energy /s = 13 TeV. Significant
changes have been planned for the High-Luminosity LHC (HL-LHC) starting in 2029 to
increase the instantaneous luminosity to 7.5 x 10%* cm?s~! generating about 3000 fb™!

of data for the experiments corresponding to approximately 200 inelastic proton-proton

collisions per beam crossing and the hadron fluence of approximately 2 x 106 neq/cm??.

2Hadron fluence is defined as the time integral of the hadron flux density, expressed as the
number of particles (neutrons) per cm?
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Figure 3.14 highlights the timeline for the LHC and the transition to HL-LHC.
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Figure 3.14. LHC Timeline with the plan for HL-LHC

To withstand and properly use it, significant detector upgrades, known as HL-LHC

detector upgrades, have already started.

3.4.1 Trigger and Data Acquisition

An upgraded trigger system is necessary to fully exploit the potential of HL-LHC’s
physics. The new trigger system will benefit from the increased granularity provided by
the calorimeters and improve efficiency for muon-based triggers. It will also perform
hardware-based tracking with the extended coverage of the planned Inner Tracker (ITk).

To perform the physics program in Run 4, a factor of 10 higher trigger rates than the



70

ones expected in Run 3 is needed to retain the events.

3.4.2 The Inner Tracker (ITk)

The silicon strip and pixel detectors will reach the end of their life by the end
of Run 3 as they were not designed to withstand the harsh conditions of the HL-LHC.
Under HL-LHC conditions, TRT’s occupancy will reach 100%, and the Pixels and SCT
performance will suffer from saturation of the readout bandwidth. The Inner Tracker
(ITk) project is to build an all-silicon detector that will completely replace the current
tracker to provide similar or better tracking performance compared to the present ID,
posing severe technical challenges in the design of the detector. Details about 1Tk have

been discussed in chapter 6.

3.4.3 High Granularity Timing Detector

A High Granularity Timing Detector (HGTD) based on the new Low Gain Avalanche
Diode (LGAD) technology will be installed in the forward region of the ATLAS detector

to provide precise timing measurement (~ 30 ps) of charged tracks.

3.4.4 Calorimeters and Muon System

The LAr Calorimeter and the Tile Calorimeter require significant changes in the
electronics to ensure compatibility with the new level-0 trigger’s higher trigger rates and
longer latencies. A significant portion of the frontend, on-detector, and off-detector read-
out and trigger electronics for the Resistive Plate Chambers (RPC), Thin Gap Chambers

(TGC), and Monitored Drift Tube (MDT) chambers will undergo replacement.
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CHAPTER 4

RECONSTRUCTION AND IDENTIFICATION

Particles produced in the proton-proton collisions in the ATLAS experiment are
detected by their interactions with the sub-detectors as they leave different signatures
traversing the various sub-detector layers, as illustrated in Figure 4.1. The raw detector
information is translated into an event is eventually reconstructed into specific physics ob-
jects like jets, electrons, muons, or missing transverse energy to be used for analysis. The
ATLAS experiment uses dedicated reconstruction and identification algorithms centrally
implemented in the ATHENA framework [18].

The reconstruction process is divided into several steps. Initially, objects at the
detector level, such as tracks, vertices, or calorimeter clusters, are formed. These objects
are then combined to create high-level objects corresponding to different types of particles.
The physics objects are then reconstructed and subjected to additional identification and
isolation criteria. Finally, the physics objects are calibrated to adjust for any differences
between data and simulation in the detector effects. This chapter overviews the detector-

level and high-level objects and the methods used in their reconstruction.

4.1 Tracks, Vertices and Calorimeter Clusters

This section overviews the detector-level objects reconstructed with the ATLAS

detector.
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Figure 4.1. Particle paths and signatures in the ATLAS detector as viewed from the
transverse plane. Figure adapted from [161]

Tracks

The "track” or trajectory of a charged particle can be reconstructed from the
energy it deposits in the ATLAS ID and MS. Around 600 charged particles were produced
in each bunch crossing during the Run 2 data-taking period. Proper reconstruction tracks
are essential for accurately reconstructing physics objects. These tracks are inputs for
lepton reconstruction, primary vertex finding, and flavor tagging.

A helicoidal charge particle track can be described by five parameters as shown

in figure 4.2. These parameters include the magnitude of the transverse momentum, the
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polar angle, the azimuthal angle, the transverse impact parameter to the beam direction,

and the longitudinal impact parameter to the nominal interaction point.

track

Figure 4.2. A schematic view of the parameters used to describe tracks in the ATLAS
detector.

Figure 4.3 showcases the two algorithms used to convert hit information into tracks.
The first is the inside-out algorithm, which begins from the pixel layer and builds tracks
outwards. This algorithm utilizes a triplet of hits in the Pixel and SCT detectors to
seed the track. Once the seed is set, the track is extrapolated from the seed to the end
of SCT using a combinatorial Kalman filter [139]. If there is any ambiguity, multiple
track candidates are considered. To resolve the ambiguity, an ambiguity solver applies
quality requirements to the track candidates and ranks them based on quality standards,

eliminating candidates failing the required quality criteria. After ambiguity resolution, the
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high-precision track parameter estimate is obtained by re-fitting the refined and purified
track candidates using a global x? method. The final step extends the remaining tracks

to the TRT for combinations.

ATLAS Primary Tracking

Ambiguity  TRT Extended
Resolution Track Refit

Space Point & Drift Pixel & Strip

Circle Formation Seed Finding Track Finding

ATLAS Back-Tracking

Ambiguity . TRT Extended
Resolution < Track Refit

TRT Segment Finding in Calorimeter

Regions of Interest Lzl

Figure 4.3. The two complimentary algorithms used in the ATLAS tracking. The Inside-
out algorithm is in red, and the outside algorithm is in blue. Figure adapted from [39]

A complimentary outside-in algorithm tracks particles produced at a greater dis-
tance from the beamline, e.g., electrons from photon conversion in the detector material.
This secondary back-tracking is performed using detector hits not already assigned to
tracks in the inside-out algorithm. In this case, the track reconstruction is only attempted
in regions of interest (ROI) determined by the energy deposits in the EM calorimeters.
This algorithm starts with segments of hits in the TRT compatible with the ROI and goes

inside the SCT and pixel hits. Additionally, all tracks need to pass additional criteria given
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Requirements

7 clusters in pixels and SCT detector

< 2 holes in the pixel or SCT detector

< 2 holes in the pixel detector
|dg| < 2mm with respect to the beam-line
zpsinf < 3 mm with respect to the beam-line
In| < 2.5

pr > 500 MeV

Table 4.1. Requirements for track characterization

in the table 4.1.

Vertices

Vertices are identified in an iterative process, starting with a seed vertex identified
from all good-quality tracks. The next step is to remove all tracks incompatible with
the computed vertex and recalculate the vertex position. This iterative process repeats
until the reconstructed vertex passes specific quality requirements. The tracks previously
rejected are then utilized to identify more vertices. All the vertices created are ranked
based on the sum of squared track transverse momentum (3p2), and the one with the

largest Yp2. is called the primary vertex.

Topological calorimeter clusters

Particles interacting electromagnetically or hadronically deposit their energy in the
calorimeters. These deposits are generally in the form of groups called clusters. ATLAS
experiment uses two algorithms to identify these clusters: the sliding window and the
topological clustering algorithm. The sliding window clustering algorithm builds clusters

with a fixed size in n X ¢. The window’s position is adjusted to maximize the transverse



76

energy. The fixed window allows for a very precise cluster energy calibration; therefore,

it is used to reconstruct electrons, photons, and tau-lepton decays.

A [l [El/s(noise)>4
0 | B El/s(noise)>2
= . Perimeter cells
n

Figure 4.4. A grid representing calorimeter cells and showing topo-cluster formation in
the hadronic layers in the barrel.

Topological energy deposit clusters are created using a spatial significance-based
approach in the topological clustering algorithm. These clusters called topo-clusters, group
energy deposits in calorimeter cells from a single particle shower. The algorithm generates
these topo-clusters by selecting the cell with the highest energy deposit and grouping
adjacent calorimeter cells based on signal significance.

The signal significance used for clustering is calculated as

EEM
7= |l | (4.1)
Unoise, cell

EM

noise, cell 15 the expected cell noise. Seeds are

where EEM is the cell energy and o

formed by considering cells starting from the second calorimeter layer outwards that have
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Z > 4. Adjacent cells with Z > 2 are merged into one cluster, and finally, Z > 0 are also
merged sequentially. This algorithm is primarily used for reconstructing jets and FEXss,
as it has the advantage of suppressing noise in clusters with a large number of cells.
Calibration constants derived during test beams calibrate each cell to the EFM
scale or the electromagnetic scale, which correctly measures the energy in the calorimeter
deposited by particles produced in an electromagnetic shower. To measure the energy de-
posited by particles produced in hadronic showers, these calorimeter cells are recalibrated
to account for the difference between the electromagnetic and hadronic showers. This
is achieved by the local cell weighting (LCW) calibration scheme. The LCW calibration
scheme first classifies topo-clusters into electromagnetic or hadronic depending on the
longitudinal shower depth and the measured energy density. Energy corrections are later

derived for the topo-clusters using single-charged and neutral pion MC simulations.

4.2 Leptons and Photons

Leptons are detected by three sub-detectors: 1D, ECAL, and MS. The ID and
MS detectors help determine the curvature and momentum of the leptons in the magnetic
field, while the ECAL measures the energy. Leptons are categorized into two types, prompt
and non-prompt, based on their origin. Prompt leptons originate from the primary vertex,
and the non-prompt from the secondary decays. This section provides an overview of the

different steps involved in reconstructing leptons.
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4.2.1 Electrons

Electrons produced in the ATLAS experiment leave tracks in the ID and deposit
energy in the ECAL. Dedicated algorithms use a combination of tracks from the ID
and energy deposits in the ECAL to identify electrons in the detector’s central region
(n < 2.47). The ID does not cover the forward region, so only calorimeter information,
i.e., the shape of the showers, can be used for electron identification. In this thesis, only

electrons in the central region are considered.

hadronic calorimeter

third layer
AnxAp=0.05x0.0245

second layer
Aqx Ag=0.025x0.0245

first layer (strips)
AnxAp=0.0031x0.098 /7

presampler
TRT (73 layers)

beam axis pixels

beam spot

do

insertable B-layer

Figure 4.5. A visualization of the electron passing through the sub-systems of the AT-
LAS detector. The solid red line shows the electron, and the dashed red line shows the
Bremsstrahlung radiation photon depositing energy in the adjacent cell in the ECAL.
Figure adapted from [105]
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Reconstruction

The electron reconstruction process begins with calibrating topo-clusters using
the EM scale. Tracks loosely matched to a topo-cluster are then refitted with a Gaussian
Sum Fitter optimized for electron track-fitting to account for non-linear Bremsstrahlung
effects. An electron candidate is identified when at least one track is matched to a
calorimeter cluster. The track closest to the cluster’s center is selected if multiple tracks
exist. Any electron candidate without a proper track hits is removed and is considered a
photon. Finally, a prompt electron candidate must meet the primary vertex criterion and
additional impact parameter requirements.
Identification

Jets with a high electromagnetic (EM) fraction, electrons from photon conver-
sion, and electrons from semi-leptonic heavy-flavor hadron decays may interfere with
electron reconstruction and are considered potential backgrounds. Although conversion
electrons and electrons from heavy-flavor hadron decays are real electrons, they can still
be considered backgrounds because they are not created in the hard scatter. An electron
identification algorithm distinguishes prompt electrons and reduces the background from
photon conversion and non-prompt electrons. This algorithm uses a likelihood-based ap-
proach that combines several parameters into a multivariate analysis (MVA), including
the number of hits in each layer, transverse and longitudinal impact parameters, momen-
tum lost in the ID, and information about the calorimeter cluster. The algorithm uses

Z — ee and J/1) — ee as signals and dijet events as background to create a likelihood
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discriminant. The algorithm establishes several working points (WP) using fixed values
of the likelihood discriminant: Loose, Medium, and Tight, corresponding to the levels of
reduced signal efficiency versus increased background rejection. Each operating point has
different reconstruction efficiency and background rejection, depending on pr and 7, as

shown in Figure 4.6.
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Figure 4.6. The figure on the left shows the identification efficiencies of electrons from
Z — ee decays as a function of the electron’s transverse energy (FEr). The figure on
the right shows the isolation efficiency of different working points as a function of the
electron’s transverse energy (Er). Figures from [76]

Isolation
The isolation criterion is applied to further reduce the backgrounds for the prompt
electrons coming from W, Z, or H decays. Two variables are defined to evaluate the

electron candidate’s isolation using calorimeter-based and track-based isolation variables.
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The former is more sensitive to pileup and uses topo-clusters to compute energy in a cone
of size AR around the electron candidate. E°,., defined as the energy in the cone after
the candidate electron energy is subtracted, is used to construct isolation WP. The sum
of transverse momenta of tracks with pr > 1 GeV excluding the electron candidate in a
given AR cone, Pp°, ., is calculated for the track-based isolation criterion.

Calibration

The total efficiency eyoa1 Of correctly identifying the electron is a combination of

the different components as

€total = Ecluster X €reco X €id X €iso X Etrigger ) (42)

We evaluate each efficiency term in data and MC using the dedicated measurements of
Z — ee and J/1p — ee events, except for the clustering efficiency (euster ). TO ensure
the simulation matches the actual data, scale factors (SF) are derived. These factors are
obtained by calculating the ratio of the efficiency measured in data to that measured
with MC. The SFs are usually very close to 1 and are used to correct the simulation. To
determine the uncertainties in these SF's, each component’s efficiency estimation method

is systematically varied.

4.2.2 Photons

Simultaneously reconstructing electrons and photons is possible because their en-
ergy deposits in the ECAL are similar, even though photons do not leave hits or have an

associated track in the ID. The reconstruction process of photons and electrons begins con-
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currently with the electromagnetic clusters. The candidates are either electrons/positrons
(converted photons) or unconverted photons. The distinction between converted and un-
converted photons is made using an ambiguity resolver that uses the tracks in the ID and
the conversion vertex. It is vital to differentiate between prompt photons and hadronic
jets for which the shower characteristics are used. Prompt photons have a narrow shower
and less impact in the hadronic calorimeter. Optimization of cuts applied to discrimi-
nant distributions in different n bins defines three WP: Loose, Medium, and Tight. The
efficiency of identifying particles is measured in data and compared to MC simulation in
Z — Il7y and Z — ee events. Isolation criteria defined for photons are similar to those

for electrons.

4.2.3 Muons

At the LHC energy levels, muons generated in the hard scatter are minimum
ionizing particles (MIP) and leave the ATLAS experiment above. Unlike other particles,
muons leave tracks in the ID and the MS while depositing only a small amount of energy
typical to an MIP in the calorimeter.

Reconstruction

Given the variety of signatures in the ATLAS subdetectors, multiple ways of re-
constructing muons exist. Section 4.1 explains how to reconstruct muon tracks in ID.
The initial formation of tracks in the MS happens per station in a straight line. The
MDT hits are responsible for the bending plane alignment, while the RPC and TGC hit

provide information on the coordinate orthogonal to the bending plane. These segments
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act as seeds in the fitting process, starting from the middle layer of the MS and moving
successively toward the inner and outer layers. Each segment is evaluated based on the
track quality criterion. To create a track, at least two matching segments are required for
each 7 region of the MS, except for the transition region between the barrel and end-cap,
where only one high-quality segment is adequate. Overlap removal is done to improve
track quality, and a global 2 fit is performed with loose constraints from the IP location.

The reconstructed muons can be classified into five different categories based on

the reconstruction strategy:

e Combined (CB): The reconstruction of tracks in the MS and ID takes place inde-
pendently at first. However, if two tracks from ID and MS are found to match, their
combined hits are refitted as a single track, taking the energy loss in the calorimeter
into account. A global fit is then performed from the MS to the ID, which usually
results in commonly used good-quality reconstructed muons. For |n| > 2.5, MS
tracks can be combined with short track segments reconstructed from the hits in
the pixel and the SCT detector. Muons reconstructed with this method are a subset

of CB muons referred to as Silicon-Associated Forward (SiF') muons.

e [nside-out (I0): A complementary algorithm extrapolates ID tracks to the MS,
searching for loosely aligned MS hits. This algorithm does not depend on an inde-
pendently reconstructed MS track and recovers efficiency for regions with limited

MS coverage and low pr muons.

e Muon Spectrometer extrapolated (ME): When an MS track cannot be matched with
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an ID track, the parameters of the MS tracks are extrapolated to the beamline,

extending the acceptance outside of the ID and fully exploiting the full MS coverage.

e Segment tagged (ST): The ST muons are identified based on a tight angular match-
ing requirement between the ID track and at least one reconstructed MS segment.
If a candidate ID track successfully matches an MS segment, it is considered a muon

candidate, and the muon’s parameters are obtained directly from the ID track fit.

e Calorimeter tagged (CT): ID tracks are extrapolated through calorimeters to iden-
tify CT muons and search for energy deposits matching the characteristics of an
MIP. These energy deposits are then used to tag the ID tracks as muons, and the
muon parameters are directly taken from the ID track fit. The CT muons have large
background contamination at low pr; hence, a threshold of 5 GeV is used.

Identification

Following the reconstruction process, we select high-quality muon candidates for
physics analyses by using criteria depending on the number of hits in the various ID
subdetectors and MS stations, track fit properties, and compatibility between the MS
and ID tracks. Analyses have varying prerequisites concerning the efficiency of prompt-
muon identification, momentum measurement resolution, and elimination of background
caused by non-prompt muons. Non-prompt muons are categorized as muon candidates
resulting from the semileptonic in-flight decay of light hadrons and those originating from
heavy-flavor hadronic decays.

Three standard WPs, Loose, Medium, and Tight, are designed to meet the require-
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ments of physics analyses. The Medium WP is generally used since it provides an optimal
balance between efficiency and purity for a wide range of analyses while minimizing the
uncertainties in the prompt-muon efficiency and background rejection. Figure 4.7 shows

the efficiency of the three working points.
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Figure 4.7. The figure on the left shows the identification efficiencies of muons from Z —
pi decays as a function of pseudorapidity (). The figure on the right shows the breakdown
of systematic uncertainties affecting scale factors as a function of pseudorapidity (n) for
the medium working point. Figures from [77]

Isolation

To distinguish between the prompt and non-prompt muons, further isolation crite-
ria are constructed using the track and calorimeter information, like that of electrons. The
track-based isolation variable is the scalar sum of the transverse momentum of particles
with tracks in a AR cone around the muon candidate, excluding the muon track. The
AR can be chosen to be fixed 0.2 or variable min(10 GeV/p/.,0.3). The variable AR is

optimized for topologies where jets or other leptons are expected to be close to an ener-
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getic muon. The calorimeter-based isolation variable is the sum of the transverse energy
of topological cell clusters in a cone of AR = 0.2 around the muon candidate, subtracting
the muon contribution itself after correcting for pile-up. Although the calorimeter-based
isolation technique corrects for the effects of pile-up on average, it results in poor en-
ergy resolution because of the large pile-up correction relative to the average calorimeter
isolation values.
Calibration

The identification and isolation efficiencies are measured using a tag and probe
method in the Z — pup and J/v» — pp events similar to the electron identification
efficiencies. Scale factors account for the differences in the efficiencies measured in the
data and MC. Figure 4.7 (right) shows the uncertainty contributions affecting scale factors

as a function of the pseudorapidity (7).

4.3 Jets

The quarks and gluons produced in the p-p collisions undergo fragmentation and
hadronization to generate a collimated stream of color-neutral hadrons like kaons, pions,
etc. This so-called collimated stream of particles called a jet, is visible in the ATLAS
detector through tracks in the ID and energy deposits in the calorimeter. We can also
define a jet as a group of 4-vectors representing either a calorimeter cluster (calorimeter
jet) or tracks in the ID (track jet). To optimize this correspondence, one must use an
infrared and collinear-safe jet algorithm, meaning that the algorithm should not alter the

jet definition for either very low energy or collinear radiation off the initial parton. Figure
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4.8 shows the length scales and the corresponding detector signatures.
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Figure 4.8. A sketch displaying the Jets evolution at different length scales, the corre-
sponding particle content, and the detector signatures. Figure adapted from [69]

4.3.1 Jet Algorithms

Different jet algorithms define jets by giving prescriptions for grouping particles.
In general, jet algorithms involve a distance measure and a recombination scheme. The
jets used in this thesis are all reconstructed using a sequential recombination algorithm
called the anti-k; algorithm [66], an UV and IR safe algorithm which defines a distance

measure d;; between two particles ¢ and j and a minimum distance d,;,, as
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. AR
dij = min (pt}, pT;) —p5* (4.3)
dmin = min (diBa dl]) with diB = ngaTZL (44)
where, n = —1, pp; is the transverse momentum, d;p is the distance between

the particle 7 and the beam B, AR(equation 3.3) and R are the radius of the jet. The
algorithm starts with calculating the distance measures (d;; and dp,) for the hard (high
pr) objects. If the smallest distance is d;;, we combine the two objects i and j to find
the next smallest until the smallest distance is d;g. Once the smallest distance is d;z, the
combined particles are removed from the list and called a jet. This process goes on until
all the particles are clustered into jets. The parameter R, the radius of the jet, scales the
d;; such that any pair of final jets is at least separated by AR?J- = R%. The benefits of
using anti-k; algorithm are that it starts with hard objects, and the jets are cone-shaped,
which can be inferred from Figures 4.8 and 4.9. Another algorithm commonly used to
reconstruct jets from the soft (low momentum) particles is the ki-algorithm. This can be
obtained by setting n = 1 in Equation 4.3 and 4.4. It follows the singularity structure of
QCD but is highly susceptible to noise from soft processes.

Other sets of algorithms not commonly used are the cone-type algorithms, e.g.,
iterative cone, ATLAS cone, midpoint cone, and SISCone. As the name suggests, these
algorithms look for a cone-like object in the p-p collisions. However, the major drawback of

these algorithms is they are usually not infrared or collinear safe except for SISCone [169].

The commonly used values of R in the ATLAS analyses are 0.4 and 1.0. Jets with
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R = 1.0 are called large-R jets, and jets with R = 0.4 are called small-R jets. The small-
R jets represent quarks and gluons, whereas the large-R jets represent the hadronically

decaying massive particles, often with overlapping small-R jets.

Figure 4.9. Ilustration of the two jet clustering algorithms, k; (left) and anti-k; (right).
The figure shows the different jets with different colored sections in the y— ¢ plane. Figure
from [66].

4.3.2 Jet Calibration

The reconstructed jets are adjusted to compensate for various detector effects such
as calorimeter non-compensation, dead material, jets with leaks outside the calorimeter,
pile-ups, and reconstruction efficiency, including energy deposited outside the jet cone.
Figure 4.10 depicts the calibration process for both large-R and small-R jets.

Jet origin correction

During the initial jet reconstruction (small-R jets) from the EM-scale topo-clusters,

the jet axis points to the detector center instead of the primary vertex (PV). A correction

is applied to fix the jet origin, rectifying the jet 4-momentum vector to point towards the
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Figure 4.10. Calibration sequence for R = 0.4 jets and R = 1.0 jets [170]

PV while keeping the jet energy constant.
Pile-up correction

To adjust for pile-up in an event, the energy of the jet candidate is subtracted
based on the average energy density (p) and the actual jet area (A) [64]. The p value
is determined by analyzing jets within || < 2 clustered using the k; algorithm, which
evaluates the value in the (y, ¢) plane. This algorithm clusters soft radiation and considers
the soft background while defining the jet, resulting in some dependence on pile-up due to
the evaluation of rho in the calorimeter’s low-occupancy region and the detector’s limited
range. A second correction is obtained through the MC simulation using truth particle-
level jets, i.e., by running the kt algorithm on charged and neutral truth collider stable

particles (crp > 10 mm) excluding neutrinos and muons.

COTIT

PT " = Preco — P X A— a(NPV - 1) - 6”7 (45)

The parameters o = 681\];1>Tv (in-time) and 8 = ‘%T (out-of-time) are determined by

fitting the data in the bins of truth pr and |nge|. In this context, 7ge is the pseudo-
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rapidity evaluated, assuming the jet originates from the geometric center of the detector.
The uncertainties associated with the modeling of these parameters are taken into account
through systematic uncertainties.
Jet grooming

Due to their large jet area, large-R jets are more vulnerable to pile-ups, which
obscure the jet’s angular structure; consequently, the hadronic particle decays inside the
jet cone are not fully reconstructed. The large-R jets used here are groomed using a
trimming algorithm explained in [146].
MC-based calibration

After removing the contribution from the pile-up, the next step is calibrating the
jets” energy using information from the MC simulations. This calibration is necessary
because the detector does not detect a significant amount of the energy in a hadronic
shower. For instance, some of the hadronic shower energy gets absorbed in the inactive
areas of the detector, like the cracks. Moreover, hadronic showers rely on the strong
force to initiate electromagnetic cascades via the creation of 7° and 7%, which results
in a considerable amount of energy being used to split the nuclei by overcoming the
binding energy. This energy is not observed and must be accounted for to accurately
measure the Jet Energy Scale (JES). This can be achieved in MC simulation by comparing
reconstructed jets with jets built from simulated particles, commonly known as ”truth
jets.” Correcting for lost energy and calibrating the average reconstructed jet to the truth

scale is achieved by using the response Xieco/ Xirutnh. The response is used in fine bins of
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n and energy to properly account for the detector structure and hadronic interactions.
Figure 4.11 shows the Jet energy response as a function of ng; and E™*. The large R
jets ideally have a well-defined mass because they represent hadronic decays of massive
particles. It is thus useful for the reconstructed large-R jets to have a mass corresponding
to the parent massive particle to help with their identification and interpretation. A
matching procedure known as the Jet Mass Scale (JMS) calibration is used to match

truth to reconstructed jets with the mass response parametrized in pr, mass, and 7.
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Figure 4.11. The average energy response as a function of reconstructed jet 74 and
energy E". Figure from [85].

Global sequential calibration

The response of a detector to a jet is influenced by various factors such as energy
distributions, flavor compositions, punch-throughs, and whether a quark or gluon initiated
the jet. To further improve the Jet Energy Scale (JES) of small R jets, a Global Sequential

Calibration (GSC) is applied to consider the jets’ properties. The GSC is a series of
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multiplicative corrections that only affect the resolution of the jet response function, not
its central value, ending up with a better Jet Energy Resolution (JER) and resulting in a
narrower distribution of jet energy. Applying GSC improves jet pr resolution by almost
30% in the 20 GeV to 2 TeV range.
In-situ calibration

After correcting the jets to their particle level using MC, JES, and GSC, the final
step is calibrating them to address any differences between the jet response observed in
the data and the MC simulations [85]. Such differences arise due to imperfect simulation
of the detector materials and the physics processes involved, such as the hard scatter,
underlying event, jet formation, pile-up, and particle interactions with the detector. The
in situ calibration measures the jet response separately in data and MC simulation and
applies the ratio as an additional correction in data. The small-R jets correction process
depends on measuring the average jet response by comparing the jet pr to that of a well-
reconstructed and calibrated object in Z-+jets, v+jets, and multi-jet events in both data
and MC simulation. The response ratio, described in equation 4.6, is used to minimize

the effect of extra jets in the event from any error in the reconstruction.

jet
Rin situ — < 1 pr > ) (46)

reference object pr

The first set of corrections for the small R jets is the |n| inter-calibration accounting
for the differences in the technologies used in the different 7 regions. In this correction, the
well-understood central jets |n| < 0.8 are used as a reference to calibrate the forward jets in

the range 0.8 < |n| < 4.5. The leading source of uncertainty for this correction comes from
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the choice of MC sample used for the correction. The second round of corrections is carried
out based on the jet’s transverse momentum (pr) and aims to rectify the calorimeter’s
response to hadrons; it relies on the missing momentum projection fraction technique. At
the particle level in a y+jets event, the sum of the transverse momenta of the photon and
the hadrons recoiling against it is zero, i.e., pt. + p~e©ll = 0. At the reconstruction level,

this can be expressed as

p,% + RMPF % p¥ecoil — _E$iss‘ (47)

Here, Rypr is the calorimeter’s response to the hadrons, and EF™ is obtained from
the topo-clusters. It is then possible to rectify the measured jet’s response using the
derived value of Ry;pr. The calibration for corrections is assessed in events involving
Z — ee/ppu+jets for low momentum (20 < pr < 500 GeV) and y+jets for intermediate
momentum (30 < pr < 900 GeV). For higher pr, QCD multi-jet events are used. A
calibration factor can be calculated using another lower-energy jet recoiling against a
single jet. Above 1 TeV calibration factors are derived using other lower energy jets
recoiling against a single jet in Multi-Jet balancing methods to extend the calibration up
to 2 TeV of jet pr. A weighted combination of the three methods, as shown in Figure

4.12 (left), is used to obtain a smooth correction function to correct the data.
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Figure 4.12. The figure on the left shows the relative weight assigned to different tech-
niques in the evaluation of in-situ calibration as a function of jet pr. The figure on the

right shows the in-situ response factor as a function of jet pr evaluated from the 2015,
2016, and 2017 ATLAS data set. Figures from [85].

An in-situ calibration method is also used to calibrate the large R jets. For the

large-R jets, it involves the Ry, parameter, which is defined as

(Xcalo)/Xtrack)data

Ry = .
ok (Xcalo)/Xtrack)MC

(4.8)

The Ry parameter helps estimate the differences between the calorimeter and
tracker jet representations by assigning uncertainties to X, as shown in figure 4.12 (right).
The forward-folding procedure is then applied to constrain the JMS for both data and
MC. Finally, the large-R jet in-situ calibration process combines forward-folding and Ry,
methods.

The Jet energy resolution is parameterized as a function of pr in equation 4.9

o) N o5 ge (4.9)

pr pr \VPT

The first term on the right is the noise term with a constant N, the second term
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is a stochastic term with a constant S, and the third term is a constant to parameterize
the fluctuations due to the jet formation position and its interaction with the detector.

Figure 4.13 (left) shows the different components of the JER as a function of jet pr.
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Figure 4.13. The figure on the left shows the relative jet energy resolution as a function
of jet pr. The figure on the right shows the total uncertainty and its components as a
function of jet pr. Figure from [85].

The JES (Jet Energy Scale) and JER (Jet Energy Resolution) are evaluated
through calibration stages involving many systematic uncertainties. These uncertain-
ties are mainly associated with the data-driven calibration stages and depend on factors
such as the available statistics, the assumptions made on the simulated samples, the mis-
modeling of pile-up, the jet flavor composition in MC, and uncertainties on the energy
scales of other objects. The systematic uncertainties are assessed by varying parameters
of the object selection and using alternative simulated samples. The total uncertainty on
the JES calibration is 4.5% at 20 GeV and reduces to a few percent above 200 GeV in

di-jet events. On the other hand, the uncertainties in the JER calibration vary between
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3% at 20 GeV and less than 1% above 40 GeV in a di-jet sample. Figure 4.13 (right)

shows the components of the JES uncertainties as a function of jet pr.

4.3.3 Jet Flavor Tagging

In physics analysis, it is important to identify the flavor of a heavy quark from
which a jet originated to fully reconstruct the hard scatter process. Flavor tagging, which
identifies the flavor of jets, has been specially developed in ATLAS to identify b-quark
jets. This technique is vital for many analyses, including observing V H(H — bb) decays
and searches like VH(H — bb), A — ZH — ((tt/vvbb and many others. Different
methodologies are used to distinguish b-jets, c-jets, and light jets, which include jets from
u, d, s-quarks, and gluons. Jets from hadronic decays of 7-leptons are also considered.
The algorithms used for flavor tagging require an understanding of the characteristics of
different jets, schematically shown in Figure 4.14. This section outlines the principles of
the flavor tagging methodologies used in the ATLAS experiment, focusing on the methods

developed for b-jet identification.

e b-jets are produced when a b-quark hadronizes into a B-hadron. These B-hadrons
have a relatively long lifetime of ~ 1.6 ps (¢7 ~ 450 pum), which allows them to travel
around 5 mm inside the detector before decaying. This results in a secondary vertex
(Figure 4.14). B-hadrons have a mass of 5 GeV and carry ~ 75% of the jet energy,
resulting in hard objects inside the jet and a large diversity of decay compared to
other jet flavors. The b-hadron typically decays into a c-quark about 90% of the time,

forming a c-hadron, which then decays after traveling a few millimeters inside the
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Figure 4.14. A figure depicting the different flavors of Jets and their unique characteristics.

detector, creating a tertiary vertex. It is important to note that the BR (¢t — Wb)
is ~ 100%; hence, identifying b-jets is an important aspect of the A — ZH — (0t

analysis.

e c-jets originate from the hadronization of a c-quark, usually forming a D or D*-
meson (or a A, baryon ) with a lifetime between 0.2 and 1 ps which decays to a kaon
via ¢ — s transition. The D-meson (mass ~ 2 GeV) has a shorter decay length and
carries around 55% of the jet energy, leading to a low multiplicity of decay products

and softer jets compared to the b-jets.

e light-jets originate from the hadronization of u, d, s-quark or gluons. The light
quarks hadronize into light hadrons instantaneously, combining hadrons with differ-
ent lifetimes that share the jet’s energy. Due to the different lifetimes, the recon-
struction of a secondary vertex is not possible within the ID. Jets originated from

the hadronization of gluons share the same characteristics except that the jets are
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wider.

The ATLAS experiment utilizes Different flavor tagging algorithms to identify
and classify jets. The tagging strategy comprises two levels of taggers. The first level
of taggers extracts low-level features such as the track’s impact parameters, location of
vertices, and other pertinent information. The output from the low-level taggers is then
input into the high-level taggers, which utilize machine-learning techniques to classify the
jets into different flavors by treating the problem as a multi-class classification problem.
The high-level taggers output the probability of the jet being of a particular flavor.

Low level taggers
e Impact Parameter Based Algorithms These algorithms utilize the impact pa-
rameters of the tracks in the ID. IP2D and IP3D are impact parameter-based algo-
rithms [25]. A log-likelihood ratio (LLR) discriminant is created based on the signed
impact parameter significances, do/o(dy) for the transverse and zj sin 0/0(zg) for
the longitudinal. Due to their longer lifetime, the b and ¢ hadron tracks are expected
to have larger impact parameters than those originating from the PV, leading to
an asymmetric LLR. The IP2D algorithm uses only the transverse impact param-
eter, and the IP3D algorithm uses both transverse and longitudinal parameters.
The output of these algorithms is fed forward to the high-level taggers. Figure 4.15

shows the LRR for the IP2D and the IP3D algorithm for b, ¢ and light flavor jets.
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Figure 4.15. The LLR for the IP2D (left) and IP3D (right) b-tagging algorithm for b
(solid green), ¢ (dashed blue), and light-flavor (dotted red) jets in ¢t events. Figure taken
from [119]

e Secondary Vertex Based Algorithms These algorithms aim to reconstruct sec-
ondary vertices within a jet. ATLAS uses the SV1 algorithm seeded by a pair of
tracks, which can be identified as a two-track vertex. A single vertex is formed from
the remaining tracks, and outlier tracks are iteratively removed. Properties like
invariant vertex mass, number of tracks associated, and distance from the primary
vertex are calculated and used as input to high-level taggers [172]. Figure 4.15 (left)

shows the SV1 numbers of two-track vertices for different flavors of jets.

e Decay chain multi-Vertex Algorithms These algorithms aim at reconstructing
the full decay chains using the Kalman filter [139]. ATLAS uses the JETFITTER
algorithm to reconstruct the full b— and c—hadron decay chains. The b—hadron
decay chains are reconstructed, assuming that secondary and tertiary vertices lie

on a single line and are associated with a single track. Figure 4.15 (right) shows
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the JetFitter numbers of two-track vertices for different flavors of jets. The recon-
structed vertices’ topological variables similar to those from SV1 are calculated and

used as inputs to the high-level taggers [185].

¢ RNNIP A recursive neural network-based algorithm takes the signed impact pa-
rameter significance of each track, angular distances of each track from the jet axis,

and the fraction of jet pr [137].
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Figure 4.16. The number of two track vertices from the SV1 (left) and JETFITTER
(right) b-tagging algorithm for b (solid green), c¢ (dashed blue), and light-flavor (dotted
red) jets in ¢t events. Figure taken from [119]

The output from the individual tagging algorithm is used as the input to the

multivariate classifiers to form a final tagging discriminant.

High level taggers

e MV2cl10 The MV2c10 is a boosted decision tree (BDT) trained to discriminate

between b—jets from a background of 7% c—jets and 93% light flavor jets from
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simulated ¢ and Z’ events. It uses the output of all the low-level taggers except
the RNNIP score. Along with the tagger-related input variables, the pr and |n| of
each jet are also used to exploit correlations with other input variables. To remove
any bias from the kinematics of the jet flavors, the distributions of pr and |n| are

reweighed for the b, c-jet to match with the light-flavor jets [78].

e DL1 The DL1 tagger uses a deep-learning classifier with a feed-forward neural net-
work architecture. The jet tagging is treated as a multi-class classification problem,
and the outputs are the probabilities of the jet being a b (py), ¢ (pe), or light-jet
(prignt)- The output probabilities allow one to use it as a b— or c—jet tagger [78].

The discriminant for b-tagging is constructed as

Dpri; =In ( i > (4.10)

fc 2z + (1 - fc) 'plight
The parameter f, is set to 0.012 in ATLAS. Similarly Equation 4.10 the c-tagging

discriminant constructed with f, = 0.2 is given as

Pe
DS =1n . 4.11
P <fb oy + (1= f) 'plight> (4.11)

For the high-level taggers, the efficiency of tagging a b-jet correctly is pr dependent

and given as

b-jets

assing selection (pT)
. l;g—jets ’ (4 12)
Ntotal (pT)

e(pr) =



b-jets
where Npassing selection
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pr) is the number of b-tagged b-jets among N3 (pr), the number of
total

b-jets in the sample. Similar efficiency can be defined for misidentification and rejection of

c- and light jets. WPs are defined by applying fixed cuts in the output score corresponding

to b—jet efficiencies of 60%, 70%, 77%, and 85%. Additionally, analysis-specific pseudo-

continuous b-tagging WPs are defined, e.g., for the VH (H — bb) analysis. Figure 4.17

compares the b-jet and c-jet tagging efficiency for the different jet tagging algorithms in

the tt sample at 77% WP.
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Figure 4.17. The b-jet tagging efficiency (left) and the c-jet rejection for different algo-
rithms in the simulated ¢¢ events. Figure taken from [84]
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4.4 Missing transverse energy

The only SM particles not detected with the ATLAS detector are the neutri-
nos since they interact very weakly, and interaction cross-sections with matter are ex-
tremely small. Information about neutrinos’ presence can be inferred indirectly using
energy/momentum conservation in the transverse plane. To a good approximation, the
incoming partons do not carry any initial transverse momentum. Therefore, the vector
sum of all particles should sum up to zero in the transverse plane. The missing transverse
energy (EX%) is a 2D vector defined in the transverse plane of the collisions that acts as a
proxy for the non-interacting particles. The objects used in reconstructing the EXS can
be divided into two categories: hard term and soft term. The hard term includes elec-
trons, muons, photons, tau leptons, and jets. The soft term comprises the charged-particle
tracks and momentum deposits in the calorimeters associated with the hard scatter but
not assigned to any hard object. The different components used for the reconstruction of

E;IE;S)S are given in 4.13

W= D D= D Pews (4.13)

he{hard term} he{soft term}

_ Z p;(y) - Z pg(y)_ Z pz(y) - Z p;h(Z’;—Zpie(Zs) _ Z p‘;r(zc)ks

electrons muons . photons T-leptons jets unused tracks
~ ~~ ~~ N - s/ - 7\ - N ~~ -
miss,e miss, (4 3 i iss.jet miss, soft
E ’ miss,~y miss, Thqd miss,je E
w(y) 2(y) Baty) Eew) Batw) W)
N
~ ~~ - v
hard term soft term

The x and y components of the E™ can be used to calculate the By as
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EfIfliSS — \/(E;niss)Z + (Egr/niSS)Q‘ (414)

Since EX* reconstruction involves information about the entire event, it is quite
an imprecise object. A dedicated overlap removal is applied to avoid double-counting
the signatures that can be counted in multiple object types. To account for uncertainties
related to the track-based soft term, processes where no E is expected, such as Z — upu
with no jets in the event, are used for such estimation. The ER soft term’s scale
is calculated in topologies where EM recoils against the reconstructed Z-boson in the
transverse plane. The resolution of Egaj)s varies depending on the pile-up, e.g., for y ~ 5,
the resolution is about 10 GeV whereas for p ~ 40 the resolution is about 20 GeV.

EXss is a powerful signature for BSM searches where the new particle has an

extremely weak interaction cross-section with the detector material, e.g., dark matter

searches or supersymmetric particles.
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CHAPTER 5

SEARCH FOR A — ZH — ((tt/vvbb DECAY

In 2012, the ATLAS and CMS collaborations discovered a Higgs boson (mass=125
GeV), which was confirmed to be consistent with the Standard Model (SM) predictions
[30, 72]. However, there are still unanswered questions about whether the Higgs boson
is part of an extended scalar sector as proposed by many theories beyond the SM that
could provide a solution to the shortcomings of the SM explained in Section 2.1.3. These
questions have motivated experimental searches at the LHC, leading to the exploration of
extended scalar sectors [108] like the two-Higgs-doublet model (Section 2.1.4). Adding the
second Higgs doublet in the scalar sector adds four new degrees of freedom (DOF), leading
to eight DOF (four from each doublet). After the electroweak symmetry breaking, we
end up with the three massive gauge bosons (W=, Z) and five Higgs boson-like particles.
The phenomenology of the 2HDM depends on many parameters, including the masses,
mixing angles, and the parameters of the Higgs potential. This model and some of its
extensions have received much attention in several new physics scenarios due to its rich
phenomenology with possible outcomes such as supersymmetry [101], dark matter [5,
47], axions [144], electroweak baryogenesis (EWB) [75], and neutrino masses [145]. The
analysis presented in the thesis explores the parameter space of the 2HDM model with

its physics motivations, as detailed in the following section.
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5.1 Motivation for A - ZH

The ATLAS and CMS experiments have extensively searched for extended Higgs
sectors like the 2HDM in various final states [108]. These searches typically assume a de-
generacy between the masses of the heavy C'P-even (H) and C'P-odd (A) Higgs bosons,
a condition motivated by the precision electroweak measurements [183]'. However, lift-
ing this mass degeneracy opens up new avenues for exploration. This approach is also
supported by EWB models, such as for the A — Zh process [35, 73], where my = my
is assumed for simplicity when interpreting the results. The scenario m4 # my is par-
ticularly compelling from electroweak baryogenesis models [46, 102, 104, 118, 186]; with
ma > mpy being favored for a strong first-order phase transition in the early universe [102].
The A boson mass is also constrained to be not far above 1 TeV, while the A boson is
required to have properties similar to those of the SM Higgs boson, making it compatible

with the Higgs boson observed at the LHC [102].

5.2 Analysis Overview

The signal model for the analysis is based on the 2HDM model whose potential in
its most general form contains 14 free parameters; however, by assuming CP-conservation
and adding a softly broken Z, symmetry [54], the number of free parameters is reduced
to 7: ma, my, my=+, tan 3, cos(f — «), A3 (parameter of the scalar potential) and v (the

vaccum expectation value). The details of 2HDM phenomenology have been discussed in

'Tn the context of this chapter, H represents the C' P-even 2HDM Higgs boson and h represent
the SM Higgs boson.
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Section 2.1.4.

In the limit cos(8 — a) — 0, known as the weak decoupling limit, the h boson
couplings equal those of the SM Higgs boson, and the H boson becomes gauge-phobic.
The weak decoupling limit and the assumption of a mass degeneracy between the charged
and the heavy C'P-odd Higgs mpy+ = m4 forms the basis for the EW baryogenesis models
motivating the search for A — ZH process. For this search the signal signature at the
LHC energy levels is an A boson produced either via gluon-gluon fusion (ggF, Figure
5.2a) or in association with b-quarks (bbA, Figure 5.2b) with a subsequent decay into
Z H which is dominant when ms — my 2 250, Fig 5.1a. The A — ZH signature has
been sought at the LHC in final states where the Z boson decays leptonically (Z — ¢147)
and the H boson decays to bb, WW and 77 [34, 74, 141]. Although very sensitive, these
final states cannot probe the parameter space where my greater than 350 GeV, where

the H — tt decay becomes dominant (Figure 5.1b) [103, 181].

m,. = m,, cos(B-a) =0, tanB = 1 m,=700 GeV, m.=my cos(B-a) =0, tanB =1

BR(A)

—— A~ ZH (H = 400 GeV)

BR(H)

.

<= A~ tt(mH = 400 GeV)

o
@

—— H- bb
— H- tt

H- 11

400 0 o 5(‘)0 e er(;?H‘[G‘eG
(a) Branching ratio of A for fixed mpy in (b) Branching Ratio of H for fixed m4 in
type-II 2HDM, with mpy+ = ma, cos(f8 — type-11 2HDM, with mg+ = ma, cos(8 —

a)=0and tanf =1 a)=0and tanf =1

Figure 5.1. The branching ratios for the A boson (left) and the H boson (right).
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The final state resulting from the A — Z(— (¢~ )H(— tt) signal process (Fig-
ure 5.2a), where one top-quark decays semileptonically and the other decays hadronically,
is expected to contain three high-pr leptons, two of which should have an invariant mass
close to the Z boson mass, my, and a resonant t¢ pair. The main backgrounds expected
in the £¢tt channel consist of t£Z events, which have a non-resonant m(¢t) spectrum, and
events with a jet misidentified as a lepton which mostly arises from the tf process with
both top quarks decaying semileptonically.

The A — Z(— vi)H(— bb) signal process (Figure 5.2b) not explored till now,
leads to a final state with large EX* no visible leptons, at least two b-jets and a reso-
nant m(bb) spectrum. The main backgrounds in the vbb channel are from Z -+ heavy-
flavour (denoted by Zhf)? and tt processes. Differences between the signal and back-
ground processes in lepton multiplicity, flavor, charge, and kinematics are exploited to
define background-enriched control regions that can constrain the main backgrounds, as
described in the following sections.

Both ggF and bbA production modes are considered in the £¢tf , and vbb analyses,
but the bbA production mode in the ¢/t analysis is considered only in the 2 b-tagged
region, since in the 3+ b-tagged (more than 3 b-tagged jets) region it leads to a very
complicated final state and therefore is difficult to have any clear separation of signal

events from the backgrounds with high confidence.

2Jets in simulated events are labeled as b/c-jets if a b/c-hadron with p > 5 GeV is found
within a cone of size AR = 0.3 around the jet axis, or as light jets (I-jets) otherwise. In the
vobb channel, the W/Z+jets events are divided according to the true flavor of the jets which
constitute the Higgs boson candidate into heavy flavor, consisting of bb, bc, bl and cc, and light
flavor, consisting of ¢l and [l. These components are denoted by Vhf and VIf, respectively.
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g t,b g b

(a) gluon-gluon fusion (ggF) (b) b-associated (bbA)

Figure 5.2. Feynman diagrams for the ggF (a) and bbA (b) production modes. The
searches presented in this paper target final states in which the A boson decays into tt
or bb and the Z boson decays into £t¢~ or vi.

5.3 Data and Simulated Samples

5.3.1 Data

The analysis uses data recorded by the ATLAS detector from Run 2 of the LHC
corresponding to a total integrated luminosity of 140 fb~! of proton-proton collision data
at a center-of-mass energy (1/s) of 13 TeV. All events were required to pass basic data-
quality requirements, ensuring all detector components functioned correctly [20].

Events for the ¢/tt final state were selected, which were triggered using a logical
OR of single-electron triggers with transverse momentum (pr) thresholds varying from
24 to 26 GeV or single-muon triggers with pr thresholds varying from 20 to 26 GeV and
a combination of lepton quality and isolation requirements. Leptons were required to
be geometrically matched to the corresponding trigger object a pr threshold of 1-2 GeV
above the high-level trigger threshold to operate in the region where the trigger reaches

its maximum efficiency. Events for the vobb final state were recorded by the missing
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transverse momentum (E®) triggers with thresholds varying between 70 and 110 GeV,
which become fully efficient for an offline EX'* value of approximately 200 GeV. The
trigger efficiencies in the simulation are corrected to match those observed in the data.
This is done for the EZ triggers following the procedure in Ref. [2]. Events with one
or two leptons define background-enriched control regions (CR) in the vbb channel and

are selected with the same single-lepton triggers as in the £¢t¢ channel.

5.3.2 Simulated Samples
5.3.2.1 Signal

Simulated signal events were generated with MADGRAPH5_AMC@NLO 2.3.3 [11],
requiring an s-channel A boson that decays into a Z boson and H boson, and using the
UFO model provided in Ref. [47] to calculate the loop-induced ggF process with a finite
Miop Value. Both the ggF and bbA production modes (Figure 5.2) were generated at lead-
ing order (LO) in QCD for various combinations of (m, mg) using the NNPDF3.0NLO
set of parton distribution functions (PDF) [42], with the former process including contri-
butions from top-quark loop-induced processes but neglecting contributions from bottom-
loop induced processes, which have a negligible impact on the kinematic distributions.
The ggF samples were generated at tan = 1 and the bbA production samples were
generated at tan 8 = 5. Simulated events with different values of tan $ were obtained
via matrix-element (ME) reweighting [14]. MADGRAPH5_AMC (MG5AMC) [11] cal-
culated the decay widths of the A and H bosons at LO, and finite-width effects were
included in the simulations. The decays of the Z and H bosons were simulated using

MADSPIN [13, 114]. PYTHIA 8.244 [176] was used to model the parton shower (PS) and
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hadronization. Non-resonant diagrams, in which the ZH final state is produced through
a top-quark box, were found to have a negligible impact and thus were not included in the
simulations. The interference between the resonant diagram shown in 5.2 and the non-
resonant box diagrams, and also the SM t£Z process, were studied using the UFO model
provided in Ref. [123] and found to be negligible. The generation of events in the vibb
final state required EM > 100 GeV, which increased the efficiency of the simulation by
improving the acceptance. Simulated events in the ¢/tt final state were filtered to select
at least one top-quark decaying semileptonically, with no kinematic requirements on the
generator-level leptons.
5.3.2.2 tt Background

The tt process is one of the main backgrounds for both ¢¢tf and vbb channels.
The tree-level diagrams contributing to the ¢¢ production are shown in Figure 5.3. Each
of the two top quarks can decay hadronically and/or leptonically, giving three possibilities
of decay as shown in figure 5.4. Nominal MC samples for tf events were modeled using
the POowHEG Boxv2 [9, 116, 117, 156] ME generator interfaced with PyTHIA 8.230 [176]
to model the PS and hadronization. Alternative variations are also considered to account

for the uncertainties in the choice of ME and PS generators.
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Figure 5.3. Feynman diagrams for the ¢ production.

b b

(a) Semi-leptonic (b) Fully-leptonic (¢) Fully-hadronic

Figure 5.4. Feynman diagrams for the tf decays.

5.3.2.3 ttV Background

The ttZ process, shown in figure 5.5, has the same signature as the (/tt signal
with two top quarks and two leptons. When the mass difference between A and H is in
the proximity of the Z boson mass, it becomes extremely difficult to distinguish between
the ¢0tt signal and the ttZ background. The ¢tV (V = W/Z) events were modeled using

the MADGRAPH5_AMC@QNLO 2.3.3 [11] generator interfaced with PyTHIA 8.210 [176].
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Figure 5.5. Feynman diagrams for the ttZ and ttW.

5.3.2.4 V-+Jets Background

g
g g\ —<—umm<
g

Figure 5.6. Feynman diagrams for the Z+jets and W +jets.

The vector boson V' associated with jets (Figure 5.6) is a major background for the
vibb channel. The production of V+jets was simulated with the SHERPA 2.2.1 [53] gener-
ator using next-to-leading-order (NLO) ME matched with SHERPA parton showers [171]

using the MEPS@QNLO prescription [70, 133, 134, 135].
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5.3.2.5 Other Major Backgrounds
Other major backgrounds include the tW (Figure 5.7, left), tZq (Figure 5.7, right),
tWZ (Figure 5.8) and single-top 5.9. The production methods of these backgrounds have

been summarized in the Table 5.1

g

t q b
w
t
t ~
g w y Z
b t

Figure 5.7. Feynman diagrams for the tW and tZq.

bl
o

Figure 5.8. Feynman diagrams for the tW Z.
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q b b wW-

Figure 5.9. Feynman diagrams for the single top.

5.4 Object Selection and Event Categorization

This section aims to describe the selection criteria used to reconstruct the physics

objects, the signal and control regions for both ¢¢tt and vobb channels.

5.4.1 Primary vertices

Tracks measured in the ID are used to reconstruct interaction vertices [38]. The
one with the highest ¥p2 of associated tracks is selected as the primary vertex, with its

position the proton-proton collision point in the reconstruction.

5.4.2 Electrons

Electrons are reconstructed from a track matched to a cluster built from energy
deposits in the calorimeter [23]. They are identified using a multivariate likelihood tech-
nique [24], using the ‘loose’ WP for the vbb channel and the ‘medium’ WP for the £¢tf

channel, and they are required to fulfill loose calorimeter isolation criteria. Electrons must
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have pr > 7 GeV and |n| < 2.47. To ensure that they are compatible with the primary
vertex, the track associated with the electron candidate is required to have o(dy) < 5 and
|20 sin 0] < 0.5 mm, where o(dp) is the significance of the transverse impact parameter, z

is the longitudinal impact parameter and 6 is the polar angle of the track.

5.4.3 Muons

Muons are reconstructed by matching track segments in the muon spectrometer
(MS) to a track in the ID [28]. They are identified by using selections in the quality of
the tracks and the compatibility between the ID and MS measurements; they are required
to satisfy the ‘loose’ identification WP and loose isolation criteria combining calorimeter
and track information [28]. Muons are required to have pr > 7 GeV, |n| < 2.5, o(dy) < 3

and |zpsinf| < 0.5 mm.

5.4.4 T-leptons

Hadronically decaying 7-leptons are reconstructed from calorimeter-cell energy
clusters [33] formed by the anti-k; algorithm [65, 66] with a radius parameter of R = 0.4
(explained in previous chapter). Either one or three charged tracks must lie within a
cone of AR = 0.2 around the direction of the hadronically decaying 7 candidate, which is
identified using a recurrent neural network [26] and a ‘loose’” WP. The 7-lepton candidates
must have pr > 15 GeV and lie within |n| < 2.5, excluding the calorimeter barrel/endcap

transition region (1.37 < |n| < 1.52).
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5.4.5 Jets

Jets are reconstructed from particle-flow objects [138] formed from ID tracks and
calorimeter energy clusters by using the anti-k; algorithm with a radius parameter of
R =0.4. Jets with |n| < 2.5 (2.5 < |n| < 4.5) are classified as central (forward) jets and
are required to have pr > 20 (30) GeV. Central jets with 20 GeV < pp < 60 GeV and
In| < 2.4 are required to pass the ‘tight’ jet vertex tagger (JVT) [32] WP to suppress jets
originating from pile-up interactions.

Jets containing b-hadrons referred to as b-jets, are identified using the DL1r tag-
ger [17]. A WP corresponding to a 77% efficiency in simulated inclusive ¢t events is used
for the ¢¢tt channel, while a WP corresponding to a 70% efficiency is used for the vobb
channel. The decays of the b-hadrons can produce muons, which are vetoed when building
particle-flow objects and, therefore, are not included in the energy of the reconstructed
jets. To correct for this effect, the four-momentum of the closest non-isolated muon that
satisfies AR(b-jet, 1) < min(0.4,0.04 + 10/pr(u)[ GeV]) is added to the four-momentum
of the b-jet. The corrected four-momentum is used when defining the event selection

criteria described in the following section.

5.4.6 Missing transverse momentum

The event’s missing transverse momentum, E%’iss (or EXss for its modulus), is
defined as the negative vector sum of the transverse momenta of all the observable electron,
muon and jet objects described above, plus a soft term comprising ID tracks that are

matched to the primary vertex but not to any of the already included objects [15]. An
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Emiss gignificance variable (Sygt ), sensitive to fake- EMisS effects, is defined using the
expected resolutions of all objects used in the E¥* reconstruction and the correlations
amongst them [29]. An overlap removal procedure is applied to avoid double-counting
between the reconstructed leptons, including the hadronically decaying 7-leptons and
jets.

A common preselection is applied to the ¢¢tf and vobb channels to reject events
without a reconstructed primary vertex or events containing jets with properties consis-
tent with beam-induced background processes, cosmic-ray showers, or noisy calorimeter
cells [36]. The subsequent channel-specific selections are described in the following sec-

tions.

5.4.7 AZH — (ltt Event Selection

In the £¢tt channel, the dominant background consists of t£Z events, which produce
a non-resonant m(tt) spectrum, unlike signal events. Another major background consists
of tt events with two prompt leptons from the top-quark decays and an extra lepton,
which is expected to originate from b-hadron decays in 60% of cases or a jet misidentified
as a lepton in the remaining 40% of cases. Other backgrounds arise from multi-boson
events and events with a single top quark produced in association with vector bosons;
these backgrounds generally have lower lepton pr, a non-resonant m(tt) spectrum, and
can be accompanied by Z bosons. Events are therefore separated into signal (SR), control
(CR) and validation (VR) regions using a combination of requirements in the following

three kinematic quantities: the pr of the third-highest-pt lepton (pr(¢3)), the mass of the
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Z boson candidate (m$"d) and the invariant mass of the H boson candidate (m$"d), as

described below.

Events in all regions must have exactly three leptons (electrons or muons), leading
to four flavor combinations eee, eep, pue, and pup. The leptons must have pr > 7 GeV,
with the highest-pr lepton having pr > 27 GeV. Furthermore, only events with at least
four jets and exactly two b-tagged jets are retained.® The events that do not contain
any pairs of leptons with opposite-sign charges and the same flavor (OSSF), namely the
efefuT and pFpteT combinations, are selected for the same-sign (ss) region, and serves
as the ¢t CR. Events with at least one OSSF lepton pair are considered further when
selecting the SR, other CRs, and VRs.

Requirements on pr(¢3) define the following kinematic regions: the region with
pr(f3) > 13 GeV (denoted by L3hi) is enriched in signal events, the region with 7 GeV <
pr(l3) < 13 GeV (denoted by L31o) is enriched in background events.

The Z candidate is defined as the OSSF lepton pair whose invariant mass is closest
to my [182] and only events with |m$d —my| < 20 GeV. Events satisfying |[m$@™d —my| <
10 GeV define the Zin region, where most signal events are expected, and the remaining
events define the Zout region. In the ss region, the Z candidate is reconstructed from the
pair of leptons with the same flavor same-sign charges, and events with |m$&d —my| < 20
GeV are selected.

Combining the pr(f3) and m$™? requirements allows the definition of several re-

3For the bbA production mode, the majority of events with three or more b-jets (> 60%) are
reconstructed in the 2-b-tag region since the additional b-jets are soft and forward.
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gions enriched in either signal or background events. The signal events generally populate
the L3hi Zin region. Two signal-depleted regions are also defined: L31lo _Zin, with ap-
proximately equal contributions from Zhf, ¢t and ¢tZ background processes, and L3hi
_Zout, with relatively large contributions from ¢t and ttZ background processes. These
signal-depleted regions cannot be used as CRs to simultaneously constrain the normaliza-
tion of the Zhf, tt, and ttZ backgrounds because they receive fairly similar background
contributions and have a limited number of events. They are, therefore, only used as VRs
to verify that the fit model (described in Section 5.6) can describe the data in regions
that are kinematically close to the SR. Figure 5.10 shows a sketch of the SR, CR, and
VR for the ¢¢tt channel with the distribution of Am in Figure 5.11.

The semileptonically decaying top-quark candidate (¢j) is reconstructed from the
lepton not used in the reconstruction of the Z candidate with the b-jet closest in AR to
this lepton, and E{iﬁss. To improve the resolution in my_, the longitudinal-momentum
component of the neutrino from the ¢, decay is calculated by constraining the mass of
the lepton-neutrino system to be equal to the W boson mass, my,.* The hadronically
decaying top-quark candidate (¢p.q) is reconstructed from the light-jet pair with mass m;
closest to myy and the b-jet that is not used in the ¢, reconstruction. To improve the
resolution in my, ,, the four-momenta of the light-jet pair, which constitutes the hadronic

W candidate, is rescaled by my /my;.

4In the resulting quadratic equation, the neutrino p, is taken from the real component in
case of complex solutions or the smaller component of the two solutions if both solutions are
real.
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The H candidate is defined as the sum of the four-momenta of t,., and t,,q, while
the A candidate is reconstructed as the sum of the four-momenta of the H candidate and
the Z candidate. The fact that the decay of a resonance produces the H and Z candidates
for signal events constrains the kinematic properties of these candidates, which depends
on the my and my values of the signal hypothesis. In particular, the H candidate is
expected to be produced more centrally than the background events. Thus, requiring
the pseudorapidity of the H candidate in the rest frame of the A candidate (ZH — r.fr)
to satisfy [l tf| < 2.2 +0.0004 - m(tf) [ GeV ] — 0.0011 - m(Lett) [ GeV | provides
the optimal sensitivity across the whole (m4, my) plane. The parameters of the linear

function defining this requirement are determined by a fit to the values of the ’771%1}3;;{3

selection cut to maximize the expected significance for each (m 4, my) hypothesis.

The presence of a signal would manifest itself as a resonance in the m(¢t) and
m(¢ltt) distributions, as well as in the distribution of the mass difference Am = m(00tt) —
m(tt) [123]. The region expected to contain most of the signal events for a given mass

P is constructed using a sliding window defined by the condition —m(tt) —

hypothesis mlg
mPP°| < N - o, where o ~ 0.16 - m'¥* is the resolution in m(tf) and N = 2 (1.5) for
mhP° < (>)500 GeV; this region is referred as the Hin SR. The sideband regions with a
lower or higher m(tt) value define the Hlo and Hhi CRs, which are used to constrain the
normalization of the simulated ¢tZ sample. The N factor, which defines the width of the
signal region, is optimized to achieve the highest signal significance.

The four-momentum vector of the H candidate is rescaled by mi*°/m(tf) to im-

prove the resolution in m(¢¢tt). The rescaling is performed only in the SR, where the
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resonance is expected, and is applied to both simulated and data events. After this

rescaling, the resolution in m(€¢tt) improves by as much as a factor of three, particularly

for signal hypotheses with small m'y*° — m!¥P° values, and ranges from 3% to 20% for
small and large m"YP° — m"¥P° values, respectively.

The fraction of signal events passing the full event selection varies from 2% to 3.5%,

depending on the mass hypothesis, and the fraction increases slightly with increasing mg.

my-my| [GeV] my-my| [GeV]

20 20

L3lo_Zout (VR)
Hlo (CR) | Hin (SR) | Hhi (CR)
10 > 10 SS (CR)

——————— mthpo

L3lo_Zin (VR) | L3hi_Zin .

7 13 Pr (1) [GeV] 7 13 Pr (1) [GeV]

Figure 5.10. A sketch showing the different regions for classifying events in the £¢tt
channel.

A summary of the selection criteria defining the different regions considered in the
statistical analysis is given in Table 5.2. The fit variable distributions in the regions L3hi

_Zin, L3hi Zout, L3lo_Zin and ss are shown in Fig. 5.11.
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Table 5.2. Event selection for the /tt channel. The SR, CR, and VR symbols next to
the region name indicate that this region is used as a signal, control, or validation region
in the fit.

Regions
L3hi_Zin

Requirement

ss (CR) L3hi_Zout (VR) [ Hlo /i (CR) | Win 5R) | L3lo_Zin (VR)
Number of leptons 3
pPT (61) > 27 GeV
Number of jets >4
Number of b-jets 2
Nyt < 2.2+ 0.0004 - m(t))[GeV] — 0.0011 - m(£6tF)[GeV]
pr(£3) > 13 GeV [ > 7 GeV & <13 GeV
Lepton flavour eep/ e eee/eep/ppe/ ppp
OSSF lepton pairs 0 >1
[mEnd —m | <20 GeV | >10 GeV & < 20 GeV <10 GeV
(i) — ¥ miyP° | 500 GeV . >0.32 mpP° [ <032 mpP°
) H hypo hypo hypo
my > 500GeV >0.24-my <0.24-my

5.4.8 AZH — vibb Event Selection

In the vobb channel, the events are split into regions with different lepton mul-
tiplicities. The signal is expected to manifest in the region with no leptons. A region
consisting of exactly two leptons of the same flavor (2L),% enriched in Zhf events, and a
region with one electron and one muon (epu), enriched in t¢ events, are used to constrain
the corresponding background normalizations. Finally, a region with exactly one lepton
(1L) is used as a VR. The SR, CR, and VR regions are divided into regions with exactly
two and at least three b jets, which target the ggF' and bbA production modes.

All events must contain at least two b-jets. In events with at least one lepton, the

highest-pr lepton must have pr(¢1) > 27 GeV. Events in all regions are required to have

°In principle, the 2L region could also contain signal from the A — ZH — ¢T¢~bb process.
Based on the constraints on the cross-section for this process derived in Ref. [34] and given that
the 2L region is included in the statistical analysis as a single bin (see Section 5.6) it has been
estimated that the impact of such signal contamination in the 2L control region would be smaller
than 3%, with a negligible impact in the analysis, and is therefore neglected.
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pr(V) > 150 GeV (V denotes a Z or W boson), where pr(V) = EXS in the region with
no leptons, pr(V) = [p1(£) + E™s5| in the 1L region and pp(V) = |p1(61) 4 pr(f2)] in the
2L and ey regions. A veto of events with more than five jets or events containing any
hadronically decaying 7-lepton (77%) candidates is applied to suppress the tf background.

To suppress background from the multi-jet events, only those where the small-

est azimuthal angle between ErTniss and any jet, min; Ag(ER 5), is larger than /10
are selected. This background is further suppressed by selecting events with Sygr > 3
(Smer > 10) in the region with one (zero) lepton(s). These selection criteria are found to
reduce the multi-jet contamination to a negligible level. In contrast, a selection Sygr < 5
is applied in the 2L region to reduce the contamination from the ¢¢ background and max-
imize the purity in the Zhf background in this CR. The purity of the Zhf background in
the 2L region is further increased by retaining only events that satisfy [m$td —my| < 10
GeV.

The H candidate is reconstructed from the two highest-pt b-jets, and events with
m(bb) > 50 GeV are retained. The AR between the b-jets forming the H candidate must
be smaller than 3.3 (3.5) for events with exactly two (at least three) b-jets.

To further suppress the tf background in events with no leptons, two top-quark-

mass proxy variables are defined as [4]:

near/far __ miss g Smiss
mtop - \/2pT7bnear/farET 1 — CO8 A(b pT,bnear/far’ ET ?

where near (far) refers to the H candidate’s b-jet that is nearer to (farther from) the Emiss

in azimuthal angle. The b-jet closer to ErTniss in azimuthal angle is used for the calculation
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far
top*

near

of mygsi", whereas the b-jet farther from E%‘iss is used for m

Events are retained only if

mysdt > 180 GeV and m > 200 GeV.

top

The presence of a signal would manifest as a broad resonance in the distribution

of the A candidate transverse mass, mt(V H), in the final state with no leptons. The

hypo

region expected to contain most of the signal events for a given mass hypothesis m ;" is

constructed using a sliding window defined by the condition |m(bb) — m¥*°| < 2- o, where
oc=0.1- m}gpo is the resolution in m(bb). The adjacent regions with a lower or higher
m(bb) define the Hlo and Hhi regions, used as CRs in the statistical analysis. The Hlo

and Hhi regions contain events from a mix of background processes, so they constrain all

the background processes present rather than a specific one.

Table 5.3. Event selection for the vobb channel. The SR, CR, and VR symbols next to
the region name indicate that this region is used as a signal, control, or validation region
in the fit.

Regions
Requirement OL
b 2L (CR) | e (CR) | 1L (VR) I (€Y [ Hin (SR)
Number of jets 2-5
Number of b-jets >2
m(bb) > 50 GeV
Number of 7had 0
pr(V) > 150 GeV
min; Ag(Emiss 51 > /10
< 3.3 (2 b-jets)
Al(by,bo) <35 (>3 bjets)
Number of leptons 2 1 0
Lepton flavour eef/up | ep e/u
p'l‘(él) > 27 GeV
Im$nd — my| < 10 GeV -
SMET <5 - ‘ >3 > 10
e N > 180 GeV
7”{2‘].) - > 200 GeV
[m(bb) — mpy™° - >02-mp™ | <02 -mp




129

The four-momentum vector of the H candidate is rescaled by m'¥*°/m(bb) to

improve the resolution in my(V H). The rescaling is performed only in the SR, where the

resonance is expected, and is applied to both simulated and data events. The resolution

in my(V H) after this rescaling ranges from 8% for signal hypotheses with high my and

low m 4 —my values to 27% for signal hypotheses with low my and high m 4 —mpy values.

# leptons
ep (CR)
2
2L (CR)
1 1L (VR)
0 Hlo (CR) | Hin (SR)| Hhi (CR)
mthpo

Figure 5.13. A sketch showing the different regions for classifying events in the vbb

channel.

The fraction of signal events passing the full event selection varies from less than

1% for signal events with low m4 — my, which also have low ER to about 21% for

signal events with high my — mpy. Figure 5.13 shows a sketch of the different regions of

the vubb analysis channel. The selection requirements applied in the SR, VRs and CRs

are summarized in Table 5.3, and the pre-fit my(V H) distribution in the 2-b-tag region

(for my = 700 GeV and my = 500 GeV) and 3+-b-tag region (for my = 500 GeV and
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mpy = 200 GeV) are shown in Figures 5.14 and 5.15 respectively.

5.4.9 Background Composition

The background composition of the regions in the ¢¢tt channel is shown in Fig-
ure 5.16. The dominant background in the L3hi_ Zin (SR) is ¢¢Z, and in the same-sign
region (CR) is tf. The background composition of the regions in the vbb channel (for
the 2-b-tag and 3-b-tag) are shown in Figure 5.17. The major backgrounds for vbb are

Zhf and tt.

5.5 Systematic uncertainties

The variable of choice for statistical analysis may vary in its normalization and
shape due to systematic uncertainties, categorized into two groups based on their source.
These uncertainties are separate from the measurement’s statistical uncertainties and are
known as experimental uncertainties and theoretical uncertainties. Experimental uncer-
tainties are linked to the performance of the ATLAS detector, particularly in the iden-
tification, reconstruction, and calibration of physics objects. Modeling uncertainties, on
the other hand, arise from assumptions made in MC simulations of signal, background
processes, and cross-section calculations. These uncertainties are called systematic uncer-
tainties and are addressed by the prescription provided by the ATLAS combined perfor-
mance groups. Systematics uncertainties play a vital role in the statistical analysis where

they are incorporated as nuisance parameters (NP) in the Likelihood model.
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Figure 5.14. The my(V H) distribution in the 2-b-tag region, for the OL region (SR and
my side-bands) (top) and the 2L, ey and 1L regions (bottom).
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Figure 5.15. The my(V H) distribution in the 3+-b-tag region, for the OL region (SR and
my side-bands) (top) and the 2L, ey and 1L regions(bottom).
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5.5.1 Experimental uncertainties

The impact of experimental systematic uncertainties on the observable distribu-
tions used in the analysis is assessed by varying the simulation settings to +10 bounds
obtained from dedicated performance measurements. A qualitative summary of the ex-
perimental systematics considered in the analysis is shown in Table 5.4
5.5.1.1 Luminosity and Pileup

The luminosity scale for the data recorded by the ATLAS experiment during Run
2 is calibrated by van der Meer (vdM) scans each year and is extrapolated to the physics
analysis. The total uncertainty for each year during Run 2 varied from 0.9 — 1.1% [27].
The uncertainty in the total integrated luminosity is 0.83%, obtained using the LUCID-2
detector [40] for the primary luminosity measurements. The largest source of uncertainty
is the calibration extrapolation from low-luminosity vdM scans to high-luminosity physics
data-taking. The number of pile-up collisions in simulation is reweighed to match the data,
and a 4% variation of this reweighing factor is assigned as an uncertainty.
5.5.1.2 Leptons

Systematic uncertainties in the trigger efficiencies, reconstruction, identification,
and isolation are considered. For electrons, additional uncertainty on the electron en-
ergy scale and electron resolution are considered [23]. For muons, uncertainties on the
muon momentum scale, track-to-vertex association, and momentum resolution are con-
sidered [28]. For 7-leptons, additional uncertainties on the overlap removal and in-situ

energy scale correction are considered, as listed in Table 5.4.
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5.5.1.3 E%iss uncertainities

Uncertainties on the EX*5 come from the measurements of objects considered in
the reconstruction of EX including trigger and reconstruction terms. A lo statistical
uncertainty on the trigger scale factor and the trigger efficiency are considered, along
with the uncertainties on the track-based soft terms. Uncertainties in the reconstruction
of EXss are applied as described in Ref. [31].
5.5.1.4 Jet

Uncertainties in the jet energy scale (JES) calibration and jet energy resolution
(JER) measurements naturally play a role in the final object measurement. Only small
R jet uncertainties are used, including 29 nuisance parameters for JES and 8 for JER.
5.5.1.5 Flavor Tagging

Thirteen nuisance parameters related to the flavor-tagging of jets are considered.
Two additional NPs account for the extrapolation of the tagging SF from the calibrated

regions to the high pr jets, and from c-quarks to 7-lepton originated jets.

5.5.2 Signal and Background Modelling Uncertainties

Theory systematics originate from the Monte-Carlo modeling of signal and back-
ground processes. Missing higher orders from the matrix elements, PDF selection, choos-
ing the Parton shower/hadronization algorithm, and re-summation scales fall in this cat-
egory. These uncertainties can impact the shape and normalization in the MC, as shown

in equation 2.39 and are described below.

e Missing higher orders in calculating the inclusive matrix elements: for
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all processes, the cross-section calculation relies on a perturbative expansion of the
scattering matrix, truncated at a certain order. The effect of the missing higher
orders is estimated by varying the renormalization and factorization scales (g and
pr) independently by a factor of 2, excluding the (ug, pr) = (%, 2), (2, %) X [heentral

variations, which may lead to effects with large logarithms.

Group | Systematic uncertainty Short description

Event | Luminosity uncertainty on the total integrated luminosity
EL_EFF _Trigger TOTAL_INPCOR_PLUS_UNCOR trigger efficiency uncertainty
EL_EFF _Reco.TOTAL_INPCOR_PLUS_UNCOR reconstruction efficiency uncertainty

Electrons EL_EFF_ID_TOTAL_INPCOR_PLUS_UNCOR ID efficiency uncertainty
EL_EFF _Iso.TOTAL_.INPCOR_PLUS_.UNCOR isolation efficiency uncertainty
EG_SCALE_ALL energy scale uncertainty
EG_RESOLUTION_ALL energy resolution uncertainty
MUON_EFF_TrigStatUncertainty tri fFici tainti
MUON_EFF_TrigSystUncertainty rigger efliciency uncertainties
Mggg’ggg’gggg’gg‘/gT reconstruction uncertainty for pp > 15 GeV

Muons Mggg’ggg’gggg’gg‘/gTiLo%%T reconstruction and ID efficiency uncertainty for pp < 15 GeV
M88§7%§87§$2T isolation efficiency uncertainty
MUON_TTVA_STAT " L Fici .
MUON_TTVA_SYS track-to-vertex association efficiency uncertainty
MUON_SCALE momentum scale uncertainty
MUON_SAGITTA_RESBIAS . .
MUON_SAGITTA DATASTAT variations in the scale of the momentum (charge dependent)
MUON_CB momentum resolution uncertainty
TAUS_.TRUEHADTAU_EFF_RECO_TOTAL Tau reconstruction efficiency uncertainty

TAUS_.TRUEHADTAU_EFF_RNNID_1PRONG...

TAUS_.TRUEHADTAU_EFF_RNNID_3PRONG... Tau Identificati fFici tainties. P trised vs ¢

TAUS TRUEHADTAU EFF_RNNID SYST au Identification efficiency uncertainties, Parametrised vs tau pt
T-leptons TAUS_.TRUEHADTAU_EFF_RNNID_HIGHPT

TAUS_.TRUEHADTAU_SME_TES_PHYSICSLIST

TAUS_.TRUEHADTAU_SME_TES_DETECTOR

TAUS_.TRUEHADTAU_SME_TES_INSITUEXP In-Situ Tau Energy Scale correction uncertainties
TAUS_.TRUEHADTAU_SME_TES_INSITUFIT

TAUS_.TRUEHADTAU_SME_TES_MODEL_CLOSURE

TAUS_.TRUEHADTAU_EFF_ELEOLR_-TOTAL Uncertainty for tau electron overlap removal of true hadronic tau decays

TAUS_.TRUEELECTRON_EFF_ELEBDT_STAT U tainties for t lect 1 1 of t lect fakine hadronic t
TAUS TRUEELECTRON_EFF_ELEBDT.SYST ncertainties for tau electron overlap removal of true electrons faking hadronic taus

METTrigStat lo statistical uncertainty of the trigger scale factor fit
miss :
'%‘I’Figg;r METTrigSumpt trigger efficiency uncertainties
and METTrigTop/Z
EFiss- MET_SoftTrk_ResoPerp track-based soft term related to transversal resolution uncertainty
Terms
MET _SoftTrk_ResoPara track-based soft term related to longitudinal resolution uncertainty
MET _SoftTrk_Scale track-based soft term related to longitudinal scale uncertainty
PRW_DATASF uncertainty on data SF used for the computation of pileup reweighting
JET _Etalntercalibration_Modelling n-intercalibration: MC generator modelling uncertainty
JET _Etalntercalibration_TotalStat n-intercalibration: statistical uncertainty
JET _Etalntercalibration_NonClosure_highE n-intercalibration: non-closure uncertainty of jet response, high energy com-
ponent
JET _Etalntercalibration_NonClosure_negEta n-intercalibration: non-closure uncertainty of jet response, negative n compo-
nent
JET _Etalntercalibration_NonClosure_posEta n-intercalibration: non-closure uncertainty of jet response, positive n compo-
nent
JET _Pileup_OffsetMu Pileup: Offset, term for number of interactions per crossing p
JET_Pileup_OffsetNPV Pileup: Offset, term for number of primary vertices
Small-R JET_Pileup_PtTerm Pileup: Offset, pr term
Jets
JET _Pileup-RhoTopology Pileup: Offset, p topology uncertainty on jet areas

JET _Flavor_Composition Flavor composition uncertainty



JET_Flavor_Response

JET _PunchThrough MC16
JET _EffectiveNP _Statistical
JET _EffectiveNP_Modelling
JET _EffectiveNP _Detector
JET _EffectiveNP_Mixed
JET _SingleParticle_HighPt
JET_BJES_Response
JET_JER_DataVsMC_MC16

JET_JER_EffectiveNP
JET_JvtEfficiency
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Flavor response uncertainty (dominated by gluon response)

Punch-through correction uncertainty

Statistical components of effective jet energy scale uncertainties; split into 6
components

Modelling components of effective jet energy scale uncertainties; split into 4
components

Detector components of effective jet energy scale uncertainties; split into 2
components

Effective jet energy scale uncertainties coming from various sources; split into
3 components

Uncertainty related to high pr jets

Jet energy scale uncertainty for b-jets

Nuisance parameter covering when jet energy resolution in data smaller than
resolution in MC

Effective jet energy resolution uncertainty; split into 6 components

Jet Vertex Tagger efficiency uncertainty

FT_EFF_EIGEN_B
FT_EFF_EIGEN_C

b-tagging efficiency uncertainties: medium eigenvector reduction scheme

b-tagging FT_EFF_EIGEN_L
FT_EFF_EIGEN _extrapolation b-tagging efficiency uncertainty on the extrapolation on high pr-jets
FT_EFF_EIGEN _extrapolation_from_charm b-tagging efficiency uncertainty on 7-jets
Table 5.4. Qualitative summary of the experimental systematic uncertainties in the

A — ZH analyses.

e Uncertainties from the choice of PDFs and «,: These arise from uncertain-

ties in the experimental measurements in determining the PDF sets used in each
calculation, uncertainties from the choice of the functional form used in the PDF
fits, and uncertainties associated to the experimental determination of a,. These

are estimated using the PDF4LHC prescription [62]

Merging-scale uncertainties: for samples generated by merging matrix elements
(ME) corresponding to different multiplicities, e.g. V+1,2,...jets, uncertainty re-
lated to the choice of the merging scale, i.e. the scale that separates soft from hard

jets, is evaluated by varying the merging scale by a factor of 2 up and down.

Resummation scale uncertainties: for SHERPA samples, an additional uncer-
tainty related to the energy cut-off for the integration of MC counterterms in the

parton shower (PS) is added [136].

e Matching uncertainties: for samples generated using a NLO matrix element
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and matched to a parton shower, a comparison between samples generated with
a POWHEG and a MG5AMC sample probe uncertainties related to the ME/PS

matching procedure.

e Parton shower/hadronization uncertainties: uncertainties related to algorith-
mic or parametric differences in the modeling of the PS and hadronization can be
assessed by comparing samples generated with different showering/hadronization

(SHG) generators, typically between PyTHIA 8 and HERWIG 7.

¢ Eigentune uncertainties: are related to uncertainties in choosing the free param-
eters for the masses and couplings, renormalization and factorization scales, and
cutoffs used in the parton shower and/or matching scheme (mainly the shower-
ing /hadronization programs). These uncertainties so as to encompass the data used

in the ATLAS tuning program [22].

5.5.3 Derivation of Signal and Background Uncertainties

e Normalization uncertainties are implemented as Gaussian priors that affect the
normalization of a given sample in all regions and are only applied to the samples
whose normalization is not free to float in the fit. Normalization uncertainty for a
sample is calculated as follows:

Nalti\ 2
Onorm = Z (1 - Nnom) 5 (51)

i

where ¢ runs over all alternative MC generators considered for a given process, and

N corresponds to the total expected background yield for the sample in all regions
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considered in the fit.

e Shape uncertainties are implemented on the shape of the fitted discriminant
(mz(VH) or Am) and are estimated by comparing the shape of the fit discriminant

for the nominal and alternative MC samples.

e Acceptance uncertainties affect the relative normalization of backgrounds be-
tween analysis regions (signal and a control region) and refer to the uncertainties
associated with the differences in the acceptance and efficiency of the detector and
selections between the signal and the control region. These uncertainties are ap-
plied in the fit as Gaussian priors, and they also consider the shape changes of

the observables in different regions. The acceptance uncertainties are calculated as

. 2
N’ [/ Ngg
Taceept = E:G—Ngij%? , (5.2)

where ¢ runs over all alternative MC generators in a given process.

follows

5.6 Statistical Analysis

A profile likelihood function-based fit using all the Monte-Carlo templates for all

the backgrounds to data is used, as discussed in section 2.3.1.4.

— —

L(1,0,7) = Lpois(1,0,7) x Lnp(0) X Lsiar(7) (5.3)

Systematic uncertainties described in section 5.5 are incorporated in the likelihood

as NP, parameterized by flat, Gaussian, or log-normal priors. The nominal fit results for
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w and o, are obtained by maximizing the likelihood function for all parameters. The test
statistic g, is then constructed as described in Section 2.3 to measure the compatibility
of the background-only model with the observed data and to derive exclusion intervals
derived with the C'L, method [93]. The fit model used for the £¢tf and the vbb analyses
have been shown in Table 5.5 and the fractional squared uncertainty obtained from the
fit in p from the different sources of uncertainty for different (ma, my) values in the £0tt

and vbb channels are tabulated in Table 5.6.

5.7 Result and Interpretation

The likelihood fits show no significant deviation from the background-only hypoth-
esis. The largest excess observed over the SM background prediction is 2.85 ¢ in the £4tt
channel for a signal hypothesis corresponding to (m4, mg) = (650,450) GeV. The global
significance for the £/tt channel is estimated following Refs. [122, 187] to be 2.350.

The yields and the post-fit distributions obtained from the background only fit to
the data in SR and CRs are shown in Figures 5.18 and Tables 5.7, 5.8 and 5.9. Repre-
sentative distributions of the fit discriminant and the mass of the H candidate in the SR
are shown in Figures 5.19 and 5.20. Constraints obtained from the fits are applied to the
VRs to gauge the fit’s compatibility with data in regions kinematically close to the SR
and CRs.

The normalization factors in the ¢¢tt channel are close to one for the ttZ back-
ground. However, for the ¢t background, they vary from 1.5 to 1.8 for different m}gpo

hypotheses, with an uncertainty of 0.5. The tt scaling factor is above one as it describes
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Fractional squared uncertainty in p
Source of uncertainty 0it signals (ma, my) [GeV] vbb signals (ma, my) [GeV]
(700, 500) (1200, 800) (400, 130) (700, 300) (1200, 800)
Total statistical uncertainty 0.91 0.90 0.19 0.27 0.48
Total systematic uncertainty 0.09 0.10 0.81 0.73 0.52
Statistical uncertainties

Data statistics 0.40 0.72 0.16 0.24 0.48
ttZ normalisation 0.36 0.14 neglected

Zhf normalisation not free to float, included in ‘Other’ 0.01 0.05 0.12
tt normalisation 0.01 0.02 0.06 0.01 0.01

Systematic uncertainties

Jets 0.02 0.01 0.15 0.10 0.10
b-tagging < 0.01 < 0.01 0.02 < 0.01 0.05
Emiss goft-term and pile-up < 0.01 < 0.01 0.01 0.01 < 0.01
Luminosity < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
Other experimental sources < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
ttZ modelling 0.03 0.05 not applied

tt modelling 0.01 0.02 0.05 0.01 0.01
Zhf modelling included in ‘Other’ 0.21 0.47 0.30
Whf modelling neglected 0.14 0.04 0.10
tW modelling neglected 0.02 0.03 < 0.01
Other modelling sources 0.01 0.02 0.08 0.01 < 0.01
Signal modelling < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
MC sample size 0.01 0.01 0.05 0.05 0.05

Table 5.6. Fractional squared uncertainty in g from the different sources of uncertainty
for different (m4, my) values in the £¢tt and visbb channels. Because of the correlations
between the different systematics components, we do not expect the sum of squares of
the individual systematic uncertainties being equal to the square of the total systematics
uncertainty

the mismodelling of fake leptons (misidentified jet or a non-prompt lepton) rate in the
simulated samples.

In the vobb channel, the normalization factors for the ¢ background are close to
one, while for the Zhf background, they range from 1.2 to 1.3 with an uncertainty of
0.1 in the 2-b-tag region and from 1.4 to 1.7 with an uncertainty of 0.2 in the > 3-b-tag
regions. The Zhf normalization factors are higher than one due to the mismodeling of the
Zhf process in SHERPA [2, 4, 35]. In the £¢tt channel, the ¢ template represents ¢t events

with two prompt leptons and one non-prompt or misidentified lepton. On the other hand,
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L3hi_Zin (VR) (VR)
H10450 (CR) Hin450 (SR) Hhi450 (CR) ss (CR) L3hi_Zout | L3lo_Zin
tz 5140.9 200 £ 22 113 +£13 23+0.6 [29.0£32 [308+34
tt 12408 29+9 16 +6 40+ 7 46 + 14 54+ 17
twz 0.40 +0.14 12+4 10+4 013+0.04 | 1.6£05 | 22+0.7
tZq 0.6+ 0.4 13+38 10£6 0.046+0.032 | 1.8£12 | 24416
VV+VVV 15£05 15+4 11.1£35 | 0.0344£0.013 | 23+£06 | 3.14£0.9
Z 15+£11 11+4 394+1.6 |0.025+0010 | 37£14 | 39+15
Wt H +tEW Wttt | 0.16 4 0.05 6.840.9 49409 74418 84+1.8 |1.63+0.27
Total background 10.54+1.5 285 + 15 169 £ 10 50£7 93+£13 | 133+21
| Data | 7 303 153 | 49 [ & | 119

Table 5.7. Yields in the £¢tt channel obtained from the background-only fit to data using

Hin450 as the signal region. The indicated uncertainties include statistical and systematic

components. The value next to the region name refers to the m}gpo hypothesis.

in the vbb channel, it represents ¢t events with two prompt leptons. Therefore, the two

normalization factors obtained above are not comparable.

5.7.1 Upper limits on the production cross-sections

Upper limits on the production cross-section for the A boson multiplied by the
decay branching ratios, B(A — ZH) x B(H — tt) in the £¢tt channel and B(A —
ZH) x B(H — bb) in the vbb channel, are obtained for the ggF and bbA production
modes. These limits are illustrated in Figures 5.21 and 5.22.

The limits for this search depend on the natural width of the A and H bosons.
However, in the parameter space relevant to this search, only the width of the A boson is
significant, as the width of the H boson is always very small compared to the experimental
resolution. The width of the A boson increases as m 4 — mpy increases and is roughly
independent of tan 8 for tan 8 2 5, but becomes larger for smaller values of tan g (i.e.,

tan § < 5). Consequently, the limits provided for tan 5 = 10 are generally applicable for
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oL
H10300 (CR) Hin300 (SR) Hhi300 (CR) | 2L (CR) ey (CR) 1L (VR)
tt 3800 + 400 600 + 80 290 + 40 370+ 60 | 8700 £ 500 | 336000 + 28000
Single-top (s-, t-chan) 93418 26 + 4 16.7+3.1 | 0.70+£0.15 | 124+£0.7 | 16700+ 1100
Single-top tW 600 + 400 160 £ 90 90 + 60 43 +23 800+ 500 | 23000 £ 12000
Whf 2800 + 900 330 + 100 230 + 70 28+ 1.0 2949 21000 + 7000
Zhf 8500 £900 22004120 162090 | 5370+£120 | 18.1+1.3 1070 £ 90
VIf 44 +38 108+17  123+23 2345 0.35 £ 0.08 330 + 60
V Hbb 210 + 130 0.8+£0.5  0.48=+0.31 60+40 | 0.37+0.23 350 + 220
4% 770 + 150 154417  123+16 207+24 | 1.63+£0.20 | 1260 & 140
Total background 16960 +170 3350 £ 50 2270 £50 | 6080 £90 | 9620 =110 | 400000 = 26000
| Data | 16961 3389 2266 | 6037 [ 9618 | 415808

Table 5.8. Yields in the 2-b-tag regions of the vbb channel obtained from the background-
only fit to data using Hin300 as the signal region. The indicated uncertainties include
statistical and systematic components. The value next to the region name refers to the
m"P° hypothesis.

OL
H10300 (CR) Hin300 (SR) Hhi300 (CR) 2L (CR) eu (CR) 1L (VR)

tt 1200 £ 70 101 +8 80£9 16.9 £3.1 385 =+ 26 19300 = 1400
Single-top (s-, t-chan) | 11.0 4 1.2 3.94+05 4.0+0.4 0.28 +0.10 310 £ 27
Single-top tW 70 £ 50 13438 847 1.2+0.8 27 +19 1000 + 700
Whf 82 + 28 18+6 14+5 0.13+£0.04 1.2+£04 530 £ 170
Zhf 340 £ 50 106 + 10 91 £ 10 173+ 13 0.60 £ 0.16 43+5
VIf 0.73£0.33  0.144£0.05 0.17£0.04 | 0.0040 & 0.0020 - 6.9+2.8
V Hbb 37424 0484031  042+0.27 1.1+£0.7 0.010 £0.007 | 5.3+3.4
4% 21 +4 3.74+05 3.3+£04 6.6+ 0.9 0.037 £ 0.018 354
Total background 1720 + 40 245+ 9 201 + 8 199 + 12 415419 | 21200 & 1300

| Data | 1702 251 203 | 198 | 428 | 21356

Table 5.9. Yields in the > 3-b-tag regions of the vobb channel obtained from the
background-only fit to data using Hin300 as the signal region. The indicated uncertainties
include statistical and systematic components. The value next to the region name refers
to the my hypothesis.
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Figure 5.18. Yields in the SR, CRs, and VRs used in the in (a) 2-b-tag and (b) > 3-b-
tag regions of the vbb channel and (c) ¢/t channel. The yields are obtained from
a background-only fit to data. The value next to the region name in the x-axis labels
refers to the m‘;IYPO hypothesis. The data are black points, and the associated error bars
represent the statistical uncertainty. The hatched band indicates the combined statistical
and systematic uncertainty in the sum of the backgrounds.
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Figure 5.19. The distribution of the fit discriminant Am = m(0¢tt) — m(tt) in the SR
of the ¢t channel for the mP° = 450 GeV hypothesis (a). The distribution of the fit
discriminant my(V H) in the SR of the vobb channel in the 2-b-tag (b) and > 3-b-tag (c)
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background-only fit to data. Signal distributions corresponding to ggF or bbA production
normalized to the theory cross-section are compared. The data are black points, and the
associated error bars represent the statistical uncertainty. The hatched band indicates
the combined statistical and systematic uncertainty for the sum of backgrounds. The
quantity on the vertical axis is the number of events divided by the bin width in GeV.
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Figure 5.20. The m(tt) distribution in the L3hi _Zin region of the ¢/t channel (a)
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the statistical uncertainty. The hatched band indicates the combined statistical and
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tan 8 2 5, while the limits provided for tan § = 1 are only suitable for that specific tan /3
value. For intermediate tan S values, limits can be obtained by interpolating between the
limits for the given tan 8 values.

To obtain more realistic limits, instead of using only narrow-width A bosons, the
signals are generated with a natural width that corresponds to the prediction of the
2HDM for tan 8 = 1 in ggF production and tan = 10 in bbA production. For the
2HDM benchmarks considered and the parameter space that is relevant for this search
(see Section 5.7.2), the tan 8 and Higgs boson mass values are enough to define the A boson
width. The choice tan § = 10 is made for bbA production because, at this value, this
production mechanism is dominant in the benchmark models discussed in Section 5.7.2
(Type-11 and flipped 2HDM). In the 2HDM benchmarks considered here, the width of
the A boson relative to its mass is a few percent for low m 4 values and increases at high
my. For example, for the my range shown in Figures 5.21 for the ¢ftt channel, the A
boson width ranges from 4.3% to 37% of its mass. The observed upper limit in the £4tt
channel in the ggF production process varies from 75.0 b for (m4, my) = (1200, 600) GeV
to 992 fb for (ma,mg) = (550,450) GeV; this will be compared with the respective
expected limits of 90.8 fb and 582 fb. The observed upper limit in the £/t channel in the
bbA production process varies from 79.4 fb for (m4, mg) = (800,400) GeV to 636 fb for
(ma, my) = (650,450) GeV; this is to be compared with the respective expected limits
of 162 fb and 257 fb. Similarly, for the vobb channel, the observed upper limit for ggF
production varies from 6.2 fb for (m4, my) = (1200, 300) GeV to 3700 fb for (ma, mpg) =

(350, 150) GeV; to be compared with the respective expected limits of 10.6 fb and 3520 fb.
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Finally, for the vobb channel, the observed upper limit for bbA production varies from

3.62 tb for (ma, mg) = (1200,200) GeV to 1750 fb for (ma, my) = (350, 150) GeV; to be

compared with the respective expected limits of 9.92 fb and 1910 fb.
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Figure 5.21. Expected (a,c) and observed (b,d) upper limits at 95% CL on o(g9 —
A) x B(A — ZH) x B(H — tt) (a,b) and o(bbA) x B(A — ZH) x B(H — tt) (c,d) in
the (ma, mpy) plane. The limits are shown for tan§ = 1 or tan 8 = 10 in ggF or bbA
production, respectively. The tan 8 value is relevant only for the A boson width choice.
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Figure 5.22. Expected (a,c) and observed (b,d) upper limits at 95% CL on o(g9 —
A) x B(A — ZH) x B(H — bb) (a,b) and o(bbA) x B(A — ZH) x B(H — bb) (c,d)
in the (ma4, my) plane. The limits are shown for tan f = 1 or tan 5 = 10 in ggF or bbA
production, respectively. The tan 3 value is relevant only for the A boson width choice.
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5.7.2 Interpretation in the context of 2HDM

The upper limits described in Section 5.7.1 are interpreted within the framework
of the CP-conserving 2HDM simplified with several assumptions to constrain the number
of free parameters. In this interpretation, the H* bosons are assumed to have the same
mass as the A boson, and it is assumed that myg < m4 for the masses of the A and H
bosons. Additionally, the 2HDM parameter m?, is set to a fixed value of m? tan 8/(1 +
tan? 8). ” Alignment limit” is assumed in which the & boson has a mass of 125 GeV, and
its couplings to fermions and vector bosons are set to be the same as those of the SM
Higgs boson at the lowest order. The widths of the A and H bosons are taken from the
predictions of the 2HDM [54]. These assumptions leave three free parameters: m4, my,
and tan 4. In addition, the Yukawa couplings have four possible arrangements: type-
I, type-11, lepton-specific, and flipped 2HDM (Section 2.1.4). For the parameter space
relevant in this search, the widths of the A and H bosons differ very little across the 2HDM
types compared with the experimental mass resolution. In the same parameter space, the
A boson width is larger than the H boson width, so the quoted limits from this search
cannot be interpreted as limits for the H — ZA process. The cross-sections for A boson
production in the 2HDM are calculated with corrections up to NNLO in QCD for ggF and
bbA production in the five-flavor scheme as implemented in SusHi [126, 127, 128, 130]. For
bbA production, a cross-section in the four-flavor scheme is also calculated as described in
Refs. [98, 100]; the results are combined with the five-flavor scheme calculation following

Ref. [125]. The Higgs boson branching ratios are calculated using 2HDMC [106]. The
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procedure from Ref. [112] is followed to calculate the cross-sections and branching ratios
and to select 2HDM parameter values.

The upper limits are interpreted as constraints in the (ma, my) plane for several
tan § values. The widths of the A and H bosons change as a function of tan 3, and these
variations are considered when calculating the constraints. The results are quoted only
for cases in which the width of the A boson is no more than 25% of m 4. Figures 5.23(a)
and 5.23(b) show the constraints from the ¢/tt channel for the type-I and type-IT 2HDM,
respectively. Constraints from this channel for the lepton-specific 2HDM are very similar
to type-I. Constraints from the vbb channel are shown in Figure 5.23(c) for the type-I
2HDM, and in Figures 5.23(d) and 5.23(e) for the type-II 2HDM. The result from the
analysis extends the reach of the A — ZH — ({bb search reported in Ref. [34], especially
in parts of the parameter space with my > 350 GeV and m 4 > 800.

The search explored parameter space of 2HDM that had not been looked pre-
viously in the ATLAS collaboration and upper limits on the production cross-section
times the branching ratios for B(A — ZH) x B(H — tt) in the ¢/tt channel and
B(A — ZH) x B(H — tt) were derived for the ggF and bbA production modes. The
search has already been well-received by the theorists, as in Ref [49], the results from
the ¢¢tt and the vobb channel have been used to provide combined exclusions for the
EWB and a strong first-order phase transition. The 2.85¢ in the £¢tt channel for a sig-
nal hypothesis corresponding to (ma4, my) = (650,450) GeV is in the region sensitive to
the strong first-order phase transitions that could also be tested with gravitational wave

experiments.



154

— 700 T T T T T T T — 700 T T T T T T T
% ATLAS /s=13TeV, 1401b™",gg—A > ZH - (1t %, ATLAS /s=13TeV, 140 b, bbigg —» A — ZH — /it
S, 95% CL upper limit exclusion, type-I 2HDM S 95% CL upper limit exclusion, type-Il 2HDM
£ 6501 1 650 1
[ tanp=0.5 Obs. / I
€ === Exp. 4 €
600} —— Aboson width 25% ] 600 ]
[ tanp=10bs. =1 tanp=1 Obs.
--- Exp. a --- Exp. Vi
550 —.~ A boson width 25% /1 550 —.~ Aboson width 25% 7
= tanp=2 Obs. / 3 tanp=20bs. /
/ --- Exp. 7/
500 7 1 500 / 1
/ 7
./ ./
450 / 1 450 / b
400 1 400 1
900 1000 1100 1200 700 8 900 1000 1100 1200
mp [GeV] mp [GeV]
(a) (b)
< 600F T T T T T 7 < 600F T T T T T m
3 ATLAS s=13TeV, 14010~", gg - A — ZH - vibb 3 ATLAS 5=13TeV, 140 o' =1 tanp=0.5 Obs.
g 95% CL upper limit exclusion, type-I 2HDM [ tanB=0.5 Obs. (2, bb/gg — A — ZH — vibb -—— Exp.
EI === Exp. EI 95% CL upper limit exclusion, type-ll 2HDM ~ —*— A boson width 25%
500+ —-— A boson width 25% -| 5001 [ tanp=1 Obs. 1
3 tanp=1Obs. === Exp.
=== Exp. —-= A boson width 25%
—:= A boson width 256% 3 tanp=3 Obs.
[ tanp=5 Obs. R 400( e --- Exp. 1
e --- Exp. y 4 4 —-— Aboson width 25%
%
// 1 K|
,.// //
/
/
%
/ ] ]
;
/
7 2 g
A L L // L L I I i,. il il il i 4 n
700 800 900 1000 400 500 600 700 800 900 1000
mp [GeV] ma [GeV]

(c)

ATLAS /s=13TeV, 140 fb™!, bbigg — A — ZH — vibb
[ 95% CL upper limit exclusion, type-Il 2HDM

800
I [ tanB=20 Obs.
g === Exp.
700 —— Aboson width 25%
3 tanp=10 Obs.
600} === Exp.
—:= A boson width 25%

tanp=5 Obs.

7000

1200
mp [GeV]

(d)

Figure 5.23. Observed and expected 95% CL exclusion regions in the (ma4, my) plane
for various tan 3 values for the £/t channel, type-I (a) and type-II (b) 2HDM, and vibb
channel, type-I (c) and type-II (d,e) 2HDM. The line at my — my = 200 GeV shown in
(c—e) corresponds to the edge of the analysis sensitivity due to the E¥ requirement.
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5.7.3 Model-Independent limits

The upper limits mentioned in Section 5.7.1 are based on the assumption that the
final state’s Z and H candidates are produced resonantly, leading to a significant model
dependence. In addition to the 2HDM interpretation, we can obtain limits with less model
dependence by slightly modifying the fit model. Assuming a resonance X decays into a tt
or bb pair produced in association with a Z boson, the number of signal events recorded by
the detector in a specific bin of the reconstructed m(tt) or m(bb) distribution will be equal
to the integrated luminosity multiplied by the ’visible cross-section’ oi(Z(€0) X (tt)) or
0vis(Z (v) X (bD)).

Upper limits are determined at a 95% CL for the visible cross sections of Z (¢£) X (tt)
and Z(vv) X (bb) using the fitting model detailed in Section 5.6, with the exception that
the distributions of m(tt) or m(bb) for events passing the SR selection are fitted using
three bins. The signal template is created by adding a single signal event in the central
bin of the m(tt) or m(bb) distribution, with the adjacent bins serving as control regions
(CRs). The same-sign region and the ey and 2L regions are also utilized as CRs in this
fit without any adjustments. Utilizing the m(tt) or m(bb) distributions instead of the Am
or mp(V H) distributions in the fit guarantees that the resulting limit is independent of
how the Z and H candidates are produced. Furthermore, utilizing a large bin containing
all of the signal events ensures that the limit is not heavily reliant on the lineshape of the

tt or bb resonance.®

6For signals predicting a tf or bb resonance with a mass falling between the bin edges in
Figure 5.24, the limits from all contributing bins need to be combined, accounting for their
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The upper limits on the visible cross-section are determined as functions of m(tt)
and m(bb) by performing multiple independent fits using different signal regions (SRs)
defined by the bin edges shown in Figure 5.24. These limits can be used to assess sensi-
tivities for theories involving high-mass ¢t or bb resonances by comparing the upper limits

shown in Figure 5.24 with the visible cross-section predicted by a specific theory, given

by

theory

Oyis = Otheory X B X (A €)p10) /mv)s (5.4)

where oypeory is the inclusive signal cross-section, B is the product of the branching ratios
for the decay chain, and (A-€),,#) /m () 1S the acceptance times efficiency for reconstructing
a signal-model event in a given bin of the m(bb) or m(tt) distribution.

Utilizing the limits shown in Figure 5.24 requires obtaining the value of (A -
€)mte) /m@eb) for @ given signal model from a Monte Carlo 'truth’-level analysis that repli-
cates the event selection described in Section 5.4, incorporating the detector effects. This
can be achieved, for example, through fast simulation packages such as DELPHES [99] or

smearing routines like the ones provided in the RIVET framework [50, 60].

respective acceptances.
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Figure 5.24. Observed and expected 95% CL exclusion regions in the (mu4, my) plane
for various tan 3 values for the £¢tt channel, type-I (a) and type-II (b) 2HDM, and vibb
channel, type-I (¢) and type-II (d,e) 2HDM. The line at m4 — my = 200 GeV shown in
(c—e) corresponds to the edge of the analysis sensitivity due to the E¥* requirement.
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CHAPTER 6

SILICON STRIP DETECTOR

Silicon has revolutionized semiconductor detectors and electronic chips for com-
mercial purposes. Sophisticated detectors are common because of Silicon’s versatile prop-
erties, such as variable band gap, radiation hardness, and economic benefits over other
semiconductor materials. This chapter looks at the basics of the particle matter interac-

tion in Section 6.1.

6.1 The Particle - Matter interactions

Detecting particles involves observing their interactions with matter. As a charged
particle travels through an absorbing medium, it interacts with the atomic electrons,
mainly governed by the electromagnetic process. The particle’s energy and proximity of
each particle-electron interaction can cause the electron to move to a higher energy level
within the atom (excitation), be released entirely from the atom (ionization), or create
free electrons in the conduction band and holes in the valence bands of the material. The
incoming particle loses a small amount of its initial energy during each interaction, and

the average energy loss of the particle is determined using the Bethe Bloch formula (6.1).

1 /dFE 2 2Z 22 Qme026272Wmax 2 C

Here p is the density of the absorbing material, z is the charge of the incident

particle in the units of e, Z is the atomic number of the absorbing material, A is the atomic
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weight of the absorbing material, N, is the Avogadro’s number (6.022 x 10**mol™"), m,
is the electron mass, r. is the classical electron radius, 8 = v/c of the incident particle,
v =1/ \/1—752, 0 is the density correction, C' is the shell correction, [ is the mean
excitation potential and W, corresponds to the maximum kinetic energy that can be
imparted to a free electron in a single head-on collision. The first two terms in (6.1) come
from calculating energy loss due to ionization, the third term ¢ describes the density
correction to the energy loss that becomes relevant at high energies, and the last term
C'/Z describes shell corrections due to atomic binding energy that is important at low

energies [182].
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Figure 6.1. Average energy loss for a u* in Copper medium [182].

Figure 6.1 shows the energy loss (mass stopping power) as a function 7. At lower
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[~ values, we see a high energy loss, which comes from the velocity of the incoming

particle being comparable to the speed of the orbital electrons. With the increase in 5+,

the energy loss decreases < 1/3% for 8y < 3 with a minimum at 8y ~ 3. For regions

beyond (v =~ 3.5, increasing the particle’s energy does not increase the energy loss due

to the logarithmic term becoming effective, and simultaneously, radiative effects as the

Cherenkov radiation and Bremsstrahlung start to become relevant. As (7 increases,

density corrections ¢ due to the polarization of the atoms close to the trajectory of the

incident particles become more effective.
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Figure 6.2. Normalized Landau distribution of 500 MeV pion interacting with different
thicknesses of silicon. [182].
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A relativistic particle suffering the minimum energy loss while traversing a mate-
rial, called a Minimum Ionizing Particle (MIP), is used as a reference for detector designs,
e.g. muons produced at the LHC. However, the energy deposited by the MIP in thin
silicon absorbers is probabilistic and can be described by a Landau distribution as seen in
figure 6.2. We also see the distribution of energy loss for an MIP for different thicknesses
of silicon in figure 6.2. Electrons produced at LHC have a larger Sy with processes like
Bremsstrahlung dominating the energy loss.

Neutral particles like photons do not interact with coulomb force, but their passage
through the material causes ionizations that can be detected. The main interaction for the
high energy photons produced at the LHC is pair production, explained in the following
section. If the photon energy is significantly larger than twice the electron’s rest mass,
the photon can convert into an electron-positron pair. The electrons lose energy mainly

through Bremsstrahlung, and the amount lost is proportional to the particle’s energy.

dE 1
— | = = —F 6.2
(dx)rad XO ( )

Where X, is a characteristic property of the material called the radiation length, it rep-
resents the distance at which the particle’s energy is reduced to 1/e of its original value.
Similarly, A represents the distance after which the 1/e of photons have undergone pair
production and is related with Xy as A = gXO. We try to minimize the radiation lengths

for trackers to reduce the particles’ unwanted interactions until they reach the calorimeter.
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6.2 The Photon - Matter interactions

The interactions of matter and photons differ from those of massive particles.
A photon interacts mainly via the photoelectric effect, Compton scattering, and pair
production, depending on the material and the photon’s energy. Figure 6.3 shows the

absorption coefficient of silicon against the photon energy.
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Figure 6.3. The photon absorption coefficient p vs. energy in silicon. At low energies,
photoelectric absorption dominates. Above 100 keV, Compton scattering takes over, and
at high energies, pair production dominates. [177].
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Photoelectric effect

The Photoelectric effect, discovered by the physicist Heinrich Rudolf Hertz, is the
electron emission phenomenon when light with a specific frequency shines on a material.
In his Nobel prize-winning paper, Einstein used Max Planck’s quanta of energy concept to
theorize that the energy of each quantum of light is Planck’s constant times the frequency
of the light £, = hr and that the energy of the incident photon is wholly absorbed
in the atom. This absorbed energy is transferred to electrons bound to the nucleus with
binding energy Egp. When the energy of the incoming photon exceeds the atom’s binding
energy, the excess energy gets converted into kinetic energy 7T of the emitted photoelectron
T = E, — Epg. This emission of electrons from the valance shell creates a hole, and an
electron from the higher energy orbit fills the inner shell by emitting a photon of energy

E, = E; — E; that can be observed as the current in the detectors’ readout.

Compton scattering

Arthur Holly Compton discovered Compton scattering during his work on X-rays.
Compton scattering is the inelastic scattering between the high-energy incoming photons
and the electrons in the atom’s outer shells. These loosely bound outer shell electrons get
ejected " Compton recoil electrons” after taking a fraction of the energy from the photons.

The scattered outgoing photon of a lower energy can also be observed.

Pair Production

When a high-energy photon interacts with the coulomb field of a heavy atom’s nu-

cleus, it can produce an electron-positron pair. This process is kinematically constrained
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by the mass of the electron and positron, which is why it becomes dominant only when

the energy of the incoming photon exceeds 1.02 MeV =& twice the electron’s rest mass.

6.3 Semiconductors and p-n Junction diodes

In Isolated atoms, electrons occupy discrete energy levels known as orbitals. When
Isolated atoms are brought together to form a crystal lattice, their wave functions overlap,
and due to Pauli’s exclusion principle, their energy levels are split to form bands. These
bands represent a continuum of energy states the electrons can occupy. A valance band is
formed from the atomic orbitals of the atoms’ outermost electrons responsible for chemical
properties from the valance band. At absolute zero temperature, the valance band is filled
with electrons. Conduction bands are formed from the empty higher-energy atomic
orbitals in the atom’s ground state. Electrons in conduction bands are free to move in
the material, enabling electricity to be conducted. The bandgap is the energy difference
between the valance band’s top and the conduction band’s bottom energy levels. If the
band gap is small, electrons from the valance band can easily jump into the conduction
band, thus enabling conduction. The bandgap in energy is used to classify materials into
conductors, insulation, and semiconductors. At any arbitrary temperature, Insulators will
have a very large bandgap (greater than 4 eV); conductors have a very small to negligible
band gap, and semiconductors have a band gap that can be crossed under a change of
physical conditions (approx 1 eV), for example, temperature.

The Fermi-Dirac distribution gives the probability of an electron occupying an

energy state E as:
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Figure 6.4. Formation of bands in carbon atoms when forming a diamond crystal of size
i an . [44]

1
JABT) = ——— (6.3)
1+exp *7

where T is the temperature, Ey is the Fermi energy and £ is the Boltzmann constant.

The probability of holes (absence of electrons) occupying an energy state is given by

fh(EaT) = 1_fe(E7T) (64)

When the concentration of the electrons and holes is equal, the Fermi level lies in
the middle of the valance band and the conduction band.
Intrinsic Semiconductors

Intrinsic semiconductors are materials that do not contain any impurities. The
concentration of electrons and holes in these materials are equal, which means the Fermi

level is between the valance and conduction bands. The number of charge carriers
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3 AFE
o T3 exp—— .
ni ¢ T2 exp — oy (6.5)

At room temperature for intrinsic silicon, n; ~ 101® cm=3 .

Extrinsic Semiconductors

Adding impurities in a controlled manner, called ”Doping,” can alter the charac-
teristics of intrinsic semiconductors. In Doping, we replace the atoms from the intrinsic
semiconductor’s lattice with an electron donor (n-type) or acceptor (p-type); see Figure
6.5. In n-type, the silicon lattice is doped with a material with more than 4 electrons in
the valance shell, e.g., Phosphorus. The free electrons raise the Fermi level close to the
conduction band, which makes it easier for electrons to jump to the conduction band.
In p-type, the silicon lattice is doped with a material with less than 4 electrons in the
valance shell, e.g., Aluminum. This lowers the Fermi level close to the valance band,
which makes it easier to conduct holes. The concentration of doping is usually between
10'2 to 102! cm~3. Although the number of charge carriers is large, the noise due to the
charge carriers is also very high. This is solved by joining the p-type and n-type doped
semiconductors to form a junction diode.
p-n Junction Diode

A p-n junction diode is a semiconductor device with a p-type and a n-type semi-
conductor forming a junction. Due to concentration gradient, i.e., a high number of
electrons on the n-type side and holes on the p-type side, the majority charge carriers

tend to diffuse to the other sides, creating uncompensated dopant atoms and a region that
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Figure 6.5. A visualization of the band diagrams and the Fermi energy level £} for the
Intrinsic, p-type, and n-type semiconductors.

lacks free charge carriers, known as the depletion region. As the charge carriers diffuse,
there is a buildup of an Electric field from the uncompensated dopants that oppose the
movement of the charge carriers across the junction. At equilibrium, the depletion layer
no longer grows, and the built-in electric field balances the diffusion of majority charge
carriers. The electric field E' and potential ¢ in the depletion region can be calculated
using Poisson’s equation V? = —2 where the p is the spatial charge distribution, and e
is the absolute permittivity [149]. It is possible to calculate the built-in voltage (AV)
using the Doping concentrations and the number of free carriers of the acceptor (Ng, n,)

and the donor (Np, ng), respectively.

T, NuN
AV = k— log AD
q NaNg

(6.6)

The Width of the depletion region is calculated using the built-in voltage and

doping concentrations as
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Figure 6.6. An Illustration of the p-n junction diode. The top image shows the carrier
concentration with holes in red and electrons in blue. The second graph shows the charge
across the junction. The third graph shows the electric field and the lowest graph shows
the voltage across the junction. Figure adapted from [157]

2eeq (N + Np)
W = AV 6.7
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The p-n junction diode is connected to an external voltage source during operation.
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The depletion region increases if the external bias voltage Vi, is applied to the junction
in the same direction as the built-in voltage. In this state of operation, the diode is called
reverse biased. When the external voltage applied is opposite to the built-in voltage, the
depletion region shrinks, and the diode is said to be forward bias. In equation (6.8), the

sign of the Vj,;,s increases or decreases the width of the depletion region.

2660 (NA + ND)
— A . .
0% \/ N (AV + Viias) (6.8)

The depletion layer also acts as a capacitor; its capacitance per unit area depends
on the width of the depletion layer W, absolute permittivity e, and vacuum permittivity

€0, given in the (6.9).

c==0 (6.9)

For a silicon diode of thickness 100 pm, the capacitance is approximately 1 pf/ mm?.
When the bias voltage is much larger than the built-in voltage, the capacitance can be

approximated to

1
V %ias

The general configuration used to increase the width of the depletion layer is to sandwich

C x

(6.10)

a lightly doped region between two highly doped regions, as shown in figure 6.7. This
configuration leads to an asymmetric junction that depletes into the bulk by applying a
minimum bias voltage.

A MIP traversing 300 pym intrinsic silicon semiconductor creates approximately

2 x 10* electrons, but the number of free charge carriers is ~ 10°. Giving a signal-
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Figure 6.7. The left figure shows a visualization of a typical configuration used in silicon
sensors where a lightly doped region is sandwiched between two heavily doped regions.
The figure on the right shows typical IV characteristics of a p-n Junction diode in the
forward-biased and reversed mode. V;,. is the breakdown voltage.

to-noise ratio of 107°. To improve the signal-to-noise ratio, the detector is operated
in reverse-biased mode, with the depletion region covering the entire silicon, thereby
reducing the number of free charge carriers. However, this reverse biasing also results
in a leakage current due to thermally generated electrons in the circuit despite removing

mobile carriers from the depleted region. The leakage current is mainly temperature-

kT

: 2
dependent and is expressed as I[jeqpage X 1< exp — By

where E, is the band gap energy
and k is the Boltzmann’s constant. To reduce the effect of the leakage current in signal

detection, the detectors are typically run at cold temperatures ~ —35°C.
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6.3.1 Strip Sensor

The silicon strip sensors are diodes in which one electrode is segmented in one of
the directions to improve position resolution in that direction. The image in Figure 6.8
illustrates an n+ in p sensor, which comprises strips of n+ doped silicon placed into a
p bulk. When the bulk is fully depleted with a full bias voltage Vrp, an electric field is
produced inside the sensor. A particle passing through the sensor creates electron and hole
pairs, which move toward the appropriate electrodes under the influence of the electric
fields. In Figure 6.8, a thin layer of SiO; is used to AC couple the signal to the readout
electronics via the aluminum lines placed on top of the implants.

The segmentation pitch determines the spatial resolution in one direction as

(6.11)

Q
I

=B
[\]

where o is the error in position measurement, and d is the strip pitch. It can be demon-

strated by assuming uniform particle occupancy and a binary readout.

To readout
electronics

ionising SiO, insulation
particle capacitive coupling

p+—stoq

-
§ Nt

full aluminum backplane

Figure 6.8. A visualization of n+ in p sensor with bulk thickness D that is fully depleted
under the application of Vrp. Figure adapted from [132]



172

Figure 6.9 shows a closer look at the different components of a strip sensor. An
1solation layer is added to ensure proper isolation between the strips. In the case of n+
in p-type sensors, the inter-strip isolation is attained by adding a p-type region called
"p-stop” between the n-type implants, see Figure 6.8. The bias ring and the backplane
are the primary contacts to apply bias voltage. The bias ring surrounds the whole active
area of the sensor to ensure a homogeneous potential for all strips. Strips connect to the
bias ring in parallel; this helps ensure a common ground for all strips. To minimize edge
effects, the guard ring shapes the electric field within the sensitive area to ensure uniform
potential for all strips, including the ones at the edge. AC' pads serve as electrical contacts
for readout electronics and measure coupling and inter-strip capacitance. DC' pads are
connected to n+ implants for measuring inter-strip, bias, and coupling resistance. A thin

layer of SiO; protects the active semiconductor surface called Passivation.

alignment
marker

passivation
SiO, oxide

coupling capacitance oxide
Si0,

p++ ring n+implants

p++ layer

aluminium backplane

strip n+ implants p-bulk

Figure 6.9. A realistic visualization of n+ in p sensor. Figure adapted from [132]
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6.3.2 Radiation Damage

Detectors in High-energy physics operate in high-radiation environments. Proto-
types of detectors like the ATLAS Inner Tracker are often irradiated with radioactive
sources to study their expected behavior in actual operation. Understanding their behav-
ior and the radiation damage before we put them in caverns is paramount. There are two
types of radiation damage: bulk damage and surface damage.
6.3.2.1 Bulk Damage

Bulk damage in silicon refers to the structural and electrical modifications that oc-
cur within the main volume of silicon material due to external factors. The primary cause
of bulk damage is Non-Tonizing Energy Loss (NIEL), which occurs when a particle passes
through the bulk material, causing changes in the crystal’s structure. When high-energy
particles such as neutrons, protons, or heavy ions collide with silicon atoms, these atoms
are displaced from their original positions in the lattice structure. As a result, vacan-
cies and interstitials are created, forming complex defects that can trap charge carriers
and, consequently, degrade the semiconductor properties of the material. These damages
can significantly affect the properties and performance of the detector, manifesting in an
increasing leakage current, changing depletion voltage, and decreasing charge collection
efficiency, see Figure 6.10 (left).

One of the phenomena observed in n-type semiconductors is " Type inversion”. In
Figure 6.10(right), one observes effective doping concentration decreases with an increase

in particle fluence and reaching a minimum of around 10'? n., cm™2. The effective doping
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Figure 6.10. The left figure shows the damage-induced leakage current change AI/V
as a function of the particle fluence ®.,. The figure on the right shows the effective

doping concentration change in standard silicon, as measured immediately after neutron
irradiation. [154]

concentration flips at this point, hence the name type inversion. Figure 6.11 shows type-
inversion, and Figure 6.12 shows increased leakage current observed during the Run-2 of

the ATLAS SCT.

6.3.2.2 Surface Damage

Silicon sensors are also susceptible to surface damage, mainly caused by ionizations
that create electron-hole pairs in the SiOs surface. Although electrons can escape the
insulating layer before recombination, the holes get trapped. These trapped holes attract
electrons from the sensor, causing a buildup at the interface, which shorts the strips. To
mitigate these effects in the strip sensors, a p-layer is used around the implant to ensure
inter-strip isolation. In ASICs, we notice a similar surface phenomenon where holes get
stuck in deep trapping centers in the SiO, material, creating an electrical field around the

transistors’ edges, indirectly increasing leakage current. However, at a high Total Ionizing
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Figure 6.12. The main plot shows the evolution of normalized leakage currents for four

groups of modules of the SCT. [3]
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Dose (TID), ionizing radiation activates the trapping center at the Si-SiOs interface. In
the NMOS transistor, these centers trap electrons in the p-type silicon, compensating for
a part of the positive charge trapped in the oxide. The leakage current in ITk strips

front-end ASICs increases to 0.6 Mrad and then decreases; see Figure 6.13.
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Figure 6.13. Current change in ABC130 chips as a function of TID for non pre-irradiated
chips [180]

6.3.2.3 Damage in Readout electronics

Radiation can also affect digital electronics. High linear energy transfer (LET)
from charged heavy particles can cause faults in the digital readout logic. When heavy
ion particles strike the depleted region of a transistor, they deposit a large amount of
energy and alter the state of memory cells. This phenomenon is called Single Event

Upset (SEU), which can cause errors in the chip’s performance or permanent damage.



177

An SEU can cause a memory cell’s bit to flip, leading to incorrect information being
recorded by the chip. One of the ways to mitigate this is by Triplication, which consists
of replicating memory cells combined with majority vote logic to provide more robustness
to the digital logic.

After being exposed to radiation, the properties of silicon tend to change over time;
this process is known as annealing [149]. During this process, a vacancy can combine with
an interstitial, or the defect can transform into a different defect with new properties.
The impact of radiation damage reduces within a few weeks at room temperature due
to beneficial annealing. However, after some time, reverse annealing is observed where
the space charge increases, adversely affecting the detector’s performance. Annealing
is expected to happen faster at higher temperatures, facilitating higher atomic mobility
and bond breaking. Keeping the radiated samples at low temperatures would reduce the
mobility and the frequency of bond breaking; thus, radiation samples are recommended to

be kept at low temperatures to prevent changes in detector properties due to annealing.

6.3.3 Readout of Sensors

INCIDENT SENSOR INTEGRATING PULSE ANALOG TO DIGITAL
RADIATION PREAMPLIFIER SHAPING DIGITAL DATABUS
CONVERSION

Figure 6.14. Basic detector functions: Radiation is absorbed in the sensor and converted
into an electrical signal. The low-level signal is integrated into the preamplifier, fed to a
pulse shaper, and digitized for storage and analysis. Figure adapted from [177]
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Readout electronics are an important part of any detector. The signals from the
sensors undergo amplification, shaping, and digitization and are then stored for further
analysis; Figure 6.14 shows a sketch of the first steps of the readout chain. The following
section provides a brief overview of the readout electronics.

Sensor

The function of the sensor is to transform the energy transferred by a particle into
an electrical signal. In the case of silicon sensors, the ionization caused by a particle pass-
ing generates holes and electrons. These holes and electrons move toward the electrodes
in the electric field. The number of electron-hole pairs depends on the energy absorbed;
therefore, the signal charge is obtained by integrating the signal current.

Preamplifier

Silicon sensors have minimal signal charges that depend on the thickness of the
sensor (typically 4 fC in a high-energy tracker); therefore, they need amplification. The
magnitude of the sensor signal is also subject to noise; hence, the preamplifiers are de-
signed carefully to minimize electronic noise.

Shaper

Shapers are commonly used in detector systems to enhance the signal-to-noise
ratio. It functions by analyzing the frequency spectrum of the preamplifier’s output. One
can customize the output in the frequency domain to benefit the signal by utilizing a
combination of high-pass and low-pass filters. Since modifying the preamplifier’s output

in the frequency domain impacts it in the time domain, it is also referred to as a shaper.
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Digitizer

The shaper’s output is precisely tuned to the signal frequencies. The ADCs then
translate these continuous analogue signals into a unique bit pattern output or a binary
output of 0 or 1, depending on pre-set thresholds.
6.3.3.1 Calibration circuit

Along with the basic architecture described above, some additional auxiliary elec-
tronics are useful in the detector’s operation. A calibration charge injection circuit is
placed in parallel to the sensor to help calibrate the thresholds and timings of the front-

end electronics.

6.3.4 Sources of Noise in Semiconductor Detectors

Signals picked up by detectors are often affected by unwanted fluctuations or vari-
ations from the sensor or the front-end electronics, commonly called "noise.” These fluc-
tuations can worsen the signal quality, making it challenging to draw accurate conclusions
and further processing. Distinguishing between signals and noise is a fundamental concept
in signal processing. It is particularly critical in semiconductor detectors, where the noise
variance is much higher than the signal variance. Most detectors measure the charge de-
livered by an ionization event. The equivalent noise charge (ENC) is the most commonly
used parameter to characterize the noise. ENC is the input charge producing an output
signal amplitude at the shaper equal to the root-mean-square (RMS) noise. The ENC
represents the minimum detectable charge by the system that makes the signal-to-noise

ratio equal to 1.
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In a closed system, the current flowing between two electrodes, a distance s apart,

is:

i=— (6.12)

where n is the number of electrons, e is the electric charge, and v is the velocity of the

electrons. The total differential can give the fluctuations in this current.

() = ("an)) + (L) (6.13)

S S

The two statistically uncorrelated terms in (6.13) give us an idea of the noise contributions
to the total noise, called the velocity fluctuations of the number fluctuations. The three
primary sources of noise for the context of the thesis work are Thermal noise, Shot noise,
and 1/ f noise. Noise analysis is generally done in the spectral space. For our case, we look
at the voltage spectrum or current spectrums, defined as dv,, /df = e, and di,, /df = i, for
the following analysis.
Thermal Noise

Thermal noise, also known as Johnson-Nyquist Noise, is caused by the random
movement of electrons in conductors due to thermal energy. This noise adds to the
velocity fluctuations in (6.13). It is described by Planck’s black body spectrum at long
wavelengths, where the spectral density is constant, hence classified as ”white” noise. The
power in a resistor is i2R = v*/R with R the resistance, k is the Boltzmann constant,

and T is the absolute temperature. For thermal noise the spectral voltage noise density
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is given as
dv?
—2 = 4kTR 6.14
df ) ( )
and the spectral current noise density is given as
di? 4kT
= 6.15
i = (6.15)

Equation 6.14 and 6.15 are useful in noise simulations where a resistor can be
modeled as a voltage source with a resistor in series or a current source in parallel with the

resistor. It is impossible to eliminate this type of noise at non-zero absolute temperatures.
Shot Noise

Shot noise is Poisson-distributed fluctuations in the number of charge carriers in a
device. One example of this type of noise is the thermionic emissions or current flow in a
semiconductor diode where the probability of crossing the potential barrier is uncorrelated
among the charge carriers. It is a part of the number fluctuations in (6.13). The spectral
density of these fluctuations is constant. Hence, they are also a part of the ”"white noise”.

The current spectral noise density of shot noise is given as

di?

o e (6.16)

where [ is the average current and e is the electronic charge. In the case of ohmic devices,
the Shot noise is zero as the random fluctuations between the positive and the negative
charge carriers cancel out.
1/f Noise

The fluctuations in the charge carriers getting trapped in the imperfections of a

crystal lattice and then released with a characteristic time constant also contribute to the
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number fluctuations in (6.13). It is also called "flicker noise”, and unlike the Shot and
Thermal noise, it has a frequency-dependent power spectrum = 1/f* where « typically

ranges between 0.5 — 2

6.3.5 Noise calculation for Strip Semiconductor Detectors

Aluminum 1/2 C,
e A AR AR
Sio, 1 1 1 C.
f - w R,P, »
n*-type _
~300 um p— /_/S — —C

p-type
v i-1 i i+

Figure 6.15. Visualization of a silicon strip detector as a corresponding electrical model.

This section reviews the noise in strip detectors via its electrical model. Each
strip of the ITk strip sensor is modeled as a diode in reverse bias, as shown in Figure
6.15. () is the strip’s capacitance to the sensor’s backplane parallel to the diode, C.
is the coupling capacitance between the aluminium and the n+ implants, and C; is the
inter-strip capacitance. Another noise source considered is the first input transistor of a
bipolar transistor in the preamplifier, exhibiting shot noise.

In figure 6.16, we can see a simplistic electrical and noise model for the strips where
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Figure 6.16. Electrical(top) and noise (bottom) models for one channel of silicon strip
detector and front-end electronics. Figure adapted from [68]

the C, is the input capacitance corresponding to C}, = Cy+2C};. The noise model in 6.16
considers the contributions from the thermal and shot noise from the possible sources in
the circuit, disregarding the flicker noise for simplicity. We see a time-dependent response
V (t) at the preamplifier’s output for a particle passing through the detector; however, for
the following discussion, we use h(t), which is a normalized version of V'(t). Noise sources
in strips like the leakage current, bias resistors, and the preamplifier input transistor
have been modelled as thermal and shot noises. Noise studies are generally conducted by

examining the preamplifier’s output. This gives us a basis for classifying noise sources
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as parallel or series noise based on whether the source is parallel to the detector or in
series with the preamplifier. The noise sources in our cases can be classified as parallel to
the signal current source (like the shot noise from stips or thermal noise from polysilicon
resistors) or series voltage noise from the first transistor. The analytic form of these noises
is given as [166]:

1 [e.9]
Parallel Noise: ENC? = §WO/ R (t)dt, (6.17)
0

and

1 o
Series Noise: ENC? = §4kTRbCi2n/ R (t)dt, (6.18)
0

with spectral density Wy = 4kT/R for thermal noise and Wy = 2[e for shot noise.
The exact analytic form of the response function is generally not easily available, but
the peaking time ¢, is known, so in most cases, the analysis is done using a triangular

response with ¢, as the peaking time, as shown in figure 6.17.

h(t)

t
P time

Figure 6.17. Typical impulse response and a triangular response approximation.
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Approximating the triangular function h(t) as

t/t if t<t
nity = 41t O <t<t (6.19)
2—t/t, ift>t,

we get the series and parallel noise contributions as

A%y - thermal noise
Parallel Noise: ENC? = { 3 7 _ (6.20)
5=, shot noise
and
4kTR,C?
Series Noise: ENC? = %Cm, (6.21)
P

From equation 6.20 and 6.21, we can identify the main factors contributing to
the noise in strip detectors, i.e., the input capacitance C},, the bias resistors R, and the
leakage current I. The series noise is linearly proportional to C,; hence, lower input
capacitance is favourable, as seen from figure 6.18. A lower bias resistance is preferred
when placed in series with the preamplifier, while a larger value is preferred when placed
in parallel. Additionally, a large leakage current leads to a large parallel noise. An optimal
choice of shaping time is made when designing the front-end electronics of a detector; as
we can see from equation 6.20 and 6.21, a large shaping time would increase the parallel
noise but reduce the series noise.

The total noise is ENC,p01 = \/W . For a chip with 10 pF input capacitance,
1 nA leakage current, and 2 MSQ resistors for each chip, a peaking time of 25 ns, and a
collector current of 200 nA, the total noise is approximately 570 e. Figure 6.18 shows the
change in noise with the input capacitance in different prototype chips and sensors tested

for the ATLAS ITk strip detector.
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Figure 6.18. Measured noise as a function of input capacitance for a range of prototype
devices. [21]

6.4 ITk strips

A planned LHC upgrade starting in 2029 will increase the luminosity of the machine
up to instantaneous luminosity of 7 x 103 s~! cm™2, corresponding to a maximum pile-
up of 200 inelastic proton-proton collisions per beam crossing and the hadron fluence
of approximately 2 x 106 Neq cm~? [21]. To withstand this high radiation environment
of accumulated luminosity 3000 fb~!, detector upgrades for the High Luminosity-LHC
(HL-LHC) have already started.

The current ATLAS Inner Detector (ID) was designed to operate at a constant

instantaneous luminosity of 1 x 10%* s7! cm™2 with 14 TeV centre-of-mass energy, 25
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ns between bunch crossings, and an average pile-up (the average number of particle in-
teractions per bunch-crossing) of 23 proton-proton interactions per crossing. In 2016,
the LHC exceeded the design parameters when the peak instantaneous luminosity was
1.37 x 10** s7! ecm~2 with a peak pileup of 40 and an average pile-up of 24.2. Even with
a higher pile-up, the performance of the Inner Detector was adequate for the physics
program. Despite its success, the current ID was not designed to withstand the condi-
tions of HL-LHC and meet the requirements of the physics program; hence, it will be
replaced, citing several compelling reasons, such as radiation damage, bandwidth satu-
ration, occupancy limitations, trigger requirements, and better coverage to achieve the
physics goals.

6.4.1 ITk Layout

Figure 6.19. A visualization of the ITk implemented in the simulation framework [21].

The I'Tk will be entirely composed of silicon and cover a much larger area and solid
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angle. The pixel detector will be the innermost part of the ITk. A silicon strip detector
will surround it with four-barrel layers and six-layer end cap regions on each side, covering
the pseudorapidity range of |n| < 2.7. The dimensions and the pseudorapidity coverage

of the detector can be seen in figure 6.20
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Figure 6.20. Schematic layout of the I'Tk for the HL-LHC phase of ATLAS showing only
one quadrant and only active detector elements. The horizontal axis is along the beam
pipe with z = 0 representing the interaction point, and the vertical axis is the radius
measured from z = 0. [21]

Barrel Staves

The ITk strip barrel consists of staves that serve as a support structure for electri-
cal, optical, and cooling services. These staves are constructed using a low-mass composite
carbon fiber support structure. The staves consist of a honeycomb structure sandwiched
between carbon fiber face sheets and a U-shaped titanium pipe embedded for cooling

(CgF14 or evaporative CO,) of the electronics and sensor. Bus tapes made of copper-
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polyimide are co-cured on both sides of the stave to connect the data, clock, and power
lines from all the modules on one side to the End-of-Substructure (EoS) card; see Fig-
ure 6.21.

The EoS card consists of one(two) Low-Power GigaBit Transceiver (IpGBT) radiation-
tolerant ASICs used to implement multipurpose high-speed bidirectional optical links
commonly used in high-energy physics experiments. The critical task of an IpGBT is se-
rializing and deserializing data. The data from the modules is serialized so that it can be
sent to the Data Acquisition (DAQ) systems (uplink) using the electro-optical conversion
circuit and the Versatile Transceiver (VTRX). For the downlink, data coming from the
DAQ is deserialized and sent to the module on the stave. A stave consists of 28 barrel
modules with 14 modules per side. Figure 6.21 shows one side of a barrel stave with 14

module.

1400mm s :[ a |

Figure 6.21. ATLAS ITk barrel stave with the different components [21].
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Figure 6.22. An exploded view of a barrel module with all relevant components [21].

ITk Strips Modules

The module is the smallest functional unit of the ITk strip detector. There are
two types of barrel modules as well as end-cap modules. This section will mainly focus

on the barrel modules (Figure 6.22).

A barrel module is made of sub-components mentioned below:

e Sensor The ITk strip sensor is n+-in-p with n+ implants in the p-type float zone.
It differs from the p in n currently used in the SCT. Studies showing an increase in
charge by a factor of two motivated the change. The collected particle is an electron,
which makes the charge collection faster. It was also shown that the improved design
shows no radiation-induced type inversions. The barrel strip sensor has an active
area of 97 x 97 mm? and comes in two flavors: Long Strip (LS) with two rows of

strip length of 48.3 mm to be used in the outer cylinders. Short Strip (SS) with
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Figure 6.23. Characteristic IV curve of a Long-Strip sensor for one of the sensors tested
at Brookhaven National Lab.

four rows of strip length of 24.1 mm to be used in the inner two cylinders. Figure

6.23 shows a typical IV curve for an LS sensor.

e Powerboard The powerboard is a custom-made PCB that holds electronics for
controlling and monitoring the running conditions of the Data Acquisition system
and the sensor. It hosts the programmable Autonomous Monitoring and Con-
trol (AMAC) chip that monitors temperatures (hybrid NTCs, powerboard NTCs,
etc.), sensor bias return current, and reference voltages for the front-end ASICs.
A Wilkinson-ADC is used to convert the analog outputs from comparator circuits
to digital values, which, after calibration, are converted into human-readable form.
The powerboard hosts the radiation hard buck DC-DC converter (FEAST), which
converts an 11 V input to 1.5 V required by the front-end ASICS. It also has
the Gallium Nitride FET (GaNFET), which is used as a switch to control the bias

voltage applied to the sensor.
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e Hybrid A hybrid is a custom-made low-mass PCB that hosts the readout front-end
electronics, namely the HCC star and the ABC star ASICS where ”star” represents

the star-like topology between one HCC star and ten ABC stars (Figure 6.24).

ABCSta r\

ABCStar

ABCStar

Figure 6.24. A diagram representing the star topology connection between the ABC stars
and the HCC star

— ATLAS Binary Chip (ABC) It is a binary readout chip built with 130 nm
CMOS technology. The chip processes signals from 256 channels (Si strips)
and gives a binary output of 70” or ”1” for each signal, depending on the dis-
criminator threshold. Most front-end electronics have five main stages: detec-
tion, pre-amplification, shaping, analog to digital conversion, and data acqui-
sition/processing. The ABCStar has a pre-amplifier, shaper, and differential
discriminator in the analog block and a derandomizer buffer, command de-

coder, readout buffer, and data compression logic circuits in the digital block.
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A calibration circuit is used at the pre-amp’s input to simulate the conditions
of a hit (particle passing through the sensor detected by a channel). The
pre-amplifier and shaper circuit (characteristic peaking time of 21 ns and ap-
proximate gain of ~80 mV/fC) shapes and amplifies the input signal. The
discriminator (mainly a comparator circuit) defines a threshold marking the
signal to be counted as a 70” or "1”. This hit information is stored in the
(LOBuffer) for a programmable amount of time. This information is trans-
ferred to another buffer (EvtBuffer) with a specific tag (LOID). If a readout
request corresponds to an LOID, the data with the tag is passed on to the

HCCStar.

— Hybrid Controller Chip (HCC) The HCC interfaces the IpGBT with the
ABC chips. The chip receives a 160 MHz clock and 160 Mbps control data
called ”CCR signals” from the EoS. The clock generation circuit generates a

40MHz (bunch crossing clock) and relays the clock and control data to the

ABC.

6.5 Calibration Scans

The front-end electronics must be calibrated and characterized before they are used
for any physics operation. The charge collection circuit and the comparator threshold
characterize the per-channel threshold, latencies, the observed gain at the discriminator,
and the observed noise. The performance of a module is evaluated by analyzing the data

from the parameter scan. The "threshold scan” is the most commonly used parameter
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scan, which forms the basis of all the characterization scans. In the threshold scan, as
shown in figure 6.25, one scans over the comparator threshold "BVT” (x-axis) while
measuring the number of hits (occupancy, fraction of input signal pulses exceeding the
threshold, y-axis) at each step. In an ideal case, one would get a step-function starting
with 100% occupancy and falling to 0% when the threshold value is greater than or equal
to the signal’s amplitude. In the presence of noise, in reality, the step function takes the
shape of an ”s-curve” shape.

The s-curve is fitted to an error function whose characteristic shape looks like an

7 S77
)

f(z) = ps+ 0.5 x erfc (mx/gzio> X Do (6.22)

where x is BVT. Here, the parameter pg, or the "mean,” is called ”vt50,” or the midpoint
of the s-curve. It represents the threshold at which the occupancy is 50%:; p; is the width
of the distribution and represents the noise amplitude at the discriminator output, also
called the "output noise”. p, and p3 control the amplitude and offset of the s-curve,

respectively.

6.5.1 Trim Scan

The ABC has 256 input channels, and all the channels have readout circuits,
which differ slightly due to process variations. A trim scan aims to fine-tune the channel-
to-channel variations of the threshold to get a uniform response across the chips and the
modules. This is done by setting a TrimDAC (5-bit trim DAC) and trim range (BTRange)

values for each channel such that one finds an optimal target voltage of the vt50 (from
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Figure 6.25. Illustration of a threshold scan. Left: An s-curve overlayed with the
Gaussian error function. Here 7 represents the threshold. Right: s-curve output from
YARR(Readout software)

threshold scans) that the maximum number of channels can achieve.
A trim scan can be done with or without injected charge; the usual choice is to do a trim
scan without injected charge (called a Pedastal trim scan).

An example shown in figure 6.26 gives an overview of how trimming works.

6.5.2 Strobe Delay

A Strobe delay scan aims to optimize the delay time between the calibration signal
(injected charge) and the clock phase so that sampling is done at the signal’s maximum.
In this test, a calibration charge is injected with varied strobe delay settings. One then
looks at the occupancy as a function of strobe delay settings per channel, which would
look like a square pulse. The left and right edges of the square pulse are obtained by fitting
with two s-curve functions. The midpoint of the two s-curve fits that satisfy the criteria

of occupancy being greater than a fixed value (e.g., 90%) is used to find the maximum
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Figure 6.26. An example plot showing the vt50 before and after trimming.

left edge and minimum right edge over all channels in an ABC chip. The optimal strobe
delay is set per chip as the 57% point between the maximum left edge and the minimum

right edge [162].
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Figure 6.27. Left: An example plot of the strobe delay scan for one of the chips, with the
double s-curve fit. Right: An actual Strobe delay plot for one ABC chip.
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Figure 6.28. Strobe delay scan on all the channels of an ABC chip.

A Strobe-delay scan must be done after trimming as this scan uses injected charges.

6.5.3 N-Point Gain

The goal of an N-Point gain scan is to characterize the response (gain) at the dis-
criminator’s input by providing a calibration between the threshold (mV or DAC counts)
and charges (fC). Given the information from the scans mentioned previously, a heuristic
approach is to first do a pedestal-trim scan to have a uniform response across all channels.
This gives us a reference value for the threshold or vt50. Second, a strobe delay scan is
done to optimize the delay between the clock phases and the calibration signal. This helps
us sample the signal at (or around) the maximum. Finally, threshold scans with different
injected charges and a fit on the observed vt50 and the injected charge. For a linear
fit, the slope of vt50 (mV) and injected charge (fC) gives the front-end response to the
injected charge. The ABC chip’s response for charges below 5 fC can be approximated to

be linear, but beyond that point, it becomes non-linear and can be fitted to a quadratic
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Figure 6.29. An example response curve from 6-point gain scan for one ABCStar.

or exponential function. Figure 6.29 shows a visualization of the gain for the ABC chips.

The exponential fit would have a form

Do
1+ exp (;—f‘)

The work in the thesis focuses on testing the performance of the sensors and front-

Fz) =ps + (6.23)

end electronics and validating the performance of readout chains for the I'Tk strips. Two
readout chains are commonly used in the I'Tk strips community for these purposes. The
first one is ITk Strips Data Acquisition (ITSDAQ), mainly used to test the ITk strip mod-
ules and support structures (staves and petals). It uses commercial Field Programmable
Gate Arrays (FPGA) with custom electronic boards to read the front-end electronics.
The second one is the Yet Another Rapid Readout (YARR), which is under development

and will be used by I'Tk strips and pixels. It uses a custom-made board called Front-End
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Link Exchange (FELIX) and is scalable to handle many front-ends.

6.6 Results from Modules testing

During the entire operational period of the upgraded ATLAS detector, which is
expected to last about ten years, the Inner Tracker (ITk) will experience several temper-
ature changes as it is cooled for operations and warmed for maintenance. This includes
at least one yearly warm-up due to the end-of-the-year shutdowns. It is crucial that these
temperature changes do not critically damage the detector components and that all as-
sembled modules are mechanically robust enough to continue taking high-quality data
throughout the lifetime of the ITk. The silicon strip modules undergo QA/QC before
being mounted on the stave core. This involves doing a visual inspection followed up by a
"Thermal Cycle” (TC) inside the ”Coldbox” (A Faraday cage with temperature, relative
humidity, and Interlock), shown in Figure 6.30. A TC involves testing the modules at
room temperature (+20°C) and doing ten cycles between -35°C and +40°C. DAQ scans
”Trim Scan,” ”Strobe Delay,” and ”3 Point Gain” are done at every temperature change,
with a High Voltage stability test at the end. Results from a three-point gain scan done
on an LS module at different temperatures are shown in Figure 6.32. The results show
that output noise does not change with temperature changes. The gain increases, and the
input noise decreases with a decrease in temperature.

Results from the three-point gain of 18 modules tested at room temperature are

shown in Figure 6.33.
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Figure 6.30. Left: Test bench with the coldbox for doing the strip module thermal cycling

at BNL. Right: Barrel modules coldbox with four modules at BNL.
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Figure 6.31. 4 modules thermal cycled between -35°C and +20°C

6.7 Results from Stave testing

After the stave is built at the production site (Brookhaven National Laboratory
(BNL) in the US and Rutherford Appleton Laboratory (RAL) in the UK), it is tested and
shipped to CERN for further development, testing, and integration. It is critical to test

the stave at different stages of integration to check for damages or breakdowns that may

occur after it is shipped. We also wanted to test the development of the new software

200
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Figure 6.32. Single LS module tested at three different temperatures showing the change
in gain, which results in a change in output noise.
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Figure 6.33. 18 LS modules tested at +20°C

YARR, which is planned to be used as the calibration software for the I'Tk stips and pixels.

Figures 6.34, 6.35 and 6.36 show the noise performance of the staves when it was tested
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at the production site (BNL or RAL) versus when it was tested at CERN. No significant
changes in the noise performance were observed, meaning that the staves were shipped
and integrated without any damage. Figure 6.37 shows histograms for comparing the
output of calibration scans from the two software, YARR, and ITSDAQ. This validated
YARR to be used to test multiple staves in parallel and as a potential online software for
ITk strips.

While at BNL, I was one of the main developers of the QA /QC software, developing
the thermal cycling routines, stave shipment protocols, and storage protocols. During my
time at CERN, I worked on the front-end calibration scans with ITSDAQ and YARR
with the staves that arrived from RAL and BNL. I was a part of a team working toward

the development and validation of YARR as a candidate for the ITk software.
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Figure 6.34. Input noise from one column of strips from the hybrids of an SS stave with
14 modules on one side.
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Figure 6.35. A SS stave tested at Rutherford Appleton Laboratory (RAL) and CERN
(RadLab, SR1).
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Figure 6.36. A LS stave tested at Brookhaven National Laboratory (BNL) and CERN

(RadLab, SR1)
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CHAPTER 7

CONCLUSION AND OUTLOOK

A search motivated by the EWB models looking for a the CP-odd Higgs boson de-
caying into a heavy CP-even Higgs boson and a Z boson in the final stages of ¢¢tf and vvbb
is done using the complete Run-2 dataset of pp collisions at /s = 13 TeV corresponding
to an integrated luminosity of 140.1 fb™! as recorded by the ATLAS experiment has been
presented in the thesis. No significant deviation from the background-only hypothesis is
observed in the likelihood fits. The largest excess over the SM background prediction,
amounting to a local significance of 2.85 o, is observed in the ¢/tt channel, for the signal
hypothesis corresponding to (m4, my) = (650,450) GeV. The global significance for the
¢0tt channel is estimated to be 2.350. The search explored parameter space of 2HDM
that had not been looked previously in the ATLAS collaboration and upper limits on the
production cross-section times the branching ratios for B(A — ZH) x B(H — tt) in the
00tt channel and B(A — ZH) x B(H — tt) were derived for the ggF and bbA production
modes. The upper limits were interpreted in the context of the 2HDM model, and 95%
CL upper limit exclusion curves were generated for £/t and vobb channels in the my
and mpy phase space. The search has already been well-received within the theorists for
the EWB models, as in Ref [49] suggesting future searches with Run 3, HL-LHC data
and new channels like H* — W*H — [Tvtt.

The second part of the thesis presents the upgrade of the ATLAS Inner Tracker

for the HL-LHC. The ATLAS ITk is an all-silicon detector made of silicon pixel and strip
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layers, giving better coverage of the interaction point in a higher radiation environment.
The components of the I'Tk tip sensors and the associated front-end electronics need to
be characterized at different stages of the production process. The outcome of the 1Tk
stip sensor characterization scans at different stages of the production process has been

presented in the thesis.
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APPENDIX A

MEASUREMENT OF VH(bb/cc) PROCESS

A.1 Introduction

Since the Higgs boson (my = 125GeV) was discovered, extensive searches and

measurements of its production and decay modes have been conducted.
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Figure A.1. Left: Production cross-section of Higgs boson through different channels at
V13 TeV as a function of Higgs boson mass. Right: Higgs boson decay branching ratios
as a function of Higgs boson mass. Figure adapted from [164]

The decay H — bb is the most probable decay for SM Higgs boson as the branching
ratio for the process is 58.2% [152] for mpy = 125 GeV (Figure A.1(right)). The efficiency
of identification of jets originating from b—quarks is critical in distinguishing this channel

from the overwhelming background of the QCD multijet processes. To suppress the
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backgrounds, measurements can be conducted in the V H production mode (one with a
reasonable production cross-section, Figure A.1(Left)), where vector boson V (W or Z)
leptonic decays could be tagged with using the lepton triggers. Interaction of the Higgs
boson with the third-generation fermions has been observed by both ATLAS [80, 82, 83]
and CMS [88, 89, 90] experiments. Higgs coupling to fermions’ first and second generation
is still to be firmly established. Higgs boson decay into a pair of charm quarks has a
branching ratio of 2.89% and is one of the promising decays that has not been observed
though, upper limits on the cross-section times branching fractions of H — c¢¢ have been
set via the direct searches [81]. The similarity in the signatures of the V H (— bb, c¢) decays
has made combining studies of both channels possible. This chapter provides a brief
overview of V H(— bb,cc) analysis, focusing on the signal modelling and measurement

techniques used for the V H (bb) channel.

A.1.1 Analysis overview

The V H(— bb, cé) analysis is categorized in the regions based on the number of
leptons in the vector boson decay, ZH — vvbband ZH — vuce are referred to as 7 0-lepton
channel” (OL), WH — lvbb and W H — lvcc as " 1-lepton channel” (1L) and ZH — [lbb
and ZH — llcé as ”2-lepton channel” (2L). Jets originating from the beauty quark (b)
and charm quark (c) are tagged using DL1R algorithms. A baseline categorization is used
in terms of pr(V) regions including 75 < pr(V) < 150 GeV (1 and 2-lepton channels),
150 < pr(V) < 250 GeV, 250 < pr(V) < 400 GeV, and jet multiplicity (2, 3 and 4+-

jets) called as resolved regions. Regions with pr(V) > 400 GeV are considered boosted
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with an additional split at 600 GeV (400 < pr(V') < 600 GeV, pr(V) > 600 GeV). Signal
regions are optimized to maximize the sensitivity of the V H(— bb, c¢) process with CR
defined to estimate the background processes using data events. The major background
in this analysis comes from the Z+jets, W+jets, and tf events, for which CRs based on a
topological cut AR and ¢, b-jet tagging-based categorizations are used. Figure A.2 shows

all the regions used in the analysis.

A.2 Differential measurements

The ATLAS experiment has gathered substantial data, enabling unprecedented
precision measurements of the Higgs boson properties. The increasingly large dataset has
enabled differential measurements of the Higgs boson, where we split the phase spaces into
regions that could be measured independently of theoretical assumptions without compro-
mising the experimental sensitivity. One such framework is the Simplified Template for
cross-section measurement(STXS)[112] in which Higgs boson measurements are carried
out in exclusive regions of phase space that have been agreed upon across experiments.
This section provides an overview of the STXS measurements for the V Hbb channel while

briefly introducing the full fiducial measurements.

A.2.1 Signal Strength Measurement

Measurements are generally done in signal strengths called pu, for example, the
signal strenth for a process pp — H(+X) — FS, where F'S is any final state can be

calculated as



210

At A3 009 A3 00¥% N39 05¢ N39O 06} N9 G2
L
. HOHVUBH ~ HOWVUBH | HOWVUBH | HOWVUBH = HOHWVUBH  HOWVUBH | HOWVUBIH =~ HOHVUGH = HOHVUBH
HS HS R us ds HS Hs HS ds us HS HS P
d d
Ho doL EERLL HOUVUBH | HO UV UBH HOHVUBH  HOWVUBH HOHVUBH | HOWVUBH
= ds us HS ds us B =
us us HOHVMOT | HOHVMOT HOHVMOT | HOHVMO] HOHVMOT | HOHVMOT Ber-q z
d
HO doi Ho doL _ | wouviH | HOWVUSH | HOWVUBH | HOWVUSH & HOMVUBH | HOWVUBH
Y o
- - = us us us is us us 2
1l 1ol g 1lg 1ely 1ele 1elz jEIR2 JEINS 1lz
(q9)HA paisoog
uiq eibuIs e yym suoibay
(ALD IO PW W WAN) SUOINGUISIP PaUIC Yim suoiBey mM-m ”
pusbaE]
suoiBa. Be}-0 16Nl g pue Bel . uOUVUBH | 4 HO HV YBIH VHOHVUBIH | | HO HV UBIH VHOUVUBIH | L HOHVUBH |\,
-0 3ybp | + Be}-0 esooj | oju| Hds YBIHLO 810N B £ e B 6 e B Bey-0 1B 2
LHOHVUBH | HOHV UBIH LHOHVUBIH | HOHVUBH JHOHVUBIH  (HOMVUBIH + :
ds us us us us HS -
. = = - Be}-o ybn |
(HOHV UBIH | HO 4V UBH LHOUVUBIH | HO UV YBIH ° _
s us us us 2| Ber-oesool |
jle wele wele e 1ele wele
HOWVUBH | WOWVUYBH HOHVUBH | HOHV UBH HOHVUBIH =~ HOWVUBH |\
uS us us ds uS us ~
HOHVUBH = HO WV UBIH HOHVUBIH = HOHVUBIH HOHVUBIH = HOHVUBIH =| Be1-oybn |
us uS us £
Bey-oou |
HOHVUYBH | HOYVUBH HOWVUOIH | HOHV UBH o
us ] S us -
1ol wlg ele 1ol el g wlz
Ny
7} HO €O HO HO HO Pl Bey-0 asoo) |
) o) 7o) uo ~| Beyoouy
el 1l ele 1l jolg 10lg
4O ra doj. Yo rle doy. Yo rle doy 4O e doy. HO rfe dog yoredos N e Anoaey}y CO«Q@l_
- <
wle 1elz wle 1l ele e Be1-03u6n |
(99)HA
buibbey unoae|4

Figure A.2. A schematic view of all the regions used in the V H(— bb, c¢) analysis.
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[U(pp — H + (X)) X BR(H — FS)]measured
[o(pp = H + (X)) x BR(H = FS)]predicted

p(pp — H(+X) — FS) = (A.1)

where the total signal yield is compared to the SM prediction. The p measurements are
fully dependent on the underlying theory. This dependence comes from the kinemat-
ics of the Higgs boson used to predict the number of events in a region of phase space.
Along with this, the uncertainty of the measurement is fully dependent on the theoret-
ical uncertainty associated with the signal simulation. Due to these two dependencies,

measurements are redone if there is any non-trivial change in the underlying theory.

A.2.2 Fully fiducial cross-section measurements

The fully fiducial measurements are only moderately theory-dependent, as the fidu-
cial region of the measured phase space has to be as close as possible to the experimental
selection, disqualifying the use of complex MVA in the definition of selections. The defini-
tion of the fiducial volume needs to be as neutral as possible in terms of production mode
to ensure that the measurement is not biased by the SM prediction of the production
mode mixture. This approach minimizes reliance on underlying theoretical assumptions
and extrapolations, with most remaining assumptions associated with correcting for de-
tector effects.

A.2.2.1 Fiducial and differential cross-section measurement of V H production mode

For the H — bb, the complexity of the final state has limited the measurement’s
granularity and sensitivity with the differential measurement [79] and [150]. Addi-

tional difficulties like the bad resolution on EM  jet, and large background modeling
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uncertainties make the VHbb fiducial measurements even more difficult. The latest mea-
surement of the fiducial and differential cross-section of WH /ZH production for the b-jets
+ B (0-Lepton) final state in pp collisions had been carried out in two E¥* bins of
150 GeV < ERiss 250 GeV and ERss > 250 GeV (Figure A.3) [150].

The measurement involves the construction of a yield matrix for events that pass
the particle level selection called ”in fiducial” (7;), events that fail to pass the particle
level selection called ”out-of-fiducial” (O%¢), and events that fall in the region that are
not considered for the analysis ”off-fiducial” (O°//) events in the EXS bins of 150 GeV
< Emss < 250 GeV or EXss > 250 GeV (i=2) split into the number of jets, see Figure
A.4. The expected signal yields are then parameterized using the different E2 and jet
multiplicity regions for a profiled likelihood unfolding method®.

To cross-check the primary V H(— bb,c¢) analysis with truth level studies, pre-
liminary tests were conducted to measure the V H (bb) fiducially and differentially in the
zero-lepton A.5 and one-lepton A.6 channels with updated selections and regions accord-
ing the VH(bb/cc) analysis. The event selection used for the OL channel was the same
as used in [150] whereas the event selection used for the 1L channel was taken from
Ref. [92]. Further studies on the full fiducial differential measurement in the 0L, 1L, and
2L channels have been planned in the near future that would include the boosted Emiss

regions.

!The measured spectrum of a physical observable is often distorted by detector effects like
finite resolution and limited acceptance. To compare this measured spectrum with theoretical
predictions, we need to remove these effects and obtain the true, underlying physical spectrum.
Unfolding is a method that corrects the measured distributions for the detector effects.
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Figure A.3. Measured values of the fiducial cross-section (oy ) times the branching ratio
of H — bb (BR(Hbb)) in the two particle-level- EXS intervals, along with a breakdown of
the statistical and systematic uncertainty components. The shaded area around the SM

prediction indicates the size of the total uncertainty for this value. [150]
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GeV (i=2), respectively. The category Oi represents reconstructed events that belong to
that particle-level EX*s bin but fail the other particle-level selection criteria. In contrast,

events with particle-level EXs5 < 150 GeV contribute to O%//. [150]
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Figure A.5. Expected signal event yields for each detector-level category as a function of
their particle-level category for the 1L channel.
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A.2.3 STXS Measurement

In Run 2 and further, the STXS framework is used with the collected data to
make differential measurements that balance experimental precision with theoretical in-
dependence. This framework splits the phase space into separate regions where theory
uncertainties may evolve while identifying parts of the production phase space where
physics beyond the SM (BSM) predicts significant deviations from SM expectations.

Unlike full fiducial measurements, STXS is less theory-independent, but it allows
for the use of complex multivariate analysis (MVA) techniques, performed in H — bb and
H — 77. Figure A.7 illustrates the STXS framework, where the Higgs boson signal is split
by production mode into ggF, VBF, ttH, bbH, tH, V(— quark)H and V(- leptons)H.
To enable the combination of STXS measurements across analyses, the splitting in Higgs
boson decay channels is not performed. Only Higgs bosons with a rapidity of yy < 2.5 are
considered for excellent detector acceptance. The different production modes are further
split into exclusive regions of phase spaces called STXS "bins.” These bins aim to minimize
theory dependence by solely relying on the kinematic predictions of the SM within each
bin. The bin widths are also chosen to ensure flat experimental acceptance within each
bin, where feasible. This split allows us to isolate regions sensitive to potential BSM
physics, for example, the high p7(V') bin in the V(— leptons) H channel that could serve
as input to constrain Wilson coefficients of a SMEFT or BSM model. The definition of
the STXS bins evolves depending on the precision of the measurements; for more precise

measurements, finer binning could be used.
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Figure A.7. An illustration of the Higgs STXS framework. Figure adapted from [112]

The phase space would be split into the production modes for the V(— leptons) H

production mode, g9 — ZH, qq — ZH, and qq¢ — W H. Further splitting is introduced as

a function of p7 (V') with bin boundaries at 75, 150, 250, 400, and 600 GeV and the number

of additional jets in the event. The current experimental sensitivity is not good enough

to measure all the production modes separately; hence, the gg — ZH and gq¢ — Z H have

been merged to define a reduced STXS stage, shown in Figure A.8.

A.3 Signal modelling

For the V H(— bb, c), several sources of uncertainties were considered; this in-

cludes uncertainty in the assumed H — bb branching ratio, uncertainties in the py(V)

dependent NLO electroweak (EW) correction factors, on the parton shower, variation of
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Stage 1.2 reduced
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Figure A.8. Stage 1.2 reduced STXS splitting for VH production mode split in the number
of jets (nJets) and the p¥.

the renormalization pg and factorization scale pg, in the choice of PDF and the strong
coupling constant a.
Branching ratio

Theoretical uncertainty on the calculation of the H — bb branching ratio is 1.6%
[112] with the largest contributions coming from the limited knowledge of my, o and the
missing higher order corrections.
NLO EW correction

To account for the missing higher orders in the EW corrections, a pr(V') dependent
systematic uncertainty Agy is added to the gq initiated V H channels in addition to the

NLO EW correction factors sy’ following the prescription in Ref [112].
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To consider the uncertainties arising from the choice of the parton shower (PS)

model, the nominal sample POWHEG + PYTHIA 8 [176] is compared with the POWHEG

+ MiNLO+ HERWIG 7 alternative sample. Both shape and acceptance uncertainties are

derived for the signal regions. Figure A.9 shows the acceptance uncertainties from PS in

the three production modes maximally split in the STXS bins.
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Figure A.9. Parton shower acceptance uncertainty for the three production channels in

the different STXS bins.
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PDF and o

To account for the systematic uncertainty from the PDF and the precision of the
a, the PDF4LHC15_30 set of PDF's are compared with the nominal. It includes 30 PDF
variations and two variations for the ag, one with a higher value of o, and one with a
lower value of a whose average is used to calculate the acceptances in the maximally
split STXS bins. Figure A.10 shows the acceptance uncertainties from PDF and «; in the

three production modes in the maximally split STXS bins for the V H(bb) channel.
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QCD Scale

To account for the uncertainty on the choice of the ur and pp, variations of the
two parameters are considered correlated (both up or both down) and uncorrelated (one
up and other down). These variations can cause changes in the overall normalizations
and the relative signal acceptance between the different STXS bins (nJets and pr(V)).
To account for the STXS bin migrations, the Stuart-Tackmann procedure is used [107],

giving us a set of uncertainties referred to as As:

e Ay: impact on the overall cross-section. It represents the QCD scale uncertainty on
the total production cross-section calculation and is taken directly from the CERN

Yellow report. [112]

o Ars, Aiso, Aoso, Aypp and Aggo represent the migration acceptance between the
different STXS p7 (V') bins. These uncertainties are generally evaluated inclusive of

nJets bins.

e A; and A, represent the migration acceptance between the nJets bins and are

calculated inclusive of pr (V).

Figures A.11 show the QCD scale variations for the py(V') and overall cross-section. The
gg production channel has higher uncertainty as these samples are only LO in QCD, and
the dependence of the result on pugr and pr decreases with higher perturbative orders, like

the qq production channel samples.
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A.4 Expected results and Improvements

221

The previous run of the V H (bb) combined analysis measured the production cross-

section times branching fractions in seven STXS bins (3 WH and 4 VH), as shown in

Figure A.12. At the time of writing the thesis, the current analysis plans to measure

the production cross-section times the branching fractions normalized to the SM in 13

STXS bins, with additional bins coming from the nJets split of the py(V') bins in the

ZH channel and the addition of pr(V') split at 600 GeV. The latest results on the pro-
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duction cross-section times and the branching fractions relative to the SM in 13 STXS
bins measurements can be seen in Figure A.13. The 13 STXS bin measurement is the
finest in the V H channel, which agrees with the SM. Along with the measurements of
p for the V H(bb) channel, 95% CL upper limits on the measurements of LV H(—ce) are
calculated, shown in Figure A.14, where the observed combined limit is better than any

current public measurement.
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Figure A.12. Result from the previous analysis run with three W H STXS bins and four
ZH STXS bins [92].
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Figure A.13. Preliminary results from the current analysis run with five W H STXS bins

and eight VH STXS bins.
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