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Abstract

This thesis presents an observation of vector-boson-fusion (VBF) production of Higgs

boson in the HÑWW ˚Ñ `ν`ν decay channel. For this analysis,
?
s “ 13 TeV

proton-proton collision data collected by the ATLAS detector between 2015 and

2018, corresponding to an integrated luminosity of 139 fb´1, is used. Events with

one electron (positron) and one anti-muon (muon), and missing transverse momen-

tum, along with at least two forward jets in the final state, are selected for the

study. A major part of the analysis concerns the estimation of backgrounds with

misidentified leptons, which generally originate from the production of a W boson

and an associated object mistakenly identified as a lepton and are estimated with

data-driven techniques. Signal sensitivity has been significantly improved by em-

ploying a deep neural network (DNN) in separating signal from background events.

The significance of the data assuming the background-only hypothesis to be true has

been observed to be 7.0 σ (6.2 σ expected), constituting the first observation of the

VBF Higgs boson production in the HÑWW ˚Ñ `ν`ν decay channel. The product

of the total VBF cross-section times the HÑWW ˚ branching fraction is measured to

be 0.85 ˘ 0.10(stat.)`0.17
´0.13(syst.) pb, compatible with the Standard Model prediction

of 0.81˘ 0.02 pb.
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Chapter 1

Introduction

The Standard Model of particle physics is a theoretical framework developed over

the previous century, which provides the current best understanding of the funda-

mental interactions (except gravitation interaction) and properties of the elementary

particles in nature. All the predictions of the SM have been experimentally verified

to a very high precision, including the discovery of the particle consistent with the

SM Higgs boson in 2012 at the Large Hadron Collider which completed the theory.

Despite its remarkable success, the SM is considered to be far from being a complete

theory to explain nature. It is not yet able to incorporate the gravitational interac-

tion, as mentioned earlier, as well as provide explanations for the underlying nature

of the electroweak symmetry breaking (EWSB), along with several other observa-

tions such as the presence of Dark Matter in the Universe and the matter-antimatter

asymmetry. To extend the SM, often referred to as Beyond the Standard Model

(BSM) theories, two possible approaches can be taken, viz. 1) precise measurement

of the SM parameters where any significant deviation from the SM can provide a

good direction to formulate BSM theories, and 2) directly testing the parameters for

available BSM theories.

Both these routes have been explored through various projects in this thesis.

Chapter 7 deals with reducing the systematic uncertainties due to Parton Density

Functions (PDFs) in precise measurement of W mass with
?
s “ 1.96 TeV proton-

antiproton collision data at the Collider Detector at Fermilab (CDF)-II of Tevatron.

In Chapter 9, the measurement of vector boson fusion production mode of SM Higgs

boson decaying to two W bosons at the ATLAS detector, using
?
s “ 13 TeV proton-
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proton collision data collected between 2015 and 2018, is presented. To observe BSM

resonances in the future colliders, Chapter 6 deals with identification techniques of

hadronically decaying τ leptons against the multi-jet background at high granularity

Future Circular hadron Collider (FCC-hh), in preparation for the proposed
?
s “ 100

TeV Hadron Collider experiment. To probe for deeper principles behind the qualita-

tive form of the Higgs potential, Chapter 8 presents the analysis strategies developed

to the search for a composite top quark resonance at the ATLAS detector, using
?
s “ 13 TeV proton-proton collision data collected between 2015 and 2018. A brief

overview of the theoretical framework behind the projects in this thesis is provided

in Chapter 2. In Chapter 3, the various subsystems of the ATLAS detector along

with a brief introduction to the other experiments at the LHC are presented. The re-

construction of proton-proton collision events in the ATLAS detector is explained in

Chapter 4. Chapter 5 presents a study to understand and mitigate the performance

loss in the neural networks for splitting merged tracks in the ATLAS silicon pixel

detector due to increased particle luminosity in the future LHC data taking periods

as well as radiation damages to the silicon pixel detectors.
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Chapter 2

Theoretical Background

This chapter provides a brief overview of the theoretical framework on which the

rest of the work in thesis depends. The chapter includes a compact review of the

Standard Model of particle physics and a discussion of the HÑWW ˚Ñ `ν`ν channel

in Section 2.1.3.2 which forms the basis of the main analysis of this thesis in Chapter 9.

Further details on these topics can be found in any standard textbook on the subject

such as [21].

2.1 The Standard Model

The Standard Model is a highly successful theory that describes the elementary par-

ticles of nature and the forces through which they interact [22, 23, 24, 25]. It is a

Yang-Mills theory [26] with the SUp3qC b SUp2qL b Up1qY gauge symmetry group,

where C indicates the color charge, L the weak isospin and Y the hypercharge. The

theory contains the subatomic half-integer spin particles (fermions), and the integer

spin particles (bosons) which mediate their strong and electroweak (EW) interactions

(see Figure 2.1). The weak interaction is mediated by the massive bosons W˘ and

Z, while the electromagnetic interaction by the photon γ, and the strong interaction

by the massless gluon g.

There are two classes of fermions: leptons which only interact via the electroweak

interaction, and quarks which can also interact strongly.

There are three generations of each class of fermions, with every generation of

leptons and quarks organized in SUp2qL doublets and singlets for the left-handed

and right-handed chirality states, respectively. In the SM, the neutrino is assumed to

3



Figure 2.1: The particles of the SM and their properties; three generations of
fermion quarks and leptons, the gauge bosons, and Higgs boson [1].

be massless and no right-handed chirality state is present. The quarks can carry any

of the three possible color charges - red, green or blue, and are present in SUp3qC

triplets, while leptons, being colorless, are present in SUp3qC singlets.

The complete SM Lagrangian can be factorized in terms for the electroweak in-

teractions, the Higgs sector, the Yukawa terms for the fermion masses and the strong

interactions:

LSM “ LEW ` LH ` LY ukawa ` Lstrong (2.1)

In the following subsections these terms in the SM Lagrangian would be discussed

briefly.

2.1.1 The Electroweak Interaction

The electroweak theory describes the electromagnetic and weak interactions between

the particles. The fields are separated into left-handed and right-handed chirality

4



states and with SUp2qL doublets or singlets:

Qi “

ˆ

ui
di

˙

L

, ui,R, di,R (2.2)

, and

Li “

ˆ

νi
`i

˙

L

, `i,R (2.3)

where the index i runs over the three generations of quarks and leptons.

The electroweak interaction has SUp2qL b Up1qY symmetry

LEW “
ÿ

fravors

ipL̄ {DL` Q̄ {DQ` ¯̀
R {D`R ` ūR {DuR ` d̄R {DdRq ´

1

4
BµνB

µν
´

1

4
W a
µνW

µν
a

(2.4)

{D “ Dµγµ, where D “ Bµ ´
1
2
ig1Y Bµ `

1
2
igτaW a

µ is the covariant derivative, with

γ being the Dirac matrices, τa are the Pauli matrices, and W a
µν and Bµν are the gauge

fields defined as:

W a
µν “ BµW

a
ν ´ BνW

a
µ ` gε

abcW b
µW

c
ν Ba

µν “ BµBν ´ BνBµ (2.5)

where the fact that the structure constants for SUp2q are represented by the

component of the three dimensional Levi-Civita tensor εabc has used and g is the

coupling constant for the weak isospin. Here, Y is the hypercharge defined as Y
2
“

Q´T3, where Q is the electric charge and T3 is the eigenvalue of the third component

of the weak isospin.

2.1.2 Electroweak Spontaneous Symmetry Breaking

In a Yang-Mills theory, mass terms for fermions and gauge boson fields are not in-

cluded as they would break the gauge invariance, making all the particles massless.
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To solve this problem in the SM, the Brout-Englert-Higgs (BEH) mechanism of Elec-

troweak Spontaneous Symmetry Breaking [27, 28, 29, 30, 31, 32] is used. In this

mechanism, an SUp2qY complex field doublet φ field is introduced.

LH “ pDµφq
2
´ µ2φ2

´ λφ4 (2.6)

where the µ2 ă 0 and λ ą 0 such that the φ field has a non-vanishing vacuum

expectation value (vev) given by v “
b

´µ2

λ
.

The choice of the vacuum state is arbitrary and spontaneously breaks the EW

symmetry group into the electromagnetic group Up1qQ (here Q is the electric charge),

giving in this way mass to the weak force carrier bosons and leaving the photon

massless, and introducing an extra physical scalar field h. The physical gauge boson

fields are obtained by linear combination of the W 1
µ , W 2

µ , and Bµ fields

W˘
µ “

pW 1
µ ¯W

2
µq

?
2

Aµ “ sinθWW
3
µ ` cosθWBµ Zµ “ cosθWW

3
µ ´ sinθWBµ

(2.7)

where the mixing angle θW is called Weinberg angle and is defined by the condition

sinθW “ g1{
a

g12 ` g2.

The masses of the physical gauge bosons is given by:

M˘
W “

1

2
vg MZ “

MW

cosθW
MA “ 0 (2.8)

showing that the gauge bosons responsible of the weak interactions gain mass while

the photon remains massless. The extra physical field is called the Higgs field and

has a corresponding mass given by Mh “
?

2λv.

A mass term for the fermions can also be obtained through the BEH mechanism

in a way that preserves gauge invariance adding to the EW Lagrangian the Yukawa

6



terms. Considering a single generation, such terms have the form

Lf “
´

´λeĒφeR ´ λdQ̄φdR ´ λuε
abQ̄aφ

:

buR ` h.c.
¯

(2.9)

where εab is the two dimensional total anti-symmetric tensor with ε12 “ 1 and λe,

λu and λd are arbitrary parameters. Due to the spontaneous symmetry breaking the

fermions assume masses given by

me “
1
?

2
λev mu “

1
?

2
λuv md “

1
?

2
λdv (2.10)

.

The physical Higgs boson was observed, with mass 125.09 ˘ 0.21 ˘ 0.11 GeV by

the ATLAS and CMS collaborations in 2012 [33, 34].

2.1.3 Higgs Physics at the LHC

The energy scales of the Large Hadron Collider (LHC), with center-of-mass energy

of up to
?
s “ 14 TeV, have been able to finally discover the Higgs boson given

its heavy mass and small production cross section. In proton-proton collisions at

the LHC, the Higgs can be produced through a variety of different processes de-

scribed Section 2.1.3.1. Once created, it very quickly decays (lifetime of „ 10´22

seconds) before reaching the detector active material one of the modes introduced in

Section 2.1.3.2.

2.1.3.1 Higgs Boson Production

The Higgs boson has a higher coupling to massive particles with the coupling strength

proportional to the fermion mass and the weak boson mass squared. So, production

mechanisms of Higgs boson involving either heavy quarks or massive vector bosons

have higher cross-section. The p-p collisions at the LHC mostly involve gluons and

7



light quarks.

As a result, the leading Higgs boson production mechanism at the LHC is gluon-

gluon fusion (ggF) (see Figure 2.2).
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Figure 2.2: Standard Model Higgs production cross sections as determined by theory
for different production modes at the LHC. The blue line denotes ggF, while the red
line denotes VBF [2].

Since the Higgs boson does not couple to gluons directly, the ggF mechanism

involves a quark loop originating from two high energy gluons (see Figure 2.3). Due

to higher coupling of Higgs boson to massive fermions, the quark loop is made up

of top quarks for the vast majority of events, with only a small contribution from

b-quark and lighter quark loops. The ggF production mechanism is useful to probe

into the coupling of the Higgs boson to the fermions (Yukawa coupling).
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Figure 2.3: Leading Feynman diagrams for different production modes of the Higgs
at the LHC in order of largest to smallest cross section. Gluon fusion (ggF) is shown in
top-left, vector boson fusion (VBF) is shown in top-right, Higgs strahlung production
(WH{ZH) is shown in bottom-left, while associated production with top (tt̄H) is
shown in bottom-right.

The Higgs boson production mechanism involving weak vector bosons is the vector

boson fusion (VBF) which is the second leading Higgs boson production mechanism

at the LHC (VBF is „ 10 times smaller in cross section than the ggF mechanism). In

the VBF production mechanism, two high energy quarks radiate weak vector bosons

fuse into the Higgs boson as shown in Figure 2.3. The two quarks in the final state

of the VBF process produce two forward jets in opposite directions, which serve as

an important signature in identifying the VBF Higgs boson production process. The

VBF production mechanism gives access to the coupling of the Higgs boson to the

weak sector. Since electroweak interactions are theoretically understood better than

strong interactions, the VBF cross section have smaller theoretical uncertainties than

the ggF cross section. The analysis summarized in the Chapter 9 focuses on the VBF

Higgs boson production mechanism.

In addition to ggF and VBF, Higgs boson can also be produced via Higgs Strahlung
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(see Figure 2.3) and top-Higgs associated production (ttH) (see Figure 2.3) produc-

tion mechanisms at the LHC, although due to low cross sections their contribution

is expected to be significantly less.

2.1.3.2 Higgs Boson Decay

Among the decay modes of the Higgs boson, summarized in Figure 2.4, the bb̄ channel

has the highest branching ratio („ 58%).
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Figure 2.4: Standard Model branching fractions for different Higgs decay modes [2].

However due to difficulty in differentiating the bb̄ process from the common back-

grounds originating from the strong interaction, the second leading decay mode Higgs

boson - H Ñ WW ˚ (branching ratio „ 21%) has been used for the search of the VBF

10



Higgs boson production in Chapter 9.

Since there are two W bosons in the H Ñ WW ˚ channel, one of the W bosons

is off-shell (marked by the asterisk) with a smaller mass than the on-shell W boson,

as the combined mass of two on-shell W bosons is larger than the SM Higgs boson

mass(mH “ 125.1 GeV). The HÑWW ˚ channel is a promising channel to measure

Higgs boson properties as it provides access to exclusive coupling of the Higgs boson to

the vector bosons. The cleanest signature in the detector is obtained when considering

the case where both W bosons decay into an electron or muon and a neutrino. But

the branching ratio of the HÑWW ˚Ñ `ν`ν is only 1% and, due to the presence of

two neutrinos, the mass of the Higgs boson cannot be directly measured in this final

state. However, the HÑWW ˚Ñ `ν`ν final state provides some distinct kinematic

features making it easier to distinguish from its major backgrounds. The Higgs boson

being spin 0 particle, decays into two W bosons with

The SM Higgs boson is a spin-0 particle and so the two spin-1 W bosons from

its decay must have opposite spin projections, to conserve angular momentum, as

indicated by the double arrow sign Figure 2.5.

W+ H W−

ν

ℓ+ ℓ−

ν̄

Figure 2.5: Illustration of the HÑWW ˚ leptonic decay. The small arrows denote
the particle direction of motion, the wide arrows the spin projection on to the direc-
tion of motion. Due to angular momentum conservation and the chiral structure of
the weak interaction the ```´ pair are preferentially emitted with a small opening
angle in the laboratory frame.
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Similarly, when a W boson decays into two spin-1{2 leptons, they must have

aligned spin projections. Due to the left-handed nature of the weak interaction, neu-

trinos will have spins opposite to their direction of motion, while anti-neutrinos will

have spins parallel to their direction of motion. As a result, the opening angle be-

tween the charged leptons is the Higgs boson is expected to be small in the HÑWW ˚

rest frame. This small angular gap also leads to a smaller mll ” 2E`1E`2p1´ cos∆φ

(where ∆φ is the opening angles between the charged leptons `1 and `2, and their

masses are assumed to be zero for electrons and muons).

2.1.4 The Strong Interaction

The strong interactions are described by the Quantum Chromodynamics (QCD) the-

ory, based on the SUp3qC gauge symmetry group. Quarks, which have color charges,

are represented as triplets while leptons, that do not interact strongly, are represented

as color singlets. The SUp3q group has 8 generators T a (related to the Gell-Mann

matrices λa in the fundamental representation of the group), representing the 8 gluon

fields mediate the strong interaction. The QCD Lagrangian is given by:

Lstrong “
ÿ

q

ψ̄q,i
`

i {Di,j ´mqδij
˘

ψj ´
1

4
Ga
µνG

a
µν (2.11)

where ψq,i is the fermion field q and color i and the covariant derivative operator Dµ

and the gluon fields kinetic terms Ga
µν are given by:

Dµ
“ Bµ ` igst

aGa
µG

a
µν “ BµG

a
µ ´ BνG

a
µ ´ gsf

abcGb
µG

c
ν (2.12)

where gs is the strong running coupling constant and fabc are the SUp3q structure

constants given by commutation relations between the generators rta, tbs “ ifabctc.

The non-vanishing last term for the gluon fields kinetic terms allows self-interactions.
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The dynamics of the SUp3q gauge group leads to two important properties of strong

interactions: the asymptotic freedom [35] where the strong coupling constant be-

comes smaller at greater energy scales making perturbative theory applicable at high

energies while at low energies analytical calculations are not possible, and the con-

finement where the quarks are bound into colorless states called hadrons1. These

important property leads to the fact that when quarks are pulled apart, their inter-

action becomes so strong that quark-antiquark pairs are created from the vacuum,

which leads to the process of hadronization process that leads to spray of hadronic

particles from quarks and gluons in the final state, called jets, at the LHC.

1Hadrons are of two types: mesons which are composed by a quark-antiquark pair and baryons
which are composed by three quarks or three anti-quarks.
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Chapter 3

LHC and the ATLAS Experiment

This chapter provides a review of the experimental apparatus, i.e. the Large Hadron

Collider (LHC) and the ATLAS detector with its subsystems.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [36, 37, 38, 39] is the largest particle accelerator

ever constructed. The main LHC ring is a tunnel with circumference of 27 km and

is located „ 100 m below the ground near Geneva, Switzerland at the European

Organization for Nuclear Research (CERN). The LHC is a proton-proton collider

designed to operate at center-of-mass energy of
?
s “ 14 TeV. It delivered

?
s “ 7

TeV until 2011 and increased to
?
s “ 8 TeV in 2012. In 2015, it has been raised to

?
s “ 13 TeV in order to increment in production cross section of Higgs production

channels to study their properties as well as heavy particles predicted by beyond the

standard model theories, over the increased background rates. In this thesis, all the

analyses have been done using
?
s “ 13 TeV data collected between 2015 and 2018.

The proton-proton collisions take place at four interaction points (IP) around

the ring for the ATLAS, ALICE, CMS, and LHCb experiments (see Figure 3.1).

To produce the proton beam, valence electrons are stripped from the hydrogen and

accelerated to upto 50 MeV in the Linear Accelerator 2 (LINAC2). The protons are

then passed through a series of accelerators before injection into the main LHC ring.

The first acceleration in this series is the Proton Synchrotron Booster (PSB) which

accelerates the protons to upto 1.4 GeV. The particle beam then enters the Proton

Synchrotron (PS) followed by Super Proton Synchrotron (SPS), which accelerates
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Figure 3.1: The CERN accelerator complex [3].

15



the protons to upto 450 GeV. The protons in the beams are clumped into bunches,

with each bunch contains around 1.1ˆ1011 particles, where a bunch is seperated from

the next bunch by 25. After the proton beams are injected into the LHC ring, they

are accelerated by sixteen superconductive 400 MHz radio frequency (RF) cavities,

which are maintained at a temperature of 4.5 K and potential 2 MV to produce

of field of 5 MV{m. The proton beams are confined in the LHC ring using 1232

superconducting dipole magnets producing a magnetic field of 8.3 T. The beams are

stabilized and focused using 392 quadrupole magnets. ATLAS [5] is a general purpose

experiment designed to primarily study the Electroweak Summetry Breaking and

the Higgs Mechanism, precisely measure the SM parameters and look for newphysics

beyond the SM.

3.1.1 Luminosity

In order to measure the cross sections1 of scattering processes, one needs to know the

luminosity of the collider. The luminosity of a collider is a measure of the number of

protons crossing each other per unit time and area. The number of events (Nproces)

of a scattering process in the data can be expressed in terms of integrated luminosity

L for data taking period as:

Nprocess “ σprocess ¨ εL (3.1)

The ε is the experimental efficiency of detecting a process, dependent on the

analysis and the detector, and σprocess is the cross section of the scattering process

being studied.

The integrated luminosity of a collider of a period of time can evaluated by inte-

1Cross section is a measure of probability of a scattering process. It is defined in units of area
typically in barns, 1 b “ 10´28m2, measure rare cross sections in particle physics.
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grating the instantaneous luminosity over that time period:

L “

ż

Ldt (3.2)

The instantaneous luminosity depends on a few parameters of the proton beams,

expressed as:

L “ N2
pnbfrevγr

4πεnβIP
F pθc, σT , σzq (3.3)

where, Np is the number of protons per bunch and nb is the number of proton

bunches. In Run-2 data-taking conditions, the number of bunches were typically

around 2544 in each LHC ring with a maximum possible capacity of 2808 bunches.

frev is the frequency of revolution of bunch in the LHC ring, γr is the Lorentz factor

for protons. εn is the normalized transverse beam emittance. βIP is the beta function

at the impact{collision point which represents the transverse size of the beam.

F pθc, σT , σzq is geometrical correction factor accounting for the reduction in lumi-

nosity due to beam-beam crossing angle, θc (σT and σz represent the transverse and

longitudinal bunch lengths, respectively). It is defined (with Gaussian approximation

of the beam distribution) as:

F “
1

d

ˆ

1`
´

θcσz
2σT

¯2
˙

(3.4)

3.1.2 Pileup

At high luminosity such as LHC, multiple proton-proton interactions per bunch cross-

ing take place, which is also known as in-time pileup. Along with in-time pileup, there

are interactions in neighboring bunch-bunch crossings which contribute to detector

occupancy of detectors such ATLAS in the LHC, and is known as the out-of-time
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Figure 3.2: The average number of interactions per bunch-bunch crossing xµy in
ATLAS data from 2015 to 2018 [4].

pileup. Pileup is measured using the average number of interactions per bunch cross-

ing xµy, and the number of interaction vertices per event Nvtx. For Run 2, the xµy

distribution for ATLAS had a spread between 10 and 70 (as shown in Figure 3.2) due

to changing operating conditions of the LHC and the natural decay in the number

of interactions per crossing within the lifetime of a beam. Pileup has a significant

contribution in misidentified lepton rate which is one of the major experimental back-

grounds in the HÑWW ˚ analysis results presented in this dissertation.

3.2 The ATLAS Detector

The ATLAS (A Toroidal LHC ApparatuS) experiment [5] is one of the two general

purpose particle physics detectors at the LHC, along with the CMS experiment, to

test the SM as well as explore the physics beyond. The ATLAS detector is cylindrical
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Figure 3.3: Computer generated image of ATLAS, showing the various sub-systems
and the size of the whole detector. The figure is taken from [5].

about the beam pipe and is centered around the crossing point of the beams (as shown

in Figure 3.3) to have a forward-backward symmetry with respect to the interaction

point. The various sub-systems of the ATLAS detectors nearly provide a full solid

angle coverage about the interaction point to capture most of the particles from

scattering. These sub-systems closest to the beam pipe are the Inner Detector (ID),

embedded in a 2T axial magnetic field, followed by the Electromagnetic Calorimeter

(ECAL), the Hadronic Calorimeter (HCAL) and the Muon Spectrometers which is

torroidal magnets. These sub-systems would be described in the following sections

in this chapter.

3.2.1 Coordinate System

The reference frame of the ATLAS detector is a right-handed Cartesian coordinate

frame with the origin at the proton-proton interaction point (the center of the de-
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tector). The positive x-axis points to the centre of the LHC ring, the positive y-axis

points upwards, such that the positive z-axis aligns with the beam pipe (longitudinal

direction). Due to the cylindrical symmetry around z-axis, a cylindrical coordi-

nate system is generally preferred to describe the experiment. The azimuthal angle

φ P p´π, πs is defined as the angle with respect to the x-axis with φ “ 0 correspond-

ing to the positive x-direction. The polar angle θ P r0, πs is defined with respect to

the z-axis with z “ 0 corresponding to the positive z-direction. The polar direc-

tion of the particles is generally expressed in the pseudorapidity η “ ´lnrtanpθ{2qs

(“ 1
2
ln

´

E`pz
E´pz

¯

for massless particles), instead of θ, since the difference in pseudora-

pidity is invariant under Lorentz boosts along longitudinal direction. The η “ 0

corresponds to the transverse (x-y) plane, while η Ñ 8 aligns with the beam-

pipe. The angular distances between objects are expressed in Lorentz invariant

∆R “
a

p∆φ2 `∆η2q.

3.2.2 Inner Detector (ID)

The ATLAS detector is a multipurpose particle physics detector with a forward-

backward symmetric cylindrical geometry and nearly 4π coverage in solid angle.2

The inner detector (ID) provides an |η| ă 2.5 coverage.

The inner detector (see Figure 3.4) consists of three semiconductor subdetectors

- IBL [40, 41], pixel detector [42, 43], and SCT [44, 45], to provide high spatial

resolution and are radiation hardened. When a charged particle passes through a

semiconductor it leaves an ionized track behind with charge carriers (negative elec-

2ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point
in the centre of the detector. The positive x-axis is defined by the direction from the interaction
point to the centre of the LHC ring, with the positive y-axis pointing upwards, while the beam
direction defines the z-axis. Cylindrical coordinates pr, φq are used in the transverse plane, φ
being the azimuthal angle around the z-axis. The pseudorapidity η is defined in terms of the
polar angle θ by η “ ´ ln tanpθ{2q. Rapidity is defined as y “ 0.5 lnrpE ` pzq{pE ´ pzqs where E
denotes the energy and pz is the component of the momentum along the beam direction.

20



Figure 3.4: The ATLAS Inner Detector [6]

trons or positive holes respectively for n or p-type doped semiconductors). These

charge carriers then produce ionization currents under an applied bias voltage which

can be picked up by readout electronics. The outlermost subdetector of the inner

detector is the Transition Radiation Tracker (TRT) which is a gaseous detector which

provides particle identification (PID) information for electrons.

3.2.2.1 The ATLAS Pixel Detector

The pixel detector is made up of three barrel layers and three endcap disks. The

pixel modules are formed by 16 front-end (FE) chips, each one with 2880 read-out

channels and a n-type pixel sensor with a thickness of 250 µm and area Rφˆ z “ 50

µm ˆ400 µm. In total the pixel detector has „ 80 ˆ 106 read-out channels. The

intrinsic hit resolution of each module is 115 µm in the longitudinal direction (R´φ)

and 10 µm in the transverse direction (z).
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The insertable B-layer (IBL) [40, 46] can be thought of as a fourth, innermost,

pixel layer which has been added in 2014 to improve tracking precision and b-tagging

performance, at the higher luminosities of Run 2. The IBL has a mean radius of

33mm and a pixel has a size of 50 µm by 250 µm in the transverse and longitudinal

directions, respectively, with a thickness of 200 µm and contributes to additional

„ 6 ˆ 106 read-out channels. Together the IBL and pixel detector give ATLAS a

vertex reconstruction resolution of 11 µm in x and y, and 24 µm in z [40].

The pixel detectors measure the charge collected in each individual pixel using the

time over threshold (ToT) [43], which is the time the pulse exceeds a given threshold

and is proportional to the deposited energy. The pixel detectors in the IBL store

4-bit ToT while rest of the detectors store 8-bit ToT.

3.2.2.2 Semiconductor Tracker (SCT)

Outside the pixel detectors are the Semiconductor Tracker (SCT) [5] which consists

of four double strip layers at radii of 299 mm to 514 mm and nine discs in both the

end-caps, giving a coverage of |η| ă 2.5. A typical strip of a barrel SCT sensor has a

length of 126mm and a pitch of 80 µm. On each layer, the strips are parallel to the

beam direction on one side and at a stereo angle of 40 mrad on the other in order

to obtain information on the z-coordinate along the strip length and provide a 3D

measurement in space. The intrinsic resolution of the SCT modules is of 17 µm in

the transverse direction in the barrel and 580 µm in the longitudinal direction.

3.2.3 Transition Radiation Tracker (TRT)

The Transition Radiation Tracker (TRT) [47, 48, 49] is the outermost of the ID

sub-detectors and is made of 350848 straws filled with a Xe{CO2{O2 gas mixture

p70{27{3%q giving a coverage of |η| ă 2.0. The tubes are 4 mm in diameter and
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have a 31 µm diameter gold plated tungsten wire as anode. The straws are placed

parallel to the beam line and organized in 73 modules of length 144 cm and inter-

leaved with polypropylene fibers in the barrel, while they are arranged radially in

the end-caps and organized in 160 layers interleaved with polypropylene foils. The

relativistic charged particles traversing the dielectric material embedding the tubes

produce transition radiation (TR) photons that are absorbed by the TRT gas mixture

and the resulting ionization is collected in the anode wire. The signal on each wire is

amplified to get tracking information and particle identification. Since the amount of

transition radiation depends of the Lorentz factor γ “ E{m of the particles, thus for

a particular amplitude of collected charge the electron tracks from hadronic tracks

can be discriminated by by mass. The TRT provides in average 34 hits, although

only a 2D hit information along the transverse plane, in the |η| ă 1.7 region with an

intrinsic resolution of 130 µm.

3.2.4 Calorimeters

The calorimeter system is placed outside the Inner Detector and the solenoid. AT-

LAS has an inner high granularity liquid-argon (LAr) electromagnetic calorimeter

(ECAL) [50] and an outer hadronic calorimeter(HCAL) [51], as shown in Figure 3.5.

The calorimeters are present in the barrel, end-cap and forward region providing

a coverage of |η| ă 4.9, with a transition region gap at 1.37 ă |η| ă 1.52. Both

these calorimeters are non-compensating sampling calorimeters, which consists of al-

ternating layers of dense absorbing material, like lead or steel, and active detector

material. The absorbing layers slow down incoming particles (losing some energy of

the particles) and promote showering while the active material samples the energy

of the resulting showers, through ionization (in ECAL) or scintillation (in HCAL).

Through several of such alternating layers in the calorimeters, all the particles, ex-

23



cluding muons and neutrinos, are stopped and their energies are measured. Due

to energy lost in the absorbing layers, the detector response is careful calibrated to

recover the energy of the particle.

Figure 3.5: The ATLAS calorimeter system [7].

3.2.4.1 Electromagnetic Calorimeter (ECAL)

The Electromagnetic Calorimeter (ECAL) [5, 50] is a lead-liquid Argon (LAr) sam-

pling detector. It has electrodes shaped like an accordion which provides a full φ

coverage without any crack (and φ symmetry). ECAL has three components - one

barrel component and two end-cap components. The barrel component has two iden-

tical structures separated by a 4 mm gap at z “ 0. The two end-cap components

have two co-axial disks each. Each of the components have three layers (as shown in

Figure 3.6).

The first layer has a thickness of 4 radiation lengths3 (X0) and granularity of

3High energy electrons lose their energy by bremsstrahlung, and high-energy photons lose by
e`e´ pair production, as they traverse through the absorbing material in the calorimeters. The
radiation length X0 is the mean distance traversed in the absorbing material by a high-energy
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Figure 3.6: ATLAS ECAL barrel geometry [5].

∆η ˆ∆φ “ 0.003 ˆ 0.1 to precisely measure the energy deposited by electrons and

photons used for their identification. The second layer is 16X0 thick with granularity

∆ηˆ∆φ “ 0.025ˆ0.025. This is the thickest layer of the ECAL and is used to absorb

the EM shower. The third layer is 2X0 thick with granularity ∆ηˆ∆φ “ 0.05ˆ0.025.

This is the thinnest layer located at the outer edge of the ECAL is used to collect the

tail of the EM shower. The Energy resolution of ECAL contains a stochastic term due

to EM shower fluctuation and a constant term of 0.17% from local non-uniformities,

summed in quadrature σpEq
E
“ 10%?

EpGeV q

À

0.17%.

electron to reduce its energy to 1
e of its energy by bremsstrahlung, and a high-energy photon to

travel 7
9 of its mean-free path for pair production [52].
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3.2.4.2 Hadronic Calorimeter (HCAL)

It is also a sampling calorimeter with three-subsystems to cover different pseudora-

pidity regions. The Tile Sampling Calorimeter uses scintillating plastic tiles with

steel absorbers as active material. The UV scintillations in the scintillating tiles are

wavelength-shifted to visible region in optical fibers and measured by photomultiplier

tubes located on the outer edge of the calorimeter (shown in Figure 3.7).

Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source
tubes

Figure 3.7: ATLAS HCAL tile barrel geometry [5].

It consists of three components - one central barrel (covering |η| ă 1.0) and two

extended barrel (covering 0.8 ă |η| ă 1.7). Each of these components consists of three

layers each with thickness 1.5, 4.1, and 1.8 interaction lengths4 (λI) for the central

barrel and 1.5,2.6,3.3 λI for each of the two extended barrels, respectively. For forward

region, LAr hadronic end-cap calorimeter (HEC) covers the region 1.5 ă |η| ă 3.2.

It consists of two wheels each with 4 layers in depth. These layers are built using

4The average nuclear interaction length λI is the distance required to reduce the number of particles
by a factor of 1

e [53].
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32 wedge-shaped modules, which use copper plates interleaved with 8.5 mm LAr

gaps as active material. The forward most region is covered by the LAr Forward

Calorimeter (FCAL) which consists of 2 end-caps with 3 modules each. The FCAL

uses LAr as active material with copper absorber to absorb EM activity and tungsten

as absorber for hadronic activity, providing a thickness of 10 λI . Hadronic showers

are harder to measure than pure EM showers, as energy of the shower absorbed in

nuclear interaction with the absorbing material escapes the detector as neutral long-

lived decay products, such as neutrinos, neutrons and kaons. The energy resolution

of HCAL [5] for pions is σpEq
E
“ 56.4%?

EpGeV q

À

5.5%.

3.2.5 Muon Spectrometer (MS)

Figure 3.8: The ATLAS Muon Spectrometer (MS) [8]

Muon Spectrometers [54, 55] are the outermost layers of the ATLAS detector. The

central part of the MS components (shown in Figure 3.8) is enclosed in three torroidal

magent coils, one for the barrel region and one each for the endcaps, providing an
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azimuthal magnetic field with bending power of 1.0 to 7.5 Tm (|η| dependent) within

the MS volume.

Muons are able to penetrate most of the ID and calorimeter layers without loos-

ing much of their original energy, due to lack of strong interaction and heavy mass.

Muons are „ 200 times heavier than electrons, and therefore loose their energy using

bremsstrahlung (´dE
dx
9 E
m2 ) 40,000 times slower than electrons. The MS is able iden-

tify muon tracks as well as measure their pT (with resolution 10% of 1 TeV muon

tracks [5]). The MS consists of three fast triggering layers, stacked in 3 barrel layers

and 6 endcap disks. The precise tracking is done by Monitored Drift Tubes (MDT)

in the barrel and Cathode Strip Chambers in the forward region (2 ă |η| ă 2.7). The

MS also includes the Thin Gap chambers (TGC) and the Restive Plate Chambers

(RPC).

3.3 Trigger and Data Acquisition System (TDAQ)

ATLAS sub-detectors produce readouts of size 1-2 MB per event through „ 108 chan-

nels. The proton-proton collision rate at the LHC is „ 40 MHz. Thus to store every

event, ATLAS would have to record data at a rate of 40´ 80 TB/s, which is imprac-

tical. Therefore, to conserve readout bandwidth and storage space, only a fraction

of events, which are likely to be interesting from physics perspective, are selected in

real-time and stored via the ATLAS trigger and data acquisition system (TDAQ).

Following the major upgrades after Run-1, the ATLAS TDAQ system consists of two

levels, the hardware-based level-1 (L1) [56] and the software-based high-level trigger

(HLT) [57].

The L1 system needs to be extremely fast. It uses low-granularity information

from the calorimeters and the muon system using custom electronics to rapidly return

a L1 acceptance and region-of-interest (ROI) in the η ´ φ where any interesting
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activity is detected is passed on to the HLT. Calorimeter trigger towers are fed into

sliding window algorithm (discussed in Section 4.2.1) to identify candidate electron,

photon, hadronically decaying τ -lepton energy deposits, and jets as well as Emiss
T .

Trigger muons are identified by simplified linear track finding algorithms with varied

levels of coincidence between MS layers to reduce the false positive rate. The L1

system reduces the event rate from 40 MHz down to „ 100 kHz, reaching a verdict

within 2.5 µs.
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Chapter 4

Event Reconstruction

In this chapter, various algorithms to efficiently reconstruct the stable particles pro-

duced by a proton-proton collision event have been discussed. We start with low level

objects such as vertex and track finding, calorimeter clustering and build up to high

level physical objects of interest: electrons, muons, jets, b-hadron jets, and missing

transverse energy.

4.1 Track & Vertex Reconstruction

Charged particles originating from proton-proton collision leave a series of space-

point hits (energy deposits) in the silicon inner detectors and TRT of the ATLAS

detector. The charged particles follow a helicoidal trajectory due to the magnetic

field along the z direction, and is paramterized in ATLAS as follows:

τ “ pd0, z0, φ0, θ, q{pq (4.1)

Here, d0 and z0 are the impact parameters which represent the distance from the

point of closest approach to a chosen reference along transverse plane and along the

z axis, respectively. The angles φ0 and θ are defined as the azimuthal and the polar

angle of the track at its perigee (the point of the track’s closest approach in the xy

plane), respectively (as depicted in Figure 4.1). Finally, the ratio q{p defines the

orientation and the curvature of the helix trajectory.

There are two track-finding strategies employed in ATLAS - inside-out and outside-

in.

The first step in the ATLAS tracking is to group nearby charged silicon pixels,
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Figure 4.1: ATLAS track paramters [9].

throughout a tracking pixel detector layer, into 7 ˆ 7 pixel clusters using connected

component analysis (CCA) [58] algorithm. Then the charge center is linearly inter-

polated using the charge distribution in a cluster. At least three of these clusters

from the silicon detectors are then fitted using pattern recongition algorithms [59]

to obtain initial track candidates or seeds (also required to have pT ą 300 MeV

and |η| ă 2.5). Starting from the seeds, subsequent hits in the outward layers of

the silicon tracker which are compatible with the track hypothesis are added to the

tracks using combinatorial Kalman Filter [60, 61]. If more than one track candidates

pass through a single cluster, the cluster is termed as merged cluster. In the case

of merged clusters, the ambiguity is solved by assigning a score to the tracks based

on their basic properties and the number of holes 1 and associated hits according

to a scoring algorithm [62]. The merged clusters, which are not resolved using the

scoring algorithm, are split using a set of artificial neural networks [15] (discussed in

Chapter 5), improving the track fit quality.

The inside-out strategy is used to reconstruct the primary tracks (originating from

1Holes are defined as the locations in the detector where a hit is expected by the track fit but not
registered.
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Figure 4.2: Track reconstruction efficiency measured on a PYTHIA [10] Minimum
Bias [11] MC simulation [12] as a function of η (left) and pT (right). The error bands
indicate the total systematic uncertainty. For (a) pT ą 400 MeV and for (b) |η| ă 2.5
requirements are applied. Figures taken from [13].

the proton-proton hard scatter). For secondary tracks (decays of long-lived particles)

and conversion tracks (from particle interaction with the detector), the outside-in

algorithm, commonly known as back-tracking, is used which starts from the TRT

segments and extrapolates inwards adding silicon layer hits.

The track fitting algorithms can lead to the reconstruction of fake tracks arising

from random combinations of hits that cannot be matched with primary or secondary

tracks. The rate of fake tracks depend on the quality of tracks. In ATLAS, two sets

of quality cuts are defined [12] (see Figure 4.2):

Loose

– pT ą 400 MeV

– |η| ă 2.5

– Number of Pixel and SCT clusters on track (‘silicon hits’) ě 7

– Number of shared modules ď 1

– Number of silicon holes ď 2

– Number of pixel holes ď 1
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Tight-Primary (in addition to the Loose quality cuts)

– Number of silicon hits ě 9 (if |η| ď 1.65)

– Number of silicon hits ě 11 (if |η| ě 1.65)

– At least one hit on one of the two innermost pixel layers

– No pixel holes

When Tight selection is applied, the number of primary tracks increases linearly

with pile-up. To estimate the rate of fake tracks, the number of tracks in linearly

fitted to the pile-up and any deviation from the fit is considered as due to fake tracks.

A vertex is defined as the three-dimensional spatial coordinate from which a track

or multiple tracks originate. Vertices associated with primary tracks (originating

from p-p scattering in the interaction region) are known as primary vertices, while

vertices associated with secondary and conversion tracks (as defined in Section 4.1)

are referred as secondary vertices. It is important to have a robust reconstruction of

primary vertices in order to suppress in-time pileup. Moreover, the VBF HÑWW ˚

analysis rely on identification of b-quarks, which require good resolution to detect

displaced vertex from the interaction region.

The reconstruction of primary vertices takes place in two steps, vertex finding

and vertex fitting [63]. To begin the process of finding primary vertex position, a

tight selection is applied on the ID tracks, and the longitudinal impact parameter z0

of the selected tracks is evaluated with respect to the center of the beam spot in the

z-direction. The longitudinal location of the primary vertex is then estimated to be

the global maximum of the longitudinal impact parameter z0 of all the selected ID

tracks. Following the initial estimate of the primary vertex, an iterative method is

used to refine its longitudinal position. Tracks close by to the initial estimate of the

primary vertex are used as seeds for vertex reconstruction. Each track is assigned
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a weight, reflecting its compatibility with the primary vertex. The vertex position

is recalculated using the tracks taking into account their weights, and their weight

are then updated using the new primary vertex position. This procedure is repeated

until the vertex position does not change, concluding the vertex finding step.

In the next step of vertex fitting, tracks which are found to be incompatible with

the primary vertex by 7σ are removed from the primary vertex. These discarded

tracks are used as seeds to search for another primary vertex candidate. The process

is repeated until all tracks have been associated to a primary vertex candidate and

no additional primary vertex can be found. These primary vertex candidates are also

required to fulfill the criteria of having at least two associated tracks and |zPV | ă

200mm. Out of these primary vertex candidates, the vertex with the largest
ř

p2
T,trk

is considered as the primary vertex for the event while the rest of the primary vertex

candidates are considered as pile-up vertices.

4.2 Calorimeter Clustering

Particle showers deposit their energy in the cells of the EM and hadronic calorimeters.

The 4-momentum of particles are recontructed using the direction and total energy of

the particle in the ATLAS calorimeter system, in addition to their track and vertex

information. To get the total energy deposited by a particle, all the calorimeter cells

with energy deposits from that particle have to be clustered. Moreover, the shape

of the clusters are also characteristic of the type of the particles - electron, photons,

jets, MET. The calorimeter clusters are therefore used in particle identification. To

cluster the energy deposits in the ATLAS calorimeters, two algorithms are used,

the sliding window which useful for clustering deposits from electrons, photons and

hadronic τ -leptons, and the topological clustering which is used for recontructing jets

and MET. These two algorithms have been discussed in details in this section.
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4.2.1 Sliding Window Clustering

In the first step of the sliding window method [64], the calorimeter is scanned by a

rectangular window of pre-defined dimensions in the η-φ plane to find windows with

ET maxima. To do the scan, the calorimeter is divided into a grid with grid elements

of size ∆η ˆ∆φ “ 0.025ˆ 0.025 and the window is moved across each grid element.

The dimensions of the sliding window can be defined as Nη ˆ Nphi, where Nη (Nφ)

is the number of grid elements along the η (φ) direction. The energy of each grid

element is defined as the sum of the energies of all cells within the element, across

all the calorimeter layers, resulting in a “tower”. At each step of the scan, the ET

inside the window is defined as the total transverse energy of all the towers within the

window. The window with a local minima of the ET (above some threshold energy)

is used to find the seeds of the cluster. Position of the cluster seed for each layer

within the window is calculated based on the layer type. If two of these seeds fall

within two grid units in the η or φ directions of each other, the seed with the lower

ET is discarded. All the cells of a layer within Nη ˆNφ, centered at the seed of that

layer, are included in the cluster. The cells within the window containing the seed is

assigned to the cluster.

The dimensions of the window are decided to completely contain the energy de-

posit of a particle in a layer. So, for electrons and converted photons (photons

producing electron-positron pair), which bent under the ID magnetic field in the

transverse plane and emit Bremsstrahlung photons, the window length in azimuthal

(φ) direction is wider than for unconverted photons. The dimensions of the window

are therefore dependent on type of the particle and the calorimeter layer.
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4.2.2 Topological Clustering

Topological Clustering is an iterative algorithm, used to produce variable-size clus-

ters, unlike Sliding Window Cluster. This algorithm produces three-dimensional clus-

ters which is able to reconstruct the shower from a single particle or merged response

from several particles, and also part of the shower. The algorithms, as described in

[64], works as following:

• Calorimeter cells with |Ecell| ą 4σnoise are selected as the starting seeds of the

clusters.

• Around those seed cells, the adjoining cells with |Ecell| ą 2σnoise are added to

the cluster.

• The newly added cells become the new seeds for the next iteration and the

clustering continues until the |Ecell| of neighbouring cells drop below 2σnoise.

• Once the iterations of the above step ends, an additional layer of cells is added

to the cluster.

The expected noise of each cell is estimated using test beam data for both LAr

and Tile Calorimeter using data collected with triggers.The noise is a cell is defined

as the quadrature sum of the electronic noise and the noise due of pile-up,

σnoise “

b

pσelectronicnoise q2 ` pσpile´upnoise q2 (4.2)

In Run-2, the effects of pileup dominated over the electronic noise (in Equation 4.2,

σnoise « σpile´upnoise ).
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4.3 Physics Object Reconstruction

The particles produced in the pp collision interact differently with the subsystems of

the ATLAS detector, based on the particle type. Thus, to reconstruct these particles,

their physical properties are exploited in the algorithms which are applied on the low

level objects created in the previous sections. In this chapter, the algorithms used to

reconstruct the physics objects are discussed.

4.3.1 Electrons & Photons

Electron and photons are reconstructed in the electromagnetic calorimeter using the

“sliding window” algorithm (discussed in Section 4.2.1). For electrons, the calorime-

ter clusters are matched with a track from the inner detector. A track has to match

in both position and momentum with the cluster to reconstruct an electron. A

multi-variate likelihood method using the shower property variables, track-to-cluster

variables, and track quality is used to classify the electron as with either Loose,

Medium, or Tight identification working point. A tighter cut gives a higher purity

but a lower efficiency.

Photons also induce shower in the electromagnetic calorimeter as electrons, but

there are a few variables that can discriminate electron signatures from photon sig-

natures to some extent. One important discriminant variable is that photons are

not required to have an associated track in the inner detector. Sometime, when a

photon interacts with detector material, it may convert to an electron-positron pair.

Such photons are identified by associating an electromagnetic cluster is with a pair

of tracks in the inner detector.
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4.3.2 Muons

Muons are reconstructed by combining the information from the muon spectrometer

and the inner detector, and also from the calorimeter to a lesser extent. Based on the

manner in which the information from the different subsystems are combined, there

are four types of muons:

• Combined muons: a track in the muon spectrometer matched to a track in the

inner detector.

• Extrapolated muons: a track in the muon spectrometer with a loose requirement

on the compatibility with the interaction point.

• Segment-Tagged muons: an ID track matched to at least one local track segment

in the muon spectrometer.

• Calorimeter-Tagged muons: an ID track matched to calorimeter cluster com-

patible with a minimum ionising particle.

The Extrapolated muons are mainly used for the region 2.5 ă |η| ă 2.7 as the

inner detector is not present. In the case of muons sharing the same ID track, the

order of preference to assign the ID track is Combined muons, followed by Segment-

Tagged muons and then Calorimeter-Tagged muons. When muons share the same

muon system track, the track with better track quality is preferred. Muon identi-

fication aims at reconstructing muons at high efficiency while keeping the rate of

fakes, coming mainly from kaons and pions decaying in-flight, low. The quality cuts

- Loose, Medium, Tight and high-pT selection, are aimed at increasing the recon-

struction efficiency of muons while suppressing the misidentified muon background

contribution, mainly from kaons and pions decaying in-flight, in varied degree and

the type of reconstructed muons. The loose identification criteria is optimized for
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the H Ñ ZZ Ñ 4` events and gives a high reconstruction efficiency (above 98%

reconstruction efficiency for muons with pT ą 10 GeV). The medium identification

criteria is only applied extrapolated and combined muons and gives efficiency close to

loose criteria. Requirements on the number of hits in the different muon spectrometer

are applied based on the type of reconstructed muons. Additionally, for combined

muons, a very loose compatibility between the muon spectrometer track and the ID

track is required. For combined muons with pT ą 100 GeV, the high-pT selection

maximizes the momentum resolution. The tight identification criteria can be applied

only on combined muons satisfying the medium criteria with additional quality cuts

and yields the highest purity with a reconstruction efficiency between 90% and 98%.

4.3.3 Jets

A jet is a spray of tracks in the ID and energy deposits in the calorimeters resulting

from the hadronization of color-carrying partons. In ATLAS, these deposits in the

calorimeters are first clustered into toplogical clusters Section 4.2.2. These topological

clusters are fed to the anti-kt algorithm [65] which recocntruct the jets. The anti-

kt algorithm combined input objects, topological clusters, sequentially into stable

conical jets of raius R specified as a parameter to the algorithm. For this algorithm,

a distance measure dij is calculated for every object i with other objects j. Another

distance measure diB between the object i and the beamline is also calculated. The

distance measures are defined as follows:

dij “ minp1{p2
T,i, 1{p

2
T,jq

∆R2
T,j

R2
(4.3a)

diB “
1

p2
T,i

(4.3b)
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If dij is the smallest distance measure for object i, it is merged with object j. If diB

is the smallest distance measure for object i, it is declared a jet and not considered

for further combinations. This process is repeated until all objects are assigned to

jets. The distance measure in Equation 4.3 effectively creates circular jets around

high pT objects. This algorithm is infrared safe, which means it is robust against soft

radiation and collinear splittings.

In ATLAS, jets are generally of radius R “ 0.4 as they are optimal for most

purposes. For large radius R “ 1.0 is generally used, were the pileup contributions

are limited by trimming. In the process of timming, constituents of the large radius

jet are reclustered into subjets of R “ 0.2 using kt algorithm [66]. Subjets from

psubjetT

pjetT

ă fcut “ 0.05 or 0.1 are considered to be from pile-up and are removed.

4.3.4 Missing Transverse Momentum

Neutrinos and some waekly interacting hypothized particles in beyond-the-Standard-

Model theories can escape the detector without leaving a trace. Such particles can be

indirectly detected from the imbalance in momentum in the transverse plane, since

if all the particles were directly detected the total tranverse momentum would be

zero. This imbalance in the transverse momentum for an event is termed as the

missing transverse momentum or the missing transverse energy (Emiss
T ). The Emiss

T

is calculated as follows [67]:

Emiss
T “ pEmiss

T,x , Emiss
T,y qE

miss
T “

b

pEmiss
T,x q

2 ` pEmiss
T,y q

2φmiss “ arctanp
Emiss
T,y

Emiss
T,x

q (4.4)
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Emiss
T is a function of all the observed particles, as expressed in Equation 4.5.

Emiss
T,xpyq “ Emiss,e

T,xpyq ` E
miss,γ
T,xpyq ` E

miss,τ
T,xpyq ` E

miss,jets
T,xpyq ` Emiss,µ

T,xpyq ` E
miss,soft
T,xpyq (4.5)

Emiss
T is therefore sensitive of double counting due to overlaps between different

objects, visible particles escaping due to gaps in the detector, poor reconstruction of

objects, inclusion of unassociated pile-up particles. Emiss
T has to be carefully recon-

structed and calibrated so that these effects are accounted for and minimized [68].

The “soft term” (Emiss,soft
T,xpyq ) is calculated using the ID tracks [69, 70] to include en-

ergy from the primary vertex which is not used in any recontructed object, making

the Emiss
T more pile-up robust.
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Chapter 5

CTIDE NN Performance at Reduced
Charge Information

The cross-section for very high pT-jets is significantly large at the current energy

scale of
?
s “ 13 TeV (see Figure 5.1). Due to high Lorentz boost, these high pT-jets

are collimated to the extent that they often contain tracks, which are at a smaller

separation to each other than the dimensions of the ATLAS silicon pixel detectors

(see Figure 5.2). In such cases, the pixel detectors are not able to resolve those tracks,

Figure 5.1: Differential inclusive jet cross-section as a function of jet pT (2015 data)
[14]. High pT jets have significantly large cross-section at the LHC energy scale.

present inside the high pT jets. This leads to merged clusters, degrading the ATLAS

tracking efficiency.
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Figure 5.2: Average minimum track separation with respect to jet pT [15]. Higher
pT jets can have track separations less than the ATLAS silicon pixel dimensions,
leading to merged clusters.

ATLAS employs an ambiguity resolver to resolve these merged clusters. Among

other tools, the ATLAS ambiguity resolver also contains a set of artificial neural net-

works (NNs) which are called the clustering and tracking in dense environment neural

networks (CTIDE NNs). These networks use all the available low-level information

about these merged clusters, such as the charge deposit in every pixel of a cluster,

incident angles of tracks on a cluster, etc., to resolve the tracks in these clusters. The

overall ATLAS tracking and the CTIDE NNs in the ATLAS ambiguity resolver have

been described in Section 5.1 respectively.

At the high luminosity-LHC (HL-LHC), track multiplicity is expected to increase

due to high pile-up (see Table 5.1). This would require higher transmission rate of

hit information. The Inner Tracker (ITK) is an all-silicon replacement of the current

inner detector (see Section 3.2.2) for HL-LHC, and is comprised of pixel and strip

detectors. The ITK hardware has bandwidth limitations, hence the storage of charge

information i.e. time over threshold (ToT), has to be reduced.

In this chapter, the effects of reducing the charge information on the performance
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Table 5.1: Pile-up at the LHC and the HL-LHC (assuming 50ns bunch crossing) [19].
Higher pile-up at the HL-LHC would contribute to more merged clusters.

Linstantaneous avg. no. of interactions
bunch crossing

(ă µ ą)

LHC 1.5ˆ 1034cm´2s´1 60
HL-LHC 5ˆ 1034cm´2s´1 140

of ambiguity resolver have been investigated. This work was solely conducted by the

author, with some help from a summer student in hyperparameter optimization in

Section 5.6 Additionally, the optimum charge information content, which would not

deteriorate the tracking performance significantly in the ITK, has been explored.

A straightforward approach would be to study the difference in performance of

the CTIDE NNs, for merged clusters from the ITK versus the ATLAS inner detector.

However, as the ITK is still in its design phase, neither actual data, nor simulation

of the ITK merged clusters is accessible.

Therefore, for this study, the ITK merged clusters were indirectly simulated by

reducing the charge information content of merged clusters from the inner detector.

To accomplish this reduction in charge, a conversion scheme, developed in the Sec-

tion 5.4.1, was used. In order to reduce the charge information, the entire range of

8-bit charge values allowed in the inner detector was needed. But, the upper limit of

the charge range could not be clearly determined. So, 8-bit ToT was used instead of

charge, where the allowed values were just consecutive integers from 0 through 256,

in units of 25 ns (1 bunch-crossing)1. The conversion scheme was developed and op-

timized from Section 5.4 through Section 5.6 for ToT. Finally this conversion scheme

was also used for charge to study the degradation in performance of the CTIDE NNs

as a function of the charge information in merged clusters, as discussed in Section 5.8.

1IBL which stores in 4-bit also has a time granularity in ToT of 25 ns (1 bunch-crossing), so its
ToT range is shorter than 8-bit pixels. Therefore, for 4-bit and 8-bit pixels the allowed charge
ranges are about 1.5 and 8.5 times [71] the average charge deposited by a normally incidented
minimum ionizing particle (MIP) on these pixels, respectively.
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The first step in the ATLAS tracking is to group nearby charged silicon pixels,

throughout a tracking pixel detector layer, into 7ˆ 7 pixel clusters. Then the charge

center is linearly interpolated using the charge distribution in a cluster. Any track

fit using three such positions (or seeds) and passing the pT and impact parameter

cuts is defined as an initial track candidate. A combinatorial Kalman filter [61] uses

these initial track candidates and recursively updates their tracking parameters by

including more seeds from other detector layers. When more than one track passes

through a charged cluster, it is considered to be a merged (or shared) cluster candidate

for which the ambiguity resolver is invoked [72]. This step first calculates metric

to score the track candidates in the merged cluster, such as number of associated

seeds, etc., in order to discard some of the ghost track candidates. But in dense

environment, there are genuine merged clusters. In order to resolve these merged

clusters, ambiguity resolver has a set of NNs, the CTIDE neural networks. These

steps have been schematically depicted in Figure 5.3. The first network is a number

neural network, which estimates the track multiplicity of the merged cluster. Then

is a position network which estimates the positions (with respect to the center of the

cluster) of the tracks in a merged cluster. Finally, there is an error network, which

estimates the error in the position of the tracks estimated by the position network.

The CTIDE NNs have been depicted schematically in Figure 5.4.

5.1 CTIDE Neural Networks

A general artificial neural network architecture looks like Figure 5.5. ANNs can be

used for both classification and regression problems (see Ref. [73]).

In the ATLAS ambiguity resolver (see Figure 5.4), each neural network [74] con-

tains two hidden layers. A stochastic gradient descent method with backpropagation

is used to train the weights. A patience-based early-stopping strategy is used in

45



Figure 5.3: Schematic overview of the ATLAS tracking chain.

Figure 5.4: Schematic diagram of the CTIDE neural network set in the ambiguity
resolver.
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Figure 5.5: General architecture of an artificial neural network. The information in
the nodes from the previous layers are added linearly added using a set of weights for
a given node (depicted here with the arrows) and acted upon a non-linear activation
function. This makes the final output nodes a very non-linear function of the input
layers. The error in predicting the true output is propagated back, in every epoch,
to the weights in the network until this error is minimized.

the training to avoid overfitting. The number of remaining epochs is increased by

1.75 for every epoch that sees a loss decrease of at least 0.5% for epochs above the

50th one. The required validation loss is computed on 10% of the training set. The

hyperparameters used are listed in Table 5.2.

Table 5.2: Hyperparameters used to train the three sets of neural networks. In the
Structure row, the numbers in parentheses denote the input and output layer sizes
while the numbers in-between represent the hidden layer sizes. The sigmoid function
used used here is: 1{p1` e´2xq.

Hyperparameter Multiplicity network Position networks Uncertainty networks

Structure (60)-25-20-(3) (60)-40-20-(2/4/6) (62/64/66)-15-10-(30/50/60)
Hidden activation Sigmoid Sigmoid Sigmoid
Output activation Sigmoid Identity Sigmoid

Learning rate 0.08 0.04 0.3
Weight decay 10´7 10´7 10´6

Momentum 0.4 0.3 0.7
Minibatch size 60 30 50

Loss function cross-entropy mean squared error cross-entropy

The inputs used in these neural networks are:
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• A 7ˆ 7 matrix of deposited charges in the cluster,

• A 7´dimensional vector of pixel sizes in the longitudinal direction, to identify

long pixels,

• The layer number (from 0 to 3) and layer type (barrel or endcap),

• The polar angle (θ) and the azimuthal angle (φ) of the track candidates (CTIDE

NNs are robust with respect to these angular variables [75], and have a signif-

icant improvement in performance by their inclusion [15]).

For error network, the position estimates from the position NN are also inputted. A

dijet Monte Carlo sample generated with Pythia 8.186 [76] using the A14 set of

tuned parameters [77] and the NNPDF2.3LO parton distribution function set [78]

is employed to produce the training and validation sets. A filter that keeps only jets

with transverse momentum between 1.8 and 2.5 TeV is applied, resulting in a high

fraction of multi-particle clusters.

For each neural network training, 1 million clusters each are retained for the train-

ing and validation set. For the network used to estimate the particle multiplicity, the

dataset is adjusted to contain 22%, 26% and 52% of 1, 2 and ě3 particle clusters, re-

spectively. 2 For the position and error neural networks, separate training are carried

out for 1, 2 and 3x particle clusters (ą 3 particle clusters are not further consid-

ered) and each training dataset consists solely of clusters from the corresponding

multiplicity class.

5.2 Incident Angle Distributions

Incident angles θ and φ are two of the input variables used for the CTIDE networks

in resolving merged clusters. These angles are calculated locally for clusters. The

2This fraction was tuned to help the network to properly learn to recognize 3-particle clusters
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cluster feature might have some dependence of the global η as well. There are 13 η

modules in the ATLAS barrel and IBL detectors. Since the global η is not directly

inputted in the CTIDE networks, the distributions of θ and φ coordinates for 1-, 2-

and ě 3 clusters at all the barrel layers for each of the η-modules were studied. This

helped the dependence of merged cluster profiles on the global η, and if so, the way

is it encoded in the local variables such as θ and φ over which the CTIDE networks

are to be trained.

5.2.1 Azimuthal Angle Distribution

The azimuthal angle φ is measured with respect to the normal to the cluster. The φ

distributions of the merged clusters are uniform only within a range of about [-0.1,

0.4] (asymmetric about 0). The mean positive φ is because of a small tilt in the staves

along the φ direction. This range gets even shorter going radially out, due to the

curvature of the charged tracks in the cluster. A flat background outside this range is

contributed by delta rays and secondary tracks. Some of the distributions are given

in Figure 5.6 (see the distributions for each particle-multiplicity class in [79]):

5.2.2 Polar Angle Distribution

The longitudinal angle θ is measured also measured with respect to the normal to the

cluster. The θ distribution, as expected was directly dependent on η, so it was skewed

at ´π
2

in the right-most η module (module -6), at 0 in the central η module (module

0) and at `π
2

in the left-most module (module 6). This ensured that dependence

of merged cluster features on global η is well relayed by the local θ coordinate. A

few distributions are given in Figure 5.7 (see the distributions for each particle-

multiplicity class in [79]):
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(d) Barrel layer 1 η-module -5
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(f) Barrel layer 1 η-module 5
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(g) Barrel layer 2 η-module -5
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(i) Barrel layer 2 η-module 5
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(j) Barrel layer 3 η-module -5
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(l) Barrel layer 3 η-module 5

Figure 5.6: φ distribution for 2-particle clusters. The leftmost column is for η-
module -5, the central column is for η-module 0 and the rightmost column is for
η-module +5. The topmost row is for IBL, followed by Barrel layer 1, then Barrel
layer 2 and the last row for Barrel layer 3.

5.3 Distribution of Charge in 7ˆ 7 Cluster Pixels

The distribution of charge in the merged cluster pixels depend on the incident angles

of the track(s). As discussed in Section 5.2, the incident angles have dependence on
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Figure 5.7: θ distribution for 2-particle clusters. The leftmost column is for η-
module -5, the central column is at η-module 0 and the rightmost column is at
η-module +5. The topmost row is for IBL, followed by Barrel layer 1, then Barrel
layer 2 and the last row is Barrel layer 3. The local coordinate θ is proportional to η.

η. Therefore, the η dependence of the charge distribution in the cluster pixels were

studied for all the particle multiplicity classes.

Each pixel in the 2-dimensional 7 ˆ 7 array in a cluster is enumerated with an
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integer index from [0,48]. Naturally such mapping of 2-D coordinates into 1-D index

have non-unique options. Since, actual mapping used to convert the 2-D pixel coor-

dinates into 1-D index is not specified to the CTIDE networks, it can be expected

that the networks are somehow capable of learning the scheme being used to get the

pixel indices. The charge distribution for 1-D pixel indices were plotted, for each η

module at every layer for all the particle multiplicity class. This was to see if the

scheme used in mapping the 2-D pixel coordinates to 1-D index is apparent from

these aforementioned charge distributions. Some of the distributions are given in

Figure 5.8 (see all the distributions in [79]):

By examining the distributions along pixel indices above, the scheme used to map

2-D coordinates to 1-D pixel could be understood. One can think of the enumeration

scheme as lining up the rows of the 7 ˆ 7 pixels along the azimuthal direction in

one long array and then assigning them indices from 0 through 48. Some of the

distributions are given in Figure 5.9 (see all the distributions in [79]):

5.4 Clusters with Reduced Charge Information

Since the actual charge storage in ITK pixels is still under discussion, a conversion

scheme to reduce the charge content of the 8-bit ToT inner detector Si-pixels to

any arbitrary low charge content was developed, which could then emulate the ITK

merged clusters. Since the barrel and endcap layers in the inner detector store 8-

bit charge information, the per-pixel charge distribution was expected to have sharp

peaks around 256 distinct charge values. Although lower charge peaks were identified,

the charge peaks at higher values could not be well resolved. This could perhaps

be attributed to the difference in ToT to charge calibration among the pixels (see

Figure 5.10).
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(c) IBL η-module 5
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(d) Barrel layer 1 η-module -5
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(e) Barrel layer 1 η-module 0
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(f) Barrel layer 1 η-module 5
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(g) Barrel layer 2 η-module -5
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(h) Barrel layer 2 η-module 0
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(i) Barrel layer 2 η-module 5
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(j) Barrel layer 3 η-module -5
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(k) Barrel layer 3 η-module 0
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(l) Barrel layer 3 η-module 5

Figure 5.8: Charge distribution over pixel index for 2-particle clusters. The leftmost
column is for η-module -5, the central column is at η-module 0 and the rightmost
column is at η-module +5. The topmost row is for IBL, followed by Barrel layer 1,
then Barrel layer 2 and the last row is Barrel layer 3.
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(a) IBL η-module -5

 directionθ

0 1 2 3 4 5 6

 d
ir
e

c
ti
o

n
φ

0

1

2

3

4

5

6

(b) IBL η-module 0

 directionθ

0 1 2 3 4 5 6

 d
ir
e

c
ti
o

n
φ

0

1

2

3

4

5

6

(c) IBL η-module 5

 directionθ

0 1 2 3 4 5 6

 d
ir
e

c
ti
o

n
φ

0

1

2

3

4

5

6

(d) Barrel layer 1 η-module -5
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(l) Barrel layer 3 η-module 5

Figure 5.9: Charge distribution over 2-dimensional 7 ˆ 7 pixel array in a cluster
(reconstructed using figure 5.8) for 2-particle clusters. The relative size of the boxes
represent the total deposited pixel charge (in e) in log10scale. The leftmost column
is for η-module -5, the central column is at η-module 0 and the rightmost column is
at η-module +5. The topmost row is for IBL, followed by Barrel layer 1, then Barrel
layer 2 and the last row is Barrel layer 3.
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(a) IBL charge (b) Barrel charge

Figure 5.10: Per-pixel charge distribution. Here, (a) shows 4-bit IBL charge distri-
bution and (b) shows 8-bit barrel (all 3 barrel layers included) charge distribution.
Merged clusters from all three particle multiplicity classes have been included. The
higher charge peaks are not distinctly visible. As the distributions here are inclusive
of the entire barrel region, due to the difference in ToT to charge calibration at dif-
ferent parts of the barrel, the charge peaks at higher values merge with each other
and therefore unresolvable.

Since, the higher values of the available 8-bit charge range was unclear, the upper

limit of the 8-bit charge was also ambiguous. In the case of ToT, however, the range

is merely the integers in [0, 256]. Therefore, in order to develop a conversion scheme

for charge information and lay the course of this study, a ToT was used in lieu of

charge as it was simpler to deal with. The charge inputs were replaced with the ToTs

in the CTIDE NN, without altering the architecture of these networks. A quick check

on its impact on the performance of the number neural network which estimates the

track-multiplicity for the merged clusters, was made by comparing the ROC curves

using both types of inputs - charge and ToT (see Figure 5.11).

As expected, the ToT input networks could not out-perform the charge input

networks, however the performance difference was generally small. With this caveat,

it was decided to proceed with the ToT studies for developing a conversion scheme

(see Figure 5.12).
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(a) (Barrel) 1vs2 (b) (Barrel) 1vs3 (c) (Barrel) 2vs3

(d) (Barrel) 2vs1 (e) (Barrel) 3vs1 (f) (Barrel) 3vs2

Figure 5.11: The comparison in performance of the number network between pixel
charges and pixel ToTs as input. Since the output number network are the three
probabilities for the particle multiplicity classes (1-, 2- and ě3-particle clusters),
there are 6 ROC curves. To compare the performance the ROC curves in the case of
8-bit ToT and charge inputs are overlaid.

(a) IBL ToT (b) Barrel ToT

Figure 5.12: Per-pixel ToT distribution. Here, (a) shows 4-bit IBL per-pixel ToT
distribution for 1 particle clusters and (b) shows 8-bit barrel (all 3 barrel layers
included) ToT distribution for 2 particle clusters. The (4-bit) IBL ToT covers the
entire range through 16, while the (8-bit) Barrel ToT distribution is contained within
120 (less than half the available range).
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5.4.1 Conversion Scheme

Among the detector layers of the ATLAS inner detector, only insertable B-layer (IBL)

stores 4-bit ToT for charge information. The rest of the layers store 8-bit ToT for

charge information. Since, the aim of the conversion scheme was to lower the charge

information from existing 8-bit for the same detector, and the IBL was already having

a lower charge information, the IBL per-pixel ToT was studied (see Figure 5.12a). It

was compared to the per-pixel ToT distribution of the barrel layers (see Figure 5.12b).

It was observed that, while for IBL the entire available ToT range was being used, for

the barrel layer after a higher ToT value the rest of the available range was unused.

It was realized that, since there is anyway a loss of information in conversion of 8-bit

ToT to lower n-bit ToT, for maximum information retention there should not be any

unused value in the available lower n-bit ToT range. Also, if only the used part of

the 8-bit ToT range is used during conversion, it would reduce the resolution loss of

information.

Guided by these points, the conversion scheme was developed, where first the 8-bit

ToT range was saturated at a given value followed by a mapping of the abridged

range (i.e., [0, saturation value]) with 8-bit ToT resolution linearly to lower n-bit

ToT range [0, 2n].

5.4.2 Choice of Saturation ToT

As Figure 5.12b shows, the higher values of the available 8-bit ToT range of the

ATLAS inner detector do not contain any information. Therefore, introduction of a

saturation ToT (discussed in Section 5.4.1) in the conversion scheme gives a flexibil-

ity to use the effective ToT range, which contains all the relevant charge information

with 8-bit resolution. If by choosing a large enough saturation ToT, the unused range

(or part of it) is included along with the effective range and gets mapped to lower
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n-bit ToT values, it adds to the resolution loss in the conversion process. The per-

formance of CTIDE networks (and other discriminators) is then sub-optimal for that

lower n-bit charge information. On the other hand, a smaller saturation ToT would

lose some of the information from the effective 8-bit range. This should would also

lead to a sub-optimal performance for the lower n-bit charge content. So, the choice

of saturation ToT, which include only includes the effective 8-bit range, would lead

to optimal performance for that lower n-bit charge information, and therefore have

the least drop in performance from the original 8-bit charge information.

Thus, the performance of CTIDE networks or other discriminators, for a given lower

n-bit charge information, can be optimized by tuning the saturation ToT. The general

strategy, in this note, has been to choose a saturation which optimizes the perfor-

mance of a discriminator (except in Section 5.5.4, where the saturation has been

tuned to match the performance for modified 4-bit barrel clusters with IBL clusters)

for the lower n-bit charge information.

5.5 Cluster ToT as Classifier

Cluster ToT is defined as the sum of all the ToTs from 7 ˆ 7 pixels in a cluster. It

is analogous to the total charge deposited in the cluster and therefore proportional

to the track multiplicity. Cluster ToT can be used a classifier between different par-

ticle multiplicity classes. It should be noted that cluster ToT does not encode the

information about the 2-dimensional spatial moments of charge distribution in the

clusters. For that the discriminators produced by the CTIDE networks, by taking

into account the entire 2-D spatial profile of the charge distribution, has to be used.
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5.5.1 Difference in Barrel Layer Thresholds

When cluster ToT from all the three barrel layers are included, the distribution has

more than one peak (see figures 5.13b and 5.13e).

(a) IBL ToT (1 particle) (b) Barrel ToT (1 particle) (c) Endcap ToT (1 particle)

(d) IBL ToT (2 particle) (e) Barrel ToT (2 particle) (f) Endcap ToT (2 particle)

Figure 5.13: Combined cluster ToT distribution for 1-particle and 2-particle clus-
ters. For the barrel region, (b) for 1-particle and (e) for 2-partice clusters have more
than one peak.

Table 5.3: Cluster ToT distribution highest peaks for pixel detectors. For barrel,
the highest peaks have been listed.

Pixel detector IBL Barrel Endcap

1-particle cluster 7 30 28
2-particle cluster 18 70 65

However, the cluster charge distribution for barrel (all the layers combined) has

only one peak (see figure 5.16).

The cluster ToT distribution of each barrel layer has single peak (see Figure 5.14

and Table 5.4). The cluster ToT peaks of barrel L2 and L3 are nearly the same, which

make up the higher peaks for combined barrel layer cluster ToT distributions, as listed
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(a) Barrel L1 ToT (1 particle) (b) Barrel L1 ToT (2 particle)

(c) Barrel L2 ToT (1 particle) (d) Barrel L2 ToT (2 particle)

(e) Barrel L3 ToT (1 particle) (f) Barrel L3 ToT (2 particle)

Figure 5.14: Cluster ToT distribution peaks for barrel layers.
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Table 5.4: cluster ToT distribution peaks for each barrel layer.

Barrel layer L1 L2 L3

1-particle cluster 16 32 32
2-particle cluster 41 70 74

in table 5.3. This revealed that the barrel pixel layers have different thresholds (L1

threshold ą L2 threshold “ L3 threshold) and that this difference was taken into

consideration while converting ToT to charge. Hence, cluster charge from all the

three barrel layers combined, has only one peak.

5.5.2 Si Path Length Correction

Figure 5.15: The length of the actual path traversed by a track is: l “ t ˆ
a

1` tan2θ ` tan2φ.

To correct for normal incidence (see Figure 5.15, cluster charges were divided by

the factor
a

1` tan2θ ` tan2φ as shown in Figure 5.16 and Table 5.5). To study

the dependence of cluster charge on φ, at a fixed η-module 0, the cluster charge

distribution before and after Si-path length correction (see Figure 5.17 and Table 5.6)

were studied.

The Si path length correction made the cluster charge distribution comparable to

dE/dx (see Figure 5.18).
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Table 5.5: corrected cluster charge distribution peaks, before (left columns) and
after (right columns) Si path length correction, for pixel detectors.

Pixel detector IBL (in ˆ104e) Barrel (in ˆ104e) Endcap (in ˆ104e)
Si-path correction No Yes No Yes No Yes
1-particle cluster 1.7 1.4 2.2 2.0 2.0 1.8
2-particle cluster 3.5 2.8 4.8 4.0 4.8 4.4

(a) IBL Charge (1 particle) (b) Barrel Charge (1 particle) (c) Endcap Charge (1 particle)

(d) IBL Charge (2 particle) (e) Barrel Charge (2 particle) (f) Endcap Charge (2 particle)

Figure 5.16: Combined cluster charge distribution (with and without Si path length
corrected).

Table 5.6: corrected cluster charge distribution peaks, before (left columns) and
after (right columns) Si path length correction, for IBL and Barrel at η module 0.

Pixel detector IBL (in ˆ104e) Barrel (in ˆ104e)
Si-path correction No Yes No Yes
1-particle cluster 1.7 1.7 2.1 2.1
2-particle cluster 3.0 3.0 4.8 4.8

The cluster ToT distribution of 2-particle clusters peak at twice the value as 1-

particle clusters (see Table 5.4). Which is why cluster ToT can be used as a discrimi-

nator between the three particle multiplicity classes. The discrimination performance

of cluster ToT can be given by the difference in the cluster ToT distributions of dif-
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(a) IBL (1 particle) (b) Barrel Charge (1 particle)

(c) IBL Charge (2 particle) (d) Barrel Charge (2 particle)

Figure 5.17: Cluster charge distribution at η module-0 for pixel detectors, before
and after Si path length correction.
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(a) 1p and 2p cluster charge in the barrel (Si
path length corrected)

(b) 1p and 2p dE/dx distribution

Figure 5.18: Comparison of dE/dx distribution to cluster charge (Si path length
corrected) distribution. Since the average θ and φ are used instead of individual track
θ and φ in the correction factor, 2-track path length corrected cluster charge differs
from the multi-track dE/dx template.

ferent particle multiplicity classes. Since, no particular shape was assumed to model

these cluster ToT distributions, a non-parametric test called the Mann-Whitney U

test was used to find the difference between the cluster ToT distributions of different

particle multiplicity classes.

5.5.3 Mann-Whitney U Test

Mann-Whitney U test is a non-parametric test which determines how shifted are

the respective distributions of two given samples. The steps to calculate the Mann-

Whitney U test statistic are as follows:

• step 1 All the elements of the two samples (containing n1 and n2 elements

respectively) are placed in a combined set and each element of this set is assigned

a global rank.

• step 2 A rank of an element is defined as one added to the total number of

elements less than the given element. Hence, in the case of ties, the elements are

64



assigned an adjusted rank “ Rtie `
pntie´1q

2
, where Rtie is the rank tied among

ntie elements.

• step 3 The Mann-Whitney U test-statistic is defined as: U1 “

˜

1
n1ˆn2

¸«

R1´

n1pn1`1q
2

ff

for sample 1, whereR1 is the sum of the global ranks of all the elements

in sample 1, such that U1 ` U2 “ 1. The statistic U shows how dispersed are

the elements of a given sample in the combined set (defined in step 1).

In other words, U gives a measure of the overlap (or separation in case of unimodal

distributions) of one sample on (from) the other sample. The test is thus a classifier

between the distributions of the two samples, with U being equal to the area under

the ROC for classifying these two distributions. U is, therefore, defined to have a

maximum value of 0.5 (which is the value between two identical distributions).

5.5.4 Emulating IBL Using Converted Barrel ToT

IBL is a existing real detector which registers 4-bit ToT information. Using conversion

scheme, 8-bit barrel ToT clusters can be converted into 4-bit ones. The saturation

ToT was tuned such that the cluster ToT of the modified barrel 4-bit clusters match

that of the IBL clusters. This way those modified 4-bit barrel clusters could then

emulate IBL clusters.

Table 5.7: ToT saturation at U(IBL,Barrel layer) peaks for 1-track and 2-track
clusters.

ToT saturation Barrel L1 Barrel L2 Barrel L3

1-track cluster peak 34(U=0.497) 63(U=0.498) 60(U=0.496)
floor(midpoint) 35 63 59

2-track cluster peak 37(U=0.498) 63(U=0.492) 58(U=0.496)
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(a) Barrel layer 1 (b) Barrel layer 2 (c) Barrel layer 3

Figure 5.19: Modified 4-bit Barrel ToT comparison to IBL. Mann-Whitney U versus
saturation point for 1-track and 2-track clusters. Leftmost column is layer 1 followed
by layer 2 and rightmost column is layer 3.

So, a saturation ToT range was scanned and the Mann-Whitney U score between

IBL cluster ToT and converted 4-bit barrel layer cluster ToT (see Figure 5.19) for

each of those saturation ToTs was computed. The U score was maximized to obtain

modified 4-bit barrel ToT closely matching IBL ToT. These saturation ToTs for

barrel layers have been summarised in the Table 5.7. ToT saturation of 1-particle

and 2-particle clusters at Umax were very close, so the midpoints of the saturation at

the two peaks could be used for optimal match between barrel layers and the IBL

(see Figures 5.20, 5.21 and 5.22).

5.5.5 Optimizing U Score

As a proof of concept (discussed in Section 5.4.2), the performance metric U of cluster

ToT, for classifying 1-particle from 2-particle merged clusters, was optimized for 3-bit,

4-bit and 5-bit ToT with respect to the saturation ToT (see Figure 5.23).

The cluster ToT distributions for 1-particle and 2-particle clusters, at ToT sat-

urations for optimum U has been compared to performance saturation ToTs with

difference in performance by 5% error (see Figures 5.24-5.26 for 3-bit ToT, Fig-

ures 5.27-5.29 for 4-bit ToT and Figures 5.30-5.32 for 5-bit ToT).

The ToT saturations for optimum performance in classifying 1-particle and 2-
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(a) ToT saturation=28 (1-
particle)

(b) ToT saturation=35 (1-
particle)

(c) ToT saturation=45 (1-
particle)

(d) ToT saturation=28 (2-
particle)

(e) ToT saturation=35 (2-
particle)

(f) ToT saturation=45 (2-
particle)

Figure 5.20: Cluster ToT distribution overlay of Barrel layer 1 with IBL.

(a) ToT saturation=55 (1-
particle)

(b) ToT saturation=63 (1-
particle)

(c) ToT saturation=69 (1-
particle)

(d) ToT saturation=55 (2-
particle)

(e) ToT saturation=63 (2-
particle)

(f) ToT saturation=69 (2-
particle)

Figure 5.21: Cluster ToT distribution overlay of Barrel layer 2 with IBL.
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(a) ToT saturation=50 (1-
particle)

(b) ToT saturation=59 (1-
particle)

(c) ToT saturation=69 (1-
particle)

(d) ToT saturation=50 (2-
particle)

(e) ToT saturation=59 (2-
particle)

(f) ToT saturation=69 (2-
particle)

Figure 5.22: Cluster ToT distribution overlay of Barrel layer 3 with IBL.

(a) 3-bit ToT (b) 4-bit ToT (c) 5-bit ToT

Figure 5.23: Mann-Whitney U(1-track cluster ToT, 2-track cluster ToT) versus
saturation point for barrel layers for 3-bit ToT (leftmost), 4-bit ToT (center) and
5-bit ToT (rightmost).
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(a) ToT saturation=30 (U=0.173) (b) ToT saturation=44 (Umin=0.168) (c) ToT saturation=57 (U=0.176)

Figure 5.24: 1-track and 2-track cluster ToT comparison for 3-bit barrel layer 1.

(a) ToT saturation=46 (U=0.141) (b) ToT saturation=63 (Umin=0.136) (c) ToT saturation=80 (U=0.139)

Figure 5.25: 1-track and 2-track cluster ToT comparison for 3-bit barrel layer 2.

(a) ToT saturation=46 (U=0.124) (b) ToT saturation=63 (Umin=0.118) (c) ToT saturation=80 (U=0.122)

Figure 5.26: 1-track and 2-track cluster ToT comparison for 3-bit barrel layer 3.

(a) ToT saturation=33 (U=0.169) (b) ToT saturation=47 (Umin=0.165) (c) ToT saturation=112 (U=0.172)

Figure 5.27: 1-track and 2-track cluster ToT comparison for 4-bit barrel layer 1.
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(a) ToT saturation=54 (U=0.135) (b) ToT saturation=80 (Umin=0.131) (c) ToT saturation=144 (U=0.136)

Figure 5.28: 1-track and 2-track cluster ToT comparison for 4-bit barrel layer 2.

(a) ToT saturation=54 (U=0.117) (b) ToT saturation=80 (Umin=0.113) (c) ToT saturation=144 (U=0.119)

Figure 5.29: 1-track and 2-track cluster ToT comparison for 4-bit barrel layer 3.

(a) ToT saturation=34 (U=0.168) (b) ToT saturation=62 (Umin=0.164) (c) ToT saturation=160 (U=0.167)

Figure 5.30: 1-track and 2-track cluster ToT comparison for 5-bit barrel layer 1.

(a) ToT saturation=52 (U=0.136) (b) ToT saturation=96 (Umin=0.129) (c) ToT saturation=208 (U=0.132)

Figure 5.31: 1-track and 2-track cluster ToT comparison for 5-bit barrel layer 2.
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(a) ToT saturation=55 (U=0.116) (b) ToT saturation=96 (Umin=0.111) (c) ToT saturation=208 (U=0.115)

Figure 5.32: 1-track and 2-track cluster ToT comparison for 5-bit barrel layer 3.

particle clusters has been summarized in Figure 5.33 and Table 5.8.

Figure 5.33: ToT saturation for optimum discrimination (with 5% error) between
1-track and 2-track clusters.

Table 5.8: U scores for the optimum saturation ToTs (in Figure 5.33).

Barrel L1 Barrel L2 Barrel L3

ToT saturation for negative error (3-bit) 30(U=0.173) 46(U=0.141) 46(U=0.124)
ToT saturation for best classification for 3-bit 44(U=0.168) 63(U=0.136) 80(U=0.118)

ToT saturation for positive error (3-bit) 57(U=0.176) 80(U=0.139) 80(U=0.122)

ToT saturation for negative error (4-bit) 33(U=0.169) 54(U=0.135) 54(U=0.117)
ToT saturation for best classification for 4-bit 47(U=0.165) 80(U=0.131) 80(U=0.113)

ToT saturation for positive error (4-bit) 112(U=0.172) 144(U=0.136) 144(U=0.119)

ToT saturation for negative error (5-bit) 34(U=0.168) 52(U=0.136) 55(U=0.116)
ToT saturation for best classification for 5-bit 62(U=0.164) 96(U=0.129) 96(U=0.111)

ToT saturation for positive error (5-bit) 160(U=0.167) 208(U=0.132) 208(U=0.115)

The same strategy to optimize performance was further used for CTIDE NNs.
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5.6 CTIDE NN Hyperparameter Optimization

There are three key hyperparameters involved in the training of a NN:

• Learning Rate: How fast the network will change its weights at every step.

• Momentum: Use a fraction of the previous step in the current step.

• Regularizer: Applies penalties for excessively large weights.

Several networks were trained with varying hyperparameters, and their perfor-

mance evaluated. The trainings used simulated dijet events, whose 8-bit Time-over-

Threshold (ToT) measurements were converted to 4 bits by using the conversion

scheme in Section 5.4.1. Alongside adjusting hyperparameters and the saturation

point, a cross-validation (CV) scheme was introduced. The current NN training al-

gorithm reserves a fixed 10% of its training set as a validation set; training is stopped

when the loss against the validation set stops decreasing for 20 epochs. In k-fold

CV, the training set is split into k equal parts. Then k networks are trained, where

the ith network uses the ith part for its validation set, and the remaining data for

its training. To obtain a single output, one simply averages the outputs of the k

individual networks. A hyperparameter analysis was also conducted using 4-fold CV.

To analyze the efficiency of the NNs, each NN was evaluated on 100,000 simulated

clusters, disjoint from the training set. The Mann-Whitney U statistic was then used

to quantify how effective each network is. This analysis results in six U values; where

comparison MvsN denotes the classification of M-particle clusters from N-particle

clusters using number NN’s probability for a M-particle cluster.

The dependence of the U values on the saturation point are shown in Figure 5.34.

The six U values and their average are plotted as percent changes from the corre-

sponding values using a NN trained on the original 8-bit data (no 4-bit conversion).
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Figure 5.34: U values from varying the saturation point, as percent changes from
values using a NN trained on 8-bit data. Hyperparameters were left at current
settings, with no cross-validation.

These trials had no CV, and unchanged hyperparameters. A clear minimum appears

at a saturation point of x “ 60, where the 4-bit performance is only around 5% worse

than that at full 8-bit resolution.

The effect of introducing CV is shown in Figure 5.35. Because the training al-

gorithm utilizes random numbers when initializing a network’s weights, there exists

some variance between different networks trained with the same configuration. These

correspond to a standard deviation in the U values of around 1%. Figure 5.35 plots

the change in the U statistics using k-fold CV from the U values without CV, divided

by the uncertainty from randomness (∆{σ). Negative ∆{σ indicates an improvement

in performance. A significant improvement is seen by introducing CV, with k=6 folds

producing the best results.

Finally, the dependence of the U statistic on the three hyperparameters is shown

in Table 5.9. Here, the changes in the U statistics by altering a single hyperparameter

are divided by the uncertainty from randomness (∆{σ). The values displayed are an

average of the individual ∆{σ for the six U comparisons, with x “ 90 saturation.
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Figure 5.35: ∆U{σ from k-fold cross-validation, compared to no cross-validation,
at saturation x “ 90.

The analysis was conducted for both no CV and 4-fold CV. Notably, the effect of

changing a single hyperparameter is often within 1σ, and the only improvement with

∆{σ ă ´1, with negative values indicating improvement, is learning rate “ 0.04

using 4-fold CV. This suggests the current hyperparameter settings are fairly robust

and optimized already.

5.7 Switching Back to Charge from ToT

The reason behind working with ToT to develop a conversion scheme, to reduce the

charge information, was that peaks, especially for higher charge values, in the per-

pixel charge distribution were not distinctly visible (see Figure 5.10b) and so the

entire range of charge could not be determined. The conversion scheme, developed

for ToT in Section 5.4, does not however use the entire range, as it is saturated a given

value. So, if the same conversion scheme is applied on charge directly, saturating the

charge range at a lower value can avoid the issue of unresolvable higher charge peaks.

It should be noted that the charge, and not the ToT, is generally used ATLAS-wide

in physics and performance studies. Therefore, it would be convenient to use charge
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Table 5.9: ∆U{σ from varying a single hyperparameter from its current setting, at
saturation x “ 90. The test was conducted for both no CV and 4-fold CV. Results
are an average over the 6 U values. Negative values indicate improvement in NN
efficiency, whereas positive values indicate decreased performance.

Hyperparameter Setting No
CV

4-fold
CV

Momentum
(current = 0.4)

0.2 -0.44 -0.44
0.6 0.73 0.99
0.8 1.72 3.07

Learning Rate
(current = 0.08)

0.04 -0.61 -1.13
0.12 0.41 -0.02
0.16 0.77 1.56

Regularizer
(current = 1E-07)

2E-07 -0.18 0.42
1E-06 -0.23 1.64
1E-05 1.04 11.67

directly, instead of ToT, to resolve merged clusters at the ambiguity resolver.

Figure 5.36: Barrel L1 η-module -2, φ-module 0.

Figure 5.37: Conversion of truth charge into ToT at a small region in the inner
detector barrel region. The actual conversion function is ToT “ ACharge`E

Charge`C
, where

parameters A, E and C are calibrated for each pixel based on its η, φ and detector
layer. This function is approximately linear for lower charge values.

The ToT is approximately linear to the charge, at least for the lower values (see

Figure 5.37) in the ATLAS inner detector. The final step in the conversion scheme
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involves a linear mapping of the saturated 8-bit ToT range to a lower n-bit ToT

range. This step would be equivalent when applied on the charge in this linear

region. For the rest of the study, charge has been used, instead of ToT, as inputs to

study the variation in performance of the CTIDE NNs at reduced charge information,

as discussed in Section 5.8.

5.8 Performance Study of Number & Position NNs

This study is intended to provide an estimate of the effect of reduced charge infor-

mation, among other changes in the HL-LHC tracker upgrade, on the performance

of ambiguity resolver at the ITK. Therefore, only the number and position neural

networks were studied here. Similar course of action was followed, as with cluster

ToT (Section 5.5.5), for the position and number networks. First, metrics to quantify

performances of the position and number networks were obtained in Sections 5.8.1

and 5.8.2 respectively. These metrics were used to optimize the performance of these

networks by tuning the saturation charge. Finally, optimal performances at different

lower bit charges were compared to study the performance as a function of charge

information (Section 5.9).

5.8.1 Performance Metric(s) for Number Neural Network

The number neural network helps in classifying merged clusters into three track

multiplicity classes, viz. 1-particle, 2-particle and ě3-particle classes. It yields three

numbers for each cluster: P p1q which is the probability (or a score) of the cluster

containing only 1-particle, and similarly P p2q and P p3q for probabilities of the cluster

containing 2-particle and ě3-particle classes respectively. It can then be decided,

whether a merged cluster belongs to a particular particle multiplicity class or any

of the other two complementary classes, based on the probability (or score) assigned
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by the number network for that class to the cluster. For example, if a cluster is

assigned P p2q “ 52%, one can decide that the cluster is not a 2-particle cluster,

but belongs to any of the other two complementary classes, if the minimum cutoff

for P p2q is set to be anything greater than 52%. In other words, the score P p2q is

a classifier between 2-particle class and any of its two complementary classes and

therefore, its performance can be obtained by two receiver operating characteristic

(ROC) curves, i.e., 2-particle versus ě3-particle class and 2-particle versus 1-particle

class ROC curves. Here, the ROC curves have been created by plotting the false

negative rate3 versus false positive rate4 (see Figure 5.11). Thus, the AUC of this

type of ROC curve, for a score P pnq, would be equivalent to the Mann-Whitney

U score (Section 5.5.3) (or simply U score) between the true positive and the false

positive score5 distribution of P pnq.

There are six such ROC curves in total, considering P p1q, P p2q and P p3q. It

should be however noted, that P p1q ` P p2q ` P p3q “ 1 for a cluster. So, only four

out of six ROC curves are independent. The metrics of performance for the number

neural network are the 6 AUCs (or equivalently 6 U’s). The lower the U values, the

better is the performance of the number network.

5.8.2 Performance Metric(s) for Position Neural Network

The position neural network is a regression network, which estimates the local6 x (in

the local φ or transverse direction) and y (in the local θ or longitudinal direction)

3False negative rate: probability of classifying a true n-particle multiplicity cluster as m-particle
multiplicity cluster based on its P pnq value

4False positive rate: probability of classifying a true m-particle multiplicity cluster as n-particle
multiplicity cluster based on its P pnq value

5The true positive score is the P pnq score assigned to the true n-particle multiplicity (positive
class) clusters, while the false positive score is the P pnq score assigned to the true m-particle
(complementary or negative class) clusters

6Local x and y positions are measured with respect to the center of a cluster.
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positions of the particle(s) in a merged cluster. Therefore, each particle multiplicity

class has its own position networks i.e., 1-particle position network estimates only

one set of local (x,y) position for a cluster, while 2- and ě3-particle position network

estimates two and three set of local (x,y) positions respectively.

(a) X residual (saturation 100ˆ 103e) (b) Y residual (saturation 90ˆ 103e)

Figure 5.38: Residuals for 1-particle clusters in X and Y directions (in mm) for
8-bit charge resolution.

The difference between the estimated local x (y) position and true local x (y)

position of a particle, in a merged cluster, is defined as the particle’s X (Y) residual

(see Figure 5.38). The spread of a residual distribution for a position network gives

the quality of its estimation. So, the root mean square (RMS) of both x and y residual

distributions have been used as metrics of performance for each of the three position

neural networks.

5.9 Results

As discussed in Section 5.4.1 about conversion scheme, in 8-bit charge to lower n-bit

charge conversion, saturation charge is a free parameter. However, the performance
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of CTIDE NNs depend on saturation charge, as discussed in Section 5.4.2. Similar to

the cluster ToT in Section 5.5.5, the performances of number and position networks,

at lower n-bit charge information, was optimized with respect to saturation charge.

(a) Layer 1 (4-bit) (b) Layer 1 (3-bit) (c) Layer 1 (2-bit)

(d) Layer 2 (4-bit) (e) Layer 2 (3-bit) (f) Layer 2 (2-bit)

(g) Layer 3 (4-bit) (h) Layer 3 (3-bit) (i) Layer 3 (2-bit)

Figure 5.39: Number NN AUC versus charge saturation. Leftmost column is for
4-bit charge, center is for 3-bit charge and rightmost column is for 3-bit charge.
Topmost row is for layer 1, followed by layer 2 and the last row is layer 3. The legend
used for the AUCs in (a) is also shared by the other plots.

In this study, 8-bit charge information of 1 million barrel merged clusters were con-

verted to 2-bit, 3-bit and 4-bit charge information. After training the number network

for each of these three lower charge cases, the 6 AUCs (Section 5.8.1) were minimized
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Table 5.10: Saturation for minimum area under the ROC curve for number NN in
barrel layers. Minimum step size in saturation charge is 5000e.

Saturation charge (ˆ103e)
4-bit charge 3-bit charge 2-bit charge

ROC Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3
1vs2 60 50 60 45 55 55 60 60 60
2vs1 60 50 50 60 60 40 50 70 60
1vs3 60 60 60 45 65 45 60 50 50
3vs1 60 60 60 65 55 60 60 60 50
2vs3 60 60 60 75 65 65 60 50 50
3vs2 60 60 60 75 65 65 60 60 60

with respect to saturation charge. The saturation charge for optimum number net-

work performances are shown in Table 5.10.

After training the position networks, the RMS for X and Y residual (Section 5.8.2)

were minimized with respect to saturation charge for each particle multiplicity class.

(a) Position 1 X (b) Position 2 X (c) Position 3 X

(d) Position 1 Y (e) Position 2 Y (f) Position 3 Y

Figure 5.40: Residual RMS versus charge saturation. Rightmost column is for
position 1, followed by position 2 and the leftmost column is for position 3 NN. Top
row is for X direction and bottom row is for Y direction.
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Table 5.11: Saturation for minimum residual RMS (in mm) for position NN in
barrel layers. Minimum step size in saturation charge is 5000e.

Saturation charge (ˆ103e)
4-bit charge 3-bit charge 2-bit charge

Direction Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3
X(pos1) 50 50 50 30 30 20 20 20 20
Y(pos1) 50 50 50 80 80 80 50 50 50
X(pos2) 60 60 60 75 75 60 60 60 55
Y(pos2) 70 55 55 65 80 80 60 60 60
X(pos3) 60 60 60 75 75 60 60 60 55
Y(pos3) 70 55 55 65 80 80 60 60 60

The saturation charge for optimum position network performances are shown in

Table 5.11. The optimum saturations listed in Tables 5.10 and 5.11 for number

and position networks respectively, might not be the actual optimum saturations, as

the region around optimum performances have some fluctuation (see the interval of

[5.0ˆ 104, 7.0ˆ 104] in the plots in Figure 5.39 for number network and Figure 5.40

for position networks).

Nonetheless, the actual optimum charge saturation should generally lie within a

small interval of [5.0 ˆ 104, 7.0 ˆ 104], for lower n-bit charge resolution across both

number and position networks, since the fluctuation in performance is not very sig-

nificant (for 4 bit charge, performance variation within „ 1% in position networks

and around „ 10% in number networks). It should be noted here that the optimum

saturation charge range lies within the linear range of the charge to ToT dependence

(as discussed in Section 5.7). Thus, the conversion scheme, initially developed for

ToTs, works just as well for the charge here.

For number network, relative difference in performance (AUC) of lower n-bit charge

resolution with respect to 4-bit charge resolution was used to study the performance

drop at lower charge information. Optimal performances were used for this compari-

son. Since there is a significant noise in the range [4.5ˆ104e, 7.5ˆ104e], which seems

to contain the actual optimum charge saturation, the relative performance differences
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were averaged in this range.

The results using relative performance difference have been summarized in the

Figure 5.41 and Table 5.12. The drop in 2 vs 1 classification is significant for 3-bit.

The relative performance degradation trend for 2-bit is different from 3-bit. This is

because the performance of 4-bit charge resolution is lot better than 2-bit, in other

words the performance metric AUC for 4-bit is too smaller than that of 2-bit. This

makes the relative performance drop of 2-bit charge resolution sensitive to small

random fluctuations in 4-bit charge’s performance. This becomes obvious when the

absolute performance difference with respect to 4-bit is observed (see Figure 5.42),

where the trend for 2-bit and 3-bit are the similar.

(a) comparison with 3-bit charge (b) comparison with 2-bit charge

Figure 5.41: Relative performance difference in number network: (a) Average rel-
ative difference in U for 3-bit with respect to 4-bit resolution charge, (b) Average
relative difference in U for 2-bit with respect to 4-bit resolution charge.

Similarly for position networks, the relative difference in the RMS of the residual

(performance metric) at the lower n-bit charge resolution with respect to the RMS at

8-bit charge resolution is obtained. This relative performance difference is averaged

over a wider saturation charge range of [2.0 ˆ 104e, 8.0 ˆ 104e] as the performance

variation is not significantly large in this range. The results have been summarized

in the Figure 5.43 and Table 5.13. X position for 1-particle has a significant drop in
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Table 5.12: The numerical values of the relative performance of the number network
for 2-bit and 3-bit charge resolution with respect to 4-bit charge resolution. The
pattern of relative performance drop is not same for 2-bit and 3-bit. This is because
4-bit performance metric is too small compared to that of 2-bit, so small fluctuation
in 4-bit performance metric lead to misleading performance drop trend in 2-bit. This
becomes clear by evaluating the absolute errors (see Figure 5.42).

Up3bitq´Up4bitq
Up4bitq

(in %) Up2bitq´Up4bitq
Up4bitq

(in %)

Classifier Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3

1vs2 8 7 7 23 21 22
2vs1 14 11 10 23 19 16
1vs3 18 12 11 38 25 28
3vs1 11 8 6 31 20 21
2vs3 3 3 3 8 10 10
3vs2 3 3 3 7 7 7

(a) comparison with 3-bit charge (b) comparison with 2-bit charge

Figure 5.42: Absolute performance difference in number network: (a) Average
absolute difference in U for 3-bit with respect to 4-bit resolution charge, (b) Average
absolute difference in U for 2-bit with respect to 4-bit resolution charge.

performance for 3-bit and 2-bit. The performance drop at 4-bit is not significant.

5.10 Conclusions

The RMS of the position residual has been used as the position NN performance

metric. The area under the ROC curve (AUC) has been used as the number NN

performance metric. The performance of both number and position neural networks
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(a) barrel layer 1 (b) barrel layer 2 (c) barrel layer 3

Figure 5.43: Relative performance difference in position networks: Average relative
difference in residual RMS for 2-bit and 3-bit with respect to 8-bit resolution charge
respectively in barrel layer 1 (a), layer 2 (b), layer 3 (c).

Table 5.13: The numerical values of the relative performance of the position net-
works for 2-bit, 3-bit and 4-bit charge resolution with respect to 8-bit charge resolu-
tion.

pRMSp2bitq´RMSp8bitqq
RMSp8bitq

(in %) pRMSp3bitq´RMSp8bitqq
RMSp8bitq

(in %) pRMSp4bitq´RMSp8bitqq
RMSp8bitq

(in %)

position NN Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3

pos1 X 9 12 28 5 7 21 1 1 2
pos1 Y 1 1 1 1 1 1 0 0 0
pos2 X 2 2 3 1 1 1 0 0 0
pos2 Y 1 1 1 1 1 0 0 0 0
pos3 X 2 2 2 1 1 1 0 0 0
pos3 Y 1 1 1 0 0 0 0 0 0

(NNs) generally decrease with lower charge resolution. The drop in performance from

8-bit to 4-bit was smaller than from 4-bit to 3-bit or a similar drop from 3-bit to 2-

bit. So, 4-bit charge resolution would have a minimal effect on physics performance

compared to 3-bit or 2-bit.

The optimum charge saturation lies generally within a small range of [5.0ˆ 104e,

7.0 ˆ 104e], for lower n-bit charge resolution across all NNs (number and position

networks). This charge range does not have significant variation in performance (for

4-bit charge, performance variation within „ 1% in position networks and around

„ 10% in number networks). Since the charge distribution for the 3 barrel layers are

similar, so saturating at around 6.0 ˆ 104e includes the relevant charge distribution

for CTIDE NN (see Figure 5.44).
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Figure 5.44: Original barrel charge distribution. The dotted arrows indicate the
range of 50,000e-70,000e which contained most of the saturation charge points while
reducing charge resolution since most of the useful information about the deposited
charge in a cluster is contained below this range.
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Chapter 6

Superboosted τ-leptons at FCC

Future experiments like FCC-hh (proton-proton collider at very high energy
?
s “ 100

TeV [80]) would probe Beyond Standard Model channels involving heavy resonances,

many of which have τ leptons in their final states [81, 82]. The detectors should

therefore be able to detect the super-boosted final states in order to reconstruct these

heavy resonances. Additionally, the τ lepton is the most difficult charged lepton to

identify, and it decays both hadronically („ 65%) and leptonically („ 35%) due to

its heavy mass of 1.777 GeV. The hadronically decaying τ leptons (referred here as

τhad) have QCD jets as their major background. A high-granularity silicon-tungsten

calorimeter with sufficient radiation and interaction lengths to contain all the τ -decay

products has been designed. Since the granularity is very high, a fast simulation

study would not be able to give the required insights into the detector design. Here

we present the detector response to super-boosted τhad jets („ 500 GeV) using a full

Geant4-based simulation of the FCC-hh detector. The design of FCC-hh detector

was carried out by a team of less than 10 members, where the author contributed

to a lesser extent to the analysis framework development for the work and solely

performed the benchmarking of the detector design using super-boosted τ -lepton

reconstruction, as discussed in this chapter. The work in this chapter presented in

the ICHEP conference [83].

6.1 Designing a High-granularity Calorimeter

FCC-hh like detector needs to be a high granularity multipurpose detector, and one

such detector already designed for high energy jets was the Silicon Detector (SiD) by
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International Linear Collider (ILC). It thus served as a good starting point.

6.1.1 SiD Detector

The SiD detector [84] (see Figure 6.1) is a high-granularity cylindrically symmetric

detector for the ILC experiment, which is designed for „ 500 GeV jets. Among its key

features are: its 5 Tesla solenoid and Silicon tracker. Its EM Calorimeter are made

of Tungsten absorber with Silicon sensor cells of size 3.5 mmˆ3.5 mm. Its Hadronic

Calorimeter is made of Steel absorber with RPC sensor cells of size 10 mmˆ10 mm.

To contain „ 500 GeV jets the Hadronic Calorimeter has 40 layers in the barrel,

providing about „ 5.1X0. It is also optimized for Particle Flow Algorithm (PFA).

Figure 6.1: The SiD detector of ILC.

6.1.2 Designing a Detector for TeV-scale Boosted Physics

The SiD detector fulfilled almost all the criteria of a FCC-like detector, with its high

transverse and longitudinal granularity, magnetic field and optimization to PFA in

order to get particle objects. So, we retained all these characteristics of SiD in our
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detector - Hadronic Calorimeter granularity, detector material and solenoid. But the

radiation length of the SiD detector (designed for up to „ 500 GeV jets) is not enough

for the FCC-hh like detector to contain up to several TeV jets (from 100 TeV p-p

collisions). So, the size of the Hadronic Calorimeter radius in the barrel was doubled

to „ 10 m (see Figure 6.2), providing „ 12 λI (interaction lengths) to prevent any

leakage for up to „ 20 ´ 30 TeV jets. These detector geometry in XML file format

was used for the Geant4 simulation of the FCC-hh like detector.

Figure 6.2: Designing a Geant4 simulation for high granularity calorimeter (10
mmˆ10 mm) with „ 12λI to contain 20´ 30 TeV jets.

6.2 Event Simulation and Reconstruction

For this study, Z 1 (1 TeV)Ñ ττ and Z 1 (1 TeV)Ñ qq̄ Monte-Carlo events were used to

model the signal and background processes respectively. The generator-level (referred

to as truth-level) samples were obtained from a public repository for High Energy

Physics Monte Carlo simulated events, HepSim [85], where they were produced using

PYTHIA 6/Madgraph8. These samples were processed through the SiFCC detector

simulation. Owing to the di-jet topology of both signal and background events, the

Durham Jet Algorithm was used to cluster the final-state particles into two jets.

These jets are then passed on to the τ -identification performance study.
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6.3 Identification of Hadronically-decaying τ-leptons

τ -leptons being color-neutral decay via the weak interaction. This inhibits quark &

gluon radiation in τhad jets, distinguishing them from QCD jets as follows: (i) τhad

jets are more collimated and isolated; (ii) low track (charged-particle) multiplicity

as τ -leptons predominantly decay via 1-prong (τhad Ñ π˘ντ ` nπ0, branching ratio:

„ 21%) or 3-prong (τhad Ñ 3π˘ντ `nπ
0, branching ratio: „ 70%) channels; and (iii)

presence of secondary vertex in the τhad decay.

Based on these features, we use a set of variables to discriminate τhad jets [86] against

QCD background. We set the axis of a jet as the direction of the vector sum of

momenta of its constituents. We divide the region containing the jet into two parts

viz. the “core region” (∆R ď 0.1, where ∆R “
a

p∆ηq2 ` p∆φq2 about the jet axis)

which contains 90% of the jet energy, and the “isolation region” (0.1 ă ∆R ă 0.4)

which forms the periphery of the jet. The discriminating variables are:

Central energy fraction (fcent) Fraction of transverse energy deposited inside the

region ∆R ă 0.05 (i.e., half of the core radius) with respect to the total trans-

verse energy deposited in the core region (Figure 6.4).

Number of isolation tracks (N iso
track) Number of associated tracks in the isolation

region (Figure 6.5).

Leading-track momentum fraction (ftrack) Fraction of transverse momentum of

the hardest associated track inside the core region with respect to the total

transverse energy deposited in the core region (Figure 6.6).

Maximum ∆R (∆Rmax) Maximum ∆R between an associated track inside the core

region and the jet axis (Figure 6.7).

Track radius (Rtrack) pT -weighted distance of the associated tracks within ∆R ă
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0.4 (i.e, core and isolation region combined) from the jet axis (Figure 6.8).

Track mass (Mtrack) Invariant mass calculated using all the associated tracks within

∆R ă 0.4, assuming π˘ mass for each track (Figure 6.9).

6.4 Results

The discrimination variables worked well in capturing the salient features of τhad jets

at the truth-level as well as detector-level (with the SiFCC detector design), as shown

in Figures 6.4-6.9.

Figure 6.3: pT (GeV) spectrum (logscale).

Due to sufficient granularity of the SiFCC detector design, the super-boosted

final state particles could be resolved and reconstructed with high efficiency. This

can be inferred from the exceptional agreement between the truth and detector-level

distributions (Figures 6.4a, 6.5b) of the discrimination variables for both signal and

background. This high reconstruction efficiency also bolsters the performance of the
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(a) fcent (1 prong) (b) fcent (3 prong)

Figure 6.4: τhad´vis identification variables: Central energy fraction (fcent).

(a) N iso
track (1 prong) (b) N iso

track (3 prong)

Figure 6.5: τhad´vis identification variables: Number of associated tracks in the
isolation region (N iso

track).
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(a) ftrack (1 prong) (b) ftrack (3 prong)

Figure 6.6: τhad´vis identification variables: Leading track momentum fraction
(ftrack).

(a) ∆Rmax (1 prong) (b) ∆Rmax (3 prong)

Figure 6.7: τhad´vis identification variables: Maximum ∆R (∆Rmax).
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(a) Rtrack (1 prong) (b) Rtrack (3 prong)

Figure 6.8: τhad´vis identification variables: Track radius (Rtrack).

(a) Mtrack (1 prong) (b) Mtrack (3 prong)

Figure 6.9: τhad´vis identification variables:Track mass (Mtrack).
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discrimination variables at the detector level. The signal and background events

are clearly separated and even a simple cut-based selection can give a high yield

of signal events, with good background rejection. Thus, the discrimination variables

are efficient in identification of hadronically-decaying τ -leptons at the FCC-hh energy

scale using the current detector design.

6.5 Conclusions and Future Directions

A reasonable agreement between the truth and detector levels can be observed, in

the case of both signal and background events. Moreover, these variables are very

effective in separating signals from background, showing that these discrimination

variables could be useful at the FCC-hh energy scales. Although, the reason behind

background multi-jets appearing so hollow, as indicated by the wide empty region in

the center of fcent (see Figure 6.4) should be investigated further. A robust classifier

between τhad´vis jets and multi-jets can be obtained at the FCC-hh energy scales by

training a Boosted Decision Tree using these discriminating variables as inputs.
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Chapter 7

PDF Variations in W Kinematics at CDF

Mass of W is an important consequence of Higgs mechanism and is related to some

of the other precisely measured SM parameters (MZ , αEM and GF ) using: MW
2
“

παEM

p
?

2GF p1´
M2

W
M2

Z

qqp1´∆rq
[87]. Here, the radiative correction (∆r) has BSM contributions.

The largest source of uncertainty, in the current most precise W mass measurement,

is due to PDF(δMPDF
W „ 10 MeV[20]). PDFs [88] heavily influence the longitudinal

boosts of the interacting partons, thus affecting the transverse quantities like lep-

ton pT used for measuring MW . The author was the sole contributor for the PDF

uncertainty estimation of the W mass measurement with full CDF-II data.

7.1 The CDF II Detector

Figure 7.1: A cutaway schematic view of one quadrant of the inner portion of the
CDF II.

The Collider Detector at Fermilab (CDF) II [89, 90, 91, 92] is a cylindrical (sym-

metric in η & φ) detector of Fermilab Tevatron, used to study pp̄ collisions occurring
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at its center. It had a three-level on-line trigger system, which could identify event

topologies, such as W and Z production, and record it at a rate of 100 Hz (i.e., one out

of every 17000 pp̄ crossings). Figure 7.1 shows the cut-away view of a quadrant of the

CDF II. After a pp̄ collision, its daughter particles would pass through the precision

tracking detectors. The first part of which is a Silicon tracking system consisting of

an L00 layer (one single sided Si layer over the beam pipe at 1.6 cm radius), then 5

layers of double sided Si wafers from 2.5 cm through 10.6 cm radius called the SVX

II, followed by the ISL which is a system 3 double-sided Si layers (1 layer at 23 cm

radius in the central region of |η| ď 1 & 2 layers at 20 cm and 29 cm respectively

in region 1 ă |η| ă 2). The last part of the tracking system is the Central Outer

tracking (COT) detector, which is a drift chamber filled with 1 : 1 Argon-ethane gas

at 1.4 T field from the solenoid. It stretches within |z| ă 155 cm from 40 cm ă radius

ă 138 cm, so any charged particle with pT Á 300 MeV with |η| À 1 can pass through

the COT. The ionization drift velocity of the COT is 56 µm/ns, used to measure the

time of flight. The daughter particle would next encounter the calorimeter system

which is disjoint at η “ 0. The Central Electromagnetic Calorimeter (CEM) is a

system of alternating 31 layers of scintillators with 30 layers of Pb-Al plates provid-

ing „ 19X0. The Central Electromagnetic Strip Chamber (CES) is placed in the

CEM at p« 6X0q to get maximum EM shower from a charged particle. This layer

is important for our study as it provides precise electron energy measurement. The

outermost calorimeter is the Central Hadronic Calorimeter, consisting of a central

part (|η| ă 0.6) with 32 layers and wall part (0.6 ă |η| ă 1.1) with 15 layers of 4.7X0

steel. The Hadronic calorimeter is also very crucial for W mass measurement as it

measures the hadronic recoil. To detect the particle within 1.1 ă |η| ă 3.6 is a barrel

plug consisting of both EM and Hadronic Calorimeter. After traversing through a

60 cm thick steel shield, a daughter particle can make it to a system muon detector
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covering the region until |η| ă 1 (the muon detectors are not shown in Figure 7.1).

7.2 Direct W Mass Measurement

The proton-antiproton (pp̄) collisions at Tevatron produced „ 80% of W boson via

annihilation of valence quark (from p) and valence anti-quark (from p̄). Only one-

third of them decay leptonically (with one-nine for each lepton flavor) in W Ñ lν.

Among the three leptonic channels, only electron and muon channels are chosen for

clean signal as the tau leptons can further decay hadronically as well. These events are

accompanied by QCD background from the remnants of the pp̄ collisions. The charged

lepton can be measured in the detector but the neutrinos escape the detector. The

missing energy due to the neutrinos is estimated by taking into account these QCD

background jets along with the charged lepton in the energy balance equation. Due to

incomplete η coverage of the detector, as mentioned above, a substantial longitudinal

momentum is lost. For this reason, only the transverse quantities like charged lepton

transverse momentum (plT) and hadronic recoil momentum (uT ), which is the total

transverse QCD background momentum, can be measured, which in principle could

be used to obtain the transverse momentum (pνT ) of neutrinos (the missing transverse

energy). But, for a better estimate of the missing transverse energy, only candidate

events with uT ! plT are selected, since the momentum resolution of leptons is better

than jets in an event. This selection makes pνT « plT ` u|| (u|| is the component

of uT parallel to plT ). Using the missing transverse energy and the charge lepton’s

transverse momentum, the transverse mass of W boson, analogous to its mass, can

be obtained as mT “
a

2plTp
ν
T p1´ cos∆φq (where ∆φ is the angle between l and ν).

The distribution of all these transverse quantities - plT , pνT and mT , have Jacobian

edges which is related to the on-shell W boson mass (MW ).

To understand the reason for a Jacobian edge in these transverse quantities, the
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Collin Soper frame (the W rest frame) is useful. As shown in Figure 7.2, assuming

the masses of l and ν to be negligible, the transverse momenta of l and ν become

|plT | “ |pνT | “ MW

2
.

Hence, proceeding with the plT distribution: dσ
dplT

“ dσ
dcosθCS

dcosθCS

dplT
.

Figure 7.2: Collin Soper frame (W rest frame) where l and ν are back-to-back
making θCollinSoper (θCS) with the lab frame W momentum.

Substituting plT , dσ
dplT

“ dσ
dcosθCS

| dcosθCS

dsinθCS
| 2
MW

“ dσ
dcosθCS

plT
c

M2
W
4
´p2T

. Thus, at plT “
MW

2

there is a singularity in plT distribution. But, since MW is smeared by Breit Wigner

distribution, the plT or pνT distributions only have a Jacobian edge at MW

2
. Conse-

quently, mT also has a Jacobian edge at MW , which makes these three transverse

quantities useful for MW measurement. To model the line shapes of piT , pνT and mT

distributions, parametrized Monte Carlo simulation is used. A template with MW

between 80 and 81 GeV is generated for each of the transverse parameters, and the

MW is then extracted using a binned likelihood fit. Finally, the piT , pνT and mT

distributions of both W Ñ eνe and W Ñ µνµ are combined to measure MW .

With this method, CDF II detector measured MW “ 80387˘ 12stat ˘ 14syst MeV

“ 80387 ˘ 19 MeV (see Table 7.1) [20], using
?
s “ 1.96 TeV pp̄ at an integrated
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Table 7.1: Uncertainties in units of MeV on the final combined result on MW [20].

Source Uncertainty
PDFs 10

Lepton energy scale and resolution 7
Recoil energy scale and resolution 6

pT pW q model 5
Photon radiation 4

Backgrounds 3
Lepton tower removal 2

Statistical 12

Total 19

luminosity of 2.2fb´1, which is its latest most precise measurement of MW . The

improvements in PDF uncertainty estimation presented in this chapter has been

used in the MW measurement with full Run 2 data set of CDF II.

7.3 PDF Uncertainty

As shown in Table 7.1, the biggest systematic error in MW measurement happens

to be from the Parton Density Functions (PDFs) of the interacting valence partons.

For measurement of MW , only transverse quantities like plT, pνT and mT are used

(Section 7.2). PDFs fipx,Q
2q gives the probability of finding in the hadron, a parton

of flavor i (quarks or gluons) carrying a fraction x of the hadron momentum with

Q being the energy scale of the hard interaction [88], hence, only the longitudinal

momentum of the W is determined by the momenta of interacting partons. However,

due to incomplete rapidity coverage of the detector (Section 7.1), some particles are

lost in the forward region through the gaps between the detector and the beampipe.

Due to this loss of particles, when the Emiss
T is reconstructed using the transverse

momenta of all the detector particles, it is smaller than the actual Emiss
T . This makes

the aforementioned transverse quantities dependent on the longitudinal boost of the

W though detector cuts and kinematic cuts on the leptons.
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Since QCD does not predict the parton content of the proton, the shapes of

the PDFs are determined by a fit to data from experimental observables in various

processes, using the DGLAP evolution equation [93, 94, 95, 96, 97]. DIS data from

fixed-target lepton-nucleon scattering experiments at SLAC, FNAL, CERN and from

the electron-proton HERA collider at DESY are mainly used for this purpose. For

flavor decomposition of the quark and anti-quark sea or the gluon distribution at

large x some additional physical processes which are used in the fits are the single

jet inclusive production in nucleon-nucleon interactions for gluon distribution, di-

lepton production in the virtual photon Drell-Yan process for sea quark distribution

and electroweak Z and W boson production for the up and down quark and anti-

quark distributions. Most global fits like CTEQ6.6[98], MSTW08[99], GJR08[100]

and NNPDF3.0[101] use data from DIS and proton-nucleon fixed target experiments

along with results from the HERA and Tevatron colliders.

The PDFs are first parametrized using these experimental DIS cross-sections at

some low Q2 “ Q2
0, which is large enough that the unknown terms of the perturbative

equations are assumed to be negligible. Then they are evolved up in higher Q2 using

DGLAP equations. The number of unknown parameters is typically between 10 and

30. The factorization theorems[102], allow to derive predictions for the cross sections.

These predictions are then fitted to as much of the experimental data together as

possible, to determine the parameters and to provide parton distributions.

The error accrued in these parameters of PDFs are propagated to the observables

such asMW . During the period of study, it was tried to systematically understand the

classical method used in such error propagation for most PDFs other than NNPDFs,

with the spirit of further investigating any possibility of improvement in reducing

the error δMPDF
W “ 1

2

b

ř

ipM
i`
W `M i´

W q
2. M˘

W is obtained using ˘nσ in the ith
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eigenvector1. This method is referred as the Hessian Method.

This method can be understood by considering two vector spaces ∆B and ∆O.

∆B is defined here as the error phase space in PDF. Hence, the error in parameters

~b “ tbiu, defined here as δ~b “ tδb1, δb2, ..., δbNu is a vector in ∆B. As these parameters

are independent, the dimensionality of the ∆B ě N . Also, the origin of this phase

refers to zero error, i.e. when the ~b minimize the χ2 of observable O. The δO space

is the error phase space in the observable O, which is homomorphic to space δB.

The entire objective of the procedure is to find this vector space δO through the

homomorphism with δB, so that a volume (error ball) in δB can be translated to a

volume (error ball) in δO, thus propagating the error in O. In other words, one has

to find tEiu, the span of δO, such that Ei “ Opeiq , where teiu is the span of δB.

This is where the Hessian Matrix is introduced. Hessian matrix of χ2pOpδ~bqq is

H
χ2pOq
δbiδbj

“
B2χ2pOq
BδbiBδbj

. On Taylor expansion of χ2pOp~bo ` δ~bqq about its minimum,

χ2
pOp~bo ` δ~bqq “ χ2

pOp~boqq `
1

2
δ~bTHδ~b`Op|δ~b|3q (7.1)

As, δb is small, the higher order terms in Equation 7.1 can be neglected. The prop-

erties of Hessian matrix H can be used to establish homomorphism between δO and

δB. H is a N dimensional real symmetric matrix. Hence, a complete set of normal-

ized eigenvectors ei as the span of δB can be chosen, such that, Ei “ Opeiq. Thus

now the nσ error in any ei can be propagated, and thus the radius of the spherical

envelope covering the entire error volume in δO is the error bar on the observable O.

7.3.1 MC Samples

The MC sample of W Ñ eνe events were produced in generator-level at at NLO

using POWHEG method and showered using Pythia within the POWHEG-BOX

1If M˘
W have same sign, then δMPDF

W “ 1
2 rmaxpM

i`
W ´MW ,M

i´
W ´MW qs
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Table 7.2: PDF sets used for PDF uncertainties in W mass.

PDF Set #Error PDFs #Central PDF
CT10 52 1

CT10(NLO) 52 1
CTEQ6 40 1

MSTW2008(NLO 68% c.l.) 40 1
MSTW2008(NLO 90% c.l.) 40 same as (NLO 68% c.l.)

NNPDF3.0 NLO (αs “ 0.119) 100 1

v2 [103, 104, 105] framework. In those events, CT10 central PDF was used for the

two incoming partons at
?
s “ 1.96TeV . In order to incorporate the kinematics due

other PDFs, LHAPDF6[101] framework was used to calculate fipx,Q
2q (here i refers

to the two incoming partons) using each PDF in Table 7.2, for all the events. Any

event when scaled by the weight
ś2

i“1
f testPDF
i px,Q2q

fCT10
i px,Q2q

, would then give the kinematics

for the testPDF . This scaling applied on the observables like MTW , pT e and pTν

to study their respective variations due to error PDFs of each group, for further

investigation.

7.3.2 Analysis of PDF Variations

The shape of the distributions of transverse kinematic variables, denoted here as O

(where O can be mT , peT and pνT) of the W boson and its decay products vary with

the choice of PDFs. Therefore, any systematic variation in the PDF would lead to

a variation in the shape of the O distribution. To understand the shape variation of

these distributions due to systematic variation in the PDFs, the difference plot (or

distribution) is defined as the difference of the normalized O distribution using an

error eigenvector PDF from the normalized O distribution using the central (nominal)

PDF of a PDF set. These difference plots essentially give the shape variation of O for

an error PDF with respect to its central PDF. The difference plot for mT distribution

for PDF set of CTEQ6, CT10, CT10W, MSTW2008 (NLO 68% CL), MSTW2008
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(NLO 90% CL), and NNPDF3.0 NLO(αs “ 0.119) is shown in Figure 7.3.

These mT difference plots show that all error PDFs from every PDF set share a

common inflection point at around mT “ 72.8 GeV. This is an interesting feature of

the difference plots (similar feature observed in peT and pνT in Appendix A) since the

inflection point is close the Jacobian edge of the mT distribution and is independent

of the choice of PDF. For the original mT distribution, it means that any variation

in PDF only leads a change in the fraction of events on the left and right side of the

inflection point in the mT range. Therefore, a ratio spth PDFj
“ fleft{fright, where

fleft is fraction of events with O less than the infection point and fright is the fraction

of events with O greater than the inflection point, characterizes the shape of the

O distribution for pth eigenvector (or replica for NNPDF) of PDFj PDF set. The

relative difference of the spth PDFj
(for pth eigenvector) from scentral PDFj

(for central

eigenvector) gives the O shape variation due to pth error eigenvector of the PDFj PDF

set. This ratio is termed as the ‘variation parameter’ ipOpptherror e´vector PDFjqq:

ipOq :“ 1000X
! s

pth PDFj

scentral PDFj
´ 1

)

A ‘scale factor’ b, which is defined as b :“ 1000X
´

ŌppthPDFjq

ŌpCentralPDFjq
´ 1

¯

, gives an

estimate of the relative shift in Jacobian edge of the O distribution due to pth error

eigenvector (or replica in case of NNPDF). The scale factor b therefore gives an

estimate of the variation in W boson mass MW from the O distribution. In order to

propagate the error due shape variation encoded in ipOq, the relation between scale

factor(b) and ipOq is studied and the results are discussed in the following section.

7.4 Results

The statistics of 80 million events were used in the following distributions in Figure 7.3

(including Appendix A. Using binned likelihood template fitting (mentioned in the
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(a) CT10W (mT ) (b) CT10 (mT )

(c) CTEQ6 (mT ) (d) MSTW2008 (NLO 68% CL) (mT )

(e) MSTW2008 (NLO 90% CL) (mT ) (f) NNPDF3.0 (mT )

Figure 7.3: The transverse W mass (mT ) difference plots for PDF sets of CT10W,
CT10, CTEQ6, MSTW2008 (NLO 68% CL), MSTW2008 (NLO 90% CL), and
NNPDF3.0 NLO (αs “ 0.119). The inflection point at 72.8 GeV is near the Ja-
cobian edge near MW .
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last paragraph of Section 7.2), MW for each PDF (in Table 7.2) was calculated. Error

in MW for each error eigenvector is calculated for each group to calculate its combined

error of the group, as discussed below. The CTEQ PDF groups - CTEQ6 (40 error

e-vectors) Figure 7.4a, CT10W (52 error e-vectors) Figure 7.4b & CT10 (52 error

e-vectors) Figure 7.4c show positive error in MW .

(a) CTEQ6 group (b) CT10W group (c) CT10 group

Figure 7.4: Error in MW due to error eigenvectors for each of the CTEQ groups
respectively.

In contrast, the MSTW PDF groups - MSTW2008(NLO 68% c.l.) (40 error e-

vectors) Figure 7.5a & MSTW2008(NLO 90% c.l.) (40 error e-vectors) Figure 7.5b

along with the NNPDF3.0 NLO (αs “ 0.119) (100 error e-vectors) Figure 7.5c give a

symmetric deviation in MW from their respective central PDF values.

(a) MSTW2008(NLO 68% c.l.)
group

(b) MSTW2008(NLO 90% c.l.)
group

(c) NNPDF3.0 NLO(αs “ 0.119)
group

Figure 7.5: Error in MW due to error eigenvectors for each of the MSTW2008(NLO)
and NNPDF groups respectively.
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The combined error in NNPDF3.0 NLO(αs “ 0.119) is calculated by taking root

mean square of the 100 ensemble PDFs, while for rest of the PDF sets, the combined

errors were calculated using Hessian Method Table 7.3:

Table 7.3: Combined error in MW for each PDF set.

PDF set MW error M central
W

CTEQ6 13.26 80449.9
CT10 15.23 80453.7

CT10W 11.00 80459.9
MSTW2008 (NLO 68% CL) 6.32 80452.7
MSTW2008 (NLO 90% CL) 15.10 80452.7

NNPDF3.0 7.74 80458.3

From difference plots in Figure 7.3, the inflection point, upper and lower limits of

each distribution used:

Table 7.4: Limits used to calculate the variation parameter ipOq.

Observable Lower Limit (GeV) Inflection Point (GeV) Upper Limit (GeV)
mT 60 72.8 100
peT 30 41.5 55
pνT 30 41.5 55

(a) For mT (b) For peT (c) For pνT

Figure 7.6: Correlation between the scale factor b and the variation parameter
ipOq(using Table 7.4).

106



7.5 Conclusions and Future Directions

There is a linear correlation between the scale factor (b) and ipOq parameter as shown

in Figure 7.6. Since, the ipMW
T q parameter encodes the change in shape of the MW

T

distribution due to PDF variations, it is related to the systematic uncertainty in the

mass of W (∆MW ) due to PDF variations. As the computation of b and ipMW
T q is

fairly simple compared to the binned likelihood fit method for obtaining MW and

its systematics, this linear correlation between the b and ipMW
T q can be exploited to

obtain a fair and computationally inexpensive estimate of the PDF systematics in

MW , if the functional relationship between ∆MW and ipMW
T q can be obtained.
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Chapter 8

Top-philic Vector Resonance Search

With the discovery of the new particle consistent with the SM Higgs boson [33, 34],

the SM is complete. However, the underlying nature of electroweak symmetry break-

ing (EWSB) still remains unknown. Naturalness arguments require that quadratic

divergences that arise from radiative corrections to the Higgs boson mass must be

canceled by some mechanism beyond the SM in order to avoid fine-tuning. Such

mechanisms have been proposed in many Beyond-the-Standard Model (BSM) theo-

ries, such as composite Higgs scenarios [106, 107, 108, 109], which predict new truly

top-philic vector resonances. This search is done by an analysis team of less than 10

members, where the author contributed mainly in the improvement of the spectator

top quark reconstruction by adapting and improving the buckets of tops algorithm

which has been discussed in detail from Section 8.2 onward.

8.1 Search for Four Top Quarks Final State

Truly top-philic (exclusively couples to top quarks) vector resonances cannot couple

to light quarks to be produced in the s-channel, or via gluon-gluon fusion (ggF)

mechanism (due to spin considerations [110, 111]). Therefore, such resonance Z 1 can

only be produced in association with tt̄ pair, with the Z 1 Ñ tt̄, leading to a four-top

quark final state as shown in Figure 8.1

In this analysis, one of the top quarks (preferably a spectator top quark) is re-

quired to decay leptonically while the other three top quarks decay hadronically. Us-

ing ATLAS
?
s “ 13TeV p-p collision data with an integrated luminosity of 139 fb´1,

events with exactly one lepton (e or µ with pT ą 28 GeV) several small-R jets and
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b-tagged jets are selected. Tau leptons are not explicitly considered in this analy-

sis although some of their decay products can be accepted by the analysis selection

criteria.

In this analysis, the invariant mass spectrum of the resonance is inspected for

a model-independent search. The top quarks considered to be originating from the

decay of the Z 1 resonance are reconstructed using jet re-clustering [112] with fixed or

variable radius (currently being investigated). For reconstruction of the spectator tt̄

pair, where the usual top taggers do not work, a combinatorial approach - “Buckets

of Tops” algorithm is investigated, which is the main focus of this chapter.

8.2 Modified Buckets of Tops Algorithm

In the above process, due to heavy Z’ resonance, most of the tranverse momentum

goes to top quark pairs from the decay of the resonance (referred as “resonance tt̄”.

As a result, the spectator top quarks are softer with decay products to be at a larger

angular separation from each other, such that they are often not contained within

a cone or even a hemisphere. The current top taggers such as HEPTOPTAGGER

cannot go beyond Cambridge-Aachen jet of size R=1.5 (pT ď 200 GeV) [113].

For this reason, the combinatorial algorithm known as the “Buckets of Tops”

g

g

t

t

t̄

t̄

t̄

t

Z ′

Figure 8.1: Leading Feynman diagrams for the production of a vector resonance
that exclusively couples to top quarks.

109



algorithm appears to be a good candidate for reconstructing the spectator top quarks

in the analysis. This algorithm searches through all possible combinations of small-R

jets’ collection to find ones which best resemble the top quark pairs.

8.2.1 Original Buckets of Tops Algorithm

The Buckets of Tops algorithm [16, 17] does not use any cone to contain the collection

of jets (being completely combinatorial), the algorithm works best for moderately

boosted top quarks (pT P [100 GeV, 400 GeV]) compared to avilable top quark

taggers. However, this algorithm has been designed and optimized for identifying

and reconstructing hadronically decaying top anti-top quark pairs. The hadronic tt̄

version of the Buckets of Tops algorithm, as described below, was able to recontruct

top quarks in generator level efficiently (see Figure 8.2):

• step 1 Complete top quark (‘w’) bucket search

– distribute jets into three buckets - B1, B2 and BISR, such that each has 1

b-jet and minimize

∆2
“ B1wt ¨∆2

B1 `∆2
B2 (8.1)

∆B1p2q “ |mB1p2q ´mtop| (8.2)

, where B1wt “ 100

– if |many jet pair

mBi
´

mW

mtop
| ă 0.15 then ‘tw’ else proto-‘t-’

– if bucket mass not within (155 GeV, 200 GeV) then ‘t0’

• step 2 Incomplete top quark (‘t-’) bucket search

– exclude all jets in ‘tw’ buckets
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– if event has one proto-‘t-’ bucket, find the b-jet quark-jet pair with mini-

mum ∆bj
B , where:

∆bj
B “

#

|mB ´ 145| if mB ă 155 GeV

8 else

– if event has two proto-‘t-’ buckets, find two b-jet quark-jet pairs with

minimum ∆bj
B1 `∆bj

B2

– if bucket mass within (75 GeV, 155 GeV) then ‘t-’ else ‘t0’

– any leftover jet is put in extra bucket ‘tX’
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Figure 8.2: Mass distributions of buckets recontructed by the original hadronic
buckets [16, 17] of tops algorithm on generator level tt̄ all-hadronic samples (produced
using MadGraph5 aMC@NLO generator).

In step 1 of the buckets of tops algorithm, an asymmetry is introduced between

buckets B1 and B2 while optimizing the “bucket metric” ∆ in Equation 8.1, by setting

B1wt “ 100. This asymmetry puts a tighter constraint on the mass of bucket B1 (to

be closer to top quark mass) than B2.

8.2.2 Effect of Detector Smearing

To study the performance of this algorithm in detector level events (detector smearing

in jets originating from the decay products of W bosons), detector smearing was
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simulated on a parton level dataset of MadGraph5 aMC@NLO tt̄ events at
?
s “ 13

TeV by adding a gaussian error N p0, aˆ
?
Eq, where E is the energy of the parton.

The value of a determines the degree of detector smearing on a particle. The pT ą 30

GeV and the |η| ă 5.0.

8.2.2.1 Choice of B1wt

For generator level all-hadronic tt̄ sample (with no detector smearing of the momenta

of top quark decay products), the reconstructed buckets should have masses very close

to the top quark mass (Figure 8.3), and the effect of the aforementioned asymmetry

due to B1wt “ 100 is not apparent.

hmBucketPrimitiveB1W

Entries  3121

Mean    173.5

Std Dev     1.529

Integral    3121

Mass (GeV)
100 120 140 160 180 200 220 240
0

10000

20000

30000

40000

50000

60000

70000

80000

hmBucketPrimitiveB1W

Entries  3121

Mean    173.5

Std Dev     1.529

Integral    3121

incorrect

correct

Mass of the B1 Bucket before Recalculation

(a) B1 mass

hmBucketPrimitiveB2W

Entries  3327

Mean      172

Std Dev     12.21

Integral    3323

Mass (GeV)
100 120 140 160 180 200 220 240
0

5000

10000

15000

20000

25000

30000

35000

40000

hmBucketPrimitiveB2W

Entries  3327

Mean      172

Std Dev     12.21

Integral    3323

incorrect

correct

Mass of the B2 Bucket before Recalculation

(b) B2 mass

Figure 8.3: Generator-level mass distributions of B1 and B2 buckets in step 1, ie
before W tagging and bucket labeling at B1wt “ 100. Since there is no detector
smearing in generator level, the mass of the buckets very close to mtop. Due to
B1wt “ 100 (larger constraint on ∆1, the mass distribution of B1 is narrower than
B2.

While, in the case of ATLAS detector-level all-hadronic tt̄ events (where hadronic

calorimeter smears the momenta of top quark decay products), this asymmetry be-

tween B1 and B2 leads to a dip (instead of a peak) at mtop for B2 bucket (Figure 8.5).

This mtop dip in B2 mass distribution emerges essentially due to detector effects,

which can be recreated in generator level as well by introducing a toy smearing on
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Figure 8.4: A toy smearing of N (E,
?
E) is applied on the same top quark decay

products used in 8.3. Generator-level (with momenta smeared partons) mass distri-
butions of B1 and B2 buckets in step 1, ie before W tagging and bucket labeling at
B1wt “ 100. Since the recontructed top quark masses may no longer be very close
to mtop, the same effect of mtop dip in B2 mass distribution, as in ATLAS events in
Figure 8.5, appears with truth-level event when a toy smearing is introduced. Thus,
the mtop dip in the B2 mass distribution is essentially due to detector smearing of
the top decay products.

final state partons (Figure 8.4).

A mass peak at mtop for B2 mass distribution can be recreated, however, when the

B1wt is tuned to exactly 1 (Figure 8.6), as B1wt “ 1 makes B1 and B2 symmetric

in Equation 8.1.

In other words, there is an implicit sorting applied between ∆B1 and ∆B2 (Equa-

tion 8.2), when the B1wt ‰ 1. If an explicit sorting is applied, ie ∆1 ă ∆2, B2 mass

dip at mtop would appear even for B1wt “ 1 (Figure 8.7).
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Figure 8.5: Mass distribution of B1 and B2 buckets (in step 1 before W tagging
and labeling of buckets) with tt̄ (all hadronic)+ISR jets events at B1wt “ 100. Due
to detector smearing, the reconstructed top quark masses need not be closer to mtop,
so the lower ∆i bucket (Equation 8.2) is made a B1 bucket.
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of buckets) with tt̄ (all hadronic)+ISR jets events. Only when the B1wt “ 1, ie when
both buckets B1 and B2 become symmetric, the peak at mtop appears for B2 mass
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Figure 8.7: Mass distribution of B2 bucket (in step 1 before W tagging and labeling
of buckets) with tt̄ (all hadronic)+ISR jets events. The dip at B2 mass = Mtop

reappears even at B1wt “ 1 when explicit sorting is applied between ∆B1 and ∆B2

such that ∆B1 ą ∆B2 (dip at B2 mass“ Mtop absent without explicit sorting in
Figure 8.6). This proves that the Mtop dip in B2 mass distributions for B1wt ą 1
was due to implicit sorting of ∆Bi when detector smearing is present.

B1wt not only introduces an implicit sorting between ∆B1 and ∆B2, but also

takes into account the relative smearing of the jet constituents in B1 with respect to

B2. If this sorting between ∆B1 and ∆B2 is explicitly applied, B1wt would just be

a hyper-parameter of the algorithm which can be tuned to increase signal efficiency

for a given detector smearing.

8.2.2.2 Including the W tagging parameter in the bucket metric

When detector smearing is applied to the parton-level top decay products, the max-

imum efficiency of the algorithm is significantly smaller (more „ 10%) than without

any detector smearing (as shown in Figure ??).
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Figure 8.8: Algorithmic efficiency of step 1 of the original algorithm with respect to
B1wt after detector smearing applied (smearing four momenta with N p0, a ˆ

?
Eq,

where the values of a is depicted in the legend).

To investigate it further, the parton level tt̄ pairs which failed to be reconstructed

correctly after applying detector smearing were tracked. The tt̄ decay products which

could be reconstructed correctly using the algorithm were termed as ‘good’, while

the pairs which could not be reconstructed correctly were termed as ‘steal’. Hence,

the parton level tt̄ pairs which would be correctly reconstructed before applying

detector smearing but could not be recontrsucted correctly after detector smearing

were labelled as ‘good-to-steal’ cases, while the pairs which could still be correctly

reconstructed after applying detector smearing were leabelled as ‘good-to-good’ cases.

By plotting the mass of the non-b jets in the respective buckets versus mass of the

buckets, as seen in Figure 8.9, it was found that the step 1 of the original algorithm

was not putting sufficient constraints on the buckets to ensure the collection of W

decay products in the buckets. Rather, the majority of the constraint in the global

metric was to make the bucket masses as closes to the top quarks as possible. So, the

global metric of the original algorithm can be thought of as the ‘top mass tagging
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Figure 8.9: Density plot of the mass of the non-b jets in the respective buckets
versus mass of the buckets of the classified events. Color lines are the contours of the
W parameter.
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metric’. This lead to wrong combination of jets mimicking closer masses to the top

quark forming final buckets accidentally, when the correct combination might have a

larger deviation from top quark mass due to detector smearing.

The solution was to incorporate the W parameter (|many jet pair

mBi
´

mW

mtop
|) in the

global metric to select combinations of jets as buckets which are more close to physical

top quarks. As discussed above, the B1wt “ 1 gives optimum performance for

hadronic tt̄ reconstruction, that lifts the asymmetry between B1 and B2. As, a result

the respective W parameter and the ‘top mass tagging metric’ are symmetric to each

other. So, a new global metric is defined as a quadrature sum of the standardized

W parameters (∆W of the buckets algorithm) and the quadrature sum of the top

mass tagging metrics (∆top of the buckets algorithm), and combined together with a

pre-factor called Wwt as shown in the modified “Buckets of Tops” algorithm below:

∆2
“ ∆2

top `Wwtˆ∆2
W

and,

∆2
top “ ∆2

top,B1 `∆2
top,B2

∆2
W “ ∆2

W,B1 `∆2
W,B2

where, ∆2
top,Bi is the top mass tagger metric and ∆2

W,Bi is the W parameter of the

Bi bucket (i being 1 or 2). The value of Wwt is chosen such that it maximizes the

algorithmic efficiency.

8.2.3 Modifications for Semi-leptonic tt̄ Pair

In the event topology of the signal in the top-philic heavy resonance search, one of the

spectator tops decays leptonically while the rest of the three tops decay hadronically.

Therefore, the algorithm should be modified to reconstruct semi-leptonic top quark
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pairs. Since complete decay products of W boson would not be present in the lepton

top quark bucket due to missing transverse energy from neutrino, but would only

contain the charged lepton (can be jets in the case of τ leptons), no W metric (∆W )

is defined for leptonic bucket. With the above modification, the “Buckets of Tops”

algorithm can be defined for semi-leptonic tt̄ pairs as follows:

∆2
“ ∆2

top `Wwtˆ∆2
W

and,

∆2
top “ ∆2

top,had `∆2
top,lep

∆2
W “ ∆2

W,had

where the top bucket metrics are:

• ∆top “

´

mbucket´mtop

pstd. dev. of numeratorq

¯

• ∆W,had “

ˆ mnon´b pair
mbucket i

´
mW
mtop

pstd. dev. of numeratorq

˙

Similar to the all-hadronic case, the Wwt is chosen to maximize algorithm effi-

ciency.

8.3 Results and Discussions

As discussed above, the value of the Wwt are chosen to maximize the algorithm

efficiency. To accomplish this, the number of possible values of Wwt are scanned to

find the one with maximum efficiency.
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8.3.1 All Hadronic tt̄ Buckets
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Figure 8.10: Scan of algorithm efficiency of the all hadronic ‘Buckets of Tops’
algorithm with respect to Wwt, to find optimum value of Wwt. Different detector
smearings have been tried (values of a are idicated in the legend for detector smearing
of N p0, aˆ

?
Eq for quarks).

As seen in Figure 8.10, the maximum efficiency of the all-hadronic Buckets of Tops

algorithm was found near Wwt “ 1 at efficiency greater than 95%.
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8.3.2 Semi-leptonic tt̄ Buckets
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Figure 8.11: Scan of algorithm efficiency of the semi-leptonic ‘Buckets of Tops’
algorithm with respect to Wwt, to find optimum value of Wwt. Different degrees of
detector smearing have been tried (values of a are indicated in the legend for detector
smearing of N p0, a ˆ

?
Eq for quarks). No detector smearing has been applied on

the parton which mimics a charged lepton, as lepton momentum resolution is better
than jets.

As seen in Figure 8.11, the maximum efficiency of the semileptonic Buckets of Tops

algorithm was found near Wwt “ 1 at „ 95%.

8.4 Conclusions and Future Directions

Both the versions, all hadronic and semi-leptonic, of the modified ‘Buckets of Tops’

algorithm in this chapter, work significantly better than the original buckets version

with about „ 20% improvement in algorithm efficiency. The tuning parameter of the

modified algorithm is the Wwt whose value turns out to optimal at 1, for both the
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versions to get best efficiency. It should be noted, that the maxima in performance

at Wwt “ 1 is universal for any detector smearing, which means that this Wwt can

be applied in actual ATLAS events with real detector smearing on jet 4-momenta,

without having to re-optimize the Wwt parameter for data and ATLAS simulations

again. The stability in performance of the semileptonic and all hadronic versions of

the algorithms have to be investigated in more detail, when addition jets are present

in the input set of the algorithm, as well as in situation where all the decay products

of the top quarks may not be present. Such stability is crucial for its application in

the top-philic heavy resonance search, as the resonance top quarks are reconstructed

using RC jets, which can miss some of the decay products of the resonance top quarks

or can absorb in their cones the jets from the decay products of the spectator top

quarks. The comparison of the value of the global metric for signal and background

(pure combinatorics) should be studied to understand the discriminative power of

the global metric, which can be useful for rejecting background where no real top

quark is present. In the case of incomplete decay products for hadronic top buckets,

approaches similar to neutrino reweighting [114] can be adopted where the missing

decay products can be treated as neutrinos.
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Chapter 9

The Vector Boson Fusion (VBF) H

Ñ WW ˚ Ñ eνµν Analysis

This chapter describes the observation of vector-boson-fusion (VBF) production of

Higgs bosons in the HÑWW ˚Ñ eνµν decay channel in proton-proton collisions at

a center-of-mass energy of
?
s “ 13 TeV recorded with the ATLAS detector of the

Large Hadron Collider (LHC) [39] in the data collected from 2015 through 2018 (re-

ferred to as the full run-2 ATLAS data) corresponding to an integrated luminosity

of 139 fb´1. This channel has previously been studied by the CMS [115, 116] and

ATLAS [117, 118] collaborations using a dataset with integrated luminosity of ap-

proximately 36 fb´1 and at lower center-of-mass energies of 8 TeV and 7 TeV of

the LHC. In this current version of the analysis, increased data and MC simulated

events along with improved object selection, as well as new multi-variate discrimi-

nant using a Deep Neural Network (DNN), has significantly improved the analysis

sensitivity compared to the previous results and has lead to the observation of the

HÑWW ˚Ñ `ν`ν process for the first time in the ATLAS detector.

This analysis was conducted by a team of approximately 20 people. The main

contribution from the author consists of the optimization of lepton selection in Sec-

tion 9.2.1 and the estimation of the misidentified lepton backgrounds presented in

Section 9.6. In the misidentified lepton backgrounds, the author focused mainly

on estimation of electroweak backgrounds and its systematic uncertainty on Z`jets

fake factor in Section 9.6.3.1. The information in other sections is taken from the

ATLAS documents [119, 120, 121]. The analysis presented at the ICHEP-2020 confer-

ence [121]. The author has contributed to a lessor extent in the top quark background
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studies for the analysis done with 2015-16 ATLAS data published in [122] and in the

overall analysis software development used for this work.

9.1 Collision Data and Simulation

In this section, the collection of data used and MC generators used for simulating

signal and background events for this analysis has been discussed.

9.1.1 Data

The pp collision data used this analysis was collected in the ATLAS detector from

2015 through 2018 at a center-of-mass collision energy
?
s “ 13 TeV, corresponding to

an integrated luminosity of about 139˘2.4 fb´1 and passing data quality requirements

(to ensure all detector components were operational during data collection period).

Events are triggered using a combination of single-lepton triggers and a dilepton e–µ

trigger in order to maximize the total trigger efficiency, summarized in Table 9.1. As

the instantaneous luminosity varies with time, the trigger rate is controlled by ad-

justing the pT thresholds or quality criteria of the single lepton triggers. To maximize

the total trigger efficiency, a logical OR is done between the single lepton triggers

and one dilepton trigger. The dilepton (e–µ) trigger requires a lower pT threshold

on the leptons, which allows lowering the requirement of the leading lepton pT and

therefore increases the statistics at low pT.
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Table 9.1: Summary of triggers used to collect the dataset for VBF
HÑWW ˚Ñ `ν`ν analysis. The numbers stand for pT threshold (ET threshold for
L1 trigger inside parenthesis) in GeV and the corresponding identification criteria
is indicated. Events are selected with an OR between the three types of triggers
(single-e/µ and dilepton). Tighter requirements are placed on triggers with lower pT

thresholds.

Lepton High Level Trigger

2015

e 24-medium (L1: 20) OR 60-medium (L1: 22) OR 120-loose (L1: 22)
µ 20 (L1: 15) OR 50 (L1: 20)
eµ 17-loose (L1: 15) (e), 14 (L: 10) (µ)

2016–2018

e 26-tight (L1: 22) OR 60-medium (L1: 22) OR 140-loose (L1: 22)
µ 26 (L1: 20) OR 50 (L1: 20)
eµ 17-loose (L1: 15) (e), 14 (L1: 10) (µ)

9.1.2 Simulation

The list of Monte Carlo (MC) generators used to produce signal and background

processes are listed in Table 9.2. Due to QCD factorization theorem, the process of

hard scattering is generally produced using different generators than the ones used

for modeling parton showering (PS), hadronization and the underlying event (UE)

in most of the processes. For hard scattering process, Powheg-Box v2 [123] with

CT10 and NNPDF3.0 parton distributions function (PDF) set [124] is used while

with MadGraph 5 (version 2.2.1 and 2.2.2) [125] the NNPDF23LO [78] PDF set

is used. For the diboson and signal processes the AZNLO [126] tune is used while

for other processes the A14 tune [77]. Sherpa 2.2.1 [127] is used to produce hard

scattering at NLO using NNPDF 3.0 NNLO PDF set and showering is produced by

its own parton shower generator [128] with a dedicated set of tuned parameters.

For all other hard scatter process generators, the showering is done using Pythia

8.210, Pythia 8.186 [129] or Pythia 6.428 [10] for both signal and background
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processes.

Table 9.2: MC generators used to model the signal and background processes,
and corresponding cross sections (given for mH “ 125GeV in the case of the Higgs
boson production processes). The column “Precision σincl.” gives the precision of the
inclusive cross section applied to the sample.

Process Generator σ.Br(pb) Precision σincl.
ggF H Ñ WW POWHEG+ Pythia8 10.4 N3LO+NNLL
VBF H Ñ WW POWHEG+ Pythia8 0.808 NNLO
WH H Ñ WW Powheg +Pythia 8 (MINLO) 0.293 NNLO
ZH H Ñ WW Powheg +Pythia 8 (MINLO) 0.189 NNLO

inclusive Z{γ‹ Ñ `` p40 ě m`` ě 10GeVq Sherpa 2.2.1 6.80ˆ 103 NNLO
inclusive Z{γ‹ Ñ `` pm`` ě 40GeVq Sherpa 2.2.1 2.107ˆ 103 NNLO
pW Ñ `νqγ SHERPA 2.2.8 453 NLO
pZ Ñ ``qγ SHERPA 2.2.8 175 NLO
tt̄ di-leptonic(e,µ, τ) POWHEG+Pythia8 76.96 NNLO+NNLL
Wt leptonic POWHEG+Pythia8 6.99 NLO
qq̄{g Ñ WW Ñ `ν`ν SHERPA 2.2.2 12.5 NNLO
qq Ñ WWqq Ñ `ν`νjj SHERPA 2.2.2 0.095 NNLO
Zp˚qZp˚q Ñ 2`2ν SHERPA 2.1 6.53 NLO
gg Ñ WW Ñ 2`2ν Sherpa 2.2.2 0.47 NLO
qq̄{g Ñ `ν`` SHERPA 2.2.2 2.98 NNLO
qq̄{g, gg Ñ ```` SHERPA 2.2.2 1.269 NNLO

9.1.2.1 Higgs Boson Sample

The four main production modes at the LHC of Higgs boson: gluon fusion (ggF),

VBF, and associated WH / ZH productions (The tt̄H production mode is not

included due to its negligible contribution) and a decay into a WW ˚ final state

are simulated at mH “ 125 GeV. The VBF events are generated with Powheg,

interfaced with Pythia 8. The VBF cross-section is normalized to approximate

next-to-next-to-leading-order (NNLO) QCD corrections and NLO electroweak cor-

rections [130, 131, 132].

The ggF events are generated using the Powheg NNLOPS program [133, 134],

interfaced with Pythia 8. The ggF cross-section is normalized to N3LO QCD cor-

rections and NLO electroweak corrections [135].

The associated WH / ZH production (collectively referred to as V H) is generated
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using Powheg and interfaced with Pythia 8. The V H cross-section is normalized

to NNLO QCD corrections and NLO electroweak corrections [136].

All the Higgs boson samples use the PDF4LHC15 [137] PDF set and the AZNLO

tune of Pythia 8. The Higgs boson decay branching ratio is calculated with HDE-

CAY [138] and PROPHECY4F [139, 140, 141] for all the Higgs boson samples.

9.1.2.2 Background Sample

The top background is one of the dominant backgrounds which consists of tt̄ and single

top. The tt̄ events are produced using the PowhegBox v2 generator at NLO with

the NNPDF3.0nlo PDF set and the hdamp parameter (a resummation damping factor

for matching of Powheg matrix elements to the parton shower which affects the

high-pT radiation against which the tt̄ system recoils.) set to 1.5 mtop and interfaced

to Pythia 8 with A14 tuning. An NNLO reweighting is applied to the sample to

correct for the known mismodeling of the leading lepton pT due to missing higher-

order corrections [142]. The single top quark production in association with W

bosons is generated using the PowhegBox v2 generator at NLO in QCD and the

NNPDF3.0nlo set of PDFs and interfaced to Pythia 8 using the A14 tune and the

NNPDF2.3lo set of PDFs. The interference and overlap with tt̄ production is removed

by the diagram removal scheme [143]. The bottom and charm hadron decays are

simulated by EvtGen.

Standard model diboson V V (WW , WZ, and ZZ) events are produced by two

modes, QCD induced and electroweak induced. The QCD-induced diboson processes

are simulated using the Sherpa 2.2.2 generator with matrix elements at NLO accu-

racy in QCD for up to one additional parton emmision and at LO accuracy for up to

three additional parton emissions. Samples for the loop-induced processes gg Ñ V V

are generated using LO-accurate matrix elements for up to one additional parton
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emission. Electroweak diboson production is generated using Sherpa 2.1.1 in asso-

ciation with two jets (V V jj) with LO-accurate matrix elements. The V γ events are

generated using the Sherpa 2.2.2 generator with matrix elements are at NLO QCD

accuracy for up to one additional parton emission and at LO accuracy for up to three

additional parton emissions.

The Drell-Yan background is due to the Z`jets process. The QCD-induced pro-

duction of Z`jets is simulated using the Sherpa 2.2.1 generator with NLO accuracy

for matrix elements for up to two partons, and LO accuracy for up to four parton

emmisions. Electroweak production of ``jj final states are also generated using the

Sherpa 2.2.1 using LO matrix element accuracy with up to two additional parton

emissions. The cross-section is normalized to an NNLO prediction [144].

The dominant source of mis-identified lepton background is from the W`jets

events, where tracks in the jets are mis-identified as leptons. For these events, a data

driven estimation is used instead of MC simulation as such misidentification are hard

to model. However, for purposes of validation and flavor composition studies MC

samples are generated using Powheg interfaced with Pythia 8.

9.1.3 Pileup

For all MC samples, The effect of additional pp interactions in the same and neighbor-

ing bunch crossings (pile-up) is modeled in the MC samples by overlaying simulated

inelastic pp events generated with Pythia 8 using the NNPDF2.3lo set of PDFs and

the A3 tune over the original hard-scattering event.

In order to model pile-up conditions correctly, the µ data scale factor of 1/1.03

has been applied before reweighting the µ distribution in Monte Carlo to match as

presented in Figure 9.1.
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(b) Actual µ, with data scale factor applied

Figure 9.1: Distributions of pile-up proxy observable (µ). Average µ is used to
reweight Monte Carlo to match 2015 and 2016 data, while actual µ is used to reweight
Monte Carlo to match 2017 and 2018 data. The yellow band includes the MC statis-
tical uncertainties only. No normalization factors are applied.

To apply pile-up reweighting to the MC samples, for 2015 and 2016 data the µ

averaged over all bunches in data while for 2017 and 2018 data the actual µ for each

bunch in data is used to reduce statistical fluctuations in the MC samples.

9.2 Object Selection

This section discusses the selection of the objects - two charged leptons, two for-

ward jets and missing transverse energy due to two neutrinos in the in the VBF

HÑWW ˚Ñ `ν`ν final state, that are used in this analysis.

9.2.1 Leptons

The lepton selection used in this analysis has been optimized to reduce fake lepton

background while limiting the corresponding loss in the signal efficiency. The leptons

are required to originate from the primary vertex. In run-2, to reconstruct primary
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vertex (see [145] and [146]), only tracks passing quality cuts along with pT ą 500 MeV

are considered. In the case when more than one reconstructed primary vertex are

reconstructed for an event, the primary vertex with the highest Σp2
T is considered as

the default hard-scatter vertex. To reduce non-prompt lepton backgrounds, selection

cuts are made on the impact parameters to discard lepton candidate tracks not as-

sociated with the primary vertex. The selection cuts on the impact parameters, and

the working points in the final selection criteria are described for the signal electrons

and muons in details below. (Looser requirements are used for misidentified leptons,

discussed in Section 9.6).

9.2.1.1 Electrons

To define electrons and distinguish their signature from photons and jets, an identifi-

cation and isolation selection is applied. The available identification working points,

which use variables like the number of hits in the pixel and SCT detectors. Since,

misidentified lepton backgrounds fall off quickly with increasing lepton pT, lepton

selections have been optimized in bins of pT, with likelihood-based identification cat-

egory Tight [147] for pT ă 25 GeV. To recover efficiency at high ET , where the fake

background contribution is smaller, the identification category is relaxed to Medium

for pT ą 25 GeV. Further rejection of fake background is accomplished by requiring

electrons to be isolated. To assess how well isolation working points perform in the

HÑWW ˚ analysis, an estimate for the pre-fit significance is calculated to give an

indication of the performance of the configuration. The pre-fit significance

σ “
NSig

b

NSig `NNon-W+jets bkg `NW+jets bkg ` σ2
W+jets bkg ` σ

2
Non-W+jets bkg

(9.1)
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is used with the number of events N and systematic uncertainty σ to scan dif-

ferent isolation working points. For the systematic uncertainties, percentages of

the process yield are used, namely σW+jets bkg “ 0.4 ¨ NW+jets bkg and σNon-W+jets “

0.1¨NNon-W+jets bkg. The numbers 40% and 10% represent conservative estimates of the

total systematic uncertainty affecting each of the processes which are nominally taken

from those used in the previous optimization study in the 2015+16 analysis [148].

Based on systematic and statistical uncertainties for VBF and the availability of scale

factors for those working points, FCTight [147] was chosen. Electrons are required

to have a minimum transverse momentum of pT ą 10 GeV and a pseudo-rapidity

|η| ă 2.47. They need to satisfy |z0 sin θ| ă 0.5 mm and |d0|{σd0 ă 5, for rejection

against fake electrons arising from pileup vertices. An additional selection of ”Au-

thor” = 1 is applied to reduce the Wγ background by nearly half while maintaining

a high signal efficiency. All of the electron selection requirements are summarized in

Table 9.3.

Table 9.3: Electron selection requirements.

pT range Electron ID η range Author Isolation Impact parameter

ă 25GeV LHTight
(|η| ă 1.37) —— (1.52 ă |η| ă 2.47) 1 FCTight |z0 sin θ| ă 0.5 mm, |d0|{σd0 ă 5

ą 25GeV LHMedium

9.2.1.2 Muons

“Combined” type muons (discussed in Section 4.3.2) are used in the analysis. The

muons are required to pass the Tight working point, which maximizes the purity of

the muons by requiring that muons are reconstructed from matching tracks in the ID

and MS, and by applying stringent quality cuts. The efficiency of the Tight working

point, evaluated using tt̄ MC, is 89.9% (91.8%) for low-pT (high-pT) muons [149].

Additionally, muon are required to have a pseudorapidity |η| ă 2.5. The isolation

of a muon candidate is an important way to differentiate prompt muons from those
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produced in background processes like semileptonic decays. Isolation describes the

amount of detector activity in the vicinity of the muon candidate. Many isolation

working points are provided, differing in the amount of track- and calorimeter-based

activity they accept in a cone around the muon candidate. A selection of recom-

mended isolation working points was studied, and the FCTight working point was

chosen to maximize sensitivity, in a similar method described for electrons. They

need to satisfy |z0 sin θ| ă 1.5 mm and |d0|{σd0 ă 15. All of the muon selection

requirements are summarized in Table 9.4.

Table 9.4: Muon selection requirements.

pT range Muon ID η range Isolation Impact parameter

ą 15GeV Tight |η| ă 2.5 FCTight |z0 sin θ| ă 0.5 mm, |d0|{σd0 ă 3

9.2.2 Jets

Jets are reconstructed using The anti-kt algorithm with a radius parameter of R “ 0.4

with particle flow objects [150] as input is used to reconstruct jets. For this analysis,

jets with pT ą 20 GeV and |η| ă 4.5 are selected. Furthermore, a multivariate

selection called the Jet Vertex Tagger (JVT), which uses calorimeter and tracking

information to separate hard-scatter jets from pile-up jets, with JVT Tight WP (JVT

ą 0.5) is applied on jets with 20 ă pT ă 60 GeV and |η| ă 2.4 to reduce contamination

from pile-up. Jets with pT ą 30 GeV are used for jet multiplicity count, while, the

jets with 20 GeV ă pT ă 30 GeV jets referred to as the “sub-threshold” jets are used

for b-jet counting (as described in Section 9.2.2.1).
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9.2.2.1 B-tagged jets

For jets with pT ą 20 GeV and |η| ă 2.5, the jets containing b-hadrons (b-jets)

are identified using a neural network based DL1r b-tagging algorithm at 85% b-jet

tagging efficiency working point [169].

9.2.3 Missing Transverse Momentum

The missing transverse momentum Emiss
T due to the two neutrinos in the final state

is obtained by the negative vector sum of the pT of all the selected objects (jets and

leptons), together with tracks which are not associated with these objects but are

consistent with their primary pp vertex [67].

9.2.3.1 Overlap Removal

In order to correctly calculate the Emiss
T , any overlap between the objects - leptons

and jets should be accounted for properly. The following scheme [152, 153] for overlap

removal is used:

• electron-electron: in case of an overlapping second layer cluster (3x5) or a

shared track, the lower pT electron is eliminated.

• electron-muon: the electron is removed if a combined muon shares an ID track

with an electron, while the muon is removed if a calo-tagged muon shares an

ID track with an electron.

• electron-jet: for ∆Rpjet, eq ă 0.2, the jet is removed after which the electron is

removed if ∆Rpjet, eq ă minp0.4, 0.04` 10 GeV¨peTq for any surviving jet.

• muon-jet: If a jet has less than three associated tracks with pT ą 500 MeV

and ∆Rpjet, µq ă 0.2, or if ratio of pT of the muon and jet is larger than 0.5
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(pµT{p
jet
T ą 0.5) along with the ratio of the muon pT to the total pT of tracks

(associated to the jet) with pT ą 500 MeV if larger than 0.7, then the jet is

removed and the muon is then removed for any surviving jets, if ∆Rpjet, µq ă

minp0.4, 0.04` 10 GeV¨pµTq.

A jet is always saved from removal if it is b-tagged.

9.3 Composite Observables

In this section, observables used in the analysis are presented, some of which reject

reducible backgrounds, some enhance the Higgs decay topology over the irreducible

WW background, and some observables specifically exploiting VBF kinematic signa-

ture to enhance the VBF HÑWW ˚Ñ `ν`ν signal.

9.3.1 Background Rejection

To reduce the reducible backgrounds the following observables are defined:

• mττ - Invariant mass of the hypothetical ττ system under the assumption of

the Collinear Approximation Method [155], which assumes that the τ lepton

decay products (charged lepton and neutrinos) are collinear (go along the same

direction) if the τ leptons are sufficiently boosted, and that the neutrinos from

the τ leptons are the only source of missing energy. The Track based Soft Term

(TST) missing transverse energy (Emiss,TST
T ) is used in the mττ calculation. A

cut applied on this variable is effective to suppress not only Z Ñ ττ , but also

H Ñ ττ .

• Nb´jet - Number of jets with pT ą 20 GeV identified as b-jets from the b-

tagged algorithm (DL1r) at 85% efficiency. This variable is used to suppress

and estimate top quark backgrounds.
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• pllT - Transverse momentum of the dilepton system. Large values reflect that the

leptons and neutrinos are emitted in opposite hemispheres, corresponding to the

signal topology, and is especially effective at rejecting Drell-Yan background.

• ∆φll,Emiss
T

- Azimuthal angle between the dilepton system and the TST MET

(Emiss,TST
T ). Strongly peaked at back-to-back for signal and most backgrounds.

Events in which this angle is close to zero may have mis-measured objects and

thus are rejected.

• max(m`
T) - The transverse mass using each lepton is defined as:

m`
T “

b

2plTE
miss,TST
T p1´ cospφl ´ φE

miss,TST
T qq (9.2)

If the process has at least one real W boson, such as the signal, the transverse

mass of at least one of the leptons will be a larger value. Therefore, placing a

lower bound on the maximum value of m`
T helps in rejecting backgrounds with

no real W boson, such as Z{γ˚ Ñ ττ and QCD.

9.3.2 Topological Variables

The topological variables used to enhance the Higgs signal are defined below:

• ∆φll - Azimuthal angle between the leading and subleading leptons. ∆φll be-

tween the leptons in the final state of HÑWW ˚Ñ `ν`ν decay is peaked near

zero because of the zero spin of the SM Higgs boson and the V-A structure

of the weak interactions (discussed in Section 2.1.3.2). The dominant back-

grounds from top quark and non-resonant WW processes have relatively flat

distributions.

• mll - Invariant mass of the leading and subleading leptons. Since, mll »

|p1||p2|r1 ´ cos∆φlls and ∆φll „ 0 for signal, mll also peaks at a smaller value
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for signal. While the backgrounds from top quark, Z/DY, and non-resonant

WW processes have relatively higher values of mll.

• mT - Since it is not possible to fully reconstruct the mass of the WW ˚ Ñ lνlν

system, its transverse mass is defined as:

mT “

b

pEll ` Emiss
T q

2
´ |pll ` Emiss

T |
2

(9.3)

where Ell “
a

|pll|2 `m2
ll. It is is designed to capture the mass of the Higgs

and is therefore a powerful discriminant against non-resonant WW background.

Similar to Equation 9.2, the Emiss,TST
T is used in the definition to improve the

resolution of the observable.

9.3.3 VBF Observables

The following observables exploit the kinematic signature of the VBFHÑWW ˚Ñ `ν`ν

topology:

• ptot
T - The modulus of the vector sum of transverse momenta all the physics

objects in the event, defined as:

ptot
T “ |pT

l1
`pT

l2
`Emiss

T `
ÿ

pT
jets
| (9.4)

Here, all jets are included which pass the final selection criteria as described

in Section 9.2.2. Track Emiss
T is used in ptot

T , which is the vector sum of all the

visible physics objects in the event with an additional soft track term. As a

result, after cancellation:

ptot
T » |Emiss, trk

T, soft | (9.5)

This quantity is the modulus of the vector sum of soft tracks falling outside

of selected jets, as is used to estimate the amount of soft QCD radiation in a
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given event. Backgrounds with QCD jets have more soft gluon radiation and

therefore lie at larger values of ptot
T with respect to VBF events which have

relatively little QCD activity.

• ∆yjj - Rapidity distance between the two leading jets in the event, defined as:

∆yjj “ |Yjet1 ´ Yjet2| (9.6)

The signal is characterized by forward jets which have a larger ∆yjj value with

respect to the backgrounds.

• mjj - Invariant mass of the two leading jets in the event, defined as:

m2
jj “ m2

j1`m
2
j2`2rEj1

T E
j2
T coshp∆yjjq´pT

j1
¨ pT

j2
s

» 2pj1T p
j2
T rcoshp∆yjjq´cosp∆φjjqs

(9.7)

The second equality assumes jet mass smaller than jet pT. Since, mjj is a

function of ∆yjj, its value increase with larger ∆yjj as in the case of signal.

Additional discrimination power comes from the other terms in Equation 9.7.

For tt̄ background, the jets tend to be back-to-back while for VBF signal, jets

are distributed quite uniformly in φ. In addition, after b-jet veto, tt̄ events with

ISR jets and a b-jet outside the tracking volume are favored in the signal phase

space, resulting in a softer jet pT spectrum for tt̄ background. Therefore, signal

events tend to have larger mjj value than background events.

• ηlep centrality (ΣlCl) - Lepton centrality is an extension of the OLV discussed

in Section 9.4.2, and quantifies the position of the leptons with respect to the

two leading jets in the η-plane:
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OLVl0 “ 2 ¨ |
ηl0 ´ η̄

ηj0 ´ ηj1
|

OLVl1 “ 2 ¨ |
ηl1 ´ η̄

ηj0 ´ ηj1
|

ηlep centrality “ OLVl0 `OLVl1 (9.8)

where, η̄ “ pηj0 ` ηj1q{2 is the average η of the two tag jets. OLVl is defined

for each lepton as:

OLVl

$

&

%

“ 0 : lies in the middle of the rapidity gap between the two tag jets.
ă 1 : lies within the rapidity gap between the two tag jets.
ą 1 : lies outside the rapidity gap between the two tag jets.

(9.9)

9.4 Event Selection

In this section, a summary of the event selections for the VBF analysis is provided

in Table 9.5. These selection have been designed on the common observable defined

above, to exploit the signal event topolgy and reduce backgrounds. After the preselec-

tion cuts, a deep neural network (DNN) is trained to separate signal and background

which is also discussed here.

9.4.1 Common Preselection

The following set of cuts are applied to select HÑWW ˚Ñ `ν`ν events. Since they

effectively select both VBF and ggF mode of Higgs production, they are referred to

as common preselection.
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• exactly one pair of opposite charge, different flavor (e` µ) leptons

• pleadT ą 22 GeV and psubleadT ą 15 GeV. Since, one of the W bosons must be

off-shell in the Higgs boson decay, one of the lepton is expected to have a lower

energy which is the rationale behind asymmetric selections. These cuts have

been optimized to reduce misidentified lepton background while maximizing

signal acceptance.

• mll ą 10 GeV, to suppress low mass meson resonances and DY events

9.4.2 VBF-specific Preselection

After the application of common preselection guided by the HÑWW ˚Ñ `ν`ν final

state, the VBF preselection are driven by the distinctive event topology of the VBF

signal (with respect to ggF), with the presence of two energetic jets separated by a

large gap in rapidity. The VBF preselection requires:

Njet,pTą30 GeV ě 2 (9.10)

The two leading jets are considered to be originating from the quarks in the final

state of the VBF Higgs production, referred to as “VBF induced jets”.

In order to further enhance the VBF topology, the following criteria are also

applied to suppress the background processes:

• A Z Ñ ττ veto, which is a cut around the Z mass pole mττ ă mZ ´ 25GeV is

applied to reduce the Z Ñ ττ background.

• A central-jet veto (CJV), which rejects events with jets above pT ą 30 GeV

present between the pseudo-rapidity gap of the two leading jets.

• An outside-lepton-veto (OLV), which discards events with the two charged lep-

tons lying outside the rapidity gap between the leading jets.
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• a mjj ą 120 GeV cut is applied to ensure orthogonality with the VH process,

and does not have any significant effect on the VBF signal yield.

Table 9.5: Event selection criteria used to define the signal and control regions in
the analysis.

Signal region Z`jets CR Top quark CR

Pre-selection
Two isolated, different-flavour leptons (`“ e, µ) with opposite charge

plead
T ą 22GeV , psublead

T ą 15 GeV
m``ą 10 GeV, Njet ě 2

Nb-jet,ppTą20 GeVq“ 0 Nb-jet,ppTą20 GeVq“ 0 Nb-jet,ppTą20 GeVq“ 1

Selection

mττ ă mZ ´ 25 GeV |mττ ´mZ | ă 25 GeV mττ ă mZ ´ 25 GeV
mjj ą 120 GeV – –
– m`` ă 70 GeV –

central jet veto
outside lepton veto

A DNN is applied in the SR that uses 15 discriminant variables:

∆φ``, m``, mT, ∆yjj, mjj, p
tot
T , ηcentrality

` , m`1j1, m`1j2, m`2j1,m`2j2,

p
jet1
T , p

jet2
T , p

jet3
T , and Emiss

T Significance

Signal region is defined after applying all these preselection cuts, summarized in

Table 9.5. The distributions of the discriminant variables, described in Section 9.3.3,

at the VBF preselection stage are shown in Figure 9.2.
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Figure 9.2: Distributions of number of b-tagged jets, CJV, OLV, mττ , and mjj at
the VBF pre-selection cut stage. A blinding criteria (Data and MC events with DNN
ą 0.25 are removed) is applied after the b-veto cut. The yellow band represents the
MC statistic only. 142



9.4.3 Deep Neural Network (DNN)

Given the low expected VBF signal yield compared to other Higgs production mech-

anisms, a multivariate analysis based on a deep neural network (DNN), implemented

through keras [156] and TensorFlow [157], is employed to extract the most out of the

statistically limited dataset.

The DNN is trained using a total of 15 input variables:

• VBF topology: ∆yjj, mjj, η
centrality
` ,m`1j1, m`1j2, m`2j1,m`2j2,p

jet1
T ,p

jet2
T ,p

jet3
T

• H Ñ WW decay: ∆φ``, m``, mT

• Top suppression: ptot
T , Emiss

T Significance

Here, mlkjl refers to the invariant mass of system of the k-th lepton and the l-

th jet, with k and l as 1 or 2 referring to the leading object or sub-leading object

respectively. The rest of the input variables above have been discussed in Section 9.3,

and their distributions in the VBF preselection region are shown in Figures 9.3–9.4.
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Figure 9.3: Distributions of ∆φ``, m``, ∆yjj, mjj, mT, ptot
T , ηcentrality

` ,

Emiss
T Significance, and p

jet1
T after the VBF preselection. The VBF signal is scaled

by a factor of 300. The yellow band represents the MC statistical uncertainties and
the main sources of experimental uncertainties (JES/JER/MET/flavor-tagging).
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Figure 9.4: Distributions of p
jet2
T , p

jet3
T , m`1j1, m`2j1, m`1j2, and m`2j2 after the VBF

preselection. The VBF signal is scaled by a factor of 300. The yellow band represents
the MC statistical uncertainties and the main sources of experimental uncertainties
(JES/JER/MET/flavor-tagging).

The DNN is trained on MC events passing the VBF preselection for all major

backgrounds, except the W+jets, are included in the training. The reason for exclud-

ing W+jets background from training is that it is not well-modeled using simulation

(discussed in detail in the Section 9.6). The DNN output reflects the compatibil-

ity of an event with having VBF-like kinematics, with higher the output value the

more signal-like is the event. The DNN output has been binned to perform binned

likelihood fit on its distribution (discussed in Section 9.7.1). The bin boundaries are

chosen with an algorithm that aims to split the bins as finely as possible, while having

enough statistics in each bin. It starts with splitting the DNN output into very fine
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bins. Then the algorithm starts combining the adjacent bins together if the bins have

less than 10 expected signal and background events each and/or relative statistical

uncertainty on the background of more than 20%. After the above requirements are

met for the bins, the merging process stops once the bins have at least 20 expected

signal events.

The final bin boundaries of the DNN output are: [0.00, 0.25, 0.59, 0.73, 0.83,

0.89, 0.93]. In the bin with the highest DNN output, the expected VBF signal-to-

background ratio is approximately 3.5. The DNN output distribution in the final

signal region is presented in Figure 9.5.
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Figure 9.5: Post-fit distribution of the DNN output in the VBF signal region,
together with the top quark and Z`jets control regions. The hatched band shows the
total uncertainty of the signal and background modeled contributions. The middle
panel shows the ratio of the data to the sum of the fitted signal and background.
The bottom panel displays the signal to background ratio, where the hatched band
indicates the combined statistical and systematic uncertainty for the fitted signal and
background. Figure from [121].

9.5 Background Estimation

This section describes estimation of all the major background processes, except the

background due to misidentified leptons, that are present in the analysis. The esti-

mation of the background from misidentified leptons, which requires a data-driven

approach, is discussed in the Section 9.6.

147



Table 9.6: Cutflow in the VBF signal region, the top CR, the Z Ñ ττ CR, and the
WW VR. This cutflow includes the W+jets data driven estimate. Only the statistical
errors are presented.
?
s “ 13TeV , L “ 139fb´1 (Full Run 2) HV BF HggF WW Other VV Top Zjets Mis-Id Total Bkg Data Data/MC

Apply fake factor 596.42˘ 0.74 5630.05˘ 7.80 127119.22˘ 114.74 19263.72˘ 206.72 1163914.11˘ 237.39 257414.12˘ 361.98 38973.55˘ 236.41 1612314.76˘ 547.02 1585575 0.98˘ 0.00
2-jet (30,30) fJVT 366.44˘ 0.58 1061.57˘ 3.08 24462.22˘ 30.25 4925.51˘ 98.24 920515.85˘ 203.89 26196.51˘ 90.16 12089.39˘ 162.49 989251.03˘ 294.41 975285 0.99˘ 0.00

b-veto 323.65˘ 0.54 914.35˘ 2.86 21166.54˘ 28.65 3915.68˘ 92.53 64352.98˘ 57.80 21980.21˘ 85.29 4463.54˘ 71.36 116793.30˘ 158.42 109428 0.93˘ 0.00
Z Ñ ττ veto 278.04˘ 0.50 798.58˘ 2.68 12310.00˘ 22.65 2086.47˘ 74.83 39234.78˘ 45.07 7801.75˘ 58.49 2627.40˘ 55.13 64858.97˘ 120.87 61311 0.94˘ 0.00

blinding (2-jet) 278.04˘ 0.50 798.58˘ 2.68 12310.00˘ 22.65 2086.47˘ 74.83 39234.78˘ 45.07 7801.75˘ 58.49 2627.40˘ 55.13 64858.97˘ 120.87 61311 0.94˘ 0.00
Mjj ¿ 120 GeV 253.95˘ 0.48 488.39˘ 2.07 8284.63˘ 17.71 1397.54˘ 57.08 27103.62˘ 37.10 5134.80˘ 46.09 1554.44˘ 43.08 43963.42˘ 94.52 41466 0.94˘ 0.01
CJV (30GeV) 234.87˘ 0.46 416.06˘ 1.92 6882.96˘ 16.73 1156.26˘ 51.27 21361.54˘ 33.27 4359.13˘ 44.08 1241.61˘ 38.62 35417.55˘ 86.34 33802 0.95˘ 0.01

OLV bool 203.47˘ 0.43 201.90˘ 1.36 2215.65˘ 10.72 402.50˘ 32.93 7731.98˘ 20.12 1696.74˘ 33.49 418.62˘ 23.04 12667.39˘ 57.08 12189 0.95˘ 0.01
VBF SR: DNN ¡= 0.25 36.80˘ 0.18 121.68˘ 1.06 2047.68˘ 10.24 361.50˘ 29.75 7384.46˘ 19.62 1568.09˘ 27.25 361.78˘ 21.78 11845.19˘ 50.92 11256 0.95˘ 0.01

VBF SR: DNN ¿ 0.25 166.66˘ 0.39 80.22˘ 0.85 167.97˘ 3.18 41.01˘ 14.12 347.52˘ 4.45 128.65˘ 19.47 56.83˘ 7.53 822.20˘ 25.80 933 0.94˘ 0.04
VBF SR: DNN ¿ 0.93 39.45˘ 0.19 2.66˘ 0.15 2.63˘ 0.26 0.49˘ 0.13 3.08˘ 0.48 1.51˘ 0.31 2.44˘ 0.78 12.83˘ 1.03 60 1.15˘ 0.15

Z Ñ ττ CR: |mττ ´mZ | ă 25, bVeto 27.14˘ 0.16 67.22˘ 0.76 1817.53˘ 8.20 713.12˘ 31.62 5684.49˘ 17.28 8860.01˘ 37.18 633.68˘ 26.53 17776.05˘ 58.76 16365 0.92˘ 0.01
Z Ñ ττ CR: Mll ă 70 GeV 23.95˘ 0.15 58.21˘ 0.70 408.53˘ 3.76 429.97˘ 25.77 1163.27˘ 7.65 7890.42˘ 32.44 338.91˘ 18.67 10289.32˘ 46.24 9314 0.90˘ 0.01

Z Ñ ττ CR: CJV 22.12˘ 0.14 51.27˘ 0.66 350.69˘ 3.58 373.64˘ 24.51 951.74˘ 6.97 6981.50˘ 31.53 314.02˘ 17.90 9022.85˘ 44.47 8170 0.90˘ 0.01
Z Ñ ττ CR: OLV 17.29˘ 0.13 14.78˘ 0.36 83.63˘ 1.80 67.69˘ 12.24 279.27˘ 3.79 1687.34˘ 15.24 54.53˘ 8.87 2187.23˘ 21.88 2114 0.96˘ 0.02

Top CR: 1 b-jets 39.78˘ 0.19 129.19˘ 1.08 3009.78˘ 9.47 907.83˘ 30.17 353256.14˘ 130.15 3656.20˘ 28.80 4644.57˘ 96.60 365603.71˘ 167.64 359321 0.98˘ 0.00
Top CR: Z Ñ ττ veto 34.16˘ 0.18 111.77˘ 1.00 1680.17˘ 7.37 491.76˘ 23.03 216323.59˘ 101.55 1293.85˘ 15.80 2798.44˘ 76.70 222699.58˘ 130.50 220476 0.99˘ 0.00

Top CR: CJV 30.80˘ 0.17 95.13˘ 0.93 1375.94˘ 6.93 410.07˘ 21.26 178190.56˘ 92.80 1089.26˘ 15.05 2250.73˘ 70.02 183411.69˘ 119.34 182044 0.99˘ 0.00
Top CR: OLV 22.37˘ 0.14 28.49˘ 0.52 274.00˘ 3.47 90.49˘ 12.66 40411.20˘ 44.32 265.88˘ 8.59 402.20˘ 33.44 41472.27˘ 57.69 41112 0.99˘ 0.01

b-veto 323.65˘ 0.54 914.35˘ 2.86 21166.54˘ 28.65 3915.68˘ 92.53 64352.98˘ 57.80 21980.21˘ 85.29 4463.54˘ 71.36 116793.30˘ 158.42 109428 0.93˘ 0.00
WW VR: MT ¿130 GeV 32.37˘ 0.17 130.64˘ 1.09 16205.26˘ 24.76 1809.25˘ 44.73 50531.02˘ 51.34 864.82˘ 28.64 1947.83˘ 48.70 71488.82˘ 91.88 68076 0.95˘ 0.00

WW VR: MT2¿160 GeV 18.87˘ 0.13 50.21˘ 0.67 6575.65˘ 14.24 706.38˘ 32.95 11645.94˘ 25.06 302.46˘ 12.89 564.35˘ 25.02 19844.98˘ 52.05 18605 0.94˘ 0.01
WW VR: CJV 16.88˘ 0.12 42.85˘ 0.62 5401.88˘ 13.40 582.10˘ 32.52 8527.32˘ 21.85 248.15˘ 12.53 457.98˘ 22.38 15260.28˘ 48.71 14452 0.95˘ 0.01

9.5.1 Top Control Region

Although, there is a very good agreement between between theory calculations and

ATLAS top quark measurements in general, the top quark background normalization

in VBF analysis is constrained using a top-rich control region (CR). Since, the selected

jets in the VBF signal topology have a looser η requirement (—η ă 4.5|) compared to

the η requirement in the cross section measurements in ATLAS (|η ă 2.5) [158, 159],

the existing theoretical models have not been tested in this region by top quark

measurements. A common normalization is used for both tt̄ and single top (ST) as

their kinematic shapes are similar. The top control region (CR) is made orthogonal

to the VBF SR by requiring one and only one b-tagged jet (Nb´jet “ 1) instead of

b-jet veto, while keeping all the other selection criteria same as SR. The reason for

Nb´jet “ 1 instead of an inclusive b-tagged region is to bring the flavor composition

of tag jets closer to the one in the b-vetoed SR. The purity of the top control region

is of about 97%. The modeling of the DNN input variables are shown in Figure 9.6

and 9.7, and the distribution of the DNN output is shown in Figure 9.8 in the top

CR. The yields in top CR are presented in Table 9.6. The top normalization factor

simultaneously derived with the Z Ñ ττ normalization via simple matrix inversion.
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The top NF is measured to be 0.99˘ 0.01 (stat.).
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Figure 9.6: Distributions of ∆φ``, m``, ∆yjj, mjj, mT, ptot
T , ηcentrality

` ,

Emiss
T Significance, and p

jet1
T in the top CR. The yellow band represents the MC sta-

tistical uncertainties.
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Figure 9.7: Distributions of p
jet2
T , p

jet3
T , m`1j1, m`2j1, m`1j2, and m`2j2 in the top CR.

The yellow band represents the MC statistical uncertainties.

9.5.2 Z Ñ ττ Control Region

The modeling of the DNN input variables are shown in Figure 9.6 and 9.7, and the

distribution of the DNN output is shown in Figure 9.8 in the top CR. The yields

in top CR are presented in Table 9.6. The top normalization factor simultaneously

derived with the Z Ñ ττ normalization via simple matrix inversion. The top NF is

measured to be 0.99 ˘ 0.01 (stat.). The Z Ñ ττ control region is made orthogonal

to the VBF SR by inverting one Z Ñ ττ veto (|mττ ´mZ | ă 25) that selects a decay

product mass around the Z-peak, while keeping all the other selection criteria same

as SR. Additionally a cut on mll ă 70 GeV is applied to purify the region. The
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Figure 9.8: The DNN distribution in the top CR with a binning that ensures the
signal is not unblinded (left) and the unblinded region with a finer binning (right).
The yellow band represents the MC statistical uncertainties and the main sources of
experimental uncertainties (JES/JER/MET/flavor-tagging).

purity of the Z Ñ ττ control region is of about 77%. The modeling of the DNN

input variables are shown in Figures 9.9 and 9.10, and the distribution of the DNN

output is shown in Figure 9.11 in the Z Ñ ττ CR. The yields in the Z Ñ ττ are

presented in Table 9.6. The Z Ñ ττ normalization factor simultaneously derived

with the top normalization via simple matrix inversion. The Z Ñ ττ NF is measured

to be 0.98˘ 0.03 (stat.).
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Figure 9.9: Distributions of ∆φ``, m``, ∆yjj, mjj, mT, ptot
T , ηcentrality

` ,

Emiss
T Significance, and p

jet1
T in the Z Ñ ττ CR. The yellow band represents the

MC statistical uncertainties.
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(f) m`2j2

Figure 9.10: Distributions of p
jet2
T , p

jet3
T , m`1j1, m`2j1, m`1j2, and m`2j2 in the Z Ñ ττ

CR. The yellow band represents the MC statistical uncertainties.
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Figure 9.11: The DNN distribution in the Z Ñ ττ CR with a coarse binning and
the signal stacked in the last bin (left) and the unblinded region with a finer binning
(right). The yellow band represents the MC statistical uncertainties and the main
sources of experimental uncertainties (JES/JER/MET/flavor-tagging).

9.5.3 WW Validation Region

The WW background process in association with 2 jets can be divided into two

distinct types of processes:

1. EW WW ` 2 jets: containing only electroweak vertices,

2. QCD WW ` 2 jets: containing a QCD vertex.

The cross section of the QCD WW+2 jets processes is more than an order of mag-

nitude larger than the EW WW+2 jets one. However, the two contributions have

more comparable impact in the VBF phase space region of large mjj and ∆yjj. Due

to the large tt̄ contamination, the purity that can be obtained in the WW events

enriched phase space is only between 34% and 46%. Therefore, a validation region

being used to check the generators prediction for the QCD WW+2 jets with data

while the MC prediction of WW is applied directly in the VBF SR. The following

requirements define the Njet ě 2 WW validation region:
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• VBF preselection;

• mT ą 130 GeV;

• mT2 ą 160 GeV;

The mT2, which gives a lower bound on the parent particle’s mass [160], is de-

fined as mT2 “ minp1T`p2T“pT pmaxpm
2
Tpp

1
T , p

a
T q,m

2
Tpp

2
T , p

b
T qqq The purity of the current

validation region is 35%. The modeling of the kinematic distributions in the WW

validation region is shown in Figures 9.12 and 9.13. The yields in WW VR are

presented in Table 9.6. If the WW validation region is included in a 3x3 matrix

inversion procedure, together with the top CR and the Z Ñ ττ CR, to extract the

normalizations, the WW NF evaluates to 0.89˘ 0.03 (stat.). To reduce discrepancy

between data and the MC, this factor in the distributions, as shown in Figures 9.12

and 9.13.
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Figure 9.12: Distributions of ∆φ``, m``, ∆yjj, mjj, mT, ptot
T , ηcentrality

` ,

Emiss
T Significance, and p

jet1
T in the WW VR. The yellow band represents the MC

statistical uncertainties.
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Figure 9.13: Distributions of p
jet2
T , p

jet3
T , m`1j1, m`2j1, m`1j2, and m`2j2 in the WW

VR. The yellow band represents the MC statistical uncertainties.

9.6 Misidentified Lepton Background Estimation

Physics processes with leptons in their final states, as in the HÑWW ˚Ñ `ν`ν, have

clean signatures because of the significant background rejection due to the excellent

lepton identification of the ATLAS detector. With sufficiently tight lepton identi-

fication criteria in ATLAS, misidentification rates of events containing only QCD

interactions can be heavily reduced to a range within 10´5 ´ 10´4. However, the

remaining jets that are misidentified as leptons populate the non-gaussian tails of the

detector response, making them very difficult to model using simulation. Source of

misidentified leptons depend upon their flavor, event topology and the lepton identi-

fication criteria used. Lepton will refer to electrons or muons, not taus. For electrons,
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they can originate for instance from charged hadrons, conversion of photons1, or semi-

leptonic heavy-flavor decays. In the latter two cases, although an actual electron is

present in the final state from a secondary process, it is still considered misidentified

in the sense that it is not produced in isolation as the result of a hard electroweak

scattering event (which, in contrast, is referred to as a “prompt” lepton). For muons,

nearly all fakes2 originate from either semi-leptonic heavy-flavor decay or meson decay

in flight - both of which contain a real non-prompt muon.

Despite the small misidentification rate, W`jets processes, in which one prompt

lepton originates from the W boson decaying leptonically in association with one or

more jets where one of them is misidentified as a second lepton, constitutes a non-

negligible background due to its large cross section which is more than three orders

of magnitude higher than the Higgs boson production, see Figure 9.14.

1The photons originating in turn from e.g. bremsstrahlung as well as initial or final state radiation.

2For this analysis, the terms “fake lepton”, “fake” or “misidentified lepton” will refer to cases
where a jet is misidentified as a lepton.
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Figure 9.14: Production cross sections of different SM processes as measured by
ATLAS, along with theoretical predictions. In purple at the values at

?
s “ 13 TeV.

Theoretical predictions, calculated at NLO or higher, are shown in grey. Figure taken
from [18].

A contribution is also present from pure QCD processes in which two jets are

simultaneously misidentified as prompt leptons. However, these backgrounds are

significantly suppressed by targeting final states containing high-energy neutrinos,

for example by requiring a large missing transverse momentum.

Given the shortcomings of the Monte Carlo modeling of fake leptons, the data-

driven fake-factor method is used3 in this analysis to estimate the W`jets back-

ground.

3Converted photons are not estimated with the fake-factor method, but use Wγ˚ MC.
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9.6.1 The Fake Factor Method

The fake factor method for estimating misidentified lepton backgrounds consists

broadly of two steps: (1) selecting a control sample of observed data enriched in

misidentified objects, and (2) applying an extrapolation factor to transfer the control

sample yields to the signal region. The control sample is designed to be kinemati-

cally similar to the signal region by requiring all the kinematic selections same as the

signal region, but for one of the two leptons to fail the identification criteria (see sec-

tion 9.2.1). This lepton is required to satisfy a looser set of selections, and is referred

to as the anti-identified (anti-id) lepton. The other lepton which satisfies the same

identification criteria as the signal region is referred to as the identified (id) lepton.

The selection criteria for id and anti-id electrons and muons are listed in Table 9.7.

Table 9.7: Requirements for fully identified and anti-identified leptons.

Electron Muon
identified anti-identified identified anti-identified

pT ą 15 GeV pT ą 15 GeV
|η| ă 2.47,excluding 1.37 ă |η| ă 1.52 |η| ă 2.5

|z0 sin θ| ă 0.5 mm |z0 sin θ| ă 0.5 mm
|d0|{σpd0q ă 5 |d0|{σpd0q ă 3 |d0|{σpd0q ă 15

Pass LHTight if pT ă 25 GeV
Pass LHLoose Pass Quality Tight Pass Quality MediumPass LHMedium if pT ą 25 GeV

Pass FCTight isolation Pass FCTight isolation
Author “ 1

Veto against identified electron Veto against identified muon

The number of events in the control sample can be expressed as

Nid` {id “ NW`jets

id` {id
`Nmultijet

id` {id
`Nprompt

id` {id
(9.11)

where the strike-through denotes anti-id. Due to requirement of at least two forward

jets in VBF signal topology, the contribution of multijet background is found to be

substantial.

The yield of the misidentified leptons in the control sample is therefore obtained

by subtracting the contribution of prompt lepton background, using MC, from the
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observed data yield. The extrapolation factor, denoted as “fake-factor”, is then

applied to the fake lepton yield in the control sample to obtain the estimated fake

yield in signal region,

NW`jets
id`id “ FF ˆNW`jets

id` {id
“ FF ˆ pNid` {id ´N

prompt

id` {id
´Nmultijet

id` {id
q (9.12)

The fake-factor is measured separately for fake eletrons and fake muons, as a

function of pT and |η|, using a Z`jets sample (discussed in Section 9.6.2) for W`jets

background, and using a multijet sample (discussed in Section 9.6.4) for multijet

background, as

FF ppT, |η|q “
Nid

N {id

ppT, |η|q (9.13)

9.6.2 Z+jets Fake Factor

In the fake factor method, it is assumed that the fake background efficiency only

depends on the properties of the lepton (not on the remainder of the event). This

is a reasonable assumption since lepton reconstruction only takes information from

a small detector region. Therefore, the fake factor estimated from Z+jets with three

lepton selection can be applied on W+jets with two lepton selection. The leading

order Feynman diagrams for Z and W boson production in association with a quark

or gluon are shown in Figure 9.15.

q W/Z

q g

q W/Z

g q

Figure 9.15: Leading order Feynman diagrams for vector boson plus gluon (left) or
quark (right) production in pp collisions.
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The Z+jets fake factor is expressed as:

FF “
Nid,id,id ´N

non´Z`jets
id,id,id

Nid,id, {id ´N
non´Z`jets

id,id, {id

(9.14)

where the superscript i stands for an ID and a for an Anti-ID lepton.

To derive the fake factor in Equation 9.14, an analysis region is defined, which is

sufficiently pure in Z+jets. Events with three leptons with pT ą 15 GeV are consid-

ered. The leptons from Z decay are tagged by requiring the leptons to be of same

flavor and opposite charge. These leptons are identified with the same criteria as ID

criteria in Table 9.7 with the exception that they only need to pass FCLoose isolation

and a “loose-with-b-layer” electron or “medium” muon quality working point. If they

are electrons, they need to be in an invariant-mass window of [80, 110] GeV, while

muons need to be in a window of [70, 110] GeV. If at least one of the two leptons

is matched to an object firing the single-lepton trigger, the leptons are accepted as

Z-boson candidates. If multiple lepton combinations satisfy this requirement, the

pair with the invariant mass closest to the Z boson is chosen. The remaining lepton

is the fake candidate. When applied to a Z+jets MC sample, this algorithm correctly

assigns leptons to the Z boson in about 99% of all cases. The reconstructed Z-boson

peak can be seen in Figure 9.16.

To reject the leptonic WZ background, mW
T “

a

2Emiss
T Efake cand.

T p1´ cosφq ă

50 GeV is applied, where φ is the angle between the MET and the fake candidate.

The region above a transverse mass mW
T of 50 GeV, where the fake candidate is

required to pass the ID criteria, is used as a control region for the WZ process (with

normalization factor of 0.99˘ 0.01 extracted from Figure 9.17). The pseudo-rapidity

requirement on the fake candidate is |η| ă 2.5 for muons and |η| ă 2.47 for electrons.

Then, for each fake lepton type, electron and muon, two regions are constructed
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depending on whether the fake lepton passes the ID or Anti-ID cuts.
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Figure 9.17: Distributions in the WZ CR. A cut of mT ą 50 GeV and the require-
ment that the fake candidate lepton is ID are applied for theWZ CR. A normalization
factor of 0.993 is applied for WZ.

The distributions of lepton kinematic variables of the fake candidate leptons are

shown in Figure 9.18. The Z+jets prediction agrees with the data-driven estimate of

the fake yield quite well in the ID selection. In the AntiID selections of electron fake

candidates, MC overestimates the fake yield slightly. The opposite is the case in the

muon AntiID selection.
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Figure 9.18: Kinematic distributions of the fake lepton candidate. The top four
plots are electron fake candidates and the bottom four muon fakes. Between these
four plots, the top two show the ID selection and the bottom two the AntiID selection.
The transverse momentum is shown on the left and the pseudo-rapidity on the right-
hand side.The stacked histograms are background, i.e. not Z+fake, MC processes.
The difference between the data yield and the stacked histograms constitutes the
estimate for Z+fake. The fake estimate is also shown in blue markers and compared
to the not-stacked Z+jets MC prediction.
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Table 9.8: Full cutflow of the Z+jets fake factor analysis. The normalization factor
applied on WZ yield that is derived in the WZ control region.
?
s “ 13TeV , L “ 139fb´1 Z`jets Powheg V ` γ WW WZ ZZ Top V V V Data ZFake purity(%)

Channel Selection 246181.21˘ 268.27 105001.82˘ 743.46 1002.92˘ 8.44 49267.44˘ 1727.21 14923.47˘ 114.48 86488.80˘ 62.61 240.09˘ 0.94 605458 57.57˘ 0.34
lll final state 246181.21˘ 268.27 105001.82˘ 743.46 1002.92˘ 8.44 49267.44˘ 1727.21 14923.47˘ 114.48 86488.80˘ 62.61 240.09˘ 0.94 605458 57.57˘ 0.34

All lep pT ą 15 GeV 246181.21˘ 268.27 105001.82˘ 743.46 1002.92˘ 8.44 49267.44˘ 1727.21 14923.47˘ 114.48 86488.80˘ 62.61 240.09˘ 0.94 605458 57.57˘ 0.34
Overlap: Vgamma/Vjets 246181.21˘ 268.27 105001.82˘ 743.46 1002.92˘ 8.44 49267.44˘ 1727.21 14923.47˘ 114.48 86488.80˘ 62.61 240.09˘ 0.94 605458 57.57˘ 0.34

Z-tagging 139471.86˘ 198.06 18307.04˘ 317.06 125.51˘ 2.91 32270.51˘ 45.33 5995.85˘ 26.42 10694.83˘ 20.85 86.15˘ 0.44 214484 68.54˘ 0.30
TransMassW 125456.68˘ 187.76 15585.31˘ 296.36 45.58˘ 1.87 10126.93˘ 23.07 4267.69˘ 22.15 4059.09˘ 12.90 21.99˘ 0.22 161198 78.84˘ 0.37

fake lepton ID or AntiID 63284.26˘ 136.45 4592.08˘ 163.39 20.73˘ 1.22 9726.48˘ 22.73 4036.29˘ 21.04 3515.93˘ 11.96 21.14˘ 0.21 86206 74.58˘ 0.47

fake type: electron 34343.60˘ 96.99 3850.64˘ 142.84 12.72˘ 1.01 4375.13˘ 16.19 1849.83˘ 11.37 801.10˘ 5.37 9.42˘ 0.14 41125 73.50˘ 0.71
fake el η cut 27149.91˘ 86.45 3417.59˘ 135.42 9.93˘ 0.93 4131.62˘ 15.89 1742.41˘ 10.48 741.56˘ 5.16 8.93˘ 0.14 34003 70.44˘ 0.78

Normalization factors NF = 0.99˘ 0.01
ID cuts 2429.00˘ 26.18 789.22˘ 63.23 1.24˘ 0.31 3367.53˘ 14.08 1272.17˘ 7.08 277.19˘ 2.63 7.40˘ 0.12 7996 28.53˘ 1.42

Normalization factors NF = 0.99˘ 0.01
Anti-ID cuts 24720.92˘ 82.39 2628.37˘ 119.75 8.69˘ 0.88 736.64˘ 7.13 470.23˘ 7.72 464.37˘ 4.44 1.53˘ 0.06 26007 83.43˘ 0.93

fake type: muon 28940.67˘ 95.98 741.44˘ 79.33 8.00˘ 0.69 5351.35˘ 15.95 2186.46˘ 17.70 2714.83˘ 10.68 11.72˘ 0.16 45081 75.57˘ 0.62
fake mu η cut 28059.83˘ 94.46 692.08˘ 77.92 7.65˘ 0.69 5240.16˘ 15.77 2142.10˘ 17.54 2637.08˘ 10.51 11.45˘ 0.16 43638 75.41˘ 0.63

Normalization factors NF = 0.99˘ 0.01
ID cuts 1429.37˘ 21.21 26.49˘ 9.87 1.01˘ 0.24 4349.23˘ 14.46 1364.69˘ 11.69 387.70˘ 3.28 9.54˘ 0.15 7464 17.76˘ 1.21

Normalization factors NF = 0.99˘ 0.01
Anti-ID cuts 26630.46˘ 92.05 665.59˘ 77.29 6.65˘ 0.64 856.10˘ 6.03 777.41˘ 13.08 2249.38˘ 9.98 1.92˘ 0.07 36174 87.40˘ 0.73

Due to small dependence of the electron fake factor dependence on η, the elec-

tron fake factor is only measured as a function of pT. The binning in pT is mainly

determined by the limited statistics and high background contamination in the ID

selections. Since fake leptons are very rare at high pT, the fake factor is only binned

at small transverse momenta.

For muons, the bin pT ą 50 GeV have very low muon fake yield so the yield is

extrapolated from the neighboring pT bin. MC simulation of the Z+jets process is

used to determine the ratio between the fake yields in the region above 50 GeV and

the region in the next-highest bin between 25 and 50 GeV. This ratio is used as an

extrapolation factor to estimate the fake factor in the highest pT bin. The extrapola-

tion factor is extracted in Powhegand SHERPAindependently and averaged. The

difference between the two simulations is used as modeling uncertainty of the ex-

trapolation factor. It is, together with the statistical uncertainty of the extrapolation

factor, propagated to the statistical uncertainty of the muon fake factor in the highest

pT bin. It can be seen that this uncertainty is still much smaller than the electroweak

subtraction uncertainty. The fake factors and their statistical uncertainties are shown

in Figure 9.19.
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Figure 9.19: Fake factors derived in the three-lepton selection. The top two plots
show the fake factor (left) and its relative uncertainties (right) as a function of pT

for electrons. The middle two plots show the muon fake factors in the low-η region
and the bottom two plots the same in the high-η region. The values are also listed
in Table 9.9.

The uncertainties on the Z+jets fake factors have contributions from systematic

and statistical sources. The sources of systematic uncertainties are electroweak back-

ground subtraction (discussed in Section 9.6.3) and differences of fake factors between

Z+jets and W+jets processes (discussed in Section 9.6.5.2). The uncertainties on

the Z+jets fake factor are listed in Table 9.9.
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Table 9.9: Summary of the fake factors from the Z+jets estimate with uncertainties.
All uncertainties are quoted in percent on the nominal value. The column Total
gives total uncertainty on the Z`jets fake factor by taking the quadrature sum of
all individual contributions in the previous columns. In the fit, however, the EW
subtraction and sample composition uncertainties are treated as correlated between
different bins, while the statistical uncertainty is uncorrelated.

Kinematic Region Nominal Statistical EW Subtraction Sample Composition Total
(|η| and pT range)

Electron:
0.0 ă |η| ă 2.5

15.0´ 20.0 GeV 0.076 6.2 3.9 7.5 10
20.0´ 25.0 GeV 0.086 11 8.1 31 34
25.0´ 35.0 GeV 0.14 13 14 7.4 20

35.0´8 GeV 0.21 12 25 21 35
Muon:
0.0 ă |η| ă 1.05

15.0´ 20.0 GeV 0.042 8.4 7.1 8.1 14
20.0´ 25.0 GeV 0.017 35 34 11 50
25.0´ 50.0 GeV 0.026 39 58 11 71

50.0´8 GeV 0.043 47 58 11 75
1.05 ă |η| ă 2.5

15.0´ 20.0 GeV 0.060 6.7 5.3 8.1 12
20.0´ 25.0 GeV 0.042 17 14 11 25
25.0´ 50.0 GeV 0.065 19 28 11 36

50.0´8 GeV 0.11 32 28 11 44

9.6.3 Electroweak Subtraction Uncertainty

In order to calculate the fake factor in Equation (9.14), non-Z+jets processes (pro-

cesses with real leptons) are subtracted from the data yield using MC. Theoretical

uncertainties in the normalization of these MC processes can cause a systematic

uncertainty in the fake factor, which is referred to as electroweak (EW) subtraction

uncertainty. The Anti-ID region in the fake factor derivation has high purity (ą 80%)

for fakes (the cutflow in Table 9.8), while the ID region is mainly populated with elec-

troweak backgrounds. The MC uncertainties, therefore, affect the ID region in the

numerator of the fake factor in Equation (9.14).
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The largest contribution of electroweak backgrounds in the Z+jets ID region

comes from WZ and ZZ. For electron fakes, Z ` γ is also a significant contributor.

Theory uncertainties for these processes have been derived and propagated to the

fake factor, discussed in the following paragraphs.

9.6.3.1 Normalization of WZ Background

Since WZ background is the largest electroweak background in the Z`jets enriched

region, its contribution should be correctly estimated to get a reliable Z`jets fake

factor. Therefore, simulations for the WZ process is normalized to data by first

defining a WZ enriched control sample and then the WZ MC sample is normalized

to data. The WZ CR is defined by requiring the same event selection for the identified

leptons as the Z+jets fake factor selection, but inverting the mW
T requirement, i.e.,

selecting events with mW
T ą 50 GeV with the fully identified lepton. The inversion of

mW
T requirement makes the WZ CR orthogonal to the fake factor estimation sample.

In order to estimate the normalization factor, a χ2 fit is performed to the transverse

mass distribution as a function of the WZ scale factor. The χ2 function is thus

defined as:

χ2
“
ÿ

k

pxk ´ φkpαq
2q

σk2
(9.15)

In Equation 9.15, the index k runs over bins in the mT distribution. The φkpαq is

defined as φkpαq “ Bk ` α¨Sk. The Bk is the total number of background events in

bin k, Sk is the total number of WZ events in that bin and α is a global normalization

factor. The xk is the number of data events reconstructed in bin k, while σk is the sum

in quadrature of data and MC statistical uncertainties. The WZ normalization factor

(NF) comes out to be 0.98 ˘ 0.01 (stat.) with χ2{ndof “ 17.6{11 (see Figure 9.20)
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indicating a good modeling of WZ process using Sherpa 2.2 generator for the Z`jets

enriched sample.
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Figure 9.20: WZ normalization factor calculated using mW
T distribution.

9.6.3.2 Systematic Uncertainties from Electroweak Backgrounds

Three sources of WZ normalization uncertainties are studied in this section: the pT

modeling of the third (fake-able) lepton, the Z`jets modeling in the WZ CR as MC

simulation is used for Z`jets here, and the WZ modeling. A good overall agreement

in data to MC for the pT modeling of the third lepton can be seen in Figure 9.21. To

understand the pT dependence of the mismodeling of third lepton, the pT of fake-able

lepton divided into 3 regions: 15 GeV ă pT ă 35 GeV, 35 GeV ă pT ă 80 GeV,

pT ą 80 GeV. The normalization factors (NFs) for each of these three regions is

estimated using a χ2 fit as described in Section 9.6.3.1. The NFs for each of these

regions are summarized in Table 9.10 and the third lepton pT modeling after applying

the NFs in their respective regions are shown in Figures 9.22, 9.23, and 9.24.
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Figure 9.21: Third lepton pT modeling in WZ CR.

Table 9.10: WZ NF in third lepton pT bins.

WZ CR, pT3 range WZ NF chi2{ndof

pT3 ą 15 GeV 0.97˘ 0.01 (stat.) 19.4{11
15 GeV pT3 ą 35 GeV 0.99˘ 0.02 (stat.) 7.5{7
35 GeV pT3 ą 80 GeV 0.98˘ 0.01 (stat.) 12.1{10

pT3 ă 80 GeV 0.94˘ 0.03 (stat.) 17.9{11
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Figure 9.22: WZ NF in WZ CR (15 GeV ă pT3 ă 35 GeV).
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Figure 9.23: WZ NF in WZ CR (35 GeV ă pT3 ă 80 GeV).
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Figure 9.24: WZ NF in WZ CR (pT3 ą 80 GeV).

The variation in NF due to pT dependence is given by:

∆NF “

g

f

f

e

1

N

N
ÿ

i“1

pNFi ´NF q2 “ 0.02 (9.16)

The relative uncertainty from third lepton pT modeling is then estimated as ∆NF
NF

“

2%, where NF “ 0.98˘ 0.01 is taken from Section 9.6.3.1.

Since MC is used for Z`jets fakes while calculating WZ NF, Z`jet mismodeling

due MC is a source of systematic uncertainty to the WZ normalization. The nominal

generator Sherpa is compared with the alternative generator Powheg for simulating

Z`jets fakes by looking at the Z`jets fake factor from both the generators as shown

in Figure 9.25. The factor factor with Powheg varies by 30% (up for muons and

down for electrons) with respect to Sherpa (nominal).
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Figure 9.25: Variation in fake factor (η and pT bins integrated) due to Z`jets
generator variation.

So, the systematic uncertainty is estimated by varying the Z`jets MC up and

down by a factor of 1.3 and then evaluating the variation in WZ NF as given in

Table 9.11.

Table 9.11: Variation in WZ NF by varying Z`jets MC normalization.

Z`jets MC variation Up (ˆ1.3) Down (ˆ1{1.3)

χ2{ndof 16.6{11 18.7{11
WZ NF 0.97˘ 0.01 (stat.) 0.99˘ 0.01 (stat.)

∆NF “

g

f

f

e

1

N

N
ÿ

i“1

pNFi ´NF q2 “ 0.01 (9.17)

The relative uncertainty due to Z`jets MC modeling is estimated ∆NF
NF

“ 1%.

The uncertainty due to the modeling of WZ process is obtained by comparing

the transverse mass distribution from the nominal Sherpa WZ sample with the

Powheg +Pythia samples as shown in Figure 9.26.
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Figure 9.26: Variation in mW
T distribution using nominal Sherpa and alternate

Powheg WZ samples. It is used to calculate the variation extrapolation factor
(between Z`jets enriched SR and WZ CR). WZ generator uncertainty.

The extrapolation factor(R) is then obtained using both MC distributions using:

R “
NSR

NCR

“

#

Sherpa : R “ 0.4162

Powheg : R “ 0.4159
(9.18)

Here NSR refers to the WZ yield in the Z`jets enriched fake factor region and NCR

refers to the WZ yield in th WZ CR. The extrapolation uncertainties from the choice

of generators are estimated to be ∆R{R “ 0.1%.

Uncertainties from the renormalization and factorization scales for WZ, ZZ and

Z`γ are estimated with a 7-point variation with configurations tµr, µfu “ t0.5, 0.5u,

t0.5, 1u, t1, 0.5u, t1, 1u, t1, 2u, t2, 1u, t2, 2u and the envelope of all seven variations is

quoted as the uncertainty. Uncertainties due to parton distribution function (PDF)

for these processes are evaluated by using NNPDF PDFset and taking the standard

deviation of the variation in the yields of the processes from the 100 PDFs in the

PDFset. The choice of the QCD scale αs when evaluating the PDFs is also con-

sidered as a separate uncertainty. The up and down variations are symmetrized for

convenience when they are of similar size. The ZZ theory uncertainties should be

largely independent of fake type and are therefore averaged over the fake electron

and fake muon cases, while this is not the case for Z`γ, which behaves differently
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for both fake flavors. Thus, those uncertainties are handled separately. The un-

certainties due to resummation scale (QSF) and matching scale (CKKW) for WZ

are estimated using generator-level samples produced with variations in these scales

and are compared to the nominal samples. The variation in the extrapolation fac-

tor defined as ∆α “
Nvar

SR {N
var
CR

Nnom
SR {Nnom

CR
is quoted as the resummation and matching scale

uncertainties for the WZ events. For ZZ and Z`γ, a conservative estimate for the

resummation and matching scale uncertainties are set to be 4% based on the yield

difference due to resummation and matching scale variations on the yields of WZ as

shown in Table 9.12. This value is added in quadrature to the total uncertainties.

Table 9.12: Theory uncertainties of WZ derived from variation in the yields. These
uncertainties are not used for the WZ process. But the uncertainties in the truth
analysis give an idea about the impact of QSF and CKKW uncertainties in diboson
samples.

WZ Uncertainty
Impact high / low (+/- stat) [%]

CutFakeElecID CutFakeMuonID
scale (reco) 10.4 / -7.6 11.3 / -9.0
PDF (reco) 1.5 1.4
αs (reco) 1.6 1.5
CKKW (truth) 0.1 ˘ 0.7 / -2.9 ˘ 0.6 -0.8 ˘ 0.7 / -2.3 ˘ 0.5
QSF (truth) 2.7 ˘ 0.7 3.3 ˘ 0.6
CSSKIN (truth) 0.1 ˘ 0.7 0.0 ˘ 0.6

The systematic uncertainties for WZ process is summarized in Table 9.15, and

for ZZ and Z`γ in Tables 9.13 and 9.14 respectively.

175



Table 9.13: Theory uncertainties of ZZ. The columns correspond to different cut
stages. Only the ID columns are considered for the systematic uncertainty and the
Anti-ID columns (two rightmost columns) are only quoted for completeness. The last
row takes the quadrature sum of the rows above and symmetrized uncertainty. For
ZZ, fake electron and fake muon contributions are averaged as it does not depend
on the flavor of the fakes.

ZZ Uncertainty
Impact high / low (+/- stat) [%]

CutFakeElecID CutFakeMuonID CutFakeElecAntiID CutFakeMuonAntiID

scale 10.3 / -7.8 8.3 / -6.8 10.4 / -7.9 11.2 / -8.2
PDF 1.6 1.8 1.6 1.7
αs 1.3 1.3 1.3 1.3
symmetrized total 8.6 – –

Table 9.14: Theory uncertainties of Z`γ. The columns correspond to different cut
stages. Only the ID columns are considered for the systematic uncertainty. The last
row takes the quadrature sum of the rows above and symmetrized uncertainty. Note
that the region with fake muons has no practical relevance due to the small yields.

Z`γ Uncertainty
Impact high / low (+/- stat) [%]

CutFakeElecID CutFakeMuonID CutFakeElecAntiID CutFakeMuonAntiID

scale 6.7 / -7.8 13.3 / -24.8 13.3 / -9.2 40.7 / -7.3
PDF 3.7 10.0 2.5 2.9
αs 1.1 0.7 1.2 -0.0
symmetrized total 8.2 22 – –
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Table 9.15: Theory uncertainties on the normalization factor of WZ calculated

with ∆α “
Nvar

SR {N
var
CR

Nnom
SR {Nnom

CR
. The columns correspond to different cut stages. Only the

ID columns are considered for the systematic uncertainty. The rows show different
sources of normalization uncertainty, some of them derived from reconstructed sam-
ples (reco) and some derived in a generator level selection (truth). The last row takes
the quadrature sum of the rows above and symmetrized uncertainty.

WZ Uncertainty
∆α [%]

CutFakeElecID CutFakeMuonID
scale (reco) 1.3 / -1.3 1.2 / -1.2
PDF (reco) 0.6 0.1
αs (reco) 0.1 0.0
CKKW (truth) -0.9 ˘ 0.7 / 0.0 ˘ 0.6 -1.8 ˘ 0.7 / 0.6 ˘ 0.5
QSF (truth) -0.2 ˘ 0.7 0.3 ˘ 0.6
CSSKIN (truth) 0.2 ˘ 0.7 0.1 ˘ 0.6
Fake contamination 1 1
Statistical + pT mismodelling 2 2
symmetrized total 3 3.5

Then the final normalization uncertainties are summarized in Table 9.16. For all

the other processes in the electroweak background with negligible contributions, an

uncertainties of 10% is assumed conservatively. These uncertainties are propagated

to the Z`jets fake factor by varying up and down simultaneously the normalization

of all processes.

Table 9.16: Summary of EW subtraction variations. The values for ZZ and Z`γ
are taken from Tables 9.13 and 9.14 after adding a 4% uncertainty for QSF and
CKKW variations. The WZ uncertainties are taken directly from Table 9.15.

Process
Normalization uncertainty [%]

CutFakeElecID CutFakeMuonID
ZZ 9.5
Z`γ 9.1 22
WZ 3 3.5
other 10
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9.6.4 Dijet Fake Factor

Fake factors derived in the dijets-enriched region provides a cross-check to the nominal

fake factors derived from Z`jets-enriched region, from a distinctly different physics

process of origin. The dijets-enriched samples are also required to estimate the trigger

bias in the fake factors (discussed in details in Section 9.6.5.4). The nominal (un-

biased, non-triggered) fake factors are derived in a dijet-like, lepton-plus-jet, fake-

enriched sample collected with prescaled single-lepton triggers for muons. These

prescaled triggers are specifically chosen so as to not introduce trigger bias since

they are looser than the anti-id lepton selections. To suppress the contribution of

electroweak background and enhance the contribution of dijet events, the following

selections are applied before splitting the leptons into id/anti-id category:

• Exactly one fake lepton candidate (electron or muon with pT ą 15 GeV ),

• At least one jet with pT ą 25 GeV,

• Angular separation of ∆φlep,jet ą 2.5 between the leading pT jet and the fake

candidate to enforce lepton+jet topology,

• Emiss
T ă 30 GeV and the lepton+MET system required to have transverse mass

mT ă 60 GeV, to further suppress W+jets processes

The nominal dijet fake-factor is then derived by first subtracting the prompt

lepton contributions from id/anti-id category using MC, and taking the ratio as in

Equation 9.13 Figure 9.28 shows the ppT, ηq spectra of the electron and muon fake

candidate in the id and anti-id regions for the events collected using the prescaled

triggers after unprescaling.
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Figure 9.27: pT (left) and η (right) distributions of the fake electron candidate in
id (top) and anti-id (bottom) regions observed in 2015+2016 data using unbiased
single-lepton triggers.
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Figure 9.28: pT (left) and η (right) distributions of the fake muon candidate in
id (top) and anti-id (bottom) regions observed in 2015+2016 data using unbiased
single-lepton triggers.
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Figure 9.29: Electron fake factors (left) and their relative uncertainties (right).
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Figure 9.30: Muon fake factors (left) and their relative uncertainties (right) for
|η| ă 1.05 (top) and 1.05 ď |η| ă 2.5 (bottom).

9.6.5 Fake Factor Corrections

9.6.5.1 Double Fakes Correction

For estimating the W`jets background in the signal region, a single lepton misidenti-

fication is generally considered in the fake-factor method. However, it is possible for

QCD multijet processes to be selected in the fake yield in the W`jets control sample

when both the leptons are misidentified. The is contribution is already included in

the fake factor method by design, although it is overestimated, as shown:

NFF estimate
id`id “ fZe Nµ,{e ` f

Z
µ Ne,{µ

“ fZe ˆ pN
data
µ,{e ´NEW MC

µ,{e q ` fZµ ˆ pN
data
e,{µ

´NEW MC
e,{µ

q

“ fZe ˆ pN
W`jets
µ,{e `NQCD

µ,{e q ` fZµ ˆ pN
W`jets
e,{µ `NQCD

e,{µ q

“ fZe ˆN
W`jets
µ,{e ` fZe ¨ f

D
µ N

QCD

{µ,{e
` fZµ ˆN

W`jets
e,{µ ` fZµ ¨ f

D
e N

QCD
{e,{µ

(9.19)
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where, fZe and fZµ denote the Z+jets fake factors for electrons and muons respec-

tively, fDe and fDµ denote the dijet fake factors. A strike-through represents an anti-id

lepton and the leptons are not pT ordered. In the last line the QCD terms have been

expanded using the fake factor method, where if the Z+jets and dijet fake factors

are the same, the QCD contribution would be exactly double counted. A correction

term NQCDcorr
id`id is therefore added to NFF estimate

id`id to account for this overestimation:

NQCDcorr
id`id “ NQCD

{µ,{e
¨ FFQCD

“ pNdata
{µ,{e

´NEW MC
{µ,{e

q ¨ pfDe f
D
µ ´ f

Z
e f

D
µ ´ f

D
e f

Z
µ q (9.20)

which is derived from a double-fakes control region. In this control region, both

leptons in the event are required to pass only anti-ID criteria, and MC processes

with two real leptons (NEW MC
{µ,{e

) are subtracted. Fake factors corresponding to both

anti-ID leptons (FFQCD) in the selection are then applied.

The impact of this correction on the fakes yields varies is about 25% in the VBF

selection. The size of the correction, and the fake yields in the SR before and after

the correction, are shown in Table 9.17.

Table 9.17: Corrected yields of fake leptons in the VBF signal regions, after fake
factors have been applied. Cutflows are produced at the last cut before the DNN for
the VBF signal regions.

?
s “ 13TeV , L “ 139fb´1 e Wjets µ Wjets e + µ Wjets Double Fakes Corr. Double Fakes Relative Contribution (%) MisID (corrected)

VBF SR (eµ) 81.26˘ 12.54 100.33˘ 3.05 181.59˘ 12.91 ´34.25˘ 0.94 23.25˘ 1.75 147.34˘ 12.94
VBF SR (µe) 85.49˘ 11.09 52.45˘ 4.06 137.94˘ 11.81 ´30.56˘ 0.94 28.46˘ 2.59 107.38˘ 11.85

9.6.5.2 Correction Factor

The Z`jets fake factor method (described in Section 9.6.2) assumes that the fake

factor FF derived in a three-lepton Z+fake selection is applicable to a two-lepton

W+fake selection.

However, depending on which process(es) contributes to the topology considered,
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the origins of the misidentified leptons can have different relative abundance. Further-

more, the charge and flavor configurations of leptons will influence the composition

of different origins.

To derive a correction factor, fake factors measured in Z+jets and W+jets MC

samples is compared. These fake factors are derived on MC samples with the same

selections as applied in data. Furthermore, one (two) leptons in the event are truth-

matched to the W pZq boson, and while the jet is identified as the fake lepton candi-

date. The ratio of these fake factors give the correction factor (CF),

CF “
FFW

MC

FFZ
MC

(9.21)

The correction factor derived above is then applied on the three-lepton selection

Z+jets fake factor (derived from data) to obtain the fake factor to be applied to the

two-lepton selection in W+jets data,

FFW
data “ CF ˆ FFZ

data (9.22)

Since, correction factor uses MC simulations, the fake factors for W+jets and

Z+jets would not be accurate, as simulations do not model fake lepton processes well.

However, the requirements on the MC simulations for producing a valid correction

factor are quite looser where the relationship between the yields that ID and Anti-

ID criteria select be consistent across W+jets and Z+jets samples, which can be

understood by rearranging the terms in CF as below,

FFW
MC

FFW
data

“
NW
id,MC

NW
id,data

O

NW
{id,MC

NW
{id,data

“
NZ
id,MC

NZ
id,data

O

NZ
{id,MC

NZ
{id,data

“
FFZ

MC

FFZ
data

“ const. (9.23)

Since, the above requirement cannot be guaranteed for an MC sample, the choice
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Figure 9.31: Nominal FFs from MC samples that use the Powheg generator for
electrons and muons. Uncertainties are statistical only.

of the generator can introduce a systematic uncertainty in the correction factor. Nom-

inal correction factor was obtained by samples generated by Powheg due to higher

available statistics (see the nominal fake factors in Figure 9.31, and the correction

factors produced by taking their ratio in Figure 9.32). To evaluate this systematic

uncertainty due to generator, central value of the correction factor obtained using

alternate generator MadGraph5 aMC@NLO is compared to the central value of

the nominal correction factor.

The correction factors are calculated separately for electrons and muons. For the

electron correction factors, the same pT binning are used as the electron fake factors.

For the muon correction factors, the two highest pT bins are combined into one bin

above 25 GeV for better statistics and as the correction factors in those two bins were

found to be consistent. Due to negligible dependence of the correction factors on η,

the correction factors are not binned in η.

The correction factors found with the MadGraph5 aMC@NLO and Powheg

samples are given in Tables 9.18 and 9.19, and the nominal correction factors with

the statistical and systematic uncertainties are listed in Tables 9.20 and 9.21.
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Figure 9.32: Nominal CFs from MC samples that use the Powheg generator for
electrons and muons. Uncertainties are statistical only.

Table 9.18: Electron CF in four bins of pT for the two MC generators. Only
statistical error is shown.

Generator Electron CF
15´ 20 GeV 20´ 25 GeV 25´ 35 GeV 35´ 1000 GeV

Powheg 0.80˘ 0.06 1.12˘ 0.10 1.36˘ 0.10 1.49˘ 0.10
MadGraph5 aMC@NLO 0.77˘ 0.12 1.45˘ 0.31 1.35˘ 0.28 1.19˘ 0.16

Table 9.19: Muon CF in three bins of pT for the two MC generators. Only statistical
error is shown.

Generator Muon CF
15´ 20 GeV 20´ 25 GeV 25´ 1000 GeV

Powheg 0.74˘ 0.05 1.04˘ 0.11 1.10˘ 0.10
MadGraph5 aMC@NLO 0.76˘ 0.09 1.06˘ 0.22 1.03˘ 0.17
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Table 9.20: Electron CF in four bins of pT. The nominal CF is derived using
Powheg and the systematic uncertainty is obtained by comparing with Mad-
Graph5 aMC@NLO.

Electron Correction Factor
15´ 20 GeV 20´ 25 GeV 25´ 35 GeV 35´ 1000 GeV

0.80˘ 0.06pstatq ˘ 0.03psystq 1.12˘ 0.10pstatq ˘ 0.33psystq 1.36˘ 0.10pstatq ˘ 0.01psystq 1.49˘ 0.10pstatq ˘ 0.30psystq

Table 9.21: Muon CF in three bins of pT. The nominal CF is derived using
Powheg and the systematic uncertainty is obtained by comparing with Mad-
Graph5 aMC@NLO.

Muon Correction Factor
15´ 20 GeV 20´ 25 GeV 25´ 1000 GeV

0.74˘ 0.05pstatq ˘ 0.02psystq 1.04˘ 0.11pstatq ˘ 0.01psystq 1.10˘ 0.10pstatq ˘ 0.12psystq

9.6.5.3 Flavor Composition Studies

The likelihood of a jet being mis-identified as a lepton also depends on the jet color,

which in turn alters the fake factor. The distribution of jet colors is dependent on

the sample. Therefore, the difference in fake factor from derived from W ` jets and

Z ` jets events can be attributed to their difference in flavor composition.

To study the difference in fake factor due flavor composition, the MC samples used

to find the correction where the reconstructed lepton(s) originating from the lepton-

ically decaying W (Z) is identified by being matched to the truth prompt lepton(s)

in W+jets(Z+jets) sample. To identify the flavor of the fake leptons the following

scheme is employed. A fake lepton may come from a real lepton produced in decay or

in interactions with the detector material. If a real lepton is found within ∆R ă 0.03

of the fake lepton, it is classified as “leptonic”. Otherwise it is assumed to originate

from hadronic activity, denoted “hadronic”. To classify whether a fake lepton orig-

inates from a quark of a certain flavor, a matching scheme is applied starting from

heavier and moving to lighter quarks. A fake lepton is classified as type “bottom” if
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a bottom-type quark is found within ∆R ă 0.4 of the fake lepton. If no bottom-type

quark is found, the test is repeated for lighter quarks. If the fake object can not be

matched to any of the quark categories, it is classified as “other”. For electron fakes,

the other-type objects often originate from photons, either from Bremsstrahlung, π0

decays or final state radiation. The resulting flavor compositions in Powheg samples

for ID and Anti-ID electrons and muons are given in Tables 9.22 and 9.23.

Table 9.22: Sample composition of fake electrons in Powheg Z` jets and W ` jets
samples.

Samples Electron Flavor Composition (%)
Bottom Charm Strange Light Other

W ` jets ID 1.501˘ 0.379 17.244˘ 1.442 8.162˘ 0.940 66.176˘ 3.338 6.918˘ 0.870
Anti-ID 1.501˘ 0.132 26.544˘ 0.622 13.358˘ 0.415 57.403˘ 1.010 1.193˘ 0.115

Z ` jets ID 21.141˘ 0.693 7.912˘ 0.365 7.483˘ 0.345 54.837˘ 1.139 8.627˘ 0.381
Anti-ID 13.734˘ 0.165 12.222˘ 0.140 16.013˘ 0.159 55.991˘ 0.346 2.040˘ 0.053

Table 9.23: Sample composition of fake muons in Powheg Z ` jets and W ` jets
samples.

Samples Muon Flavor Composition (%)
Bottom Charm Strange Light Other

W ` jets ID 7.656˘ 1.243 77.599˘ 5.260 6.400˘ 1.143 5.150˘ 0.966 3.194˘ 0.791
Anti-ID 4.905˘ 0.212 84.517˘ 1.167 5.066˘ 0.211 4.658˘ 0.207 0.854˘ 0.089

Z ` jets ID 58.686˘ 1.717 26.729˘ 0.963 4.329˘ 0.335 4.313˘ 0.333 5.943˘ 0.401
Anti-ID 58.951˘ 0.389 31.262˘ 0.238 5.447˘ 0.086 3.586˘ 0.068 0.753˘ 0.031

9.6.5.4 Trigger Bias

Due to an inclusive OR-combination of dilepton and single-lepton triggers are used

in the analysis (listed in Table 9.1), in the W+jets control region, the trigger decision

of each event belongs to one the following three mutually-exclusive categories:

1. Dilepton trigger passed.4

4All events in which both single-lepton triggers fired constitute a strict subset of the first category.
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2. Only one single-lepton trigger fired by the ID lepton.

3. Only one single-lepton trigger fired by the Anti-ID lepton.

The dilepton triggers have looser identification and isolation requirements than

those of ID and Anti-ID definitions which collect the majority of events in the W+jets

control region. A small number of additional events are gained by one of the lep-

tons firing a single-lepton trigger, which has tighter requirements than the Anti-ID

definition. If an ID lepton fired the trigger, the requirements being placed at trigger-

level are still looser than the ID definition, and so there is no loss in the event yield.

If, however, an anti-ID lepton fired the trigger the tighter trigger requirements in-

troduces a bias in the event yield. Table 9.24 shows the relevance of this category.

Separate fake factors called the triggered fake factors are derived with the same trig-

ger bias and applied to only the third category listed above. To have the same trigger

bias while deriving triggered fake factors, the Anti-ID lepton is required to fire the

single-lepton trigger. Since this requirement significantly reduces the statistics in

the Z+jets samples, the dijets samples are used to derive the triggered fake factors

(FFT):

FFT
“

Nid ´N
non-dijet
id

N
{id
T ´Nnon-dijet

{id
T

, (9.24)

The superscript T, on the right-hand side, denotes that the Anti-ID lepton is required

to fire the single-lepton trigger.
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Table 9.24: Proportion of events in ggF and VBF W+jets control regions for which
only the fake lepton candidate fired a single-lepton trigger.

ggF 0-jet ggF 1-jet VBF 2-jet
eµ µe eµ µe eµ µe

e-fakes 134 / 3321 49 / 10167 80 / 1672 52 / 5729 23 / 578 15 / 1452
µ-fakes 8 / 10426 271 / 2108 10 / 8302 254 / 1954 6 / 3073 131 /925

9.7 Statistical Treatmeant

The aim of the analysis is to measure VBF Higgs boson production cross section times

branching ratio for the HÑWW ˚Ñ `ν`ν decay. A likelihood analysis is performed

to extract the yield of Higgs boson events observed in data. The likelihood function

gives the probability of how likely are a set of model parameters, given an observed

dataset. The likelihood function is maximised to obtain the values of the model

parameters which best describe the data. The likelihood formalism is introduced in

Section 9.7.1 and the corresponding test statistic statistic is defined in Section 9.7.2,

followed by a listing of the systematic uncertainties in Section 9.7.3. Finally, The

results are presented in Section 9.7.4.

9.7.1 Likelihood Formalism

In a given signal region phase space, if the expected yield of backgrounds is given by

BSR and signal is given by SSR, then the PDF of the number of observed events NSR

in this region can be given by a Poisson distribution:

P pNSR|SSR `BSRq “
pSSR `BSRq

NSRe´pSSR`BSRq

pNSRq!
(9.25)

For this analysis, the expected yield of (VBF)HÑWW ˚Ñ `ν`ν signal process is

not known a priory. In this case, we introduce a signal strength µ, which scales the
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predicted yield sSR of the signal process from theory, in this case the SM,

SSR “ µˆ sSR (9.26)

If µ “ 0, it corresponds to no observed signal event, while µ “ 1 corresponds to the

observed rate of signal process being the same as the expected SM rate. Therefore, in

the situation where NSR is measured, the information about µ (which is the parameter

of interest (POI)) can be gained by recasting the PDF as a likelihood function:

Lpµq “ P pNSR|µsSR `BSRq (9.27)

By maximizing with respect to µ the value best describing the data is obtained.

Here, it is assumed that the prediction of the background process is perfectly

known, which is rarely the case. For estimating the expected rate of the background

process(es), sideband (control) region(s) is(are) generally defined such that it is en-

riched in the background process(es). The expected yield of a background process

can be expressed in terms of its background normalization factor β (“background

strength”) as

b “ β ˆB (9.28)

with b as the theoretically predicted yield. The likelihood is modified accordingly by

multiplying with another Poisson term,

Lpµq “ P pNSR|µsSR ` βbSRq ¨ P pNCR|µsCR ` βbCRq (9.29)

Like µ, β is floating in the fit, and can be estimated by maximizing the likelihood

function with respect to both µ and β. Here, the background strength β is an exam-

ple of a nuisance parameter (NP), as the measurement is the experiment is sensitive

to but does not it but is not the target for measurement. Nuisance parameters are

also used to model the impact of associated systematic uncertainties in the analysis,
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denoted by θ. The signal and background predictions s and b are expressed as a func-

tion of NP θ in the likelihood. A constraint term Cpθq is included in the likelihood,

which serves as the prior distribution (in Bayesian interpretation) or the sampling

distribution (Frequentist interpretation), is used to incorporate the associated uncer-

tainty with θ. The inclusion of NPs (θ) broadens the likelihood as a function of µ

(compared to the case of fixed NPs), which represents the loss of information on µ

due to systematic uncertainties.

The full likelihood function for VBF analysis including all signal and control

regions and constraint terms for NPs can be written as:

LpµV BF , ~θq “
SRs & CRs

ź

i

P

˜

Ni|µV BF ¨ s
V BF
i p~θq `

backgrounds
ÿ

k

βk ¨ bi,kp~θq

¸

ź

θP~θ

Cpθq

(9.30)

The likelihood function is defined over the regions defined over DNN output (dis-

cussed in Section 9.4.3), with i denoting the 7 DNN output bins for SR and combined

single bin DNN output for top and Z Ñ ττ control regions. The βk terms denote the

normalization for the background processes. The collection of NPs are denoted by ~θ

and are constrained by their respective Cpθq term. These constraint terms are gener-

ally Gaussian, but Poisson terms are used for statistical uncertainties on background

predictions. Here, the parameter of interest (POI) is µV BF .

The likelihood function is maximized with respect to all the parameters to obtain

the best-fit value for the signal strength µV BF , which also yields the best-fit values for

the NPs (~θ). In the fit, a NP may be pulled, meaning that its best-fit value deviates

relative to its nominal (pre-fit) value. A NP is over-constrained if the associated

uncertainty from the fit is constrained to a smaller value relative to the pre-fit one.
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9.7.2 Test Statistic and Interpretation

The search for VBFHÑWW ˚Ñ `ν`ν process can be framed in terms of hypothesis

testing, where the null hypothesis (H0) is that VBF signal is not present (µV BF “ 0)

and any deviation in the observed data is through random chance; while the alternate

(H1) is that VBF signal is present in the observed data. To quantify the agreement

between the observed data and either of the hypotheses a test statistic is used. We

start with constructing the profile likelihood ratio shown in Equation 9.31. The

denominator is the global maximum of the likelihood with respect to all parameters

(POI and NPs) simultaneously. The numerator is a profile likelihood with the NPs

profiled at some given values of the POI, i.e., the likelihood function is maximized

with respect to all the NPs for a fixed value of µV BF (POI). Thus, the profile likelihood

ratio is effectively only parametrized by the POI.

λpµq “

L
ˆ

µ,
ˆ̂~θpµq

˙

L
´

µ̂, ~̂θ
¯ (9.31)

The test statistic is defined using the profile likelihood ratio as,

tµ “ ´2lnλpµq (9.32)

A p-value, which is the probability that the background fluctuated to the observed

(or a more extreme) value, is defined to evaluate the compatibility between the data

and the H0 hypothesis using the test statistic tµ,

p0 “

ż 8

t0,obs

fpt0|
ˆ̂~θpµ “ 0qqdt0 (9.33)

where, f denotes pdf of t0, which is the test statistic for µ “ 0. In large sample
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limit, an asymptotic form [162] of the pdf f can be given by a χ2
dof“1 distribution. The

statistical significance Z which is the number of standard deviations the measurement

is away from µ “ 0 can be calculated from the corresponding test statistic t0 as

Z “
?
t0,obs.

The two-sided confidence interval of µ is obtained by scanning the test statistic

of µ, where for each point a fit is made with µ fixed. The points where the test

statistic is one (two) unit(s) above minimum corresponds to a 68% (95%) confidence

level interval.

9.7.3 Systematic Uncertainty

9.7.3.1 Experimental uncertainty

Experimental uncertainties are the systematic uncertainties related to detector and

reconstruction effects, and can be classified into two distinct types:

• four-vector (P4) systematics - applied as˘1σ variations to the four-momentum

of an object,

• scale factor (SF) systematics - applied as ˘1σ variations to the weight of

the event or an individual particle.

The complete set of experimental uncertainties that are considered in the analysis

is listed in Table 9.25, along with their types. The electron-related systematics include

uncertainties on their reconstruction, identification, isolation and trigger efficiencies,

as well as on their associated four-momentum scale and resolution. The muon-related

systematics are similar, except with an additional uncertainty on the efficiency of

track-to-vertex association (TTVA) impact parameter cuts. The lepton uncertainties

are derived from studying J{ψ Ñ l`l´, W˘ Ñ l˘ν and Z Ñ l`l decays [163, 164,

165, 147].
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The uncertainties on the jet energy scale are derived as a function of pT and η,

containing terms that account also for pileup conditions as well as flavor composition

of the jet. The uncertainty on the jet energy resolution on the other hand, is modeled

with a single parameter. Both are derived based on in-situ studies of dijet, Z`jet,

and γ`jet events [166, 167]. A scale factor uncertainty is added to account for the

JVT efficiency. Uncertainties related to jet flavor tagging are modeled by parameters

that are the result of eigen-vector decomposition [168, 169] as well as a couple of

additional parameters for charm quark.

The dominant experimental uncertainties are due to the Emiss
T measurement [67].

Uncertainties on the TST missing transverse energy Emiss
T are measured in Z Ñ µµ

events using the variable ~phardT defined as the pT sum of the hard terms to discriminate

between soft term scale and resolution effects, taking into account detector material

uncertainties [70].

All components of experimental uncertainties related to shape differences in the

DNN output are considered, except for those from V γ and Z`jets processes due to

large statistical fluctuations as well as for those that are consistent with no shape

being observed (p0 ă 0.05). Three sources of uncertainty related to the extrapolation

factor used in the data-driven fake lepton background estimate are considered: the

statistical uncertainty on the extrapolation factor itself, an uncertainty related to the

subtraction of processes with two prompt leptons from the Z`jets-enriched sample

used to derive the extrapolation factor, and an uncertainty in the sample composition

correction factor. While the relative size of these three uncertainties depends on the

specific bin of the extrapolation factor, they collectively have only a minimal impact

on the overall signal strength.

Other experimental systematics include trigger uncertainties [170, 171], modeling

of pile-up, and luminosity measurement [172]. The uncertainty on the integrated
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luminosity is ˘1.7% for the full Run 2 dataset. The luminosity uncertainty is only

applied to the Higgs boson signal and to background processes that are normalized

to theoretical predictions.

9.7.3.2 Theoretical uncertainty

The theoretical uncertainties concern the normalisation and shape of the MC pre-

dictions of signal and background processes. In general, four sources of uncertainty

are considered: QCD scale uncertainty, i.e. uncertainty on the factorisation and

renormalisation scales, uncertainty in the PDFs, underlying event and parton shower

uncertainties (UEPS), uncertainties on the generation of the hard interaction. In

some cases, additional process specific theory uncertainties are also included. In

other cases, theory uncertainties are excluded if the systematic variation is smaller

than the statistical uncertainty of the Monte Carlo sample. An overview of the theory

uncertainties included in the analysis is provided in Table 9.26.
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Table 9.25: Summary of the experimental sytematic uncertainties considered.

Systematic uncertainty Short description
Event

Luminosity uncertainty on total integrated luminosity
Pileup Reweighting uncertainty on pileup reweighting

Electrons
EL EFF Trigger Total 1NPCOR PLUS UNCOR trigger efficiency uncertainty
EL EFF Reco Total 1NPCOR PLUS UNCOR reconstruction efficiency uncertainty
EL EFF ID TotalCorrUncertainty ID efficiency uncertainty
EL EFF ID CorrUncertaintyNP (0 to 15) ID efficiency uncertainty splits in 16 components
EL EFF ID SIMPLIFIED UncorrUncertaintyNP (0 to 17) ID efficiency uncertainty splits in 18 components
EL EFF Iso Total 1NPCOR PLUS UNCOR isolation efficiency uncertainty
EG SCALE ALL

energy scale uncertainty
EG SCALE AF2
EG RESOLUTION ALL energy resolution uncertainty

Muons
MUON EFF TrigStatUncertainty

trigger efficiency uncertainty
MUON EFF TrigSystUncertainty
MUON EFF RECO STAT

reconstruction and ID efficiency uncertainty for muons with pT ¿ 15 GeV
MUON EFF RECO SYS
MUON ISO STAT

isolation efficiency uncertainty
MUON ISO SYS
MUON TTVA STAT

track-to-vertex association efficiency uncertainty
MUON TTVA SYS
MUON ID momentum resolution uncertainty from inner detector
MUON MS momentum resolution uncertainty from muon system
MUON SCALE momentum scale uncertainty
MUON SAGITTA RHO

charge dependent momentum scale uncertainty
MUON SAGITTA RESBIAS

Jets
JET EffectiveNP Detector (1 to 2)

energy scale uncertainty from the in situ analyses splits into 8 components
JET EffectiveNP Mixed (1 to 3)
JET EffectiveNP Mmodeling (1 to 4)
JET EffectiveNP Statistical (1 to 6)
JET EtaIntercalibration Modeling energy scale uncertainty on eta-intercalibration (modeling)
JET EtaIntercalibration TotalStat energy scale uncertainty on eta-intercalibrations (statistics/method)
JET EtaIntercalibration NonClosure highE

energy scale uncertainty on eta-intercalibrations (non-closure)JET EtaIntercalibration NonClosure negEta
JET EtaIntercalibration NonClosure posEta
JET Pileup OffsetMu energy scale uncertainty on pile-up (mu dependent)
JET Pileup OffsetNPV energy scale uncertainty on pile-up (NPV dependent)
JET Pileup PtTerm energy scale uncertainty on pile-up (pt term)
JET Pileup RhoTopology energy scale uncertainty on pile-up (density ρ)
JET Flavor Composition energy scale uncertainty on flavour composition
JET Flavor Response energy scale uncertainty on samples’ flavour response
JET BJES Response energy scale uncertainty on b-jets
JET PunchThrough MC16 energy scale uncertainty for punch-through jets
JET SingleParticle HighPt energy scale uncertainty from the behaviour of high-pT jets
JET JER DataVsMC MC16

energy resolution uncertainty, each for both MC and pseudo-dataJET JER EffectiveNP (1 to 11)
JET JER EffectiveNP 12restTerm
JET JvtEfficiency JVT efficiency uncertainty
FT EFF Eigen B

b-tagging efficiency uncertainties (“BTAG MEDIUM”): 3
components for b jets, 3 for c jets and 4 for light jets

FT EFF Eigen C
FT EFF Eigen L
FT EFF Eigen extrapolation b-tagging efficiency uncertainty on the extrapolation to high-pT jets
FT EFF Eigen extrapolation from charm b-tagging efficiency uncertainty on tau jets

MET
MET SoftTrk ResoPara track-based soft term related longitudinal resolution uncertainty
MET SoftTrk ResoPerp track-based soft term related transverse resolution uncertainty
MET SoftTrk Scale track-based soft term related longitudinal scale uncertainty
MET JetTrk Scale track MET scale uncertainty due to tracks in jets
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Table 9.26: Overview of the theory uncertainties included in the VBF analyses.

process uncertainty
Included in fit for

VBF

ggF QCD scale (ST method) Yes
matching Yes
PS/UE Yes
PDF Yes

VBF QCD scale (7-point) Yes
matching Yes
PS/UE Yes
PDF Yes

WW merging (ckkw) Yes
PS (Py8 vs. Hw++/SHERPA vs.MGpy8 ) Yes
PS (QSF, CSSKIN)(*2) Yes
PDF Yes
QCD scale (7-point) Yes
gg Ñ WW uncertainty Yes
EW correction No

top matching (Powheg vs MCatNLO) Yes
PS/UE (Py8 vs H7) Yes
QCD scale (7-point) Yes
radiation (ISR/FSR) Yes
PDF Yes
Top/Wt interference Yes

Z+jets alternative generator Yes
QCD scale Yes
PDF Yes
CKKW and QSF No

WZ{Wγ˚ QCD and merging scales No
Wγ QCD scale No
Wγ generator/matching/pdf No

The QCD scale uncertainties are evaluated by independently varying the the

renormalization and factorization scales by 2.0 and 0.5 relative to the nominal value,

while PDF uncertainties are evaluated using envelope of the 68% confidence level

PDF4LHC Hessian PDF eigenvectors added in quadrature. An uncertainty is as-

signed on the generator and matching scheme by comparing the NLO matching of
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Powheg+HERWIG7 with the NLO matching of the aMC@NLO+HERWIG7. Un-

certainties on the modeling of the parton shower are also evaluated by comparing the

nominal Powheg+Pythia 8 with Powheg+HERWIG7. The ggF background in-

cludes an uncertainty on the acceptance of the central-jet veto, and is evaluated using

the Stewart-Tackmann method [173] with MadGraph5 aMC@NLOat truth level.

For the top background, theory uncertainties are applied to the extrapolation

factor between control and signal regions. The QCD scale and PDF uncertainties

are evaluated with the same strategy used for the signal processes. For PS/UE

uncertainties, Powheg+Pythia 8 is compared with Powheg+Herwig7 using fast

simulation. For a generator matching uncertainty, Powheg+Pythia 8 is compared

with aMC@NLO+Pythia 8. An uncertainty on the treatment of the interference

between tt̄ and Wt is derived by comparing samples with different overlap subtraction

schemes [174].

For the WW background, theory uncertainties are applied directly to the nomi-

nal SHERPAprediction for normalization and DNN shape in the VBF signal region.

The WW theory uncertainties are derived at truth level due to limited Monte Carlo

statistics, and the different flavor channels eµ and µe are combined. The QCD scale

and PDF uncertainties are evaluated similarly to the strategy used for the signal pro-

cesses. For PS/UE uncertainties, a comparison is made between Powheg+Pythia

8 and Powheg+Herwig++. Uncertainties on additional electroweak corrections

and on the normalization of the ggWW process are applied.

For the Z Ñ ττ background, an uncertainty on the generator modeling is eval-

uated on the extrapolation factor between control and signal regions by comparing

the nominal SHERPAprediction to the alternative aMC@NLO+Pythia 8.
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9.7.4 Results

The signal strength parameter µVBF is obtained from a simultaneous profile likelihood

fit to data in the signal and control regions defined in the previous sections. It is

defined as the ratio of the measured signal yield in these regions to that predicted by

the Standard Model. The CRs are used to determine the normalization of the corre-

sponding backgrounds and enter the fit as single bins. The systematic uncertainties

enter the fit as nuisance parameters in the likelihood function.

Table 9.29 shows the post-fit yields for the VBF SR. Yields are shown separately

for the highest DNN output bin, which provides the majority of the signal sensitivity.

The number of observed signal events is in agreement with the Standard Model

expectation. The observed (expected) VBF signal has a significance of 7.0 (6.2) σ

above the background expectation. The signal strength for the VBF production mode

in the HÑWW ˚ decay channel is measured to be

µVBF “ 1.04 `0.24
´0.20

“ 1.04 `0.13
´0.12 pstat.q `0.09

´0.08 pexp syst.q `0.17
´0.12 psig. theo.q `0.08

´0.07 pbkg. theo.q.

Furthermore, a consistent value is obtained when allowing the ggF background nor-

malization to float freely in the likelihood fit, with the observed significance reduced

slightly to 6.3 σ.
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Table 9.27: Summary of uncertainties on the signal strength µVBF when fitting to
data. For each sub-category only the most important sources are listed.

Contribution ∆µ{µ r%s
Total 21
Total systematics 17.8
Data statistics 12
MC statistics 3.0
Theoretical uncertainties 15.7

VBF 14.2
ggF 5.2
Top 3.3
WW 2.5
Zjets 1.9

Experimental systematic uncertainties 6.2
Missing ET 4.7
Jet energy scale 2.2
Luminosity 1.9
Pileup Reweighting 1.7
Flavor tagging 1.6
Jet energy resolution 1.4
Fake factors 0.9
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Observed breakdown
µ = µ̂ (Observed)

Total systematic uncertainties
Theoretical uncertainties
VBF theoretical uncertainties
Statistical uncertainties from data
theo VBF shower
theo VBF matching
Experimental systematic uncertainties
ggF theoretical uncertainties
Missing ET uncertainty
theo ggf scale
ATLAS MET SoftTrk ResoPara
Top theoretical uncertainties
ATLAS MET SoftTrk ResoPerp
Monte Carlo statistical uncertainties
WW theoretical uncertainties
theo ttbar shower
Jet energy scale uncertainty
theo ggf shower
ATLAS LUMI
Zjets theoretical uncertainties
theo VBF pdf4lhc
theo ztautau generator
ATLAS PRW DATASF
Flavor tagging uncertainty
Floating normalizations
Z/DY f oating sample normalization
ATLAS FT EFF Eigen B 0
theo ww QSF
theo ww CKKW
ATLAS JES Flavor Comp
Jet energy resolution uncertainty
theo ttbar fsr
theo ggf matching mtinf
ATLAS JES EtaInter Model
theo VBF qcd scale
theo ww scale
ATLAS JER DataVsMC
Fake factor systematic uncertainties
theo wt shower
theo wt interference
theo ttbar matching
theo ztautau scale
theo wt fsr
theo wt matching
theo ww CSSKIN
theo VBF alphas
HWW FakeFactor mu EWSUBTR
theo ggww scale
ATLAS JES PU Rho top
ATLAS JES Flavor Resp
ATLAS JER EffectiveNP 6
ATLAS MUONS MS
HWW FakeFactor el SAMPLECOMPOSITION
ATLAS JES PU OffsetMu
ATLAS JER EffectiveNP 2
ATLAS MUONS SAGITTA RESBIAS
HWW FakeFactor el EWSUBTR
ATLAS JER EffectiveNP 1
ATLAS JER EffectiveNP 7
theo ttbar isr
ATLAS MET SoftTrk Scale
ATLAS JER EffectiveNP 5
ATLAS JES PU Rho
theo wt scale
theo ggf QCDscale ggH pTH
top f oating sample normalization
ATLAS FT EFF Eigen B 1
ATLAS JER EffectiveNP 8
theo ztautau pdf
ATLAS JES PU OffsetNPV
ATLAS JER EffectiveNP 3
ATLAS JES EffectiveNP Modelling1
HWW FakeFactor mu SAMPLECOMPOSITION
theo wt pdf
ATLAS FT EFF Eigen B 2
ATLAS JER EffectiveNP 4
theo ggf alphas
theo ggf pdf
theo ww pdf
theo wt isr
Fake factor statistical unc. from el
ATLAS JER EffectiveNP 10
ATLAS JES Flavor Comp top
theo ttbar scale
theo ggf QCDscale ggH qm t
HWW FakeFactor el STAT combined 4 1
ATLAS JES BJES
ATLAS JES EtaInter Stat
Fake factor statistical unc. from mu
theo ttbar pdf
HWW FakeFactor el STAT combined 3 1
HWW FakeFactor mu STAT combined 3 1
HWW FakeFactor el STAT combined 2 1
theo ww alphas
HWW FakeFactor mu STAT combined 3 2
HWW FakeFactor mu STAT combined 2 2
ATLAS JER EffectiveNP 12
HWW FakeFactor mu STAT combined 2 1
ATLAS JER EffectiveNP 11
theo ztautau alphas
ATLAS JER EffectiveNP 9
ATLAS EG SCALE ALL
Electron experimental uncertainty
ATLAS JVT
ATLAS JES EffectiveNP Mixed1
ATLAS EL EFF ID UncorrUncertainty NP3
ATLAS JES PU PtTerm
ATLAS EL EFF ID CorrUncertainty NP14
ATLAS FT EFF Eigen Light 1
ATLAS FT EFF extrapolation from charm
ATLAS FT EFF Eigen C 0
HWW FakeFactor el STAT combined 1 1
HWW FakeFactor mu STAT combined 1 2
ATLAS JES EffectiveNP Statistical2
Other VV theoretical uncertainties
ATLAS JES EtaInter NonClosure posEta
ATLAS MUON EFF TrigSystUncertainty
Muon experimental uncertainty
ATLAS FT EFF Eigen Light 0
ATLAS JES EffectiveNP Mixed2
ATLAS EG RESOLUTION ALL

0 0.125 0.25-0.125-0.25∆µ

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1θ−θ0
∆ θ0

Figure 9.33: Fitted nuisance parameters to data and their impact on the uncertainty
on the VBF signal strength, including groups of theory uncertainties.
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µ = µ̂ (Observed)
µ = µ̂ (Asimov)

theo ztautau scale
theo ztautau pdf
theo ztautau generator
theo ztautau alphas
theo ww scale
theo ww pdf
theo ww alphas
theo ww QSF
theo ww CSSKIN
theo ww CKKW
theo wt shower
theo wt scale
theo wt pdf
theo wt matching
theo wt isr
theo wt interference
theo wt fsr
theo ttbar shower
theo ttbar scale
theo ttbar pdf
theo ttbar matching
theo ttbar isr
theo ttbar fsr
theo ggww scale
theo ggf shower
theo ggf scale
theo ggf pdf
theo ggf matching mtinf
theo ggf alphas
theo ggf QCDscale ggH qm t
theo ggf QCDscale ggH pTH
theo VBF shower
theo VBF qcd scale
theo VBF pdf4lhc
theo VBF matching
theo VBF alphas
muVBF
gamma stat SR HWWRun2VBF bin 6 HWWVBF
gamma stat SR HWWRun2VBF bin 5 HWWVBF
gamma stat SR HWWRun2VBF bin 4 HWWVBF
gamma stat SR HWWRun2VBF bin 3 HWWVBF
gamma stat SR HWWRun2VBF bin 2 HWWVBF
gamma stat SR HWWRun2VBF bin 1 HWWVBF
gamma stat SR HWWRun2VBF bin 0 HWWVBF
gamma stat CR top HWWRun2VBF bin 0 HWWVBF
gamma stat CR Ztt HWWRun2VBF bin 0 HWWVBF
HWW FakeFactor mu STAT combined 3 2
HWW FakeFactor mu STAT combined 3 1
HWW FakeFactor mu STAT combined 2 2
HWW FakeFactor mu STAT combined 2 1
HWW FakeFactor mu STAT combined 1 2
HWW FakeFactor mu SAMPLECOMPOSITION
HWW FakeFactor mu EWSUBTR
HWW FakeFactor el STAT combined 4 1
HWW FakeFactor el STAT combined 3 1
HWW FakeFactor el STAT combined 2 1
HWW FakeFactor el STAT combined 1 1
HWW FakeFactor el SAMPLECOMPOSITION
HWW FakeFactor el EWSUBTR
top f oating sample normalization
Z/DY f oating sample normalization
ATLAS PRW DATASF
ATLAS MUON EFF TrigSystUncertainty
ATLAS MUONS SAGITTA RESBIAS
ATLAS MUONS MS
ATLAS MET SoftTrk Scale
ATLAS MET SoftTrk ResoPerp
ATLAS MET SoftTrk ResoPara
ATLAS LUMI
ATLAS JVT
ATLAS JES PU Rho top
ATLAS JES PU Rho
ATLAS JES PU PtTerm
ATLAS JES PU OffsetNPV
ATLAS JES PU OffsetMu
ATLAS JES Flavor Resp
ATLAS JES Flavor Comp top
ATLAS JES Flavor Comp
ATLAS JES EtaInter Stat
ATLAS JES EtaInter NonClosure posEta
ATLAS JES EtaInter Model
ATLAS JES EffectiveNP Statistical2
ATLAS JES EffectiveNP Modelling1
ATLAS JES EffectiveNP Mixed2
ATLAS JES EffectiveNP Mixed1
ATLAS JES BJES
ATLAS JER EffectiveNP 9
ATLAS JER EffectiveNP 8
ATLAS JER EffectiveNP 7
ATLAS JER EffectiveNP 6
ATLAS JER EffectiveNP 5
ATLAS JER EffectiveNP 4
ATLAS JER EffectiveNP 3
ATLAS JER EffectiveNP 2
ATLAS JER EffectiveNP 12
ATLAS JER EffectiveNP 11
ATLAS JER EffectiveNP 10
ATLAS JER EffectiveNP 1
ATLAS JER DataVsMC
ATLAS FT EFF extrapolation from charm
ATLAS FT EFF Eigen Light 1
ATLAS FT EFF Eigen Light 0
ATLAS FT EFF Eigen C 0
ATLAS FT EFF Eigen B 2
ATLAS FT EFF Eigen B 1
ATLAS FT EFF Eigen B 0
ATLAS EL EFF ID UncorrUncertainty NP3
ATLAS EL EFF ID CorrUncertainty NP14
ATLAS EG SCALE ALL
ATLAS EG RESOLUTION ALL

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1θ−θ0
∆ θ0

Figure 9.34: Fitted nuisance parameters to the data (black) and to the Asimov
data set under the signal plus background hypothesis (blue).
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Table 9.28: Post-fit event yields.

SR CR Z Ñ ττ CR top

VBF 209.15˘ 36.57 17.63˘ 3.6 22.5˘ 4.79
ggF 168.57˘ 61.82 14.31˘ 1.32 27.68˘ 2.61

Other Higgs 28.42˘ 2.22 21.34˘ 1.03 7.78˘ 0.59
tt̄ 6677.68˘ 516.15 245.16˘ 24.13 36655.73˘ 869.32
Wt 847.28˘ 310.94 29.51˘ 9.65 3412.74˘ 877.01
WW 1996.37˘ 347.35 74.84˘ 13.93 250.41˘ 53.76
V V 392.19˘ 63.76 65.64˘ 21.75 88.15˘ 11.73

Mis-id 415.96˘ 58.46 54.32˘ 7.57 400.35˘ 59.14
Z + jets 1460.15˘ 371.51 1589.5˘ 59.17 243.81˘ 37.71

Predictions 12195.75˘ 121.97 2112.25˘ 47.84 41109.16˘ 226.86
Observed 12189.0˘ 110.4 2114.0˘ 45.98 41112.0˘ 202.76
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Figure 9.35: Correlation of nuisance parameters under the signal plus background
hypothesis in full fit to the Asimov data in the VBF analysis.
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The grey band represents the MC statistical uncertainties and the main sources of
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204



A detailed breakdown of the uncertainties can be found in Table 9.27. The impact

of the individual nuisance parameters on the uncertainty of µVBF and their obtained

post-fit values (pulls) are shown in Figure 9.33. A comparison of the pulls in the

observed fit and Asimov fit is shown in Figure 9.34. We observe moderate pulls and

slight constraints for some of the nuisance parameters.

The correlation matrix of the fitted nuisance parameters to the data can be found

in Figure 9.35. Only correlations among parameters with a magnitude greater than

20% are shown. The post-fit distribution for the DNN output is shown in Figure 9.36.

Post-fit event yields for the various control and signal regions on the Observed

data set are presented in Table 9.28.

The cross-section times branching fraction, σVBF ¨ BHÑWW˚ , is measured to be

σVBF ¨ BHÑWW˚ “

0.85`0.20
´0.17 pb “ 0.85˘ 0.10pstat.q`0.08

´0.07pexp syst.q`0.13
´0.10psig. theo.q`0.07

´0.06pbkg. theo.q pb,
(9.34)

in comparison to the SM predicted value of 0.81˘ 0.02 pb [135].

Table 9.30 shows the relative impact of the main uncertainties on the measured

value of µVBF. The measurements of the cross-section times branching fraction and

the signal strength are dominated by theory uncertainties, of which VBF signal un-

certainties make up the largest contribution.

9.8 Conclusions

A search for VBF production of Higgs bosons in the HÑWW ˚ decay channel is

performed. This result is based on a dataset of proton-proton collisions recorded

with the ATLAS detector at the LHC in 2015-2018 at a center-of-mass energy of

13 TeV and corresponds to an integrated luminosity of 139 fb´1. The observed
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Table 9.29: Post-fit MC and data yields in the VBF SRs. Yields in the highest
DNN output bin are also presented. The quoted uncertainties correspond to the
statistical uncertainties, together with the experimental and theory modeling sys-
tematics. The sum of all the contributions may differ from the total value due to
rounding. Moreover, the total uncertainty differs from the sum in quadrature of the
single-process uncertainties due to anti-correlation effects in their systematic sources
which dominate over their MC statistical uncertainties.

Process Total Highest DNN bin

HVBF 209˘ 37 42.5˘ 6.5

HggF 169˘ 62 2.2˘ 1.5
Other Higgs 28˘ 2.0 0.1˘ 0.3
tt̄{Wt 7520˘ 830 3.0˘ 1.7
Z{γ˚ 1460˘ 370 1.2˘ 1.1
WW 2000˘ 350 2.4˘ 1.6
Mis-Id 416˘ 58 2.5˘ 1.6
Other V V 392˘ 64 0.5˘ 0.7

Total 12200˘ 120 54.5˘ 6.0
Observed 12189 60

(expected) signal significance is found to be 7.0 (6.2) σ, while the product of the

total VBF cross-section times the HÑWW ˚ branching fraction is measured at

0.85˘ 0.10 pstat.q `0.17
´0.13 psyst.q pb, compatible with the Standard Model prediction of

0.81˘ 0.02 pb. These results provide an observation of the VBF production of Higgs

bosons subsequently decaying to a pair of W bosons.
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Table 9.30: Breakdown of impacts on the signal strength µVBF. The uncertainties
are estimated by the breakdown method, in which nuisance parameters associated
with the uncertainty group in question are first fixed to their best fit value and the
uncertainty on the measured signal strength is recomputed [121]. The quadrature
difference between the original and recomputed uncertainties present the impact of
the uncertainty group. The uncertainties of the main components were calculated
by iteratively fixing the respective sets of nuisance parameters and calculating the
quadrature difference to the previous step, in reverse order of display.

Source ∆µVBF{µVBF r%s

Data statistics 12.5
Total systematics 17.8
Experimental uncertainties 8.8

Missing ET 4.7
MC statistics 3.1
Jet energy scale 2.2
Luminosity 1.9
Mmodeling of pile-up 1.7
b-tagging 1.6
Jet energy resolution 1.4
Misidentified leptons 0.9

VBF signal theory uncertainties 14.4
Background theory uncertainties 7.7

ggF Higgs 5.2
Top-quark 3.3
WW 2.5
Z`jets 1.9

Total 22
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Chapter 10

Conclusion

In this thesis studies to test of the Standard Model have been presented. The main

analysis focuses on the search of Higgs boson production via vector boson fusion

in the WW ˚ Ñ `ν`ν decay channel predicted by the Standard Model. This mea-

surement was done using the full Run-2 data collected by the ATLAS detector at

the LHC in 2015-2018 at a center-of-mass energy of 13 TeV. A deep neural net-

work was used as a classifier between signal and background processes which signif-

icantly improved the sensitivity of the analysis compared to its previous iterations.

With about four times more data and better multivariate classifier than the previ-

ous measurement, this analysis lead to the first observation of the VBF production

mode in HÑWW ˚Ñ `ν`ν channel with an observed significance of 7.0 σ. Moreover,

the total VBF cross-section times the HÑWW ˚ branching fraction is measured at

0.85˘ 0.10 pstat.q `0.17
´0.13 psyst.q pb, compatible with the Standard Model prediction of

0.81˘ 0.02 pb.

Another important test of the Standard Model was addressed in the precise mea-

surement of the W boson mass using full proton-antiproton collision data set collected

by CDF-II detector at the Tevatron at 2 TeV center-of-mass energy. One of the most

important sources of systematic uncertainty in this measurement is due to parton

density function (PDF). In this project, a method was developed which could be

used reduce the computational cost of estimating the systematic uncertainty in W

boson mass measurement due to a given PDF. With reduced computational cost to

estimate systematics due to PDFs, more latest PDFsets could be tried to reduce the

PDF uncertainties in W boson mass measurement.

208



Search for beyond the Standard Model study was carried out in the search for

heavy truly top-philic vector resonance search. For this thesis, the reconstruction of

final state, specifically the spectator top quark pairs in the 4-top quark final state

was addressed. For this purpose, a combinatorial method ‘Buckets of Tops’ algorithm

was modified and significantly improved to reconstruct the spectator semi-leptonic

top quark pairs.
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Appendix A

Appendix for Chapter 7: W mass

difference plots

The difference plots are defined as the difference of the normalized O (where O refers

to mT , peT and pνT here ) can be distribution using an error eigenvector PDF from the

normalized O distribution using the central (nominal) PDF of a PDF set, discussed

in Section 7.3.2. Here are the difference plots for pT of electron and neutrino decaying

from a W boson, with all the error eigenvectors (replica in the case of NNPDF) for

a PDF set overlaid in a single plot. The inflection point is independent of all PDFs

and near the Jacobian edge of the O distribution.
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(a) CT10W (peT ) (b) CT10 (peT )

(c) CTEQ6 (peT ) (d) MSTW2008 (NLO 68% CL)(peT )

(e) MSTW2008 (NLO 90% CL)(peT ) (f) NNPDF3.0 (peT )

Figure A.1: The electron transverse momentum (peT ) difference plots for PDF sets
of CT10W, CT10, CTEQ6, MSTW2008 (NLO 68% CL), MSTW2008 (NLO 90%
CL), and NNPDF3.0 NLO (αs “ 0.119). The inflection point is near the Jacobian
edge near MW {2.
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(a) CT10W (pνT ) (b) CT10 (pνT )

(c) CTEQ6 (pνT ) (d) MSTW2008 (NLO 68% CL)(pνT )

(e) MSTW2008 (NLO 90% CL)(pνT ) (f) NNPDF3.0 (pνT )

Figure A.2: The neutrino transverse momentum (pνT ) difference plots for PDF sets
of CT10W, CT10, CTEQ6, MSTW2008 (NLO 68% CL), MSTW2008 (NLO 90%
CL), and NNPDF3.0 NLO (αs “ 0.119). The inflection point is near the Jacobian
edge near MW {2.

212



Bibliography

[1] N. Serra, Standard Model,
https://www.physik.uzh.ch/groups/serra/StandardModel.html.

[2] LHC Higgs Cross Section Working Group. Picture gallery, https://twiki.
cern.ch/twiki/bin/view/LHCPhysics/LHCHXSWGCrossSectionsFigures.

[3] E. Mobs, The CERN accelerator complex - August 2018. Complexe des
acclrateurs du CERN - Aot 2018, https://cds.cern.ch/record/2636343,
General Photo.

[4] ATLAS Collaboration, Luminosity Public Results Run 2, https://twiki.
cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2.

[5] ATLAS Collaboration, The ATLAS Experiment at the CERN Large Hadron
Collider, JINST 3 (2008) S08003.

[6] ATLAS Collaboration Collaboration, K. Potamianos, The upgraded Pixel
detector and the commissioning of the Inner Detector tracking of the ATLAS
experiment for Run-2 at the Large Hadron Collider, Tech. Rep.
ATL-PHYS-PROC-2016-104, CERN, Geneva, Aug, 2016.
http://cds.cern.ch/record/2209070. 15 pages, EPS-HEP 2015
Proceedings.

[7] J. Pequenao, Computer Generated image of the ATLAS calorimeter, Mar,
2008.

[8] J. Pequenao, Computer generated image of the ATLAS Muons subsystem,
Mar, 2008.

[9] A. Salzburger, The ATLAS Track Extrapolation Package, Tech. Rep.
ATL-SOFT-PUB-2007-005. ATL-COM-SOFT-2007-010, CERN, Geneva, Jun,
2007. https://cds.cern.ch/record/1038100.
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[129] T. Sjöstrand, S. Mrenna, and P. Z. Skands, A brief introduction to PYTHIA
8.1, Computer Physics Communications 178 (2008) 852–867.

[130] M. Ciccolini, A. Denner and S. Dittmaier, Strong and electroweak corrections
to the production of Higgs + 2-jets via weak interactions at the LHC, Phys.
Rev. Lett. 99 (2007), arXiv:0707.0381 [hep-ph].

[131] M. Ciccolini, A. Denner, and S. Dittmaier, Electroweak and QCD corrections
to Higgs production via vector-boson fusion at the LHC, Phys. Rev. D 77
(2008) 013002, arXiv:0710.4749 [hep-ph].

[132] P. Bolzoni et al., Higgs production via vector-boson fusion at NNLO in QCD,
Phys. Rev. Lett. 105 (2010), arXiv:1003.4451 [hep-ph].

[133] K. Hamilton, P. Nason, E. Re, and G. Zanderighi, NNLOPS simulation of
Higgs boson production, JHEP 10 (2013) 222, arXiv:1309.0017 [hep-ph].

223

https://cds.cern.ch/record/2308392
http://dx.doi.org/10.1007/JHEP02(2010)037
http://arxiv.org/abs/0911.5299
http://arxiv.org/abs/0911.5299
http://dx.doi.org/10.1103/PhysRevD.82.074024
http://arxiv.org/abs/1007.2241
http://dx.doi.org/10.1007/JHEP07(2014)079
http://dx.doi.org/10.1007/JHEP07(2014)079
http://arxiv.org/abs/1405.0301
http://dx.doi.org/10.1007/JHEP09(2014)145
http://arxiv.org/abs/1406.3660
http://dx.doi.org/10.1088/1126-6708/2009/02/007
http://arxiv.org/abs/0811.4622
http://arxiv.org/abs/0811.4622
http://dx.doi.org/10.1088/1126-6708/2008/03/038
http://arxiv.org/abs/0709.1027
http://arxiv.org/abs/0709.1027
http://arxiv.org/abs/0707.0381
http://dx.doi.org/10.1103/PhysRevD.77.013002
http://dx.doi.org/10.1103/PhysRevD.77.013002
http://arxiv.org/abs/0710.4749
http://arxiv.org/abs/1003.4451
http://dx.doi.org/10.1007/JHEP10(2013)222
http://arxiv.org/abs/1309.0017


[134] K. Hamilton, P. Nason, and G. Zanderighi, Finite quark-mass effects in the
NNLOPS POWHEG+MiNLO Higgs generator, JHEP 05 (2015) 140,
arXiv:1501.04637 [hep-ph].

[135] LHC Higgs Cross Section Working Group Collaboration, D. de Florian et al.,
Handbook of LHC Higgs Cross Sections: 4. Deciphering the Nature of the
Higgs Sector, arXiv:1610.07922 [hep-ph].

[136] M. Ciccolini, S. Dittmaier, and M. Kramer, Electroweak radiative corrections
to associated WH and ZH production at hadron colliders, Phys. Rev. D 68
(2003) 073003, arXiv:hep-ph/0306234.

[137] J. Butterworth et al., PDF4LHC recommendations for LHC Run II, J. Phys.
G43 (2016), arXiv:1510.03865 [hep-ph].

[138] A. Djouadi, J. Kalinowski, and M. Spira, HDECAY: A Program for Higgs
boson decays in the standard model and its supersymmetric extension,
Comput. Phys. Commun. 108 (1998) 56–74, arXiv:hep-ph/9704448.

[139] A. Bredenstein, A. Denner, S. Dittmaier, and M. Weber, Radiative corrections
to the semileptonic and hadronic Higgs-boson decays H —¿ W W / Z Z —¿ 4
fermions, JHEP 02 (2007) 080, arXiv:hep-ph/0611234.

[140] A. Bredenstein, A. Denner, S. Dittmaier, and M. Weber, Precise predictions
for the Higgs-boson decay H —¿ WW/ZZ —¿ 4 leptons, Phys. Rev. D 74
(2006) 013004, arXiv:hep-ph/0604011.

[141] A. Bredenstein, A. Denner, S. Dittmaier, and M. Weber, Precision
calculations for the Higgs decays H —¿ ZZ/WW —¿ 4 leptons, Nucl. Phys. B
Proc. Suppl. 160 (2006) 131–135, arXiv:hep-ph/0607060.

[142] M. C. et al, Top-pair production at the LHC through NNLO QCD and NLO
EW, JHEP 186 (2017).

[143] S. Frixione, E. Laenen, P. Motylinski, B. R. Webber, and C. D. White,
Single-top hadroproduction in association with a W boson, JHEP 07 (2008)
029, arXiv:0805.3067 [hep-ph].

[144] C. Anastasiou, L. J. Dixon, K. Melnikov, and F. Petriello, High precision
QCD at hadron colliders: Electroweak gauge boson rapidity distributions at
NNLO, Phys. Rev. D 69 (2004) 094008, arXiv:hep-ph/0312266.

[145] A. Collaboration, Reconstruction of primary vertices at the ATLAS
experiment in Run 1 protonproton collisions at the LHC, The European
Physical Journal C 77 (2017),
http://dx.doi.org/10.1140/epjc/s10052-017-4887-5.

224

http://dx.doi.org/10.1007/JHEP05(2015)140
http://arxiv.org/abs/1501.04637
http://arxiv.org/abs/1610.07922
http://dx.doi.org/10.1103/PhysRevD.68.073003
http://dx.doi.org/10.1103/PhysRevD.68.073003
http://arxiv.org/abs/hep-ph/0306234
http://arxiv.org/abs/1510.03865
http://dx.doi.org/10.1016/S0010-4655(97)00123-9
http://arxiv.org/abs/hep-ph/9704448
http://dx.doi.org/10.1088/1126-6708/2007/02/080
http://arxiv.org/abs/hep-ph/0611234
http://dx.doi.org/10.1103/PhysRevD.74.013004
http://dx.doi.org/10.1103/PhysRevD.74.013004
http://arxiv.org/abs/hep-ph/0604011
http://dx.doi.org/10.1016/j.nuclphysbps.2006.09.104
http://dx.doi.org/10.1016/j.nuclphysbps.2006.09.104
http://arxiv.org/abs/hep-ph/0607060
http://dx.doi.org/10.1007/JHEP10(2017)186
http://dx.doi.org/10.1088/1126-6708/2008/07/029
http://dx.doi.org/10.1088/1126-6708/2008/07/029
http://arxiv.org/abs/0805.3067
http://dx.doi.org/10.1103/PhysRevD.69.094008
http://arxiv.org/abs/hep-ph/0312266
http://dx.doi.org/10.1140/epjc/s10052-017-4887-5
http://dx.doi.org/10.1140/epjc/s10052-017-4887-5
http://dx.doi.org/10.1140/epjc/s10052-017-4887-5


[146] ATLAS Collaboration Collaboration,, Development of ATLAS Primary
Vertex Reconstruction for LHC Run 3, Tech. Rep. ATL-PHYS-PUB-2019-015,
CERN, Geneva, Apr, 2019. https://cds.cern.ch/record/2670380.

[147] ATLAS Collaboration, Electron and photon performance measurements with
the ATLAS detector using the 2015–2017 LHC proton–proton coll ision data,
JINST 14 (2019) P12006, arXiv:1908.00005 [hep-ex].

[148] ATLAS Collaboration Collaboration, K. B. et al., Optimisation note of the
ggF+VBF analysis in HÑWW ˚ using 36 fb´1 of data collected with the
ATLAS detector at

?
s “ 13 TeV, tech. rep.

https://cds.cern.ch/record/2276101. ATL-COM-PHYS-2017-1089.

[149] ATLAS Collaboration, Muon reconstruction performance in early
?
s “ 13 TeV data, ATL-PHYS-PUB-2015-037, 2015,

https://cds.cern.ch/record/2047831.

[150] ATLAS Collaboration, Jet reconstruction and performance using particle flow
with the ATLAS Detector, Eur. Phys. J. C 77 (2017) 466, arXiv:1703.10485
[hep-ex].

[151] ATLAS Collaboration, Object-based missing transverse momentum
significance in the ATLAS Detector, ATLAS-CONF-2018-038, 2018,
https://cds.cern.ch/record/2630948.

[152] Will Buttinger, Updated Overlap Removal Working Points, Tech. Rep.
(visited on 16/12/2015), 2015. https://indico.cern.ch/event/457238/.

[153] tech. rep. https://indico.cern.ch/event/457238/contribution/17/
attachments/1207345/1759805/OR_NotesDec2015_final.pdf.

[154] tech. rep. https:
//twiki.cern.ch/twiki/bin/view/AtlasProtected/AnalysisRelease.

[155] T. Plehn, D. L. Rainwater, and D. Zeppenfeld, A Method for identifying
H Ñ τ`τ´ Ñ e˘µ¯pT at the CERN LHC, Phys. Rev. D61 (2000) 093005,
arXiv:hep-ph/9911385 [hep-ph].

[156] F. Chollet et al., Keras, https://keras.io, 2015.

[157] TensorFlow: Large-Scale Machine Learning on Heterogeneous Systems, 2015.
https://www.tensorflow.org/. Software available from tensorflow.org.

[158] ATLAS Collaboration, Measurement of the tt̄ production cross-section in pp
collisions at

?
s “ 8 TeV using eµ events with b-tagged jets,

ATLAS-CONF-2013-097, 2013, https://cds.cern.ch/record/1600596.

225

https://cds.cern.ch/record/2670380
http://dx.doi.org/10.1088/1748-0221/14/12/P12006
http://arxiv.org/abs/1908.00005
https://cds.cern.ch/record/2276101
https://cds.cern.ch/record/2047831
http://dx.doi.org/10.1140/epjc/s10052-017-5031-2
http://arxiv.org/abs/1703.10485
http://arxiv.org/abs/1703.10485
https://cds.cern.ch/record/2630948
https://indico.cern.ch/event/457238/
https://indico.cern.ch/event/457238/contribution/17/attachments/1207345/1759805/OR_NotesDec2015_final.pdf
https://indico.cern.ch/event/457238/contribution/17/attachments/1207345/1759805/OR_NotesDec2015_final.pdf
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AnalysisRelease
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/AnalysisRelease
http://dx.doi.org/10.1103/PhysRevD.61.093005
http://arxiv.org/abs/hep-ph/9911385
https://keras.io
https://www.tensorflow.org/
https://cds.cern.ch/record/1600596


[159] ATLAS Collaboration, Measurement of the cross-section for associated
production of a top quark and a W boson at

?
s “ 8 TeV with the ATLAS

detector, ATLAS-CONF-2013-100, 2013,
https://cds.cern.ch/record/1600799.

[160] C. G. Lester and D. J. Summers, Measuring masses of semiinvisibly decaying
particles pair produced at hadron colliders, Phys. Lett. B463 (1999) 99–103,
arXiv:hep-ph/9906349 [hep-ph].

[161] C. Bertella, C. D. Burgard, L. S. Bruni, R. Castelijn, J. a. Barreiro
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