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HOMAGE TO R. OPPENHEIMER 

In the middle of the preparations for the conference our president Robert 
Oppenheimer died on February 18th this year. Until about a week 
before he died he still hoped to be able to attend the meeting, the subject 
of which was particularly close to his heart. 

With Oppenheimer's passing away international physics lost one of its 
leading figures and U.S.A. lost one of its great sons. His contributions 
to theoretical physics covered such a large field that it would be impossible, 
and in this circle also unnecessary, to refer to all of them here. Among 
his most important works I shall only mention 

(1) his early contribution to the quantum theory of molecules, 
(2) his recognition of the importance and his treatment of exchange 

effects in electron-electron scattering, 
(3) his various contributions to the theory of positive and negative 

electrons and to quantum electrodynamics, 
(4) his detailed account of the cascade mechanism in cosmic ray 

showers, and 
(5) his work on the possibility of gravitational collapse of massive 

stars, which has become of renewed interest in connection with 
recerit astrophysical discoveries. 

Many of these investigations were performed in collaboration with his 
students, a consequence of his brilliant activity as teacher in theoretical 
physics. 

During his lifetime he created two great schools of theoretical physics, 
at Berkeley and Pasadena in the thirties, and at Princeton after 1947. 
His guidance of the work of numerous students and the inspiration and 
enthusiasm he conveyed to them has perhaps been even more important 
for the development of American physics than his own published papers. 

During World War II, Oppenheimer organized the Los Alamos labora
tory and directed the work which led to the construction of the first atomic 
weapons. His enormous contribution to the security of his country was 
recognized by the award of the Medal of Merit in 1946 and made him a 
public figure in the years after the war. Therefore it came as a shock to 
him and to his many friends all over the world when his security clearance 
was withdrawn in 1954. The shattering experiences in this dark period 
of American politics partly ruined his health and may very well have been 
a contributory cause of his untimely death. 
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His subsequent rehabilitation at the end of 1963, when the Enrico 
Fermi prize was awarded him, actually came too late. When I shortly 
afterwards had the occasion to meet him, I got the impression that this 
also was his own opinion, for when I congratulated him and told him 
how pleased we were, he said after a moment of silence "yes, this award 
has at least done one good thing, it has made my friends happy". 

Oppenheimer, although truly American, had a strong feeling of soli
darity with Europe and a deep understanding of European problems and 
European culture. In his youth he spent a number of years in Europe 
(he got his doctors degree at Gottingen and was subsequently a research 
fellow at Leiden and Zurich) and on many occasions he expressed his 
indebtedness to European culture. Six years ago he readily accepted our 
presidency and we vividly recall the brilliant way in which he conducted 
our meetings. He will be sorely missed at this conference and at our 
future meetings. 

PROFESSOR C. M0LLER 

President of the X/Ve Conseil International de Physique 

xii 



GOLDSTONE THEOREM AND POSSIBLE 
APPLICATIONS TO ELEMENTARY 

PARTICLE PHYSICS 

H. P. Diirr 

Max-Planck-Institut fi.ir Physik und Astrophysik, Miinchen, Germany 

The Goldstone theorem states that under certain conditions, which will 
be stated later, in a dynamical theory which is invariant under a particular 
symmetry group and where this symmetry group is broken by the ground
state, e.g. the vacuum state in a relativistic field theory, there must exist 
particles of mass zero or-in the nonrelativistic case-excitation modes, 
the en~rgy of which tends to zero with increasing wavelength. This 
theorem is of great interest for elementary particle physics for essentially 
two reasons: 

(1) There are a number of symmetry groups in elementary particle 
physics, like SU(3) or even higher symmetries, which are not exactly 
realized in nature in the sense that there exist one-particle states or 
resonances grouped into multiplets which are supposed to transform 
approximately according to an irreducible representation of this group 
but which do not have exactly the same mass, and secondly that in the 
interaction of these particles and resonances the conservation laws, related 
to this symmetry group by Noether's theorem, are only approximately 
obeyed. On the other hand, these symmetry violations do not seem to be 
connected in a direct or an indirect way with the appearance of mass zero 
particles. Therefore, if one wants to interpret this symmetry violation as 
a consequence of an asymmetrical vacuum as proposed for SU(3) by Baker 
and Glashow1 , rather than as an asymmetry of the underlying dynamical 
law, one has to find some means to invalidate the Goldstone theorem. 

(2) There do exist in nature a number of massless particles: the photon, 
the neutrinos and, probably, the graviton. In a general dynamical theory 
it is rather difficult to obtain such particles as particular solutions, except 
by chance or if they are introduced from the beginning. In this context 
the Goldstone theorem, it appears, could provide an interesting way to 
enforce their existence, because, in fact, all the known massless particles 
do occur in connexion with symmetry violations, the photon with isospin 
violation, the neutrinos with parity violation, etc., and the graviton 



probably with a violation of the Poincare group2• Unfortunately, how
ever, it turns out that all these mass zero particles do not have the sym
metry properties, as explicitly stated by the Goldstone theorem in its 
present mathematical formulation. Therefore, in order to uphold this 
conjecture, the present predictions of the Goldstone theorem on the 
symmetry properties of the massless particle must be generalized. 

Consequently the validity of the conjecture that the observed symmetry 
violations in elementary particle physics arise from an asymmetry of the 
vacuum state, will decisively depend on an invalidation or-if we exclude 
SU(3) and possible higher symmetries as fundamental symmetries-on a 
generalization of the Goldstone theorem. In contrast to this, in non
relativistic dynamics we know many systems where the Goldstone theorem 
holds in its present form. The magnons in the ferromagnet, the phonons 
in liquids and crystals are, for example, Goldstone modes connected with 
an asymmetry of the groundstate3• 

There exist many general proofs of the Goldstone theorem today. 
The first proofs were given by Goldstone, Salam and Weinberg4 and by 
Bludman and Klein5• A proof on a much more rigorous basis using only 
the algebra of observables was recently given by Kastler, Robinson, and 
Swieca, and Ezawa and Swieca6• 

Let me roughly sketch the proof of the Goldstone theorem in order to 
indicate the basic assumptions. Let us assume there is a certain symmetry 
transformation which leaves the dynamics invariant. Formally, this may 
be expressed by the forminvariance of a Lagrangian density or the 
forminvariance of an equation of motion and the quantization condition. 
As an example we may just use a simple gauge transformation to simplify 
the discussion. As a consequence of the invariance there exists, according 
to the Noether theorem, a conserved current: 

oµl(x) = 0 

and a time-independent hermitean operator 

Q = J daµjµ(x) = t=td
3
x j°(x) 

(1) 

(2) 

which serves as a generator of the unitary representation of the symmetry 
group in the state space. The symmetry is broken by the translational 
invariant vacuum state, if for some field operator <f>(x), which is not invar
iant under this symmetry group, i.e. which transforms as <f>(x) ~ </>'(x), 
the vacuum expectation value changes 

(01 </>(x) IO) = (01 </>(O) IO) ":/; (01 </>'(x) JO) = (OJ </>'(O) 10) (3) 
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or, expressed differently, if for an infinitesimal symmetry transformation 
,...._,oA. we have 

_!_ (01Osymef>(x)10) = -i (01 [Q, ef>(x)] IO) = C ¢ 0 ( 4) 
oA. 

(with C = constant). By introducing a complete set of intermediate states 
the latter may also be expressed as7 

L 2.J!~n (01Q10')(0'1ef>(x)10) = C ¢ 0. 
O';tO 

If we make use of the local form (2) of the generator one gets 

-if da'1' (01 [jµ(x'), ef>(x)] IO) = C ,= 0 
(for all surfaces) 

which leads to the local condition 

with 

(01 Uix'), ef>(x)] 10) = j_ f(z) 
(}zll 

(z = x - x') 

-ifda'fl J_ f(z) = C. 
ozll 

(5) 

(6) 

(7) 

Due to the locality requirement (vanishing of the commutator for space
like distances) f(z) can be written as a superposition of causal functions 
~(z; m) with various masses m: 

f(z) = iC J dm2p(m2
) ~(z; m) 

As a consequence of the current conservation (1) 

a;J(z) = 0 and hence p(m2
) = o(m2

) 

(8) 

(9) 

i.e. ef>(x) must contain matrix elements leading to massless particles from 
the vacuum. This is the content of the Goldstone theorem. 

From Eqn. (5) one merely deduces that there exists in the theory other 
states 10') different from the vacuum state 10) which have the same energy 
(and momentum) as the vacuum state since Q is a (time independent) 
symmetry operator. We call these states 10') spurion states. They are 
created from the vacuum by <fo(x). Relation (9) which has made use of 
the local structure of the symmetry operator and hence contains more 
information, reveals that the spurious, in fact, are merely the infrared 
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limit (p ~ 0) of massless particles generated by cp(x), the Goldstone par
ticles, which we will shortly call 'zerons'. Roughly speaking the zerons 
are localized spurious. 

In this connexion Heisenberg2 has emphasized that any localized 
spurion connected with a nonlocalized spurion could again be a possible 
'zeron'. Hence the symmetry character of the Goldstone zeron should in 
general not be immediately identified wit4 the symmetry character of the 
spurious which is usually done, but states a separate problem. 

I wish now to remark on the various steps of the rough (and partly 
inaccurate) derivation in particular to indicate the various assumptions 
of the Goldstone theorem. 

The first assumption refers to the existence of a conserved current. This 
assumption is decisive because it expresses that there exists a symmetry of 
the dynamics, at all. In our proof above the existence of such a locally 
conserved current is necessary to conclude that the spurions are not 
isolated states o(pµ) but can be localized to become mass zero particles. 
However, it is not important that r(x) is really a local current. It is 
sufficient to require that for an arbitrarily large, but still finite volume V 
with the surface S, the change of the 'charge' Q(t) with time within this 
volume is accompanied by a current J8 (t) leaving through the surface, i.e. 

d 
dt Qv(t) = -J s(t). (10) 

The volume V e.g. may be a measurable region in a bubble chamber or 
even the volume of the bubble chamber itself. The requirement of a con
served local currentjµ(x) would mean, that this relationship holds for any 
volume, and hence also for the infinitely small volume element in which 
case we can write: 

Qv(t) = L d3xj°(x, t) 

J8 (t) = Lds · j(x, t) (11) 

If we have only the relationship (10), then upon a symmetry variation of 
<fo(x) only within the volume Vat time t', we would get 

0
\ (01 oi.//:i<fo(x) IO) = -i (01 [Qv(t'), </>(x)] IO) = Cv(x; t - t') ¥= 0 (12) 

with 

lim Cv(x; t - t') = C = const. 
V->oo 
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and hence due to (10) 

1 d Vt' I d 
-~, -d (01 Osy'rn<f>(x) IO) = -i (01 [J 8 (t ), </>(x)] 10) = - Cv(x; t - t') 
U/• t dt 

{ 
0 in region A 

= ;i£0 outside. 

,t-t' 

(13) 

For a local theory this vanishes for x within a region A, bordered by light 
cones through the surface points S, i.e. fort = t' if xis inside the volume. 
Condition (13) is sufficient to localize the spurion to a certain extent, and 
hence to prove the existence of a zero mass particle. 

In a relativistic quantum field theory it is by no means trivial to establish 
the existence of a conserved current, because the construction of such 
currents usually involves products of field operators at the same space-time 
point which are rather singular objects. Consequently it is certainly not 
sufficient to establish the conservation laws simply on the basis of the usual 
(classical) substitution transformations. Nevertheless one has to keep in 
mind that the Goldstone theorem only breaks down if the weaker require
ment (IO) is violated. 

An example of such an intrinsically broken symmetry is Schwinger's 
model of 2-dimensional quantum electrodynamics8, where, despite of the 
formal y 5-symmetry, the chirality current is not conserved. Some people 
call this case a locally broken symmetry9• However, such a definition 
seems only worthwhile if something is left of the symmetry at all, e.g. the 
weaker condition (10) which then would still imply a 'zeron'. Otherwise 
we should simply call this a 'no symmetry' case. 
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The next question refers to the existence of the generator Q. One can 
easily show that if the vacuum is not invariant under the symmetry group, 
i.e. if Q 10) ;;f:. 0, then the integral (2) will diverge. Physically speaking the 
'charge' of the translational invariant vacuum state is either zero (invariant 
case) or infinite. In the latter case also all other states created from it by 
application of a finite number of field operators have also infinite charge. 
Hence Q itself is an infinite operator and no proper element of the 
Hilbert space. Hence also the unitary transformation: 

(14) 

connected with the symmetry leads out of the Hilbert space. Vacuum 
states 10),. which are formally obtained by the transformation (14) belong 
to different inequivalent representations of the algebra of the field opera
tors. They differ, so to say, by an infinite number of spurions or infrared 
zerons. 

Although the operator Q is ill-defined, the commutator of Q with any 
operator localized in a certain finite region, which only was used above, is 
well-defined. In this case one can always work with the well-defined 
operator Qv(t) and go to the well-defined limit V-+ oo of the commutators. 
It is important in this context that the commutator is assumed to vanish 
for large space-like separations, a property which is required for all observ
ables in a local relativistic theory. 

It was pointed out by Higgs, Englert, and Brout10, and also by Hagen, 
Guralnik, and Kibble11 that the Goldstone zerons can be avoided if there 
are in addition long range interactions in the theory from the outset, 
however, as will be seen, at a dear price. That long range forces affect the 
Goldstone theorem, in fact, was recognized earlier by Anderson12 for the 
nonrelativistic case in particular in connexion with superconductivity 
where the Goldstone modes are pushed up to become the plasmons. For 
the relativistic case, however, it was important to recognize that long 
range interactions occur in connexion with gauge fields, i.e. mass zero 
vector fields, where the nonlocal character of the interaction becomes 
apparent if one uses the non manifestly covariant Coulomb gauge related 
to a certain space-like surface 

oA - (no)(nA) = 0 (15) 

which involves the time-like vector nµ the normal to this surface. Due to 
the long-range interaction (Coulomb type interaction) the commutator 
(01 [Qv(t'), cp(x, t)] 10) does not become time independent in the limit 
V-+ oo, since the surface current term does not decrease sufficiently fast. 
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At the same time the commutator is not manifestly covariant. In fact, the 
commutator (7) has now the more general form10 

(01 [jl'(x'), </>(x)] 10) = 1- f(z) + (g1'"o2 
- oµo")n,g(z) (16) 

OZµ 

If long range interaction are involved, then we can assume f(z) = 0, i.e. 
that no mass zero particle occurs, since one has instead 

g(z) = i (no) cfdm2p(m2)A(z· m) 
02 

- (no)2 ' 

to take care of the condition (6), where the inverse operator o2 - (no) 2 ->

-V2 indicates the nonlocal character of this case. In addition, the now 
massive Goldstone particle combines with the two massless vector bosons 
to form a normal 3 component massive vector field. So, no massless 
particles are left in the theory. 

One may, of course, also use the manifestly covariant and local Gupta
Bleuler description using the Lorentz gauge, which, however, implies the 
introduction of an indefinite metric in the Hilbert space. In this case, the 
Goldstone theorem is valid and hence formally leads to a zeron, which, 
however, can be shown13 to decouple completely from the physical states 
and eventually is eliminated, if one projects on the physical subspace of 
the Hilbert space. Hence also in this description there is eventually no 
physical zeron left. 

However, it should be emphasized that the example of Higgs and others 
shows that a theory of this type is only causal, and hence physically 
acceptable, if the states created by the operator <f>(x) from the vacuum 
can be separated completely from the physical states and suppressed. In 
this case one then has to check whether the symmetry, which is broken, 
still has a non-trivial meaning in the subspace after this projection. This 
does not seem to be the case, as we will shortly indicate in the model given 
by Higgs: 

Higgs10 starts out with a model originally suggested by Goldstone with 
the Lagrangian* 

Lo = ~[ </>µ* oµf + </>µ oµf * - </>1'* </>µ - ~~2 ( </>* </> - 112
) J (18) 

for a scalar nonhermitean field operator <f>(x), in which the potential has a 

* The notation here is that essentially used by Kibble13• 
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minimum for 1</>1 2 = 'YJ2 = const. In the groundstate hence 

( <Z = const.) (19) 

v 

o ;Groundstote' 

The time component of <P,, are the canonical conjugate variable of <fo(x). 
The Lagrangian is obviously invariant under the gauge transformations 

<f>(x)-+ eiei.<fo(x) 

</>*(x)-+ e-ie).</>*(x) 

which leads to a conserved current o,,y = 0 with 

r = - ie[ <Pµ* <P - <P,,<P *1 

The symmetry (20) is broken by the groundstate, because 

;A (OI o<f> IO> = ie(OI <fo(x) \0) = ie'Yjeir.< =/= 0. 

(20) 

(21) 

(22) 

The Lagrangian may be rewritten by introducing the modular dependence 
R(x) and the phase dependence O(x) of the fields as new field variables: 

<fo(x) = R(x)e10 <x> 
(23) 

<f>*(x) = R(x)CiO(x) 

with the corresponding canonically conjugate variables as the time com· 
ponents of the vectors R,,(x) and O,,(x). One obtains 
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which upon variation besides the actual field equations leads to the alge
braical relations 

Rµ = 01,R 

eµ = R2 oi 
(25) 

which may also be inserted into the Lagrangian without harm. The 
symmetry transformation (20) in the new variables is now simply 

e(x)-'>- e(x) + eA (26) 

with the other variables remaining unchanged, and the current (21) is 

Y = -eeµ(x) (27) 

The groundstate condition (19) is now expressed by 

(01 R(x) 10) = 17 

(01 e(x) 10) = oc 
(28) 

The first condition (28) does not indicate a symmetry violation, because 
R(x) is invariant under the symmetry transformation. The symmetry 
breaking condition (22) arises solely from the second condition in a rather 
trivial fashion: 

1 
bl. (01 oe(x) 10) = e ¥= 0 (29) 

From the latter it follows immediately by the Goldstone theorem that 
e(x) is a massless field, in fact, the Goldstone zeron, which can also be 
directly seen from the Lagrangian, if we approximately replace R(x) ~ 
17. The R(x) field on the other hand is connected with a particle of finite 
mass m0, which can be deduced by introducing the new field operators 

r(x) = R(x) - 17 rµ(x) = Rµ(x) (30) 

One now introduces a massless gauge field Aµ(x) by the prescription 
(Fµvnv is the canonically conjugate variable of Aµ): 

L = -tFµv(ovAµ - oµAv) + !PvFµv + L 0(with oµ(}-'>- oµe + eA1,) 

µ '.:'.! e ) eµeµ = LF +LR+ e (uµ + eAµ - -2 
2R 

(31) 

which obviously is invariant under the coordinate dependent gauge 
transformations: 

e(x)-'>- e(x) + e?.(x) 

Aµ(x)-'>- Aµ(x) - oµ?.(x) 
(32) 
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The vector()µ is here now obviously 

()µ = R2(oµO + eAµ) = - ! jµ(x) 
e 

The critical commutator for the Goldstone theorem is 

(OI [jµ(x'), e(x)] !O) = -e(OI [Oµ(x'),e(x)] IO> 

(33) 

(34) 

which in the Coulomb gauge is nonlocal, and hence does not fulfil the 
requirements of the Goldstone theorem. In fact, one finds: 

( o2 oo)nv J i(OI [Oµ(x'), e(x)] 10) = gµv 
9 

- µ ; (no) p(m2) dm2 A(z; m) 
o· - (no) 

z = (x' - x) (35) 
with p(m2

) R:::! o(m2 - e2ri 2
). 

On the other hand one can also introduce the new field operator 

1 1 
Bµ(x) = -

2 
()µ = Aµ(x) + - o,,e(x) (36) 

eR e 

instead of Aµ(x) (the canonically conjugate variable is still pvnv) and 
obtain the Lagrangian in the form 

L = -tPv(ovBµ - oµBv) + iPvFµv + te2R2B,,Bµ +LR (37) 

which does not contain O(x) any more as variable. The canonical momen
tum (}I' did combine with the two transversal fields of Aµ to give a (3 
component) massive vector field Bµ with mass mf,. = e2ri2• If one restricts 
oneself to the state space produced by only applying the gauge invariant 
operators pv(x), B,,(x), R(x) (but not e(x)!) on the vacuum, then the 
original symmetry no longer has meaning in this restricted state space, 
since all operators are (trivially) invariant under the gauge transformations. 
Hence this does not lead into contradiction with the general proof of 
Ezawa and Swieca6• 

The situation is similar, if one introduces non-Abelian groups as Kibble 
has shown13• Again the original Goldstone zerons become massive by a 
coupling to a corresponding gauge field by which procedure the gauge 
fields themselves become massive. At the same time the original sym
metry transformations become meaningless in the gauge invariant observ
ables. Only the mass zero gauge fields of the unbroken symmetries survive. 
However, their mass zero character has nothing to do with the Goldstone 
theorem. They are rather the leftover mass zero fields which were put in 
from the beginning. 

To state the result more clearly, let us consider the isospin group SU(2). 
If we break the symmetry around the x- and y-axis by the vacuum, one 
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obtains in the simplest case of a scalar isovector field without gauge fields, 
a massive scalar boson S0, and positively and negatively charged Gold
stone zerons s+, s-, if for simplicity we identify the properties of the 
zerons with the properties of the corresponding spurions. We get other 
zerons by combining s+ and s- with positively and negatively charged 
spurious. If the gauge field is turned on, i.e. if one introduces a massless 
vector isotriplet A+, A0, A-, the A+ and A- combines with s+ and s-, 
respectively, to give two massive vector bosons v+, v- and only the A0 

remains massless. Hence: 

massive scalar /11 = m0 

massive vector m = er1 

massless vector m = 0 

so 
v+, v
Ao 

The spectrum hence contains incomplete multiples. The remaining mass
less gauge field is connected with the nonviolated rotation symmetry 
around the 3-isospin-axis. If all symmetries are broken, there will be no 
massless field left. 

If one applies this procedure to a SU(3) invariant theory and subse
quently breaks this symmetry by strong, electromagnetic and weak inter
actions, the only remaining mass zero particle is the photon14• Otherwise, 
however, the model has very unrealistic features, in particular again the 
original high symmetry has completely lost its meaning. 

Perhaps one has to be somewhat more careful with the statement that 
these symmetries are physically meaningless because all observables are 
left invariant. Also the electric and baryon number gauge transformations 
are such symmetry transformations which leave the observables invariant, 
but nevertheless have important physical consequences. In fact, this 
invariance leads to the superselection rules. However, it appears, that the 
strict validity of these transformations is the decisive difference. A broken 
symmetry on the other hand can only be sensed, if the theory contains 
some observables which are not invariant. 

One may believe that at least in the case of a non-Abelian symmetry 
group like SU(2), there are some objects left in the theory (namely the 
incomplete multiplets), which do not have a trivial transformation 
character. According to the construction this, however, is not the case. 
For example, neither the v+, v-nor the s0 , nor the A0 transform like an 
isotriplet any longer. 

This is, in fact, a general deficiency of all multiplets which are broken 
by an asymmetrical vacuum, and is not characteristic of the Higgs case. 
It was Umezawa who particularly stressed this point15• Let us again 
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consider the broken SU(2) isospin symmetry case without the gauge fields. 
The vacuum in this case could be hypothetically imagined as a large 
isoferromagnet with nonvanishing magnetization in the z-direction. The 
energy levels of a particle with isospin t will split up consequently into 
two nondegenerate mass components, depending on the isospin orienta
tion. This, however, is not a correct description. If we imagine, for the 
moment, that the vacuum is very large but finite, we may characterize it 
by a large isospin Iv. The non-degenerate mass doublet is then described 
by states of total isospin I = Iv ± i". i.e. as energy levels corresponding to 
different irreducible representations of the symmetry group. If one per
forms an isospin rotation the levels hence do not transform into each other, 
because they differ in energy, but rather transform into themselves plus 
spurion contributions. The spurious correspond to the infrared limit of 
the Goldstone zerons. The whole reaction to our symmetry transforma
tion seems to consist in a rearrangement of the isospin in the groundstate. 
In particular, if we separate from the field operator a part which, like 
R(x) described above, does not participate in the broken symmetry trans
formations and connect the physical particle with it, then the physical 
particle will behave like an isosinglet under the 11 and 12 rotations, i.e. 
its isospin degree of freedom will appear to be 'frozen'. The whole trans
formations only add terms to the rest fields, which, as Umezawa remarks, 
merely change the Bose-Einstein condensation of the Goldstone zerons. 
In this language all the components of a nondegenerate multiplet behave 
like singlets under the relevant transformations. The variant part, a 
spurion part, is disconnected and combines with the BE-condensation 
part of the Goldstone bosons. 

This indicates that the original symmetry transformation no longer 
connects the components of a split multiplet. There may, however, exist 
another, although weakly time-dependent transformation, which does 
connect the components of a multiplet in the expected way. In our 
example, it will consist of the isospin transformation which rotates the 
isospin only of the particle and not the large isospin of the vacuum. 
Whether this new transformation is a sufficiently good approximate sym
metry transformation, i.e. is sufficiently time-independent, will depend on 
the strength of the coupling of the isospin of the particle to the vacuum 
isospins relative to their mutual coupling. If the particle coupling is 
strong a description as an isosinglet or an isotriplet may be more appro
priate. Biritz16 has given an example of such anomalous multiplets in a 
model of a ferromagnetic chain. In connexion with the nonlinear spinor 
theory strange particles were interpreted as such anomalous isospin 
multiplets17• 



H. P. DDRR 13 

In the non-Abelian models of Higgs and Kibble the originally degenerate 
multiplets after breaking of the symmetry become nondegenerate and even 
partially incomplete. It is hard to see how in this case an approximately 
valid symmetry transformation can be found which would transform these 
objects as members of the original irreducible representation. Obviously, 
a theory which approximately retains only the multiplets, but not the 
corresponding Clebsch-Gordan coefficients and selection rules would be 
completely useless. 

There are still a number of other questions which should be studied in 
detail. One question is, what happens to the description of the 
isospin rotations around the x- and y-axis in the state space, if the super
selection rules for the electric charge are established, because then these 
transformations, even if performed locally, would connect different invar
iant sectors. An investigation of this question may perhaps reveal that 
Higgs' suggestion may be physically applicable, after all, in the case where 
a gauge symmetry is left intact, because the leftover massless gauge field 
would enforce a superselection rule. 

The isospin symmetry in elementary particle physics has been conjectured 
long ago by Heisenberg and coworkers2 to be a possible candidate for an 
exact dynamical symmetry which is broken by the groundstate, because 
its violation is accompanied by and phenomenologically attributed to the 
mass zero photon. Unfortunately, however, the Goldstone 'zerons' in 
connexion with violation of the SU(2) isospin group are, as we have seen, 
scalar, and, in the usual description, charged objects. Intuitively they are 
the magnons, the Bloch spin waves, of an infinitely large isoferromagnet 
at zero temperature. On the other hand it is quite clear that the isoferro
magnet would not be an adequate description for the physical situation, 
because such a vacuum state would also violate CPT-invariance. One can 
easily see this if we imagine e.g. a 7T-meson in such an isoferromagnet, 
which would naturally split up into a mass triplet and hence violate the 
requirement that 77+ and 7T- are antiparticles. This indicates that in this 
case, one has to employ a more complicated way to break the SU(2) 
symmetry. 

A more appropriate model for the isospin violating vacuum state in 
elementary particle physics would be a model in which at every lattice 
point there is a particle and an antiparticle with their isospins pointing 
essentially in opposite directions. There would be no resultant polariza
tion (charge), but the polarization of the particle and antiparticle sub
systems would be very large and distinguish a certain direction. Under 
CPT such a system would transform into itself. A state of this type has 
formally some similarity with the groundstate of an antiferromagnet, 
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where the spins of neighbouring particles try to be antiparallel. One 
obtains such a groundstate, if one introduces forces which tend to align 
the spins of like particles and antialign spins of unlike particles. The 
groundstate of such a system is a very complicated object. Biritz and 
Yamazaki18 have recently started to investigate this model in an approxima
tion where the antialigning forces between the particles and antiparticles 
are considered weak in comparison with the aligning forces between like 
particles. In lowest approximation one obtains essentially a double 
isoferromagnet, a particle- and antiparticle-isoferromagnet oriented in 
opposite directions. This describes a particular superposition of states 
with isospin I = 0, 1 · · · with zero charge, i.e. without net polarization 
in the 3 direction. With the particle-antiparticle forces fully switched on, 
the situation gets very complicated, because these forces tend to form local 
singlets which upset the double ferromagnetic ordering by flipping a 
certain number of particle-antiparticle pairs. The exact groundstate has 
not been worked out as yet. The model has to be studied in three dimen
sions, since, similar to the antiferromagnet19, the zero-point fluctuations 
do not permit a long range ordering in one and two dimensions. 

In this iso-antiferromagnetic model there seems to appear a new un
charged Goldstone mode which is connected with a localized flipping of 
a particle-antiparticle pair. There is a way to write this mode as a pro
jection operator 

lk) ,...._, Z i(l + T3)eikn 10) 
n 

which senses localized flipped particle-antiparticle pairs and hence has 
some similarity with the photon. An interesting question, however, is 
whether one can avoid now the charged Goldstone modes which are 
suggested still to show up in the usual interpretation on the basis of a 
general proof of the Goldstone theorem in the algebraic approach. 

One actually would suspect that such charged modes, at least in the 
usual interpretation, should arise in connexion with a rotation of the 
particle-antiparticle lattice as a whole. However, one realizes that a 
rotation of the lattice, which has vanishing magnetization, after the rota
tion leads to a state for which the expectation value of the magnetization 
in the z-direction is still zero. Hence one may expect that the charged 
modes do not occur in the same way as in the ferromagnet. 

Of course, there would still remain the question how the Goldstone 
zeron can be endowed with spin without breaking the Lorentz group by 
the vacuum, which actually would be required in this case by the Goldstone 
theorem20• The hope is here, that actually the Coulomb force, which is 
scalar, is inferred by the Goldstone argument, and that the photons only 



H. P. DORR 15 

follow indirectly from it by locality and Lorentz invariance. This all has 
still to be investigated. 

The question whether the neutrino may follow from some kind of a 
Goldstone argument must be completely denied at present. This becomes 
particularly clear in Umezawa's argumentations, where the Bose-Einstein 
condensation of the zerons appear to be crucial. 

Before closing I wish to make a few remarks about the possibility to 
directly observe the underlying dynamical symmetries. Up to now we 
have argued that the existence of a local conservation law can only be 
indirectly inferred through the appearance of the Goldstone zerons, at 
least, if no long range forces are present from the beginning. The question 
arises whether there is not a direct way to establish the local conservation 
law. After all, it states that for every given volume the time-change of 
the 'charge', e.g. the first or second component of isospin, must be con
nected with a corresponding current going through the surface of this 
volume. If we find in a bubble chamber experiment that in a certain 
process isospin is violated, then-in our interpretation-this can only 
mean that our book-keeping is incorrect, that some isospin must have 
leaked out of the chamber unaccounted. There are, in fact, two reasons 
why our conventional book-keeping could be wrong: 

(1) mass zero particles carrying isospin with an energy smaller than our 
energy resolution may have escaped our observation (infrared problem); 

(2) The interacting particles were erroneously assumed to be exact 
eigenstates of isospin. Already their mass splitting, however, indicates 
that this can be only approximately true. So e.g. the w0 has small admix
tures of the quantum numbers of p0, the 7To those of 'YJ, etc. 

I finally want to remark on the non-leptonic weak interactions which 
phenomenologically can be successfully formulated as isospin i-spurion 
emission processes. In a theory with an isospin degenerate vacuum this 
formal description may even have a realistic foundation, because, as 
Umezawa has indicated, such a spurion is connected with the Bose
Einstein condensation of the Goldstone boson. It indicates a transfer of 
intrinsic quantum numbers to the vacuum as a whole. Such a description 
seems to have some formal similarity with the Mossbauer effect, where 
apparently the recoil momentum of the y-emitting nucleus is transferred 
to the crystal as a whole, and hence seems to be locally lost. Weisskopf21 

has demonstrated, due to the high zero-point fluctuations connected with 
a local measurement, that there is no observable violation of the causality 
principle. 

In conclusion, I wish to stress that, to our knowledge, there exists no 
case in which a dynamically valid symmetry in a relativistic, causal theory 
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can be broken by the groundstate in an observable way without involving 
mass zero particles. The main problem in our opinion in dealing with the 
Goldstone theorem in relativistic theories seems to be connected with the 
physical interpretation of the assumptions which go into it-in particular, 
what we mean by a symmetry and its violation-and the physical inter
pretation of the consequences we derive from it-in particular whether we 
retain an approximate symmetry for the non-degenerate one-particle states 
which originally belonged to a single multiplet of the symmetry group and 
what are the symmetry properties of the zerons. Probably all these ques
tions can only be decided by actually carrying out dynamical calculations. 
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Discussion on the report of H.P. Dtirr 

S. Weinberg. I would like to emphasize a little more strongly the applica
tions of the Goldstone theorem to the real world. First, let me mention 
in passing, that there is one other classical example of a Goldstone mode 
besides the ones that are always quoted, i.e. the hose instability of a charged 
particle beam in a uniform plasma. Coming back to the strong inter
actions, I would say that the greatest triumph of the Goldstone theorem 
is that it gives a 'raison d'etre' for the pion as an almost massless particle. 
From this point of view, it is not important whether the Goldstone 
theorem has been rigorously proved; the important thing is that it tells 
us how the strong interactions could keep the pion mass so small. 

I was also very impressed with the suggestions of Higgs, Kibble, and 
others, and would like to point out that the p and A1 mesons afford a good 
example of these ideas. Of course isotopic spin is not broken, so the p 
meson mass has to be put in at the beginning, and then chiral symmetry 
'breaking' gives an additional mass to the A1, which in fact agrees with 
experiment. (Because the p has a bare mass, the Goldstone bosons don't 
go away; they are just the pious.) We can also ask whether these ideas 
can be applied to unify the electromagnetic and the weak interactions. If 
we restrict ourselves to the observed electronic leptons, then there is just 
one way that this can be done: there must be a massless photon, a massive 
charged intermediate meson, and a heavier intermediate neutral meson. 
The neutral intermediate boson has observable effects, notably that in 
electron-neutrino scattering the axial-vector (ee)(vr) coupling is ~ what 
we would expect from the old calculation of Feynman and Gell-Mann. 

This raises a question that I can't answer: Are such models renormal
izable? You start with a Yang-Mills type Lagrangian which is renormal
izable, and re-order the perturbation theory by redefining the fields. I 
hope someone will be able to find out whether or not the resulting 
Lagrangian is a renormalizable theory of weak and electromagnetic 
interactions. 
F. Englert. With regard to the renormalizability of gauge vector mesons 
in the presence of broken symmetry, Brout and I (Phys. Rev. Letters 13, 
9 (1964) and Nuovo Cim. 43, 244 (1966)) showed that the propagator of 
the massy vector mesons is [gµv - qµqv/q2](q 2 - µ 2)-1, µbeing the induced 
mass of the gauge field. The term in (qµq,/q 2) having a singularity at 
q2 = 0 is due to the Goldstone boson contribution to the vector meson 
propagator. The term enters in this way as a consequence of the Ward 

18 
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identity and is not therefore an effect due to an approximation. Therefore 
the answer to Weinberg's question is that these massy vector gauge fields 
constitute a renormalizable field theory. 
H.P. Diirr. I wish to apologize that I haven't mentioned, at all, the theories 
where chirality is broken, which was first treated by Nambu. Of course, it 
appears that chirality is fundamentally broken by a slight amount such 
that the 7T-meson acquires a small mass. One can nevertheless, as Weinberg 
has pointed out, actually recover many relationships of the Goldstone 
situation. 
F. E. Low. Does a Goldstone boson lie on a trajectory? 
H.P. Diirr. I don't know, but I would suspect that the answer may depend 
on the particular dynamics one has to deal with. 
R. Brout. At least in the Nambu model where the 7T-meson is an (NN) 
bound state, it would appear unlikely that the 7T-meson reggeizes. When 
one turns on small bare mass, the matrix elements of oµjµ 5 do not tend to 
zero at oo momentum transfer, but rather to the matrix elements of 
moiftY5'1fJ, m0 being the bare mass. Thus there is no unsubtracted dispersion 
relation for the pseudoscalar form factor, as would be expected from 
reggeization of the pion and a no subtraction hypothesis. In the case that 
m0 = 0 and oµjµ 5 = 0, the pion is the Goldstone pole and remains the 
pseudoscalar pole in the form factor, no matter how high the momentum 
transfer. This follows from the Ward identity. Again the behaviour is 
contrary to Regge behaviour. 
R. E. Marshak. Since we are working in a rather speculative domain, I 
should like to make a remark which illustrates the different approaches to 
chirality symmetry taken by Weinberg and by some of us who have worked 
exclusively with fermion fields. I find it extremely strange and suggestive 
that we not only have three lepton fields in close analogy to the three 
quarks which seem to structure the hadrons, but we also have 3 symmetry 
breakings from the SU(3) @ SU(3) level, down to SU(3), down to SU(2) 
and finally down to SU(l) x Y. In a sense, the muon and electron are 
behaving like the quarks which produce the hypercharge and electro
magnetic splittings respectively among hadrons. In a more serious vein, 
Weinberg is willing to tolerate a non zero mass pion as a sort of pseudo
Goldstone particle. One might have a chance to explain the 3 broken 
symmetries in terms essentially of lepton currents compounded out of the 
3 objects we know with different masses: zero mass v, electromagnetic 
mass e, and muon mass which is of the order of (hypercharge) SU(3) 
breaking. Perhaps this conjecture can already be excluded by what is 
known about simultaneous symmetry breakings and the generalized 
Goldstone theorem. 
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H.P. Diirr. At present I cannot see how a connexion can be made between 
the Goldstone theorem and the leptons. Perhaps there might be a way 
to establish a connexion between weak currents and the breaking of 
symmetries if one uses some kind of a mechanism as suggested by 
Higgs and others which make use of long range forces in the original 
Lagrangian. 
W. Heisenberg. In connexion with the Goldstone theorem I want to stress 
two points. The one concerns the interaction of a particle with the ground
state. If the breaking of the symmetry is seen experimentally in the 
splitting of mass levels in a multiplet, then in the Goldstone case, the 
splitting must be due to this interaction of the particle with the ground
state and its collective modes. Therefore if one were to try to explain the 
violation of SU(3) by a Lagrangian exactly invariant under SU(3) and an 
asymmetrical groundstate, there should not only exist the collective modes 
of mass zero in the groundstate, but these modes should also interact 
strongly with the particles-against existing experimental evidence. With 
respect to SU(2) the situation is much better. There we have the Coulomb 
field and the photon, and their interaction is just of the correct order of 
magnitude for explaining the mass splitting in the iso-multiplets. 

The second point concerns the projection operator in the definition of a 
Goldstone particle. These particles may be considered as localized 
spurious. Now a spurion, being the change from one vacuum to another 
vacuum, means some change which is-with equal probability-spread 
out over the whole space. If one then constructs a projection operator 
which picks out just those points in space where the change has occurred, 
then by means of this operator one can localize the spurion, i.e. construct 
a Goldstone particle. Therefore the occurrence of a projection operator 
like e.g. iCY + r 3) in the Gell-Mann-Nishijima rule is a strong indication 
for the Goldstone-character of the corresponding particle or field. 
R. E. Marshak. How can you hope to demonstrate that the photon is 
the Goldstone particle in SU(2) symmetry breaking when it has the wrong 
quantum numbers? 
H. P. Diirr. There may be still some hope to change the internal quantum 
numbers of the Goldstone boson by coupling on spurions, as Heisenberg 
has suggested. The Lorentz properties would be all right if one could 
show that the Goldstone object is really the scalar Coulomb force from 
which then the photons would arise by a secondary step from Lorentz 
invariance. 

Personally, I certainly would take the suggestion of Higgs and others as 
an attractive possibility, provided one can find some way out in the 
difficulties which seem to occur there. 
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G. Kiillen. If it is true that the 77-meson is a Goldstone particle with 
approximately zero mass then I would like to ask: what is the situation 
for the other mesons usually classified to be in the same octet? 

Do they all correspond to Goldstone particles, but with some of the 
masses more equal to zero than others? Alternatively, one could declare 
that the octet classification is an accident and that the 77-meson is basically 
different from the other pseudoscalar mesons. If the first alternative is 
preferred by the official point of view my question is: Do all the pseudo
scalar mesons correspond to the same broken symmetry or are they related 
to different broken symmetries? If so, which broken symmetry corresponds 
to which particle? 
S. Weinberg. I don't know what the official view is, but the consensus 
seems to be that it is better not to think about the strange particles if you 
want to go on thinking you understand what is going on. Nevertheless, 
Glashow and I have looked at what happens to Goldstone's theorem if 
you include SU(3) x SU(3) symmetry breaking with a specific assumption 
as to how the symmetry breaking term transforms. The result is very 
weak, i.e. one inequality among the masses of the would-be Goldstone 
bosons (the pseudoscalar nonet and the unobserved kappa meson), which 
may be true. In addition, it should be noted that the calculations of KN 

and KN scattering lengths which use the idea of a partially conserved 
strangeness-changing current are in pretty good agreement with experiment. 
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MATHEMATICAL ASPECTS OF QUANTUM 
FIELD THEORY 

R. Haag 

Institute for Theoretical Physics, University of Hamburg, 
Hamburg, Germany. 

If one took an opinion poll among the participants of this conference as 
to what is 'Quantum Field Theory' and which mathematical disciplines 
are most relevant to it, I am sure one would obtain a wide spectrum of 
opinions. It would clearly be impossible to discuss all these aspects within 
one hour. Therefore, I shall not attempt any systematic treatment of the 
topic but single out a few questions which during the past years have seen 
a fruitful collaboration between mathematicians and physicists. Indeed 
the possibility of such a collaboration today is in itself quite remarkable. 
The physicist tends to regard mathematics as a stockpile of tools. He 
knows the older ones and is mostly contemptuous of the newer ones 
because they were not constructed to solve his problems. The mathema
tician has a different view of his role. He will be interested in a problem 
of physics only if he understands the conceptual background and finds in 
it a natural challenge for the development of mathematical ideas or if he 
finds examples for structural relations he has studied before in an abstract 
context. I learned this lesson 10 years ago when I went with a detailed 
list of questions to see a mathematical colleague and received the advice 
to go and look for a 'tame mathematician'. 

The mathematical background of any reasonably complete theory of 
elementary particles will of course be functional analysis. The quantity 
to be determined, the 'unknown', is a functional i.e. an infinite set of 
functions or, alternatively, a function of infinitely many variables. This 
is quite evident because even in the most economical description of ele
mentary particle processes, we want to know the infinitely many ampli
tudes for all possible scattering and production processes. Each such 
amplitude is a function of several momentum variables. All of them are 
coupled together (e.g. by unitarity relations). Similarly, the solution of a 
quantum field theory can be described by an infinite system of functions. 
In the fifties several choices for such a hierarchy of functions have been 
proposed and studied; the best known examples are the Feynman 
amplitudes, the Wightman functions and the retarded functions. In each 
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case one finds a number of properties which the individual functions of 
the system have to possess due to general physical principles (Lorentz 
invariance, locality, positive metric and positive energy). The study of 
these constraints on the individual functions has sometimes been called 
the 'linear programme'. It was originally believed to be some reasonably 
simple preliminary exercise before one could tackle the tough problem of 
the interrelations between the different functions (of one hierarchy) which 
result in part again from the general principles and in part from detailed 
dynamical equations. It turned out, however, that already the linear 
programme is a formidable task for all but the lowest two functions in a 
hierarchy. Probably most colleagues will agree now that this strategy is 
impracticable without a deeper understanding of the general structure of the 
theory and without additional information about the quantitative aspects. 
The main point I want to stress here is that-irrespective of the point of 
view we have about the ultimate frame in which a theory of elementary 
particles should be cast-we are dealing with an area of mathematics in 
which there are very few computational techniques known. Functional 
integration is developed only for an extremely restricted class of func
tionals; functional differential equations to which a solution is obtainable 
in analytic form are extremely rare and probably uninteresting for our 
purposes. Approximation methods with a moderate amount of success 
have all relied on the fortuitous circumstance that in some cases there is a 
representation of the functional by a hierarchy of functions such that all 
but the first few functions can be neglected. Examples are 

(i) Variational method in some cases of the nonrelativistic many body 
problem (infinitely extended medium with finite mean density). Using the 
truncated Wightman functions (uncorrelated parts of the Wightman 
functions) as the hierarchy, all functions depending on more than two 
points are neglected. The lowest functions are determined then by mini
mizing the expectation value of the Hamiltonian. This leads to an (approxi
mate) description of the medium in terms of a collection of uncoupled 
normal modes, corresponding to elementary excitations (free quasi
particles). 

(ii) Perturbation methods. 

(iii) Tamm-Danco.ff method and Bethe-Salpeter equation. 

The combination of such methods with empirical information produced 
some definite progress both in the understanding of elementary particle 
physics and in the nonrelativistic many body problem. The time scale for 
such progress is however rather long, if compared to the revolutionary 
development of physics during the first 30 years. 



R. HAAG 25 

My introductory remarks were made mainly for the purpose of sug
gesting the reason for this slow speed. It is primarily due to the complexity 
of a problem involving infinitely many degrees of freedom and not to a 
scarcity of bold and ingenious ideas. Even in the nonrelativistic many 
body problem, where there is no need for any new ideas concerning the 
fundamental dynamic equations or the mathematical frame because we 
believe we have had an adequate formulation of the problem for almost 40 
years, we are only beginning to be able to relate some of the most striking 
experimental phenomena to these basic equations. 

After these negative remarks let me come to some positive aspects and 
to the main subject of my talk. There is, of course, a large body of 
mathematical knowledge in functional analysis which is not concerned 
with numerical computational techniques, but with the classification of 
structures. Such results also have relevance to physics. They help us to 
decide whether an assumed theoretical framework is capable of describing 
gross qualitative features of experience. I want to give some examples 
for this. 

The theoretical framework which will be assumed is that of a 'local 
quantum theory of an infinite system'. It can be specialized to quantum 
field theory by adding the requirements of Lorentz invariance and relativ
istic causality. It also underlies the non relativistic many body problem. 
Therefore, it gives a good basis for the very interesting comparison between 
phenomena in elementary particle physics with those in many body sys
tems. No further apology for the assumption of this framework will be 
offered. The essential assumptions are the following: 

(1) We assume that the basic mathematical quantities of the theory are 
elements of an algebra (denoted by&£). This means that whenever A and 
B belong to 8£ then the following operations can be performed and give 
other elements of 8£: 

linear combination with complex coefficients ct.A + f3B 
product AB 
adjoint A* 

The product shall be associative but not commutative. The usual laws 
which connect addition, multiplication and adjoint (familiar from matrix 
algebras) shall hold. Since 8£ will have an infinity of linearly independent 
elements it is necessary to endow it with some topology. The simplest 
possibility (and one which at least in the case of the many body problem 
is natural and useful) is to use a norm topology. Thus each element A will 
have a norm llA II and the algebra shall be complete with respect to this 
norm topology (Cauchy sequences in 8£ converge towards elements of&£). 
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It is then, from the physical point of view, essentially no restriction to 
assume further that the norm satisfies the condition 

llA*All = \IAll 2 

which is a familiar property of the norms of operators in a Hilbert space. 
With this condition fJ? becomes an (abstract) C*-algebra. 

Physically, the selfadjoint elements of fJ? (or at least a sufficiently large 
part of them) will be interpreted as 'observables'. Therefore fJ? will be 
called the algebra of observables. A physical 'state' can be characterized 
by the collection of expectation values of the observables. Any numerical 
function assigning a complex number w(A) to the algebraic element A 
will be called a state if it satisfies the two conditions 

(a) linearity w(aA + {JB) = aw(A) + {Jw(B) 

(b) positivity w(A*A) ~ 0 for all A. 

These conditions ensure that with the usual probability interpretation 
all probabilities come out positive. The assumptions described thus far 
are one way of expressing the general mathematical substratum of Quantum 
Physics. It is, of course, not claimed that this structure is sacred. But so 
far no indication of its failure has been seen nor has any natural and 
reasonably complete alternative scheme for a theory of measurement been 
proposed. 

(2) Next we assume a relation of the algebraic structure to space-time. 
Specifically, for any finite space-time region o there shall be a subalgebra 
fJ?(o), interpreted as the algebra generated by those observables which can 
be measured within the region o. The total algebra fJ? shall then be the 
norm completion of the union of all the local subalgebras: 

fJ? = UfJ?(o) (1) 
Statement 
A physical theory, including interpretation, is given once we fix an 
assignment of a subalgebra fJ?(o) to every space-time region o. In other 
words, the correspondence 

fixes the theory. 

Explanation 

,o. -> fJ?(,o) (2) 

First, some important corrections to the statement must be made. The 
total algebra fJ? resulting from (2) and (1) must be 'simple', i.e. it should 
not contain any 2-sided ideals. Otherwise, the theory is not completely 
specified. It becomes specified then after equating the elements of a max
imal 2-sided ideal :T to zero i.e. by taking instead of ,9/ the quotient 
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algebra :?lt/!T as the algebra of observables. Apart from this qualification, 
the statement rests on two remarks. On the one hand one expects that the 
algebra :?It will allow many unitary inequivalent irreducible representa
tions by operators in Hilbert spaces. But one can show that a distinction 
by unitary inequivalence is too fine to be measurable and that all possible 
Hilbert space representations of a simple algebra are physically equivalent. 
The other remark is that it is unnecessary to know a priori how different 
mathematical elements Ai which are based on the same space-time region 
are realized by the builders of hardware. On the side of the experimental
ist, the development of an efficient and selective detector is a lengthy 
process involving much trial and error. The question as to 'what' this 
instrument measures is ultimately only answerable in terms of the results 
of measurements for varying geometric configurations of a collection of 
such instruments. The physical interpretation of a theory in which no 
further information is furnished than the space-time regions on which the 
various observables are based follows exactly the pattern of the experi
mental procedure sketched above. 

Given a correspondence (2) which leads by (1) to a simple algebra we 
have a theory. Of course, such a model theory will describe a world which 
is qualitatively completely different from ours unless the correspondence 
(2) satisfies a number of further requirements. Such properties are: 

(3) Symmetries 

Within this context a symmetry of the theory will be understood as an 
automorphism of :?It (a mapping A-+ A1 , conserving all algebraic relations) 
with the additional restriction that the image of any local subalgebra 
(corresponding to a finite region .o), will again be a local subalgebra 
:?lt(.o1). The mapping .o-+ .o1 associates with each symmetry a point 
transformation of space-time. It is clear that this associated group of 
point transformations in space-time must be the underlying geometrical 
symmetry group i.e. the Poincare group (translations plus Lorentz trans
formations) or, alternatively, the inhomogeneous Galilei group. The sub
group of symmetries which leaves each .o unchanged is called the internal 
symmetry group. The total symmetry group is an extension of the 
geometric group by the internal symmetry group. 

( 4) Locality and causality 

For completeness sake I shall write down the two causality assumptions 
which are usually made: 

(a) If we consider only regions whose points have time coordinates 
between t and t + D. and denote by :?ltt.I!, the algebra generated in analogy 
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to (1) by these special regions, then 

PJtt,4 = PJt for arbitrary t, ~. 

(b) In the relativistic case algebras of regions which lie space-like to 
each other shall commute. In the nonrelativistic case with short range 
forces a qualitatively similar assumption can be made. 

I shall not make any direct use of these two assumptions in the remainder 
of my talk but instead consider some related properties of the algebra 
which lead to a few simple and interesting consequences for the states. 
In this connection I want to quote a few mathematical theorems and there
fore I should be careful to be more precise than usual with my definitions. 
For simplicity I shall however be more restrictive than necessary. 

Consider a C*-algebra PJt and a finite parametric Lie group of auto
morphisms <'§ acting on it. <'§ shall be non compact so that g _,,. oo is 
meaningful (g denotes a group element). In applications <'§ will be usually 
the 3-parametric translation group in space or the one parametric transla
tion group in time. We say that the system Plt, <'§ is 'asymptotically 
Abelian' if for every pair of elements A, B from PJt the commutator 

as g _,,. oo 

Bu is, of course, the image of B under the automorphism g. Secondly, a 
state w is called invariant under g if 

w(Ag) = w(A). 

Properties of asymptotically Abelian systems have been studied in a series 
of papers in the past two years. See ref. (1), (2), (3), (4), (5). I quote 
some theorems: 

Theorem I 

Let PJt, <'§ be asymptotically Abelian. Then the set of invariant states 
under <'§ is a simplex. 

What does that mean and why is it interesting? In general the set of 
(normalized) states forms a convex body as indicated in the 2-dimensional 
picture below. Taking any two states w1 and w2, the straight segment 
between the two points represents all the states which can be obtained 
as mixtures between w1 and w2 : 

0<2<1. 

Therefore the points on the curved part of the boundary and the corner 
points between straight boundary segments correspond to pure states, 
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the others to mixtures. In our example the dimensionality of normalized 
states is 2. Omitting the normalization condition, we have a 3-dimensional 
state space corresponding to a cone of which I have drawn a cross section. 
There are, however, infinitely many pure states. It is immediately seen 
that as soon as the number of different pure states exceeds the dimension 
of state space, the decomposition of an arbitrary state into its pure com
ponents is not unique. This is the usual situation in quantum mechanics 
and this fact is closely related to the impossibility of attributing an objec
tive meaning to the 'state of an individual system' (a meaning which does 
not depend on whether an observation has been made or whether the 

Fig. 1 Fig. 2 

system is regarded as a member of statistical ensemble). A simplex on the 
other hand is drawn for our example in Figure 2. The number of pure 
states equals the dimensionality of the state space. Hence there is a unique 
decomposition of an arbitrary state into its pure components. We have 
the situation of classical physics; the pure states may be regarded as 
mutually exclusive possibilities. One does not get into logical contradic
tion if one claims that irrespective of our observations, an individual 
system must always be in one of these pure states and a general ensemble 
is described by a (classical) probability distribution over the pure states. 
Theorem I tells us that in an asymptotically Abelian system, the subset of 
invariant states has this classical structure. Therefore, there is a unique 
decomposition of an arbitrary invariant state into 'extremal invariant 
states'. These extremal invariant states or, synonymously 'ergodic states' 
are in general not pure states of the algebra f!lt but they can only be decom
posed into noninvariant components. Ergodic states are pure with respect 
to the algebra generated by f!lt and f1 together. The theorem tells us that 
there is a superselection rule between any pair of ergodic states. 

It is reasonable to expect that the algebra of observables is asymptoti
cally Abelian with respect to time translations. Then, ergodic states with 
respect to the time translation group are natural candidates for thermo
dynamic equilibrium states (including the special cases of zero temperature 
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and the vacuum state in field theory). Among the many general properties 
of ergodic states let me mention only one: 

Theorem II 

In an ergodic state the average value of long range correlations is zero, 
i.e. 

lim -
1
- f (0J(A 0 B) - w(A)w(B)) dµ(g) = 0 

G->oo µ(G) G 

Here dµ(g) is the natural (Haar) measure on the group. 
I mentioned these theorems as an example demonstrating the impact of 

simple structure properties of the algebra on qualitative features of the 
manifold of states. A finer analysis of the relation between algebraic 
structure and properties of states leads to many questions for which only 
partial answers are known. They involve the problem of stability (exist
ence of a ground state, second law of thermodynamics for local perturba
tion from ergodic states); existence of stable single particle states; 
possibility of a complete particle interpretation of the states resulting from 
local perturbation of the vacuum; local superselection rules (gauge 
invariances). Let me make a few comments about the last questions. 

Consider a pure state w. We call another pure state w' coherent with 
w if there is an element B in the algebra such that 

w' (A) = w(B* AB). 

If two pure states are not related in this way, then there is a superselection 
rule between them. A maximal collection of mutually coherent pure states 
will be called a sector. One reason for the appearance of a multitude of 
different sectors was mentioned before in connection with ergodic states. 
Two states are certainly in different sectors if they differ asymptotically at 
large spatial distances, i.e. if 

lim (w'(A.:) - w(A.:)) ¥- 0 

Let us therefore consider only the subset ffe of those pure states which 
coincide asymptotically with the vacuum state w0 : 

w E ffe if lim w(A.:) = w0(A). 

For the algebra of a neutral free field ffe consists of a single sector. For 
the algebra generated by the current operators of a free Dirac field ffe has 
a denumerable set of different sectors. They are distinguished by the 
charge quantum number. In general, we may expect ffe to contain a large 
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collection of different sectors. In this situation it is convenient for several 
reasons (e.g. the discussion of collision theory) to enlarge the algebra by 
adding unobservable elements which connect the different sectors so that 

ffe becomes again a single sector of states for the enlarged algebra ~. 
The step from f!J! to ~ is somewhat reminiscent of the relation between a 

group and its covering group. Therefore, I shall call .9t the covering 
A 

algebra. The automorphisms of f!J! which leave all elements of f!J! un-
changed are the gauge transformations. It is clear that these matters are 
intimately connected with the possible statistics of particles. For instance, 
if a single particle state is in the same sector as the vacuum then the 
particle is a Boson. It has also been suggested that there is a close connex
ion between gauge groups and the classification of interactions. However, 
there are at present more question marks than answers in this whole 
context, so that it may be better for me to stop at this point. My hope 
was to sketch for you a few rather deep structural problems of our physical 
theory which are not far apart from some of the trends in modern 
mathematics. 
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Discussion on the report of R. Haag 

A. S. Wightman. I would like to comment on the present state of the 
problem of proving the existence of solutions for non-trivial models. The 
models under consideration are super-renormalizable; at the moment no 
one seems to be strong enough to cope with an infinite number of divergent 
diagrams. The new results of the past year include a proof by Glimm that 
the Yukawa interaction in two dimensional space-time has a limit for its 
dynamics as the ultra-violet cut off goes away (but in a box) and a proof 
for the ?..</>4 theory by Jaffe and Powers, that the box can be removed (if 
the ultra-violet cutoff is kept). No one has yet succeeded in removing 
both box and cutoff at the same time. 
E. C. G. Sudarshan. Some years ago, Segal showed that the universally 
invariant states form a simplex (by universally invariant, we mean all 
transformations on a field, or any other systems of infinite number of 
degrees of freedom) and is therefore not locally compact. Does the simplex 
theorem that you stated depend upon a weakening of the group? In 
particular is it true for any non-compact group on true base space? Is 
it true for an arbitrary non-compact group? 
R. Haag. The theorem holds for any non-compact Lie group which acts 
on the algebra so that the algebra is asymptotically abelian with respect 
to this action. 
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1. Introduction 

The purpose of this talk is to try to give a survey of various techniques, 
calculational and otherwise, which have been developed over the years 
for quantized field theories. We shall not strictly adhere to the historical 
development of the subject and many important contributions have to be 
left out in this short summary. Nevertheless, a rough historical order will 
be followed and the historically oldest techniques of Lagrangian field 
theory will be discussed first. Further, we shall try to analyse the connexion 
which exists between two approaches which initially appear to be rather 
different. Our discussion is admittedly very biased and we sincerely 
apologize to everybody who feels that other approaches to the same prob
lem have been underemphasized in this summary. Unavoidably, the 
particular selection which is made in a talk of this kind is heavily influenced 
by the interest and prejudices of the speaker. 

2. The original formulation of Lagrangian field theory 

When Lagrangian field theory was originally formulated nearly 40 years 
ago1, the language used was essentially the following. Consider a system 
which is classically described by a number of fields. To be specific, we can 
think of electrodynamics for spin i particles which is described by the 
electrodynamic potentials A,,(x) and the matter field 'l/J(x). On the classical 
level, the fields and their interaction are described by a Lagrangian 2 
which is assumed to be a sum of two terms. The first of these, 2 0(A, 'l/J), 
describes the theory without interaction while 2 1(A, 'l/J) describes the 
interaction. The two fields A,, and 1P are then understood as quantum 
mechanical operators fulfilling canonical commutation relations and not 
as classical c-numbers. The operator which corresponds to the canonical 
momentum of one field gives rise to a three-dimensional c5-function when 
commuted with this field for equal time coordinates. Essentially all other 
commutators vanish. For Fermi fields anticommutators have to be used 

33 



34 DIFFERENT APPROACHES TO FIELD THEORY 

instead of commutators. Using standard canonical formalism one then 
constructs a Hamiltonian H(A,'lfJ) which is also expressible as a sum of 
two terms. The first term, H0(A, 'lfJ), describes the system of free particles 
while H1(A, 'lfJ) describes the interaction. The field operators are supposed 
to act on state vectors la) in a Hilbert space. As is usual in quantum 
mechanical problems one is particularly interested in setting up a complete 
set of state vectors which are eigenstates of the total Hamiltonian H. 
Therefore, one is looking for the most general solution to the following 
eigenvalue problem 

H(A, 'lfJ) la)= H 0(A, 'lfJ) la) + H1(A, 'lfJ) la) =Ea la). (1) 

The mathematical problem described by this equation is, as everybody 
knows, extremely complicated. The first attempts to solve the eigenvalue 
problem in question went essentially along the following lines. By 
straightforward and essentially elementary techniques it is possible to 
introduce a representation in the Hilbert space of the state vectors where 
the free particle Hamiltonian H0(A, 'lfJ) is diagonal. Formally, this is the 
same problem as a field theory with no interaction at all. Let us denote 
the corresponding state vectors by la, 0). 

H0(A, 'lfJ) la, 0) = E~o) la, 0). (2) 

The explicit form of this construction is so well-known that it should not 
be necessary to discuss its details here. The next step is then to assume 
that the eigenvectors appearing in Eqn. (1) can be written as linear 
combinations of the state vectors in Eqn. (2). 

la) = 1 Cai Ii, 0). (3) ,, 

As is well-known, the state vectors la, 0) can be classified with the aid of 
the 'particles' they describe. Evidently, these particles are not the real 
particles observed in nature but, rather, fictitious particles which would be 
present if there were no interaction. We shall here adapt the terminology 
that these particles are called the 'mathematical particles'. In this termi
nology, Eqn. (3) can be said to be an expansion of the physical states la) 
or the 'physical particles' in terms of mathematical particles. Quite 
clearly, the technique used here is essentially an adaption to the problem 
encountered in field theory of methods familiar in ordinary quantum 
mechanics. Further, it might be remarked that in this technique one uses 
throughout a matrix representation of the operators corresponding to one 
fixed moment of time, say, t = 0. In usual terminology, one is working 
in the Schrodinger picture. 
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In spite of the fact that the mathematical method indicated above is 
formally the same as the standard treatment of most quantum mechanical 
problems, one finds in actual applications of the method that the structure 
of the equations is much more complicated than the structure of an 
ordinary quantum mechanical eigenvalue problem. In elementary quan
tum mechanics one is used to operators H0 and H 1 which have a finite 
norm, i.e. which transform any state vector with a finite norm into another 
state vector with the same property. This, however, is not the case for 
the operator H1(A, 1fJ) which one writes down in quantum electrodynamics 
relying on the correspondence with classical theory. Therefore, the very 
existence of the expansion (3) is questionable from the beginning. Also, 
using this technique one finds that even if it is possible to work out some 
elementary problems like bremsstrahlung, pair production, Compton 
scattering etc. and get answers which are both mathematically reasonable 
and which agree very well with experimental experience, nevertheless and 
as soon as one tries to extend the calculations to somewhat more compli
cated problems like radiative corrections, one encounters serious difficul
ties. Not only do the answers to calculations of this kind involve divergent 
sums or, rather, integrals but also the explicit form of these terms is highly 
ambiguous. Implicitly or explicitly any calculation of this kind introduces 
a cut off quantity in the sums over the intermediate states which appear 
because of the expansion technique (3). Normally, this cut off is intro
duced by brute force in a three-dimensional integration over the momen
tum of some particle. This has as a consequence that the final result of the 
computation is not Lorentz invariant but depends on the particular 
coordinate system in which the cut off has been introduced. This is one
and perhaps the main-reason for the ambiguity just mentioned. Even if 
it is possible to avoid the ambiguity in many cases, especially the problem 
of the photon self energy seems to offer a formidable obstacle for this 
calculation technique. From the point of view of practical applications 
this is perhaps the most serious problem. However, another point which 
is very interesting in principle should also be mentioned. Even in some 
very simple models like a scalar field interacting with a point like source 
it turns out that the mathematical expansion in Eqn. (3) does not really 
exist. What actually happens is that all the coefficients c become cut off 
dependent and in such a way that they all go to zero when the cut off goes 
to infinity2• Nevertheless, the physical state is normalized in such a way 
that the sum of the absolute squares of all the coefficients c is equal to 1 
and independent of the cut off. To describe this situation in broad semi
physical terms, one could perhaps say that the probability of finding any 
given mathematical state in the expansion of the physical states is arbitrarily 
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small in the limit of no cut-off. However, the total probability of finding 
any state is exactly equal to one. Clearly, this means that the expansion 
under consideration is extremely singular. It should be emphasized that 
this mathematical difficulty seems to have essentially no observable con
sequence in the specific model just mentioned. Actually, the model is 
rather trivial and no real scattering exists. Nevertheless, it can be shown 
that every matrix element of the field operators between physical states 
exists at least after the elimination of an infinite self energy for the external 
source system. From this point of view, the renormalized solution of the 
model exists in spite of the fact that the mathematical expansion (3) is 
singular also after renormalization. Further, there are good arguments 
nowadays to ascertain that this phenomenon is not intimately related to 
the elementary model just mentioned but is very generaP. The conclusion 
I would like to draw from this fact is that the mathematical technique 
which is based on the expansion (3) should be avoided. I want explicitly 
to mention this point as it appears that a large number of papers has 
appeared recently where a tremendous mathematical effort is used to 
describe and discuss the non-existence of the expansion (3)4• Actually, in 
the language I am referring to now, the statement is that the physical states 
have to be sought in a representation which is unitary inequivalent to the 
representation where the mathematical particles are described. This 
last representation is sometimes referred to as the 'Fock representation'. 
Even if a discussion of the relation between the Fock representation and 
the representation where the physical states are normalizable offers 
interesting mathematical problems, my personal feeling is that it does not 
contribute to our understanding of the physics. 

3. An alternative formulation of Lagrangian field theory 

About twenty years ago we learned something which, nowadays and in 
retrospect, could be interpreted to mean that the expansion in Eqn. (3) 
of the physical states in terms of mathematical states is an unnecessary 
mathematical complication which can be avoided5• There are several 
alternative descriptions of this new technique but I shall here describe only 
the particular version which I personally like best. In this language one 
abandons the Schrodinger picture which is basic for the expansion (3) and 
considers instead the Heisenberg picture where the field operators are 
dependent on time but where the state vectors are constants. In such a 
picture there is no Schrodinger equation but, instead, equations of motion 
for the field operators. For the particular case of quantum electrodynamics 
which we have in mind here, we shall symbolically write these equations 
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of motion as follows 
DAµ(x) = -jµ(x), 

(r :x + m) 7JJ(x) =f(x). 
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(4) 

(5) 

The first equation is the Maxwell equation for the electromagnetic poten
tial and the current on the right-hand side is some function of the matter 
field 7fJ and, possibly, also of the field Aw We do not want to specify the 
details here as they will not be necessary for our discussion. In a similar 
way, Eqn. (5) is the equation of motion for the spin i Dirac field and the 
operator j(x) on the right-hand side describes the interaction between the 
matter field and the electromagnetic field. Both the operators jµ(x) and 
f(x) would be zero if there were no interaction. They contain terms with 
at least one power of e where e is the charge of the electron. If the two 
differential equations (4) and (5) had been classical equations of motion 
and if the current jµ(x) and the operator j(x) had been known quantities, 
we should immediately have written down solutions to these two equations 
in terms of retarded potentials 

Aµ(x) = A~in>(x) + J DR(x - ::c')jµ(x') dx', (6) 

7jJ(x) = 7P(in)(x) - J SR(x - x')f(x') d:r:', (7) 

DDR(x - x') = (r :x + m) SR(x - x') = -o(x - x'), (8) 

DR(x - x') = SR(x - x') = 0 for x 0 < x~, (9) 

0A<i11>(x) = (r .E_ + m) 7P(i11>(x) = 0. (10) 
µ OX 

The two fundamental retarded solutions DR(x - x') and SR(x - x') can 
be given explicitly in terms of Bessel functions but their detailed form is 
not interesting for our discussion here. On an intuitive level, the free field 
solutions A(in>(x) and 7P(in)(x) describe those parts of the solutions which 
are not giv~n by the retarded potentials and, therefore, correspond to 
those fields which were present very long ago before the sources had an 
opportunity to influence the fields. This intuitive language clearly has as 
a background the idea that the sources jµ(x) and f(x) behave sufficiently 
regularly and smoothly and vanish sufficiently rapidly in the distant past. 
In classical theory this is normally the case. 
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In quantum mechanical applications the source functions are not given 
functions of space and time but rather functionals of the basic fields them
selves. Therefore, the two equations (6) and (7) are not a solution to the 
quantum mechanical differential equations but just a reformulation of the 
differential equations in terms of integral equations incorporating a 
boundary condition at x0 = - oo. However, the intuitive interpretation 
is the same, viz. that the solutions to homogeneous equations correspond 
to fields present at x0 = - oo while the retarded potentials describe the 
influence of the sources on the fields6• From the point of view of practical 
calculations, these two integral equations have the additional feature that 
the source fields contain at least one power of the coupling constant e. 
Therefore, the two integral equations (6) and (7) are quite convenient as 
a starting point for an iterative solution or an expansion in powers of the 
coupling constant. In this language one would say that in zeroth approx
imation the Heisenberg fields are equal to the incoming fields. To this we 
should add a correction term which is obtained as a retarded potential 
from the source. However, in calculating the correction to the field 
operator, the source contains one explicit factor e and, therefore, the fields 
appearing in the source can themselves be replaced by the zeroth order 
solution, that is, the incoming fields. In higher orders, one sees very 
easily that one can always be satisfied with an expression of the sources in 
terms of the fields to order n - 1 (and lower) when one wants to calculate 
the fields to order n. Therefore, the integral equations in principle define 
the Heisenberg fields a!) functionals of the incoming fields. 

From the historical point of view it could perhaps be remarked that 
when great progress was made in this area twenty years ago, what we 
here call the 'incoming fields' were originally termed 'interaction rep
resentation fields'. We shall not discuss the historical development here 
in detail. 

Initially, the integration problem as discussed above, i.e. a set of 
equations which express the Heisenberg fields as functionals of the incom
ing fields, appears to be a technique entirely unrelated to the eigenvalue 
problem discussed in the previous section. Nevertheless, the two methods 
are essentially equivalent. To see how this comes about I should like to 
make a very short model calculation and discuss the Hamiltonian to first 
order in the coupling constant e when the iterative solution from Eqns. (6) 
and (7) is used. To do this we evidently have to specify the interaction 
Hamiltonian in some detail and write it as follows: 

(11) 
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Equations (6) and (7) now give in first order 

Aµ(x) = A:,illJ(x) +~I dx' DR(x - x')[Vi(illJ(x'), YµVy<ill>(x')] + · · · 
(12a) 

1P(x) = vP11>(x) - ie I dx'SR(x - x')yA(ill)(x')1P(ill\x') + .... 

We next calculate the total Hamiltonian to this order and find 

H(A, 1P) ::::._Ho( A, 1P) + H1(A <ill>, 1P<illJ) = Ho(A(ill>, 1P<illJ) 

ieJ [aA<in> a oA(in> a JJ + - d3x _µ __ +--µ___ dx'DR(x - x') 
2 OXo OXo oxk axk 

X [ -(ill)( ') (ill)( ')] 1J1 x , Y/11P x 

(12b) 

-~I d3x[ Vi(ill\x), (r,, a~k + m) f dx'SR(x - x')yA(ill)(x')1P(ill)(x') 

- ~f daxf dx'[1jjcin>(x')yA(in>(x')S.A(x' - x)(Yk a!Jc + m), 1P(in>(x)J 

-~J d3xA~in>(x)[1jj(x), Y/11P(x)] +higher order terms. 
2 

(13) 

The expression given here looks rather frightening at first sight. However, 
after a sufficient number of formal partial integration one finds that all the 
terms to order e actually add up to zero and, therefore, that Eqn. (13) 
really reads 

H(A, 1P) = H0(A011l, 1P(in)) + terms at least of order e2• (14) 

The formal reason for this at first somewhat astonishing result is, of 
course, that the Hamiltonian is a constant of the motion. Therefore, 
the Hamiltonian can be calculated at any time e.g. at x0 = - oo which 
gives just the first term on the left-hand side of Eqn. (14). 

Quite evidently, the argument as presented here is extremely formal 
as several partial integrations are necessary to derive (14) from (13). 
During these partial integrations one assumes that all surface terms can 
be left out. Such an argument is quite unreliable even with rather modest 
requirements on mathematical rigour. Let us for the moment neglect this 
point but return to it later. If we accept the result (14) it essentially tells 
us that the complete Hamiltonian expressed as functional of the Heisen
berg fields as an operator is identical with the free particle Hamiltonian 



40 DIFFERENT APPROACHES TO FIELD THEORY 

expressed as a function of the incoming fields. Therefore, the same states 
which diagonalize the incoming free particle Hamiltonian also diagonalize 
the complete interacting Hamiltonian and, therefore, are the physical 
states. If we for the moment allow ourselves to go on with the same kind 
of intuitive reasoning, we could also say that the canonical commutation 
relations are independent of time. Therefore, they should formally also 
hold in the limit x0 -+ - co, i.e. the incoming fields are also supposed to 
fulfill the canonical commutation rules. It follows that the problem of 
setting up a set of states which makes the incoming free particle Hamil
tonian diagonal is essentially the same as the corresponding problem for 
a free field. The solution is well-known and we find that the states labelled 
by incoming particles are identical with the physical states. 

The argument presented here is far from rigorous. To arrive at Eqn. (14) 
from Eqn. (13) quite a few partial integrations have to be made and all 
surface terms are left out. Further, the result exhibited in Eqn. (14) is 
derived only to first order in the coupling constant. To improve both these 
points, we have to define the behaviour of the interaction terms in a more 
precise way when the time x~ approaches minus infinity. A rather brutal 
but in practice extremely convenient way of doing this is to introduce 
formally a coupling constant which is weakly time dependent. The general 
idea is, evidently, that the coupling constant e should have its physical 
value for all finite times where the interaction is important but that it 
should vanish sufficiently rapidly for large absolute values of the time. 
Under these circumstances the partial integrations necessary to go from 
Eqn. (13) to Eqn. (14) are easily justified. However, and what is more 
important, relying on this device it is possible to construct an argument 
which is at least formally independent of the expansion in perturbation 
theory used here. For this purpose we remark that if the coupling con
stant is time dependent, energy is not any more exactly conserved because 
we loose exact invariance under time translations. According to elemen
tary theorems we further know that the change in the energy between two 
arbitrary times x0 and x~ can be expressed in the following way 

H(x) = H(x~) + (xo dx~ oH(x") !!.!!_, 
Jxo' oe dx~ 

(15) 

H(Xo) = H[A(x), 'lfl(x), e(x)]. (15a) 

In particular, letting x~ tend to minus infinity, we have 

H(x) = H (A{in) {in)) +f xo dx' oH1(x~) !!.!!_. 
0 0 ''ljJ 0 '.:) d I 

-oo ue x0 

(16) 



GUNNAR KALLEN 41 

Clearly, Eqn. (16) is the exact counterpart of Eqn. (14) when no expansion 
technique is used. The general relation (16) also makes it understandable 
why all the contributions in Eqn. (13) formally add up to zero after partial 
integrations. To get further, let us assume a special but useful time 
dependence of the coupling constant e and write 

e(Xo) = ee-sJxol, (17) 

where e: is a very small positive number. In the final result we let e: tend 
to zero. Next, we remark that a non-diagonal matrix element ofEqn. (16) 
has a time dependence which is given by the energy difference between the 
two states. 

(18) 

Equation (18) would be exactly true in a theory invariant under time 
translations. In our formalism where the Hamiltonian is not exactly time 
independent, it is to be expected that Eqn. (18) holds in the limit e: ->- 0 
assuming that this limit exists. Under these circumstances we find that 
the last term of Eqn. (16) becomes 

J"' dx~ (al oH1(x~) lb) de' 
-oo oe dxo 

= e:f "'
0 dx~e-i<Eb-Ea>xo'-elxo'I (al 0H1 lb) 

-oo oe 

- e: <al oH1(xo) lb) e(x) __,,. 0 
e: + i(Ea - Eb) oe 

(19) 

The conclusion to be drawn from this argument is essentially that the non
diagonal matrix elements of the last term on the right-hand side of Eqn. 
(16) vanish or that the total Hamiltonian including all interactions is 
diagonal at the same time as the free particle Hamiltonian for the in
coming fields. (We disregard here complications implied by the fact that, 
normally, there are many states with the same energy. This point can be 
taken care of if we consider other quantum numbers in the formalism 
like three dimensional momentum, charge etc. Without entering into 
detail we just state that the final result of such a discussion is as indicated 
above.) This statement is clearly equivalent to the idea expressed pre
viously that the incoming states are identical with the physical states. 
Therefore, this integration technique avoids the expansion in Eqn. (3) 
by constructing the physical states directly with the aid of the incoming 
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field operators and automatically diagonalizes the total Hamiltonian when 
the equations of motion in Eqns. (6) and (7) are solved. 

Admittedly, the argument above is incomplete in one place, viz. it is 
assumed without further proof that the solutions exist in the 'adiabatic 
limit' when the parameter€ approaches zero and that the solution obtained 
in that way is invariant against time translations. This is an assumption 
which is easily verified term by term in a perturbation theory expansion7 

as described above but there is no proof independent of perturbation 
theory. One more remark should be made, viz. that the expression in 
Eqn. (19) does not tend to zero in the limit€->- 0 for diagonal terms. This 
is to be expected as the eigenvalues of the free particle Hamiltonian for 
the incoming fields and the total Hamiltonian for the Heisenberg fields 
must be expected to be different even if they are diagonalized simultane
ously. If that were not the case, all self masses etc. would be zero. Actually, 
it is customary to apply a mass renormalization here (as well as some other 
renormalizations which we shall not discuss in more detail) to ascertain 
that the two Hamiltonians in Eqn. (16) are not only simultaneously 
diagonal but also have the same eigenvalues. In a slightly different way 
of speaking, this means, that mass renormalization counter terms are 
introduced so as to make the mass of the incoming field equal to the mass 
of the physical Heisenberg field. This is such a well-known procedure 
nowadays that there is no reason for us to enter upon a detailed discussion 
here. 

Summarizing, this alternative integration technique of Lagrangian 
field theory uses incoming fields which fulfill the canonical commutation 
relations. The free particle Hamiltonian calculated from these fields is 
diagonal at the same time as the complete Hamiltonian and has, after 
renormalization, the same eigenvalues. This calculation technique has the 
advantage that it is essentially explicitly Lorentz covariant at any inter
mediate step. Therefore, divergent expressions of various kinds like self 
masses etc. can be easily isolated and handled. If the theory were completely 
finite, the alternative technique described here would still have the advan
tage over the original formulation of Lagrangian field theory as an eigen
value problem in the Schrodinger picture that it avoids the very singular 
expansion (3) of the physical states in terms of mathematical states. 

4. Some more recent developments 

Even if the language used in the previous two sections is slightly different 
from the actual language used during the historical development, the 
material described so far was essentially available in the literature in the 
early 1950's. It should also be admitted at once that no new development 
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which has contributed significantly to either our calculational techniques 
or to our general understanding of the subject has really occurred in the 
last 15 years. Nevertheless, a few things happened which it might be 
worthwhile describing here. First of all, very many people have realized 
that a lot of the material which was first known in perturbation theory 
calculations of quantum electrodynamics has a much more general 
validity than perturbation theory and can be expressed in terms of what 
is nowadays known as 'sum rules'. These are relations which express 
some physical or semi physical constant inside the formalism as an integral 
over a spectral function obtained, e.g. from the vacuum expectation value 
of the product of two or more fields. In the XII Solvay conference a few 
years ago I gave a short survey of this particular part of the development. 
I don't think I want to repeat very many of the details here today but I 
should like to discuss one special problem in this field which has caused 
much confusion in recent literature. Again, I feel that the basic solution 
to this problem was given very many years ago but this solution seems to 
have been forgotten in some more recent publications. 

From very general arguments, essentially only Lorentz invariance and 
certain assumptions about the detailed shape of the mass spectrum of the 
theory corresponding very closely to what one expects from intuitive 
reasons, one finds that it is possible to write the vacuum expectation value 
of a product of two conserved vector fields like, e.g. the currents in quan
tum electrodynamics in terms of a spectral function II(p2) in the following 
way8 

(Ol jµ(x)jv(x') !0) = - 1- Jdpeiv(x-x')II(p2)[PµPv - OµvP 2J8(p). (20) 
(27T)3 

The weight function II(p2) is different from zero only if the vector p is 
time like (p2 < 0) and is positive definite in that region. The last factor 
in Eqn. (20), O(p), is a step function which is plus one whenp0 is positive 
and zero otherwise. Further, the weight function can be calculated with
out any difficulty in first order perturbation theory in quantum electro
dynamics and one finds9 

II(p2) = e2 (1 - 2m2)J 1 + 4m2 O(-p2 - 4m2) + O(e4). (21) 
l27T2 p2 p2 

The last factor here is again a step function which says that the weight is 
zero unless the mass of the vector p is larger than twice the electron mass 
corresponding to a creation of real pairs. The square root appearing in 
Eqn. (21) is a phase space factor while the first parenthesis is the result of 
an explicit calculation using a summation over electron-positron spins. 
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From very general arguments it is again possible to show that certain 
moments of the weight function give both the charge renormalization and 
the self mass of the photon. More in detail, one finds8 

charge renormalization factor = ("' da TI(-a), (22a) 
Jo a 

(photon self mass)2 
,..._, l"' daTI(-a). (22b) 

The last of these relations is particularly remarkable. We all know very 
well that the photon self mass has to be identically zero because of gauge 
invariance. Nevertheless, it is also reasonably well-known for those 
acquainted with the historical development of the subject that in very 
many formal calculations a certain, strongly divergent, integral appears 
in the middle of the computation and has the appearance of being a self 
mass of the photon. Actually, the divergent integral which one sees in 
perturbation theory is the expression (22b). Nearly 20 years ago, Pauli 
and Villars10 were able to show that a particular cut off technique-since 
then known as 'regularization' -is able to remove this particular ambiguity 
in the formalism. Therefore, it is to be expected that a regularization 
calculation applied to the integral (22b) should give zero in spite of the 
fact that the integral is strongly divergent and the integrand positive 
definite. I don't think we will go into details here as they are a little long 
and published elsewhere13• However, one of the characteristic features 
of the regularization technique is that it is able to eliminate (in spin i 
electrodynamics) some linearly divergent terms while logarithmically 
divergent terms are not influenced by regularization. As the perturbation 
theory expression for IT(p2) in Eqn. (21) approaches a constant value for 
large values of -p2

, we see that the integral (22b) is, indeed, linearly 
divergent. However, if we have a linearly divergent integral of this shape 
we should in general expect that a logarithmically divergent term also 
appears. However, if one expands the particular function given in Eqn. 
(21) in powers of 1/p2 one finds that the first term is a constant but that 
the next term is of order (1/p2) 2• Therefore, there is no logarithmically 
divergent term in the integral (22b) and regularization, indeed, makes the 
photon self mass equal to zero also in the language of spectral functions. 
This is perhaps not unexpected as the regularization procedure was 
essentially invented to remove the complication of the photon self mass 
and it should be able to achieve this purpose also in the language of 
spectral representations. 
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The more recent interest in this problem comes from the fact that the 
same divergent integral which has the 'physical' meaning of the photon 
self mass appears in the equal time commutator of two currents. More 
in detail, one has formally11 

(01 [j4(x), jix')] IO>I = ~ o(x - x') {"' da Il(-a). (23) 
Xo=Xo' QXk J 0 

On the other hand, one finds from a formal calculation applying canonical 
commutation rules to the spin i fields that the commutator on the left
hand side of Eqn. (23) should vanish for equal times. However, it should 
be clear from the remarks made above that if quantum electrodynamics is 
understood as a limit of the regularized theory, no contradiction appears 
as the right-hand side is also zero in such an approach. Therefore, and 
in spite of the rather confused literature which exists about the subject, 
we feel that no real paradox is involved here, at least not in quantum 
electrodynamics. 

Perhaps it is worth while remarking that the somewhat paradoxical 
statement made above, viz. that an integral over a positive definite function 
can effectively be put equal to zero is possible only when we are working 
with very special and divergent integrals. If we have a case where the 
integral on the right-hand side of Eqn. (23) is actually convergent, no 
regularization procedure will ever be able to influence its value. Also, it 
is quite possible to think of cases where Eqn. (23) does indeed have a 
non-vanishing right-hand side. One elementary case where that is the 
situation occurs if one considers a non-interacting vector field and replaces 
the current operator on the left-hand side of Eqn. (23) by the vector field 
itself. Formally, the argument leading to the representation (20) still 
holds and we arrive at Eqn. (23). Further, in that case the weight function 
is essentially just a o-function at the mass of the particle and the integral 
on the right-hand side of Eqn. (23) is identically equal to one. However, 
that is no contradiction because in such a theory of a divergenceless vector 
field the time component of the field is not an independent quantity but is 
essentially equal to the divergence of the canonical momentum which is 
conjugate to the three space components of the field. As the commutator 
of the canonical momentum and the field is essentially a o-function, it 
follows that the commutator of the time component and the space com
ponent of the field is essentially th{: gradient of a o-function in complete 
consistency with Eqn. (23). Also, it is quite clear that the formal opera
tions which are necessary to lead to Eqn. (23) are reliable only when one 
is working with convergent integrals but one can very easily get contradic
tions if one makes these formal operations on divergent integrals without 
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considering them as limits of a cut off version of the theory. Finally, we 
also like to remark that if a relation analogous to Eqn. (23) is applied not 
to the currents in electrodynamics but to the fields, one finds the rather 
remarkable result that the vanishing of the right-hand side in that case 
requires the matrix element between the vacuum and a state with just one 
(incoming) photon necessarily to be of the form8 

(24) 

(24a) 

This last result is particularly interesting as it shows that the matrix 
element in question is not just simply proportional to the corresponding 
matrix element of the incoming field as one might otherwise be inclined 
to assume12• 

The techniques with spectral functions and possible sum rules derived 
from them are evidently not limited to the vacuum expectation value of a 
product of two operators which we have considered here. However, the 
attempts to extend this kind of formalism to cases where more than two 
operators are considered lead to very intricate mathematical problems. 
Actually, one gets involved with the theory of analytic functions of several 
complex variables which is much more complicated than the theory of 
analytic functions of one complex variable. We do not want to enter into 
these problems here but only state that the actual results of physical 
interest which have emerged from these investigations so far have been 
rather limited. 

Apart from the development in terms of spectral representations and 
analytic functions which I have mentioned very briefly here, there has also 
been another line of research pursued with great vigour during the last 
ten years or so. I am here thinking of the attempts to describe the whole 
formalism in terms of field operators averaged only over a finite region in 
space and time and the algebra constructed from these operators. Actually, 
I do not feel very competent to talk about this subject but I believe that 
the problems related to this field will be adequately covered by Professor 
Haag in his talk. Therefore, I will say no more about them here. Further, 
I will not speak about attempts which have been made to abandon some 
of the fundamental postulates of quantum mechanics as examplified, e.g. 
by the non-linear spinor theory of Heisenberg and collaborators. Also 
this subject, I believe, will be adequately covered in other talks during 
this meeting. 
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Discussion on the report of G. Kallen 

R. Omnes. I would like to bring attention to two recent approaches to 
field theory and quantum electrodynamics: 

(1) The first approach is to use Pade approximants in order to sum the 
perturbation series. It was shown by Dyson, using physical heuristic 
argument and it can be explicitly shown on simpler models that the 
perturbation series is divergent and has an essential singularity at a = 0. 
Recently, Baker and Chrisholm have shown that Pade approximants con
verge in the case of the Pers model (two coupled harmonic oscillators) 
which has also an essential singularity at a = 0. Bessis and Pusterme have 
investigated the }.</>4 model. In that case, the Pade approximants auto
matically ensure unitarity. 

(2) In place of treating quantum electrodynamics as an eigenvalue 
problem or using equations of motion, one can use the analytic properties 
of the scattering amplitude and compute the Lamb shift, for instance, 
without meeting any renormalization, and imposing unitarity. 
G. Kallen. I have nothing to add to your first comment but I would like 
to disagree with your second point. It is true that if you know exactly 
where the infinities are in a given theory like electrodynamics, it is possible 
to arrange the calculations in such a way that you avoid any explicit 
mentioning of infinities. This has been done, e.g. by Pugh and Rohrlich 
and many others. However, the infinities are still there and exhibited, e.g. 
in the high energy behaviour of the weight functions appearing inside 
dispersion integrals. In the sum rules giving expressions for the self mass 
etc. in terms of integrals, certain moments of the weights still diverge even 
if you calculate the weights by dispersion techniques. 
W. Heisenberg. In the expansion 

which you mentioned, you stated that the term proportional to e vanishes. 
Does the term proportional to e2 look like a local or a non-local interaction? 
G. Kallen. At the first moment it looks very non-local. However, after 
a sufficient number of partial integrations, many terms add up to zero and 
the remainder is essentially the self energy term which, in electrodynamics, 
is local and of the form 

bm = J ijj(x)1P(x) dx 

48 
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M. Levy. I would like to ask two questions about the arguments you gave 
on the behaviour of the weight function of the vacuum expectation value 
of the product of two currents: 

(1) Do you believe that your argument will remain valid in higher order? 
(2) ls the argument also applicable to the product of any two vector 

currents of SU(2)? 
G. Kallen. The answer to your first question is 'yes, I believe so'. There 
is a paper by Moffat in the Nuclear Physics several years ago where 
he claims to make this calculation independently of perturbation theory. 
In any case, the argument certainly works to order e4• The answer to 
your second question is that the argument applies to the total electric 
current, including both the isovector and the isoscalar part of the hadronic 
current, but not necessarily to the isovector current alone. I see no 
reason why the gradient terms should not be there in each term separately. 
E. C. G. Sudarshan. In the present report the asymptotic condition did 
not appear explicitly but nevertheless did come in as an essential step in 
calculating physical quantities. 

Yesterday, Haag stated it is a separate condition; and in his statement 
the comparison was made between an actual state and a state of many 
particles 'at infinity'. But with wave packets for particles, when you wait 
long enough ('at infinity') they do disperse completely. How does one 
understand the comparison between two states which are both completely 
dispersed? 
G. Kallen. If you need a time T for something interesting to happen 
e.g. for wave packets to disperse, you must choose the parameter e in 
such a way that 1/e » T. In this way, the 'adiabatic change' in the 
coupling constant will do you no harm. 
R. E. Marshak. Can you really avoid the problem of the indefinite metric 
with the Pauli-Villars regularization method? 
G. Kallen. I have nothing new to say at this point. As in the original 
paper of Pauli and Villars, the indefinite metric is present during this 
calculation but the states carrying negative probabilities have very large 
masses and do not influence any physical process at reasonable energies. 
After the calculation is finished we take the limit where all auxiliary 
particles get infinitely large masses and thereby disappear from all 
observable expressions. 
F. E. Low. I have a question and a comment. The question is the follow
ing: if you consider the function you wrote down for fields rather than 
currents, then there are two terms. One is of the form you write, PµPv -
OµvP 2 and is gauge invariant; the second is pµPv· I presume you are not 
claiming that the weight function of the first term is not gauge invariant? 



50 DIFFERENT APPROACHES TO FIELD THEORY 

The comment is: in the Van Hove static scalar theory, the overlap 
integral is equivalent to the usual Z2 divergence (or zero). You stated 
that this difficulty existed in all reasonable theories. Now since Z2 is gauge 
variant and can be removed, the only divergence in electrodynamics are 
m and Z3 : now as Johnson, Baker, and Wiley showed, m could well be 
finite and nobody has shown Z3 is divergent; therefore your statement is 
doubtful. 
G. Kallen. The answer to your question is that the contribution to the 
weight which is not positive definite comes from the one-photon inter
mediate states and is, evidently, not gauge invariant. Further, I disagree 
with your comment. The non-existence of the expansion of the physical 
states in terms of mathematical states is not equivalent to the infinity of a 
renormalisation constant, neither Z2 nor anything else. It is essentially 
a much weaker statement. I also disagree with your assertion that 
Johnson and others have shown anything in electrodynamics. Their 
argument only gives an iteration procedure, the convergence of which is 
doubtful, to say the least. Further, their explicit mathematics is con
tradicted by the y 5 invariance of the model which says that a zero bare 
mass of the electron implies a zero physical mass of the electron. 
F. E. Low. You formed the interaction term diagonal. Does this result 
essentially rest on the absence of real first order processes? 

For example, what would happen with two electrons of different mass 
which could decay into each other? 
G. Kallen. My calculation only considers the case of stable particles but 
should be reasonably general as far as such particles are concerned. I 
do not know what happens when unstable particles are included. 
R. Haag. I think I should make a statement concerning the asymptotic 
behaviour of the field quantities for large times. No independent assump
tion about this is necessary (or possible) and the so called 'asymptotic 
condition' is in fact a relation which follows from the locality structure 
of the theory. Properly formulated it states that the integral equations 
written down by Kallen are true (for matrix elements) if on the left hand 
side the wave operators are taken with the physical masses of the particles 
and if a normalization factor (usually called Z~) is inserted in front of 
the incoming fields on the right hand side. With this modification, it is a 
derivable consequence of locality that the incoming fields satisfy the 
canonical commutation relations and that 

Ho(A, 1jJ) = Ho(Ain, '1/)in) 

Again the physical masses have to be used. Therefore, the term 'asymp
totic condition' is misleading and I apologize for having introduced it 
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12 years ago. To forestall some objections to this statement it should also 
be emphasized that the statement is not true and in fact the incoming 
fields are undefinable if the infra-red problem is taken seriously, i.e. if the 
photon mass is taken to be truly zero. Also the asymptotic relation refers 
only to the physical (transversal) part of the electromagnetic potential. 
H. Umezawa. I myself am also in favour of the method based on the 
expansion of 1P in terms of in-fields. The question I want to ask here is the 
following: 

When we apply such a method to the Nambu model, we find two 
different expansions which correspond to the so-called normal and 
anomalous solutions. In such a case people usually choose one solution 
among two by comparing the energies of the two ground states. However, 
there is not much sense in comparing two ground states which respectively 
belong to different Pock representations. Therefore, I would like to know 
if there is any clear-cut condition in the field theory which selects a unique 
solution. 
G. Kallen. I do not know enough about the model of Nambu to make 
any comment. 
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The four-fermion interaction 

Over thirty years ago E. Fermi1 gave a theory of nuclear beta decay in 
which the neutrino-electron coupling to the nucleons was postulated as a 
new interaction. Patterned after the structure of quantum electrodynamics, 
Fermi constructed the fundamental interaction Lagrangian from the 
scalar product of the four-vector which is formed out of the nucleon 
spinors with the one formed from the lepton spinors. This is the so-called 
'vector' interaction. This led, in the nonrelativistic limit, to spin
independent beta decay interactions. G. Gamow and E. Teller2 showed 
that this choice was inadequate to explain the beta decay of the Thorium 
series, and they proposed a spin-dependent interaction. The differential 
energy spectrum of the electrons emitted in most beta transitions (the 
'allowed' or 'statistical' shape) and the systematic assignment of the 
reduced lifetimes (the 'ft-values') to various degrees of forbiddeness soon 
established the essential correctness of the new interaction structure for 
nuclear beta decay. The succeeding decades saw the discovery of the 
muon and the processes of muon decay and muon capture by nuclei, and 
the Fermi interaction described these processes as well. About twenty 
years ago the outlines of the hypothesis of Universal Fermi Interaction3 

were formulated by 0. Klein and G. Puppi, and were elaborated by 
several authors4• However the succeeding years found disparity between 
the theoretical inferences from beta decay data and the structure of the 
process of muon decay. It was only after the discovery of parity violation 
in beta decay that these questions could be resolved. Ten years ago I 
analyzed the experimental data then existing on weak interactions and I 
concluded that not all the experiments could be consistent5• On the basis 
of a critical examination of the experiments on beta decay and other weak 
interactions I was led to the choice of V-A interaction as the only possible 
universal four-fermion interaction. During the summer of 1957 R. E. 
Marshak and I developed the concept of chirality invariance as a guiding 

* Supported in part by the U.S. Atomic Energy Commission. 
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principle to search for a systematic derivation of this V-A interaction6 • 

We showed that the four-fermion interaction so introduced shared chirality 
invariance with the canonical commutation relations as well as the electro
magnetic interaction, and automatically incorporated the concept of the 
two-component neutrino. The V-A form disagreed with several experi
mental results, but these disagreements disappeared when these crucial 
experiments were repeated during the following year7

• Feynman and 
Gell-Mann8 showed almost immediately that the V-A structure could be 
inferred from the requirement of a nonderivative coupling within a frame
work where two-component spinor fields satisfying the Klein-Gordon 
equation were used. They also showed8•9 that with the V-A theory it was 
possible to consider a conserved vector current as the source of the Fermi 
part of the nuclear beta interaction; in this case the strong nuclear inter
action should not lead to any renormalization of the coupling constant for 
the Fermi type beta interaction10• This was very satisfactory since the 
observed values of the vector coupling constants in muon decay and 
(Fermi type) nuclear beta decay are practically equal. On the basis of the 
chiral V-A coupling it is possible to estimate the renormalization of 
Gamow-Teller beta decay coupling constant and the numerical value so 
obtained is in good agreement with the observed value11• This compu
tation removed the last significant obstacle to the form of the four-fermion 
interaction that we had proposed for nuclear beta decay6• The ten years 
that have elapsed since this discovery have served to establish it as the 
theory of the weak interaction of nonstrange particles12• 

Need for a new theory 

Several new experimental developments in particle physics13 as well as 
a desire to find a more fundamental connexion between strong and weak 
interactions prompt us to reexamine the theoretical basis for the universal 
four-fermion interaction. Among the weak interaction processes we find 
that the strangeness violating leptonic decays of hyperons and kaons are 
slower by a factor of about ten as compared with the estimates made on 
the basis of a direct strangeness violating four-fermion coupling. There is 
also unmistakable evidence now for lack of invariance under combined 
inversion in weak interaction, while the chiral V-A interaction is invariant 
under combined inversion (though not under charge conjugation or space 
inversion separately). In the domain of strong interactions a whole 
collection of vector mesons have been discovered and they seem to play an 
important role in meson-nucleon and nucleon-nucleon interactions, as 
well as for understanding the electromagnetic properties of the nucleons. 
The discovery of the vector mesons by Maglic and coworkers following 



E. C. G. SUDARSHAN 55 

a method suggested by us and the tentative identification of pseudovector 
mesons suggests that vector and axial vector fields associated with these 
particles are related to the vector-axial vector structure of weak inter
actions. We shall take as a starting point the postulate that the weak and 
electromagnetic interactions of the nucleon are not primary interactions 
but are consequences of the weak and electromagnetic interactions of the 
vector and axial vector meson fields. 

Primary interaction Lagrangian 
We now propose a theory of primary interactions14 which retains most 
of the successes of our chiral V-A interaction6 , but extends it so as to 
include strange particle decays. It treats the weak and electromagnetic 
interactions of the strongly interacting particles as secondary interactions, 
included by virtue of their strong coupling to the vector and axial vector 
fields. The primary interactions are the direct coupling of the vector and 
axial vector meson fields with leptons and the photon. The primary 
interactions are listed below: 

(i) Electromagnetism 

The electrons and muons are coupled to the Maxwell field d;. 
according to the standard interaction 

-e{P,y;..µ + ey;..e }d;... 

The nucleons are not directly coupled to d;.. but the neutral vector fields 
p;.. and OJ;.. are coupled to the Maxwell field according to the linear coupling: 

-e'{~ p;.. + :! OJ;..}d;. 

where g is the strong coupling constant of the vector mesons to the 
nucleons and, by virtue of the squares of the meson masses, the coupling 
constant e' is dimensionless. The absolute conservation of electric charge 
in neutron beta decay implies that 

e' = e. 

The vector fields P;.. and OJ;. must be divergence-free to ensure the 
conservation of the electric charge. This implies, in turn, that there are 
no scalar particles associated with the vector fields p;.., OJ;... 

(ii) Strong Interactions 

The leptons do not have any strong interactions. The strong inter
actions involve the Yukawa couplings of the strongly interacting particles 
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with the vector and axial vector fields. The vector fields are divergence
free and therefore describe only vector mesons: 

oJ.V;.=0. 

The axial vector fields do not have this property, but we may write: 

A;.= B;. + (~/m)o;.</>; o;.B;. = O; 

where B;. describes the pseudovector meson and </> describes a pseudo
scalar meson of mass m. The dimensionless parameter ~ is a characteristic 
constant of the theory. The coupling of the (nonstrange) meson fields to 
the nucleon fields is described by the strong interaction Lagrangian: 

!N{gy;.'t' • lh + g'aJ.vi't' • PJ.v + goY;'W;. + g~oO'J.vi</>;.v 
+ fYJ.Ys't' •A;.+ f'a;.vYs~'t' • A;.v + folYsE;. + f~oO'J.vYs!D;.v}N 

where the symbols stand for the vector and tensor field components of the 
respective mesons p, w, </>.A, E and D. 

(iii) Weak Interactions 

The purely leptonic weak interactions are of the form: 

J
2 

(ey;,(1 + y5)v.)(,Uy;,(1 + Ys)vµ)+ 

with possibly a term involving the self-coupling of the (ev.) pair with itself. 
The nucleons do not have a primary coupling either to the leptons or 
among themselves. The other primary weak interactions involve the 
vector and axial vector fields weakly coupled to the baryons or the 
leptons. The meson-lepton weak interaction is: 

G _ _ ( m! .< m;1 -") - r (ey;,(1 + y5)v0 + µy;,(1 + y5)v1,) X -;= p +-;=-A . 
'\/2 (g/'\/2) (g/'\/2) 

The meson-baryon weak interaction is 

G( 2 2 );, - .J2. mA.A;. + mvp;. J 

where P is a suitable expression which is bilinear in the baryon fields. 

Induced electromagnetism 

Given these primary couplings we can compute the induced electro
magnetic and weak interaction effects. The effective nucleon electro
magnetic interaction may be seen to be of the form 

~ N{(go/g)I'v(t){1 - (tfm!)}-Iy).d;, + rv(t){1 - (tJm;)}-1y).st';, 
2 

+ (g'/mpg)rT(t){l - (tfm!)t1
T 3ia"vd;,v}N 
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Where rv(t), I'T(t) are the form factors of the vector meson-nucleon 
vertex. The vanishing of the neutron charge is assured if g0 = g. The 
nucleon isovector anomalous magnetic moment is given by 

µ1 = (2mNf mµ) • (g' /g) · r T(O) 

The isoscalar magnetic moment vanishes identically. Hence the ratio of 
the proton and neutron magnetic moments is 

µp/µn = -{1 +(mp) ( , g )} 
mn g I'T(O) 

The SU(4) model of strong interactions (see below) gives I' T(O)g' /g = 5/3 
and we are then led to predict: 

{

4.1 
µ1 = 

3.7 (experiment) 

(theory) 

{
-1.49 (theory) 

µp/µn = 
-1.46 (experiment) 

which is exceptionally good. The electric and magnetic form factors are 
given by 

Fv.T(t) = rv.t (0){1 - (t/m;)}-1
• 

If the vector meson vertex falls off in a manner characterized by a single 
pole structure, the electromagnetic form factors would have dipole 
structures. This is in agreement with observations13• 

Induced weak interactions 
Similar calculations for the effective nucleon beta decay interaction 
yield: 

J
2

p[I'v(t){1 - (t/m~)}-1,./· + (f/g)I'A(t){l - (t/m!)}-1y;.y5]n 

X {p:y;.(1 + Ys)Yµ + C)';,(1 + Ys)ve}· 

The lack of renormalization of the vector beta coupling and its numerical 
equality with the muon beta coupling immediately follow. Comparison 
with beta decay experiments suggests 

r T(O) ff g = gA C::: 1.2 

When we consider the momentum dependent term we obtain the familiar 
induced pseudoscalar term15 and the weak magnetism term9 with the 
usual numerical values. 

By virtue of the fundamental principle of the (differential) conservation 
law of electric charge-current, the neutral components of p and w must 
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remain divergence-free. Hence, we do not expect that they can be 
coupled to neutral chiral (massive) lepton currents. This is very satis
factory because such neutral lepton currents seem to be totally absent in 
weak interactions. 

It is worth pointing out that the combined inversion (CP) is violated by 
the 'magnetic' coupling of the axial vector field. This does not lead to 
any CP violating pion-nucleon coupling, but it does lead to a certain 
degree of CP violation in nuclear }Jeta decay. But present experiments are 
not sensitive to this CP violation; for a beta transition with 1 Me V energy 
release the ratio of the CP violating amplitude to the CP conserving 
amplitude is about 

(f'/f)(mefmA) ;:::::_ 10-3• 

The values of I'p(g'/g), I'A(ffg) and I'p(f'/g) can all be derived from 
the following line of reasoning. In the low energy limit the vector and 
axial vector mesons reduce to Fermi type and Gamow-Teller type coup
lings. The 'electric' coupling of the vector meson is of the Fermi type 
while the 'magnetic' coupling (i.e., through P;.v) is of the Gamow-Teller 
type. The vector meson couplings may then be identified with the genera
tors of a noninvariance SU( 4) group with the nucleon and the I = J = j 
nucleon resonance treated as constituting a representation of the same 
group16• This yields the ratio 

I'p(O) • (g'/g) = t 
which we have used above. Similarly the low energy limit of the axial 
vector mesons yield Gamow-Teller interactions for both the axialvector 
and pseudotensor couplings. We may therefore obtain: 

If in addition we assume 

we get 

so that 

.Jr;i12 + r;,r2/g = t. 

rAf= rpf' = ~g 
3.J2 

gA = I'p. (ffg) = 1.2 

Strange particle weak interaction and the suppression of leptonic decays 

For the leptonic decays of the strange particles we extend our theory by 
the replacement: 

V;. __,. V;. + V ;. 

A;.-->- A;. + A~ 
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where V~, and A~ are the strange vector and axialvector fields. We shall 
continue to demand that the vector field remain divergence free and that 
the longitudinal part of the axial vector field be proportional to the 
pseudoscalar field: 

A~ = B' + (~/m')o -1-' I. ). ). 'f' ' 

with the same numerical parameter ~. We can now calculate the ratio of 
pion and kaon decay rates into (µvµ) final states: 

I'(K->-µv) = m,,. {1 - (mµ/m,J
2

}
2 

c:::: 1.4 
I'(7T->-µv) m" 1 - (mµ/m,,)2 

Using the experimental value of the pion lifetime of 2.55 x 10-s sec and 
the branching ratio 0.65 for the two-body leptonic mode of the kaon we 
predict for the kaon lifetime 

{
l.17 x 1 o-s sec 

T(K+) = 
1.22 x 10-s sec 

(theory) 

(experiment) 

which is in good agreement with the observed value. It is of course 
essential to note that no new 'smallness parameter' was introduced for 
describing this interaction. 

For the axial vector decays of hyperons we could make use of the 
relation17 

o;.A~ ,..._, ~m'ef>' 

It turns out that the effective hyperon Gamow-Teller beta coupling is 
smaller than the nucleon beta decay coupling by the factor 

m,, (1 + M - 111n)-l c:::'. 0.26, 
m" 2mn 

where Mis the hyperon mass. On the other hand, as far as the vector beta 
coupling is concerned, the strange vector meson field has no electric 
coupling and hence the leading term for the vector beta coupling should 
vanish. This comes about because a divergence-free vector field cannot 
couple to two fields with different masses. Hence the vector decay must 
proceed through the smaller momentum-dependent terms and it is also 
expected to be significantly suppressed. We see that our theory auto
matically accounts for the suppression of the strange leptonic decays 
without any new smallness parameter being introduced. 
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Consequences for strong interactions 

It is possible to make use of the present theory to compute strong 
interaction effects. Since the calculation involves purely strong inter
action phenomena only the lowest order calculations are to be viewed 
with a certain amount of caution. But it is interesting to observe that we 
can get good results for s and p wave pion-nucleon scattering lengths by 
considering nucleon and nucleon resonance exchange and vector meson 
exchange. The pion-nucleon interaction is not to be postulated anew but 
is itself an aspect of the axial vector-nucleon coupling; we have the primary 
pion-nucleon interaction 

U1/m")Ri·y"a;·('"C · <f>)N; 

!1 = !gg.A$ 

A simple calculation for the s-wave scattering lengths yields18 the values 
(measured in inverse pion masses) 

{
+0.20 (theory) 

.#1 = 
+0.183 (experiment) {

-0.10 (theory) 
.#3 = 

-0.109 (experiment) 

Similarly for p-wave scattering lengths we get 

{-0.091 (theory) 
au= 

(experiment) -0.101 

{-0.022 (theory) 
a13 = 

(experiment) -0.029 

{-0.022 (theory) 
a -31 

- -0.039 (experiment) 

ass = { +0.133 (theory) 

+0.215 (experiment) 

With the exception of the resonant channel, these numbers show satis
factory agreement. 

In these calculations18 we have usedg = 9.0; $ = 0.16. We could relate 
these parameters to other strong interactions, particularly to meson mass 
ratios. 

Some qualitative features of nucleon-nucleon interaction can be dis
cerned; first of all, the nuclear force consists of three distinct contri
butions from pseudoscalar, vector and pseudo vector particles with their 
characteristic ranges. The longest range term comes from pion exchange 
and this 'tail' of the nuclear force has long been known to be consistent 
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with the central and tensor forces coming from pion exchange. Vector 
meson exchange gives the intermediate range potentials and this includes 
the leading contribution to the spin-orbit potential The pseudovector 
meson exchange leads to the shortest range potentials. Since all the 
coupling constants are now uniquely specified the nucleon-nucleon 
interaction can be computed. 

As an additional strong interaction consequence we know that the 
nucleon-nucleon potential should not have any y-3 singularity at the 
origin which is known to result if only a pseudoscalar exchange is con
sidered. If we require a cancellation19 to occur between the 11 and p con
tributions we are led to a prediction of the ratio of their masses: 

_ {0.188 (theory) 
(m11/mp) -

0.182 (experiment) 

This shows remarkable agreement. 

Summary and outlook 
We have discussed a theory which attempts to identify specific primary 
interactions obeying simple rules and leading to a unified treatment of 
strong, electromagnetic and weak interactions. The vector-axial vector 
structure, which was first deduced from an analysis of weak interaction 
data, is seen to be equally important in strong interactions. 

The electromagnetic interactions now consist of two types: the familiar 
'minimal' interaction of the leptons with the photons, and a different 
kind of coupling of the neutral vector meson with the photon. Electro
magnetism is a primary property of the neutral vector meson, but is only a 
derived property for the other hadrons. The absence of scalar mesons and 
the divergence-free nature of the vector field guarantee that the source of 
the electromagnetic field is always conserved. It is an immediate mani
festation of this two-step nature of electromagnetism of nucleons that the 
nucleon magnetic moments deviate so markedly from those for Dirac 
particles. A similar mechanism applies for weak interactions also. The 
suggestion which Yukawa20 made and later abandoned in connection with 
meson theory has been resurrected and amplified in the present theory. 
Beta decay is a derived property of the nucleon but a primary property of 
the meson. In a manner of speaking the vector and axial vector mesons 
are intermediate vector bosons for hadron weak interactions. Purely 
leptonic interactions are direct couplings in the present theory; no inter
mediate vector bosons are required or expected in muon decay. 

The self same difficulties of the local field theory that arise for lepton 
electrodynamics and for lepton four-fermion interactions continue to be 
present in this theory. Nor does this theory offer any suggestion as to why 
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there are three categories of interactions. A solution to the problem of 
divergences of local field theory is outlined in my report on 'Indefinite 
Metric and Non-local Field Theory' to this Conference. 

Such diverse items of particle physics phenomenology as nucleon 
magnetic moments, beta decay couplings, weak magnetism, absence of 
neutral lepton currents, absence of scalar mesons, apparent suppression of 
strange particle decays, pion-nucleon scattering lengths, and the general 
features of the nucleon-nucleon interaction are correlated in this theory. 
Such correlations suggest that a fundamental Lagrangian describing the 
primary interactions is another step forward in our understanding of the 
study of matter. 
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Discussion on the communication 
of E. C. G. Sudarshan 

S. Weinberg. I would like to ask three questions: 

(1) Could you pinpoint just how your calculations differ from those of 
Schwinger in his paper on 'Partial Symmetry'? There is evidently some 
difference, because you get a CP violation, but it's hard to see just what. 

(2) Could you say what general principles underline this sort of calcula
tion? I see that one principle is that things should agree with SU( 4) 
in the non-relativistic limit, but this general requirement seems to be mixed 
up with ad hoc assumptions. 

(3) How do you avoid a large CP violation in Kµ 3 decay? 

E. C. G. Sudarshan. 1. There appear to be several similarities be
tween the strong interaction scheme that I use and the one proposed by 
Schwinger, particularly in the generality of using both vector and tensor 
couplings for vector mesons; and in the numerical relation g.A. = 5/3./2. 
But I believe the theories are essentially different since I work with second 
quantized fields and operator Lagrangians, and use therefore the usual 
machinery of field theory; while Schwinger's formulation uses what he 
calls 'source theory'. As regards the g.A. = 5/3J2 relation, initially I 
thought that my scheme was closely related to Schwinger's scheme, but 
they cannot be, since he has no CP violating terms. 

2. With regard to Weinberg's second question I would like to state that 
there are two parts to my theory. The first part is the statement that 
hadron electromagnetism and hadron weak interaction are derived 
properties and occur only by virtue of the coupling of the vector and axial 
vector mesons with the hadrons. This leads to a certain amount of 
systematization of various phenomena. This I believe is in a more or less 
systematic form. 

The second part is the arithmetical scheme in which the ratios of the 
coupling constants are deduced from non-relativistic symmetry principles. 
This part could stand some more systematization. But we could, in 
principle, determine the ratio of coupling constants from one set of 
experimental data and apply it to another. 

R. E. Marshak. Weinberg's question about the magnitude of the CP 
violation in K decays may not be so difficult to cope with since only the 
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axial vector current requires CP violation and this will first enter in Ke4 

where q2 is not large. 
E. C. G. Sudarshan. The CP violation introduced in the present theory 
is in the axial vector coupling but the Ke3 decay proceeds via the vector 
coupling. Hence no CP violation is expected in Ke3 decays. 
G. Kallen. I should like to mention that about a week ago I learned at a 
meeting in Zagreb that there is a new measurement of the neutron life 
time from Ris0 in Denmark. 

This new measurement differs from the old determination by about 
1 min and replaces -GA/G'I) = 1.18 by 1.24 or possibly 1.23. I am not 
competent to judge which experimental result is correct but I believe there 
is a possibility that 1.18 has to be changed to a higher value. 
N. Cabbibo. The explanation of CP violation in this paper coincides, as 
far as weak interactions are concerned, with an old proposal which 
introduces CP violation through 'second class' currents. If the vector 
currents (both CP even and CP odd) are assigned to an octet of currents 
conserved in the limit of good SU(3) (and this is what Sudarshan is doing), 
the T breaking in Kµ 3 decay can be proved to be of second order in SU(3) 
breaking. 

Such a theory is not in contradiction with present experimental limits 
on T violation in Kµs· 
H. P. Diirr. There is a point which I have not understood completely. 
Your main argument seems to be that baryons are not coupled directly 
to the photons but only to vector mesons which in turn are coupled to 
photons. If one interprets this in the usual sense of a local field theory 
and tries to reformulate quantum electrodynamics for the baryons using 
the conventional perturbation procedure one would expect to get all the 
conventional Feynman diagrams with the difference that now all virtual 
photon lines are replaced by the product of three propagators with the 
same 4-momentum, a boson propagator, a photon propagator and again 
a boson propagator. This case then looks formally similar to the situation 
where the usual photon propagator is replaced by a regularized photon 
propagator 1/k2(k2 - m2)2, which one would normally get by introducing 
an indefinite metric in Hilbert space. However, we know that the intro
duction of an indefinite metric always raises the question whether this 
theory still leads to a unitary S-matrix. 
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The idea of a nuclear theory based directly on the S-matrix goes back to 
the 1943 papers of Heisenberg1. The motivation then, as now, was to 
avoid unobservable local space-time concepts which become troublesome 
when quantum principles are combined with relativity. Although macro
scopic space-time is an essential component of S-matrix theory, there is no 
way to construct on-mass-shell wave packets whose spatial localization 
(in the particle rest frame) is sharper than the particle Compton wave
length. The divergences plaguing conventional local field theory corre
spondingly have difficulty finding their way into S-matrix theory. 

Heisenberg clearly identified two key S-matrix properties, Lorentz 
invariance and unitarity, and partially appreciated a third-analyticity in 
momentum variables. The special aspect of the latter that interested him 
was the correspondence between poles and particles, an essential idea 
pinpointed by Kramers. S-matrix theorists of the forties, however, did 
not appreciate the concept now called 'maximal analyticity', and corre
spondingly they came to believe that interparticle forces are necessarily 
ambiguous without appeal to local space-time concepts. 

During the late fifties the potent dynamical content of analyticity became 
apparent, with the generalization by Mandelstam2 of the static pion
nucleon force model that had been developed by Low and myself3• Other 
essential precursors to Mandelstam's double dispersion relations were the 
single dispersion relations, first formulated correctly for hadrons by 
Goldberger4, together with the principle of crossing-identified by 
Gell-Mann and Goldberger5• It is by now familiar how analytic con
tinuation in both angle and energy variables, without any appeal to local 
space-time, generalizes the Yukawa concept that forces between hadrons 
are due to exchange of other hadrons. 

In studying the dynamics of analyticity by the so-called N/D method, 
Mandelstam and I in 1960 found a relativistic definition of the force concept 
and became aware that forces due to exchange of particles considered 

* This work was supported in part by the U.S. Atomic Energy Commission. 
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'composite', like the deuteron or the rho-meson, are unavoidably of the 
same character as forces due to particles considered 'elementary', like the 
pion or the nucleon. This led us to the partial 'bootstrap' idea that 
composite particles may generate themselves, although there was no 
immediate implication of 'nuclear democracy', i.e. that all hadrons are 
composite. Elementary particles were no longer essential to the dynamics, 
but they were not excluded. On the other hand it continues today sur
prisingly often to be forgotten that, once a composite hadron exists, 
general principles require it to generate forces of a strength and range 
determined by its mass and partial widths. These forces cannot be 
'turned off' at the convenience of theorists in favour of conjectured forces 
due to exchange of elementary particles. 

The definition of the S-matrix in terms of physical observables makes no 
distinction between elementary and composite particles, but through the 
pole-particle correspondence may not some difference be found? In 
his 1961 Solvay report Mandelstam7 described the attempt to employ a 
distinction that had arisen in static model work by Castillejo, Dalitz, and 
Dyson8, when combined with a theorem of Levinson for potential 
scattering. The characterization of the so-called CDD poles, however, 
depends crucially on approximating the unitarity condition by a finite 
number of channels, no matter how high the energy, while experiments by 
now seem unequivocal in their indication that dynamics at higher and 
higher energies is dominated by channels with higher and higher thresholds. 
The prevailing opinion at present finds the CDD classification of poles 
unhelpful for the actual hadronic S-matrix. 

At the same 1961 Solvay meeting there was for the first time intense 
discussion of an alternative S-matrix definition of 'compositeness': that 
nonelementary particles should correspond to poles continuable in angular 
momentum, i.e. Regge poles. Frautschi and I proposed, as a formulation 
of 'nuclear democracy', that all hadrons should lie on Regge trajectories9• 

If it were found that certain hadrons did not exhibit the characteristic 
Regge recurrence at a succession of different spin values, these particles 
should be classed as elementary. Our suggestion was coupled with the 
conjecture, still tenable today, that there might exist a unique hadronic 
S-matrix which not only was Lorentz invariant, unitary, and analytic but 
which contained only Regge poles. It was proposed in other words that 
the combination of unitarity, Lorentz invariance and maximal analyticity 
might suffice to define a 'complete bootstrap' theory of strong interactions, 
without the need for input parameters or 'master equation of motion'. 

This conjecture arose from our inability to discern in models based on 
master equations any hope for nuclear democracy. A favoured status for 
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certain special quantum numbers seemed inevitable for any master 
equation within the Lagrangian-Hamiltonian framework; the absence 
of a master equation to us meant 'bootstrap'. You may ask, of course, why 
we rejected the ancient motion of elementary substructure. This was 
wishful thinking but with a historical motivation. Suppose some hadronic 
particle or field should have to be classed 'elementary'; where would that 
put physics? Back in the morass where it had struggled since the late 
twenties. The conflict between quantum theory and relativity would 
remain. 

The possibility seemed dazzlingly attractive that, in the hadronic 
domain, already identified S-matrix principles might render unnecessary 
the very idea of elementarity. To me at least this possibility was, and is, 
irresistible. 

It is at first exceedingly hard to swallow the notion of dynamics without 
an equation of motion. Physicists who have learned to live with this 
apparent absurdity make no pretence of a clear grasp of dynamical 
completeness for general S-matrix principles. By concrete calculations, 
however, they have identified a force concept with at least as much 
precision as in models based on master equations. The difference is 
that the S-matrix force does not occupy a central position in the dynamics, 
being merely one link in a circular chain of constraints. In fact the con
straints are so severe that no theoretical calculation has come close to 
satisfying all at the same time. Far from fearing that Lorentz invariance, 
unitarity and maximal analyticity are insufficient to define a complete 
dynamical theory, I worry that these requirements may be too much for 
any S-matrix. 

In 1961 bootstrappers were insufficiently bold to forego the a priori 
assignment of internal hadronic symmetries, but subsequent bootstrap 
research, especially by Cutkosky10, has made it plausible that self
consistency requirements might lead uniquely to the observed pattern of 
SU2, SU3 , etc. Arguments also have been given that parity and time 
reversal may be inevitable attributes of a self-sustaining dynamics. 

The programme initiated by Heisenberg two dozen years ago is thus 
very much alive, the potentialities today appearing more exciting than 
ever. Let me move now to a more detailed examination of the current 
position. 

Maximal analyticity of the first degree 

Although S-matrix theory still lacks a well-defined axiomatic basis, 
among practitioners there is no divergence of opinion about a set of 
principles which I shall call 'first-degree analyticity'. One key principle, 
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already implicit in Mandelstam's double dispersion relations2, states that 
the only momentum singularities occur at the analytic continuation of the 
kinematic constraints corresponding to physical multiple processes. By a 
'multiple process' I mean a reaction that proceeds via a succession of two 
or more macroscopically separated collisions. For example, double 
scattering of the type shown in Figure 1 implies a pole in the variable 
(p1 + P2 - p4)2 at m2• Triple scattering of the type shown in Figure 2 
implies a branch point when the initial and final momenta are such as to 
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allow all three intermediate moments to be physical, that is, on mass-shell 
and corresponding to macroscopic space-time displacements that correctly 
add together. Stapp and coworkers have shown the connexion of such 
singularities with macroscopic causality11• It was pointed out by Coleman 
and Norton12 that the analytic continuations of these multiple scattering 
conditions are precisely the Landau rules for the singularities of Feynman 
graphs. Outside the physical region of real momenta there are delicate 
questions of sheet structure, but Olive and collaborators13 have shown how 
these can be resolved by appeal to the analytic continuation of unitarity, 
which gives rules for the discontinuity associated with any Landau 
singularity. Olive's approach shows in fact that the very existence of the 
Landau singularities could be considered a consequence of unitarity. 
Macrocausality, in other words, is interlocked with the analyticity
unitarity combination. 

Because any multiple scattering may be associated with a graph that 
looks like a Feynman graph, there is temptation to think of the S-matrix 
as a superposition of contributions from each of its singularities. The 
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singularities, however, are so intertwined that no simple superposition is 
possible. For example, a pole typically occurs on only one sheet of that 
Riemann surface defined by branch points which share the same quantum 
numbers as the pole. A manifestly correct statement is that sufficiently 
close to a pole the S-matrix can be approximated through a Laurent 
expansion by a knowledge of this pole position and residue. Breit-Wigner 
theory and effective range theory legitimately exploit this circumstance. 
Physicists nevertheless often may be heard speaking carelessly of a 
'pole term'-implying that a given pole makes a well-defined contribution 
everywhere in the momentum space. There is no basis for the concept 
'pole term' in S-matrix theory. 

A further source of confusion with Feynman graphs is the factorizability 
of pole residues and the identification of the individual factors with 
reaction amplitude (connected parts) of lower dimensionality. The rule, 
derivable from unitarity, is most conveniently remembered through the 
multiple scattering diagram. The diagram of Figure 1, for example, not 
only identifies the pole but gives the physically obvious prescription that 
each factor in the residue must be a 2 particle -> 2 particle scattering 
amplitude. This result sounds like one of the Feynman rules, but the 
individual factors are themselves complete scattering amplitudes. 

By the use of factorization, amplitudes (connected parts) may be 
unambiguously defined for unstable particles, and the rules for the 
singularities of unstable-particle amplitudes look like the ordinary 
rules-except that complex masses occur. By the same token, analysis of 
unitarity shows that unstable particles must be included among inter
mediate configurations in the diagrammatic enumeration of singularities. 
First-degree analyticity ends up treating all particles, stable and unstable, 
on essentially the same footing, even though the multiple scattering 
picture at the beginning picks out stable particles for a special role. 

Included in what I call 'first-degree analyticity' are the principles of 
'crossing' and of 'hermitian analyticity'. Olive13 has made considerable 
progress in showing that these properties of the S-matrix are physically 
inevitable, but their precise axiomatic status remains obscure. Suffice 
it here to remind you that crossing associates negative energies with 
antiparticles while hermitian analyticity ensures real masses and coupling 
constants for stable particles and allows the unitarity condition to be 
analytically continued as a discontinuity equation. 

The above aspects of first-degree analyticity were already embodied in 
the 1958 Mandelstam representation2, but that work was restricted to the 
four-line connected part with low spin. The generalization to arbitrary 
multiplicity and spin was achieved by Stapp14 in 1962 with his postulate 
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that it is the M functions, in their dependence on momentum components, 
that have only the Landau singularities. This is a non-trivial point. With 
more than five lines in a connected part the invariants formed from the 
momentum vectors are non-linearly related, so the formulation of 
analyticity properties through invariants becomes ambiguous. So far as 
spin is concerned, S-matrix elements have Lorentz transformation prop
erties that depend on the momentum variables in a non-analytic fashion. 
Analyticity properties thus seem to be frame-dependent. Stapp emphasized, 
however, that the M functions transform in a manner independent of the 
particle momenta and correspondingly are suitable candidates for a 
maximal analyticity property. During recent months the importance for 
practical calculations of the M-function postulate has begun to be widely 
appreciated. 

As stated previously, the validity of the properties included here under 
the category of first-degree analyticity is at present not an active source of 
controversy. The logical interrelationship of these properties remains 
unclear, but in the absence of zero-mass particles there are no signs of 
inconsistency and the cumulative experimental support is impressive. 
Zero-mass particles do present an essential complication, requiring a 
redefinition of the very concept of S-matrix and apparently leading to a 
totally different singularity structure. The usual approach to electro
magnetism exploits the small magnitude of the fine-structure constant by 
defining an artificial hadronic S-matrix in the absence of electromagnetism 
and then tacking on the latter by field-theoretical perturbation techniques. 
Since it appears unlikely that the fine-structure constant and the zero 
photon mass should be determined by considerations of dynamical self
consistency, this divided approach to strong interactions and electro
dynamics is natural when one is thinking in bootstrap terms of a nuclear 
democracy. The photon, that is to say, has an unmistakably aristocratic 
appearance. 

The leptons are not quite so unique in appearance, but they are very 
different from hadrons and can hardly be expected to emerge from the 
same mould. Again, the usual approach is to tack weak-interaction effects 
by perturbation methods onto the purely strong-interaction S-matrix. 

Second-degree analyticity 

First-degree analyticity determines all singularities once the poles (i.e. 
the particles) are given, but a further principle seems required for deter
mining the poles themselves. I say, 'seems', because it has never been 
shown that first-degree analyticity allows any poles to be arbitrarily 
assigned. An impression of arbitrariness for spin 0, i·, and I is created by 
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renormalizable Lagrangian field theory, which when evaluated by per
turbation methods leads order by order to an S-matrix satisfying all the 
components of first-degree analyticity. The fields and coupling constants in 
the Lagrangian are, to a considerable extent, arbitrary and thus appear 
to allow arbitrary assignment of corresponding particles. The flaw in this 
reasoning is the substantial possibility that power series expansions of the 
S-matrix inevitably diverge; so it remains conceivable that first-degree 
analyticity is a sufficient constraint to determine a unique set of particles. 
Nevertheless, at the present stage of theoretical S-matrix development it 
is probably unprofitable to be concerned about possible redundancy of 
assumptions. The first order of business is to find the truth; the most 
beautiful manner of expressing the truth can wait. 

As stated in my introduction, a promising additional S-matrix assump
tion is that all poles are Regge poles, a principle sometimes designated as 
'second-degree analyticity' since it reflects an additional kind of con
tinuability-in angular momentum. The original object of the second
degree assumption was to eliminate the apparent arbitrariness just 
described as characteristic of renormalizable Lagrangian perturbation 
field theories. Such field theories have so far always turned out to contain 
at least one low-spin pole not continuable in angular momentum; so 
they are excluded by second-degree analyticity. During the past six 
years, of course, experiments have more and more strongly suggested that 
established hadrons all lie on Regge trajectories. 

Experiments furthermore have tended to confirm the conjecture made 
independently by Gribov15 and by Frautschi and Chew9 that Regge poles 
control the high energy behaviour of scattering amplitudes at fixed 
momentum transfers.* This aspect of second degree analyticity has an 
obvious impact on the question of arbitrary parameters, which in pre
Regge S-matrix theory seemed unavoidable as subtraction constants in 
dispersion relations. When asymptotic behaviour is interlocked with the 
poles, arbitrary subtractions become impossible. 

Recently, in fact, Horn and Schmid,16 Logunov, Soloviev and Tavk
helidze,17 and Igi and Matsuda18 have extended a technique invented in 
1962 by Igi to relate integrals over the low energy resonance region directly 
to the Regge parameters that control high energy. These Reggeized sum 
rulest have attractive possibilities for bootstrap investigations, in avoiding 

* Regge cuts probably exist, as shown by Mandelstam, but the cuts are presumed to 
be determined by the poles. 

-f The so-called superconvergence relations may be regarded as special cases of the 
Reggeized sum rule, applicable when there happen to be no high-lying Regge trajectories 
or sufficient spin-flip to compensate for high trajectories. 
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the traditional truncation of unitarity sums that heretofore formed the 
basis of all dynamical calculations. The relevance to the bootstrap is 
illustrated in Figure 3, where a few possible high-lying trajectories are 
sketched; the associated low-energy resonances being indicated. A 
Reggeized sum rule relates the positive E 2 portion of trajectories belonging 

Fig. 3 

to a 'direct' reaction to the negative E 2 portion of trajectories belonging 
to 'crossed' reactions. Evidently the role of direct and crossed reactions 
may be reversed, the bootstrap problem being to find a set of trajectories 
that is mutually self-consistent. 

Monotonic Regge trajectories 

A further and more tentative S-matrix assumption, in this case chiefly 
motivated by experimental observations, is that the real parts of Regge 
trajectories as functions of energy squared rise indefinitely as E 2 -+ + oo 
and fall indefinitely as E 2 -+ - oo. A theoretical motivation for this 
assumption lies in what Fermi used to call 'lack of sufficient reason.' The 
trajectory asymptotes in dynamical models can always be traced to the 
presence somewhere in the model of elementary particles. In a complete 
nuclear democracy it is hard to see where a trajectory would find a reason 
for going in the complex J-plane-except to infinity. 

Mandelstam19 has probed this question with a perturbation theory 
model and shown that whereas a trajectory coupled only to 2-particle 
channels approaches J = -1 as E2 ->- - oo, it approaches J = -2 when 
coupled to 3-particle channels, J = -3 for 4-particle channels, etc. For 
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positive E 2
, model calculations show that trajectories tend to fall after 

crossing the threshold of the dominant channel. But if higher and higher 
thresholds tend to dominate as the energy increases, there is no reason 
for a trajectory ever to reach a maximum. Such reasoning suggests that 
ultimately it will be unnecessary to assume the monotonic property; 
this may well turn out to be only self-consistent trajectory behaviour. 
Current practice, nevertheless, treats monotonicity as an assumption. 

It may be imagined that if elementary particles (e.g. quarks) exist, then 
trajectories will turn over after reaching the elementary particle thresholds 
and will approach negative-integer asymptotes corresponding to the 
number of basic particles communicating with the trajectory. One can 
only guess about such questions, but here is a potential future experi
mental distinction between an S-matrix governed by the bootstrap and one 
resting on elementary constituents that are difficult or impossible to observe 
directly. We obviously need some qualitative evidence for or against 
elementary particles that can be found in ordinary composite hadron 
amplitudes. The monotonicity of trajectories may be the kind of feature 
required. (Notice that if quarks are elementary and are not Regge poles, 
one could only observe the corresponding fixed asymptotic powers in 
amplitudes directly involving quarks.) 

A related issue is the often-conjectured equivalence of field theory to 
S-matrix theory. The dynamical content of S-matrix approximations 
based on unitarity in 'direct' but not in 'crossed' reactions (such as the 
N/ D method), with a finite limit on the particle multiplicity included in the 
unitarity sum, has so far been expressable through off-shell equations 
(such as the Bethe-Salpeter equation) in which certain selected particles 
are given a favoured status. This is roughly equivalent to defining local 
fields for these particles and seems to support the view that field theory and 
S-matrix theory are equivalent. ·With no limit on channel multiplicity, 
however, and an infinite number of particles to accommodate, it becomes 
difficult to imagine the form of a Bethe-Salpeter-type equation. Which 
particles, for example, do you select for special treatment? Perhaps the 
monotonic-trajectory phenomenon is intrinsically unrepresentable through 
off-shell equations. If so, it may have an impact on the continuing con
troversy over the equivalence of field theory to S-matrix theory. 

S-matrix models based on monotonic trajectories are beginning to be 
studied, with Reggeized sum rules expected to provide new insight into 
the dynamics. One hopes at the same time that the qualitatively en
couraging bootstrap indications previously obtained from finite-channel 
models (either N/D or Bethe-Salpeter), particularly the rough dynamical 
self-consistency of the observed low-J multiplet structure, will not be lost. 
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A plausible mechanism to reconcile monotonic trajectories with finite
channel models would be for each physical pole (i.e. particle) to be 
dominated by the communicating channels of low kinetic energy and low 
orbital angular momentum. Moving up along a given trajectory, the 
dominant communicating channels would thus shift progressively toward 
those whose constituent particles have appropriately higher-mass and 
higher-spin. For example, the ~(1240, f+) may be dominated (as long 
believed) by the channel 77(140, o-)N(940, -§;+),whose threshold is nearest 
and for which l = 1, while the first ~-trajectory recurrence ~(1920, 
f+) would get a bigger contribution from the channel 77(140, o-)N(1690, 
~+), at l = 1 and with a nearby threshold, than from the channel 77(140, 
o-)N(940, -§;+), at l = 3 and a distant threshold. To understand an entire 
trajectory, one needs to consider an infinite number of channels; but to 
understand approximately a small interval along a trajectory, a finite 
number of channels may suffice. 

It is relevant in this connexion to recall that classical nuclear physics 
from the S-matrix viewpoint is simply the study of baryon number 2 and 
higher, not to be qualitatively distinguished from high-energy nuclear 
physics-which may be described as the study of baryon number 0 and 1. 
A fundamental and successful working principle of classical nuclear 
dynamics is to consider only those channels whose threshold is close to 
the particle mass (i.e. nuclear energy level) under consideration.* Needless 
to remark, the classical nuclear precedent makes it hard to understand, 
even if quarks exist, how distant-threshold quark-channels could be more 
important than nearby thresholds in the dynamics underlying low-mass 
particles. 

The mystery of the small pion mass 

A number of special correlations and predictions involving the pion 
have over the years been adduced from field theoretical methods. S-matrix 
theory has proved in some instances to be less productive than its rival in 
pionic exploitation, a count not in its favour, and it is important to know 
whether some essential ingredient is missing or whether the fault lies 
merely in our inadequately developed understanding of maximal analyt
icity. As one example, consider the prediction from the so-called 'PCAC 
hypothesis' that all pion amplitudes should become small near threshold. 
This prediction follows from the assumption of a smooth off-shell con
tinuation of pion amplitudes that vanishes at zero pion four-momentum: 
Since the pion mass is small, one is relatively close to the point of zero 

* In classical nuclear physics the neglected channels are all of higher threshold. 
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four-momentum whenever the kinetic energy is small. This idea, although 
imprecise, leads to useful predictions and suggeststhat, in staying on-shell, 
S-matrix theory may lack some significant element. 

With second-degree analyticity, the pion in S-matrix theory evidently 
has no special status. There is an infinite number of Regge trajectories, 
bounded above by the Froissart limit, and one trajectory (not even the 
highest) happens to cross a physical J-value close to zero energy. (See 
Figure 4.) Considering the average spacing of trajectories one sees 
nothing remarkable about this fact. There must be a least massive hadron 

Fig. 4 

and it happens to be the pion. Once we know which particle is lightest, 
is the S-matrix approach capable of yielding especially simple approximate 
predictions about this particle's properties? 

The answer in general is affirmative. Because the pion pole in certain 
amplitudes comes closer to the physical region than do any other singu
larities, it is often found that special and simple approximations can be 
based on pion-pole dominance. This is the phenomenon sometimes 
called 'peripheralism'. The static model, furthermore, has long exploited 
the small ratio of pion to baryon mass to yield simple approximate 
coupling-constant ratios of the type later deduced from group theoretical 
models. Finally, it has been shown recently that, at zero total energy, 
Lorentz invariance imposes powerful special constraints on Regge 
trajectories and residues. It seems likely that such constraints, even 
though we are at present unsure how to extend them, will have an im
portant effect at a point as close as E 2 = m;, = 0.02 GeV2• Superficial 
arguments suggest a suppressive effect, as in PCAC. 
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My personal (and perhaps overly optimistic) reading of this picture is 
that, once given a knowledge of the small pion mass, on-shell analyticity, 
unitarity, and Lorentz invariance will probably turn out sufficient to 
produce the successful approximate predictions of off-shell models. A 
more perplexing issue is the possibility of a direct relation between the 
small pion mass and the spin and parity, o-. Field theory suggests a 
connexion between an approximately conserved weak axial current and 
the small mass of a particle whose quantum numbers coincide with the 
divergence of the axial current. Bootstrap theory, in its exclusion of weak 
interactions, appears bereft of such a connexion. The low pion mass is 
supposed to emerge purely from dynamical self-consistency. 

A possible resolution of this dilemma is hinted by in a suggestion of 
Zachariasen and Zweig20 that the structure of hadron weak interactions 
could be more complicated than just J = 1 ± currents. They have shown 
that o± and higher-spin currents might so far have escaped observation. 
One could add the conjecture that those special components of the weak 
hadronic current are enhanced for which corresponding low mass hadrons 
happen to exist. 

A related conjecture is that the apparent locality of weak currents 
may be an approximation resting on the small mass of appropriate 
hadrons. It seems conceivable, in other words, that certain equal-time 
commutation relations are valid to the order of a few per cent because 
m';/m'fv = 0.02, while other local commutation relations are meaningless 
because none of the associated hadrons has an especially small mass. 
Again appealing to classical nuclear physics for a precedent, one may 
observe that the extremely useful notion of a local nucleon wave function 
can be derived as an approximation to S-matrix theory but would be 
untenable if m;Jm"j,r were not small. 

If there is something truly fundamental about an approximately 
conserved weak axial current, then the small pion mass would not seem 
'accidental' and the idea of nuclear democracy is in trouble. Note that 
the SU3 assignment of the pion to an octet of hadrons, in which all other 
members have more normal masses, tends to support the 'accidental' 
interpretation given by a bootstrap-sustained democracy. The unam
biguous confirmation of Regge recurrences along the pion trajectory would 
constitute further support. 

The Pomeranchuk trajectory 

A second major mystery from the S-matrix standpoint is the possibility 
of a special status for the vacuum quantum numbers. Striking and 
distinctive experimental properties attach to the vacuum quantum 
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numbers (hereafter abbreviated as V.Q.N.) which appear to distinguish 
them from all others. These properties are intimately bound up with the 
controversial notion of the Pomeranchuk trajectory. 

It was conjectured in 1961 by Gribov15 and independently by Frautschi 
and Chew9 that a Regge trajectory belonging to the V.Q.N. (even signature) 
may pass through the angular momentum value J = I at precisely zero 
energy. If other J-singularities are less important, one thereby achieves 
an immediate understanding of the following five features of high-energy 
hadron reactions, features that are suggested by experiment: 

(1) All hadron total cross sections approach constant nonzero limits 
at high energy. 

(2) All forward elastic amplitudes become pure imaginary in the high 
energy limit. 

(3) For a common target, particle and antiparticle total cross sections 
approach the same limit. 

(4) For a common target, the total cross sections for all members of an 
isotopic multiplet approach the same limit. (Analogously, to the extent 
that SU3 is a 'good' symmetry, the total cross sections for all members 
of an SU3 multiplet approach the same limit.) 

(5) Those special inelastic reactions where the exchanged quantum 
numbers are those of the vacuum will dominate at high energy, having 
the same dependence on energy as elastic scattering. 

Properties (3) and ( 4) had been proposed earlier, before there was 
experimental evidence, by Pomeranchuk21•22 , using arguments which 
involved properties (I) and (2). The trajectory supposed to underlie 
the Pomeranchuk properties was therefore given his name. Property (5) 
is often called 'diffractive dissociation'. 

Once the conjecture had been made of a V.Q.N. trajectory through 
J = 1 at zero energy, predictions became possible for high energy cross 
sections properties in addition to the above five. The factorizability rule 
for total cross sections is one of the simplest, but because of the limited 
variety of hadrons available or targets and beams there are as yet no good 
experimental tests. A second prediction is that if the slope of the Pomeran
chuk trajectory is similar to that of other leading trajectories, there should 
be an indefinitely continuing shrinkage as the energy increases, in 
forward peak widths for all reactions, both elastic and inelastic. Un
happily this shrinkage is slow and difficult to observe; for currently 
accessible energies, similar variations in the shape of the forward peak can 
be produced by trajectories lying below the Pomeranchuk. Thus we must 
await the construction of larger accelerators before the existence or non
existence of asymptotic peak shrinkage can be cleanly established for 
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reactions with V.Q.N. exchange. Even then the effect of branch points in 
angular momentum may obscure the picture. 

The elusive experimental character of elastic peak shrinkage, the most 
characteristic physical consequence of the conjectured Pomeranchuk 
trajectory, has permitted widespread scepticism about the existence of 
this trajectory. A number of trajectories for other quantum numbers 
are by now regarded as reasonably well established, but severe doubt 
continues to exist about the V.Q.N. Two different but related sources of 
scepticism may be pinpointed. First, the dynamical mechanism that would 
cause the Pomeranchuk trajectory to pass exactly through J = 1 at t = 0 
remains unexplained. Dynamical arguments based on crossing matrices 
have been given to suggest that a trajectory carrying the V.Q.N. should lie 
above all others, and the Froissart limit6 forbids any trajectory from lying 
above J = 1 at t = 0, but the necessity for an intercept at precisely J = 1 
has never been shown. (Remember that no other hadron trajectories 
pass through integer J at t = 0.) Recently it was pointed out24 that the 
currently available evidence on the energy dependence of total cross 
sections does not preclude a Pomeranchuk intercept slightly below 1 (the 
value cr.p(O)::::: 0.93 was proposed), corresponding to total cross sections 
asymptotically vanishing according to a small negative power of the energy, 
cr.p(O) - 1. Should such decreasing behaviour be established, there would 
be no basis for belief that the V.Q.N. are qualitatively different from 
other quantum numbers. Most physicists, however, feel it would be ugly 
for total cross sections to almost, but not quite, approach constants at 
high energy. 

Assuming non-zero limits for high energy total cross sections, a second 
aspect of the experimental facts seems unnatural from the Regge point 
of view: The order of magnitude of these hadron total cross-section 
limits corresponds roughly to the geometrical 'radius' of the particles as 
defined by the width of the diffraction peak; in other words the cross 
sections seem to be approaching the unitarity limit for orbital angular 
momenta below that corresponding to the 'radius' as impact parameter. 
This familiar statement has a simple semiclassical interpretation commonly 
expressed through optical models, but from the Regge-pole point of view 
the unitarity limit is not approached; instead the magnitude of a high 
energy total cross section is determined by a residue of the Pomeranchuk 
trajectory at J = I. Now remember that at J = 2, 4, 6 the Pomeranchuk 
residues determine the partial widths of mesons with the V.Q.N. (including 
perhaps the /(1250)). Thus, to believe in the Pomeranchuk trajectory one 
must believe that the analytic extrapolation of a partial width sequence to 
J = 1 is controlled at the latter point by considerations of geometrical 
'size'. This idea seems so weird that some physicists dismiss the notion. 
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What alternative to the Pomeranchuk trajectory is possible that will 
preserve the properties (1) to (5)? One conceivable alternative is a 
J = 1 V.Q.N. fixed pole which has no connexion to physical particles. It 
was pointed out in 1961 by Froissart25 that such a fixed pole is allowable 
if appropriately shielded for t > 0 by moving branch points in angular 
momentum. Gribov26 had shown earlier that without branch points there 
would be conflict with unitarity and recently it has been realized that the 
kind of branch points envisaged by Mandelstam27 would not suffice: A 
new type is required, with peculiar but not inconceivable properties. 

An objection to a fixed J-pole is the observed qualitative similarity 
between elastic scattering and inelastic reactions with non-V.Q.N. ex
change, such as 7r-p .-- 7T6n. The order of magnitude of the peak widths 
is similar, as are the implied pole residues, the larger cross section for the 
elastic reaction being attributable to the higher V.Q.N. trajectory intercept 
at t = 0. Such phenomenological similarity between elastic and inelastic 
(non-V.Q.N. exchange) reactions is strange if the underlying mechanism 
is totally different. It would not be strange if both were due to Regge 
(moving) poles. 

A second objection to a fixed pole at J = 1, to be amplified below, is 
that, with factorization, it would lead to multiple production at high 
energy in excess of the Froissart limit. It appears, consequently, that if 
the Pomeranchuk trajectory does not exist we shall require an even more 
bizarre singularity to replace it. 

Thus there continues to be available within S-matrix theory no more 
palatable an explanation of the special V.Q.N. properties than the boot
strap idea that the highest-lying Regge trajectory carries the V.Q.N. 
because the attractive forces here are strongest. One important circum
stance, however, has never been exploited. This is the distinguished role in 
the unitarity condition of diagonal S-matrix elements-as opposed to non
diagonal elements. It is well known that under analytic continuation the 
unit matrix must be separated out and treated on a special basis, and it is 
precisely the crossed V.Q.N. that communicate with this unit matrix. 
Here then is an obvious source of exceptional properties for the V.Q.N. 
The difficulty is that no theorist has so far been clever enough to con
struct a model satisfying unitarity in both direct and crossed reactions. In 
consequence we have no understanding of how the poles in a given 
reaction are affected by unitarity in crossed reactions. One important 
aspect of this deficiency is our ignorance of the mechanism by which a 
pole is forbidden from occurring at negative values of energy squared. 
N/ D or Bethe-Salpeter equations fail to preclude such a pole, even though 
it would violate crossed-unitarity. A second aspect is the Froissart limit 
forbidding negative-E2 Regge poles aboveJ = 1. This limit is absent from 
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equations that enforce unitarity only in pole-communicating reactions. 
Crossed unitarity again is essential. 

Considering the close relation of such questions to the Pomeranchuk 
trajectory, it is not surprising that the latter should seem so puzzling. The 
Pomeranchuk mystery, as opposed to that of the pion, carries no impli
cation of a deficiency in recognized S-matrix principles. The defect lies 
in our ability to interrelate these principles. 

The multi-Regge-pole hypothesis 

It was realized in 1963 by Kibble28 and Ter-Martirosyan29 that the 
assumption of Regge asymptotics in one variable of a four-line connected 
part suggests an extension to several variables in connected parts with 
more than four lines. In 1965 Toller30 made a group theoretical analysis 
of kinematics which can be used to confirm that single-variable Regge 
asymptotic behaviour, together with factorization, does in fact imply a 
unique extension to arbitrarily many variables. The extension leads to 
specific and important predictions about multiparticle production pro
cesses, some of which are qualitatively supported by experimental 
evidence but most of which remain untested. An already mentioned 
theoretical aspect of the multi-Regge hypothesis is its incompatibility 
with a fixed J = 1 V.Q.N. pole of factorizable residue. Straightforward 
calculation shows that such a pole would lead to an N-particle pro
duction cross section proportional to (log energyr, in violation of the 
Froissart limit31• 

A more positive consequence of multi-Reggeism is the unambiguous 
definition it implies for connected parts with any number of Reggeized 
external lines. The Toller analysis, which generalizes a proposal by J oos32, 

allows any amplitude to be expanded according to the little groups 
associated with a set of spacelike momentum transfers, as in Figure 5, 
which represents a possible momentum-transfer decomposition of a 
reaction amplitude for four incoming and four outgoing particles. 
Associated with each momentum transfer Qi of magnitude Q7 = ti there 
is a non-compact sub-group of Lorentz transformations which leaves Q; 
unchanged. The amplitude may be expanded in the unitary irreducible 
representations of this group [SU(l, 1)], which require a continuous 
label <J. The projection onto a particular representation may be called a 
'partial-wave amplitude', which in our example would be designated as 
A(a1 , <12 , a3 , <14). If Regge poles exist, corresponding poles would appear 
in each of the <J variables, the position of a pole in <Ji as a function of t; 
constituting the usual trajectory. These poles control the asymptotic 
behaviour for large elements of the little groups in a manner analogous 
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Fig. 5 

to that for single Regge poles. By factorization of the pole residues one 
may then define a connected part each of whose lines is continued in <1, 

with a simultaneous corresponding continuation in mass. (See Figure 6.) 
Although no rigorous connexion has been made between the Joos

Toller partial wave amplitude, defined for spacelike Q, and the Froissart
Gribov amplitude, defined under more restrictive circumstances for 
timelike Q, Joos, Toller and Boyce33 have made plausible an analytic 
relation between the two, with <1 recognizable as a complex angular 
momentum. Thus the ai(ti) in Figure 6 may be described as 'complex 
spins'. Note that we are not going off-shell in these considerations. The 
mass of each particle follows the spin in such a way that whenever the latter 
becomes a physical integer of half-integer we are talking about a physical 
particle. 

a2(t )2 

a ( t) 
3 3 

a ( t) 
4 4 

al ( 11) 

Fig. 6 
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A conceivable future avenue of dynamical development opens up with 
the Reggeization of external spins. Heretofore, as I have stressed re
peatedly in this report, dynamical models have been limited to a finite 
number of participating channels. If, however, one somehow could 
formulate a model in terms of trajectories (rather than individual particles) 
an infinite number of channels would be included even when the number 
of trajectories is finite. The approximation scheme presumably would be 
based on the ranking of trajectories, starting at the top and assuming 
that the lower the rank the less is the dynamical importance. Such an 
approach would be very different from the traditional one of keeping 
only low-mass, low-spin particles in dynamical equations. 

Regge daughters and conspiracy 
A fascinating recent series of developments has centred on special 
properties of the S-matrix arising when a momentum transfer Qi vanishes. 
The associated little group then enlarges to the full Lorentz group, with a 
corresponding increase of symmetry. If Regge poles exist, remarkable 
correlations between different poles are required in order to satisfy the 
increased symmetry. One special aspect of this situation was noticed in 
1963 by Gribov and Volkov,34 and other aspects were found by Domokos 
and Suranyi35 in a 1964 Bethe-Salpeter model. The problem has been 
analysed systematically by Toller36 on a purely group-theoretical basis. 

Toller points out that the unitary irreducible representations of the 
Lorentz group are labelled by a continuous index A. and a discrete index 
M. The natural assumption then is that in a Qi = 0 partial wave amplitude 
A(A., M), poles occur in A., each pole carrying a definite value of M. 
These 2 poles (called 'Lorentz Poles' by Toller) control Qi = 0 asymptotic 
behaviour for large group elements in much the same way as do Regge 
poles for Qi¥= 0. When the larger group SU(2, 1) representations are 
decomposed in terms of the smaller SU(l, 1) it is found that a single 
Lorentz pole at 2 = IX corresponds to an infinite series of Regge poles at 
j = IX - 1, ix - 2, ... , with correlated residues and alternating parity 
and signature. This is the so-called daughter sequence illustrated in 
Figure 7a. Furthermore, ifthe Lorentz pole has M ¥= 0 then Regge poles 
of both parities are required, again with correlated residues, as shown in 
Figure 7b. This phenomenon has been called 'conspiracy'. 

Parity doubling of fermion trajectories at zero energy was pointed out in 
1962 by Gribov37 on the basis of the Mac Dowell symmetry, 38 but doubling 
for mesons had not been anticipated. It turns out that the top-ranking 
meson trajectories have M = 0 and consequently are not doubled. There 
is much discussion and analysis in progress over whether any second-rank 
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trajectories, such as 1T, B, A1 , etc., may have M = I; the picture at 
present remains cloudy. 

It is remarkable and significant that certain aspects of the above story 
were independently deduced by arguments that employed analyticity as 
the primary principle, going not to the point Qi = 0 where the larger 
symmetry holds but only to the surface Qi = 0. I have already mentioned 
the phenomenon of parity doubling for fermion trajectories. A second 
example was the deduction of the daughter sequence by Freedman and 
Wang39 from the requirement of compatibility between the Regge ex
pansion and first-degree analyticity in an amplitude for unequal mass 
particles. The interrelation between analyticity and Lorentz invariance 
evident in these examples illustrates the difficulty of formulating a non
redundant set of S-matrix axioms. 

The deduction from general principles of the daughter sequence 
reinforces the notion that the number of S-matrix poles must be infinite 
The new element is that now we anticipate increasing-mass sequences 
within which all other quantum numbers remain the same. 

Conclusion 

Let me close this report by emphasizing once again that the S-matrix 
theory of hadrons may require no further essential physical ingredients. 
Properties already identified, with solid experimental backing, are more 
than theorists presently can handle. The problem seems not to be the 
discovery of additional basic principles but rather the understanding of 
the mechanism by which recognized properties manage to be mutually 
compatible. It is here that experiments will continue to play a crucial role. 
After all, nature has somehow managed to solve the fiercely nonlinear and 
circular conditions implied by unitarity in different reactions connected by 
analytic continuation. By looking at enough different aspects of her 
solution we should be able to figure out how she did it. 

A good example of experiment's role in S-matrix theory is the power 
behaviour at high energy with fixed momentum transfer. Observation of 
this behaviour has been a powerful stimulant and its implications are far 
from exhausted. Recently experiments have begun to suggest some kind 
of exponential behaviour in energy when the angle is fixed. Were such 
behaviour established as a general phenomenon it would have a major 
impact. A similar statement evidently applies to the monotonic character 
of trajectories. One hopes that S-matrix asymptotics ultimately will be 
deduced from simpler considerations, but experiments may have to lead 
theorists by the nose to the appropriate mathematical techniques. 

Frequently I have alluded to the difficulties of formulating a clean set 
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of S-matrix axioms. This problem seems more and more to be interlocked 
with the extraction from the axioms of their physical content. A complete 
statement of first-degree analyticity, for example, may require a definite 
procedure by which the singularities, including the poles, are systematically 
located. When and if such a procedure is established it is conceivable that 
second-degree analyticity will turn out to be redundant, the only poles 
consistent with unitarity and first-degree analyticity being Regge poles. 
A related paradox is that traditional axiomatic approaches start with stable 
particles as given, while in a bootstrap regime such a procedure does not 
seem natural. 

Although one must anticipate periods of theoretical frustation over these 
enormously difficult questions, we may be confident that the theory will 
not stagnate so long as experiments are continued. Unless some of the 
apparently established principles are overthrown, there is present in 
analytic S-matrix theory a superabundance of still unexploited physical 
content that cannot be ignored. 
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Discussion on the report of G. F. Chew 

M. Gell-Mann. You have implied that someone who wants to formulate 
theoretical principles governing the electromagnetic and weak interactions 
of hadrons and relate them to those of leptons (which seem so similar) 
would be foolish to introduce local operators: can you give a constructive 
suggestion as to what we should do instead? 
G. F. Chew. I have no immediate suggestion for tackling the problem of 
currents or, equivalently, form factors, except to employ the standard 
dispersion relations with an open mind about asymptotic behaviour, which 
may be related to the question of locality. It seems to me likely that the 
asymptotic behaviour of the form factor is connected to aspects of S
matrix asymptotic behaviour which we still do not understand, such as the 
possibility of exponential decrease in certain directions. 
J. Hamilton. I wish to ask a practical question, in order to understand 
the first part of your talk. How am I to calculate the short range part of 
the interaction in something like the p-meson bootstrap, bearing in mind 
that there is an ellipse of convergence which limits the extent to which 
crossing can be used to calculate the discontinuity across the unphysical 
cut of the partial wave amplitude. Can you tell me how to calculate this 
far away discontinuity, or do you say that the short range part of the 
interaction is unimportant? 
G. F. Chew. I presume that your question about short-range forces is to 
be understood within the finite-channel N/ D framework. As indicated in 
my report, I feel that this approximation has basic defects that preclude 
it ever giving a satisfactory answer to the 'short-range' force problem. 

The new approach based directly on Regge trajectories recasts the 
dynamics in such a fundamental fashion that one has not yet identified 
therein a distinction between force components based on 'range'. This may 
be a hopeful sign that the old 'short range' dilemma can be circumvented. 
J. Hamilton. If that is to be the solution, then it should be emphasized 
that the method you propose would appear to be considerably removed 
from the methods used in those applications of dispersion relations which 
have been successful up to the present. 
F. E. Low. How does one define macroscopic causality? i.e. how would 
one recognize an acausal event that did not violate energy and momentum 
conservation in some co-ordinate system? 
E. P. Wigner. I am afraid I do not have anything very useful to contribute: 
I do not know of any rigorous definition of causality. As Dr. Low already 
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implied a set of events cannot be said to violate causality ipso facto though 
it may not be possible to specify which of the events are the causes of the 
others. 

In practice, the situation is different because one uses also some plau
sibility assumptions. Thus, if two particles collide and then separate, the 
distance of their separation after a given time cannot exceed a certain 
value. In order to arrive at a given distance, they must traverse, during 
the time available, the distance of original separation, and also the distance 
at which they are finally separated, minus twice some reasonable range 
of interaction. Expressed in terms of the S matrix, this means that the 
energy derivative of the phase of the characteristic value must be larger 
than some negative number, proportional to the 'reasonable range' 
mentioned before. 

However, as the reference to the 'reasonable range of interaction' shows, 
this is not a sharply defined condition. 
B. Ferretti. One way of looking to macroscopic causality is to try to 
define an asymptotic velocity of signals and to show that this asymptotic 
velocity has an upper limit which does not exceed the velocity of light 
no matter which is the state of the considered system. This is impossible, 
unless microcausality is valid, if one considers signals between two space
time points. It should be noted that signals between two space-time points 
are completely devoided of any physical meaning. However the definition 
of the asymptotical velocity is possible even if microcausality is not valid, 
if one considers that the source and the detector of the signals are localised 
in a finite space-time region of suitable shape, such that a 'frame of refer
ence of the detector' can be defined (see B. Ferretti, N. Cim., 43, 507, 1966, 
Figure 2). In this case both a space distance and a time interval with its 
sign between source and detector can be defined in an invariant way, and 
so does consequently a speed. 

It can then be investigated whether the requirement of the asymptotic 
upper limit of this speed with increasing distance can be satisfied. 

A number of examples in which this requirement is satisfied, in spite of 
the fact that in these examples the macroscopic causality is not valid, can 
be constructed (see B. Ferretti, N. Cim. 43, 507, 1966 and N. Cim. 43, 
516, 1966). 
R. E. Marshak. You state that you hope to develop a complete theory of 
hadrons and strong interactions on the basis of the bootstrap principle. 
You do not attempt to understand the electromagnetic and weak inter
actions of the hadrons ab initio. Your bootstrap method must therefore 
explain the approximate symmetry groups (broken SU3, asymptotic 
SUa ® SUa group as reflected in the Weinberg sum rules, etc.) that underlie 
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the hadrons and strong interactions and at the same time yield the SU3 ® 
SU3 algebra for the hadron currents as well as P.C.A.C. which works so 
well for the electromagnetic and weak interactions. Is there any chance 
that the bootstrap method can find this structure without inserting the 
answers (octets of particles, suitable parity doubling, etc.) at the beginning? 
G. F. Chew. There is indeed a chance, in my opinion. I suggest that we 
wait until Mandelstam has described his recent work before having 
discussion on this point. 
W. Heisenberg. May I make a remark concerning the question of the 
difference between the bootstrap mechanism and a theory starting from 
a master-field equation. To my mind, the latter adds only two statements 
to those of the bootstrap mechanism. It states the group structure of the 
underlying natural law and it defines the kind of analyticity which should 
be meant by the postulate of causality. Both statements seem necessary, 
since I cannot imagine that the bootstrap mechanism really defines the 
group structure completely (e.g. exact SU2 or only approximate SU2), and 
I wonder whether such terms as maximum analyticity can be defined better 
than by a differential equation. Would your definition of analyticity differ 
from that coming from a differential equation? 
G. F. Chew. In all Lagrangian field theories with which I am acquainted, 
the special angular-momentum values selected by the master equation 
become reflected through a non-democratic particle spectrum. In other 
words, the theories contain first-degree but not second-degree analyticity. 
H. P. Diirr. Chew has mentioned a point which, I think, is important. 
He indicated that one of the difficulties in writing down a master equation 
for elementary particles seems to be that it destroys the democracy of 
elementary particles because it has to be written down in terms of certain 
fundamental fields which have certain transformation properties and hence 
will always single out some particles which have the same properties to be 
more fundamental. 

Hence, it appears that writing down a master equation introduces 
usually more than what Heisenberg has just mentioned, namely certain 
symmetry group properties and a shorthand description of what we mean 
by correct analyticity in the S-matrix language arising from the causality 
requirement, but, in addition, it introduces certain elementary particles, 
as distinct from composite particles. To establish true democracy for all 
particles we hence have to learn how to formulate a master equation 
without introducing an elementary particle. A general prescription to do 
this is not known. However, it is our impression that by formulating 
a local field theory in terms of field operators which do not obey the ca
nonical commutation rules we can prevent this field from associating itself 
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directly with an elementary particle and hence avoid this difficulty. At 
the same time the divergence difficulties can be removed. An alternate 
method, which probably would achieve the same, would be to introduce 
canonical fields but with some kind of non-local interactions. From this 
point of view, it indeed is suggestive to consider the divergence difficulties 
as being closely connected with the introduction of elementary particles 
into the formulation. Perhaps somebody knows a better way how to write 
down field equations without establishing at the same time an elementary 
particle. 
R. Haag. Just a question for information. Is there anything wrong with 
a fixed pole at angular momentum less or equal to 1 ? 
G. F. Chew. There is no compelling reason to exclude fixed singularities 
at low J-values (e.g. at J = t). By definition, however, such singularities 
would violate the idea of nuclear democracy. 
S. Mandelstam. I should like firstly to make some remarks on a dynamical 
scheme based on rising Regge trajectories. As usual we have the four 
ingredients 

(i) analyticity 
(ii) unitarity 

(iii) crossing 
(iv) bootstrap condition. 
As Chew remarked in this talk, the fourth condition is introduced as 

the requirement that there are no Kronecker-delta singularities in the 
J-plane rather than as a requirement involving Levinson's theorem. 

This last requirement, together with the indefinite rise of Regge trajec
tories, can easily be imposed, if we work with equations for the Regge 
trajectories themselves. It is known that one can treat potential theory 
by using such an approach. The approximation made is that the scattering 
amplitude is dominated by a finite number of Regge trajectories-in the 
lowest approximation by one trajectory. The Regge parameters a and {3 
satisfy dispersion relations (this statement is not always true but the 
complications can be dealt with). Unitarity gives us non-linear equations 
for the weight functions. The equations were first proposed, I believe, by 
Zachariasen, and were developed more fully by Cheng and Sharp and 
others. The dispersion relations for a and {3 require subtractions; the value 
of the subtraction terms is determined from knowledge of the potential. 
The results in the one-trajectory approximation are reasonably accurate 
for a wide range of Yukawa potentials, especially if modifications of the 
Regge representation are used. 

In the elementary-particle problem one would use two subtractions 
instead of one in the dispersion integral for a, in order to ensure that the 
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trajectories rise indefinitely. Now the trajectories appear experimentally 
to be fairly straight lines, which suggests an approximation where one keeps 
only the two subtraction terms and neglects the dispersion integral 
entirely. Such an approximation implies infinitely narrow resonances. 
It simplifies the calculations enormously, non-linear integral equations 
becoming numerical equations. Furthermore, numerous correlations 
between resonance parameters have been obtained from current commuta
tion relations or super-convergence relations, and a scheme based on a 
narrow resonance approximation may well include such correlations. This 
point of view has been stressed consistently by Gell-Mann. It is one of the 
advantages of the present scheme that it can be treated in the narrow
resonance approximation. Nevertheless, we can go beyond the narrow
resonance approximation if necessary; we would then have to use equations 
of the Cheng-Sharp type. 

We now come to the question of the subtraction terms in the dispersion 
integrals. Indeed, in the narrow-resonance approximation, the whole 
contribution consists of subtraction terms. In the potential model these 
subtraction terms were introduced from knowledge of the potential; in 
the elementary-particle problem they must be determined from the 
crossing relation. There is no unique way of applying the crossing rela
tions, but one attractive possibility is to use the Reggeized sum rules which 
Chew discussed. He explained how they contain the crossing relation 
within them. 

One has to make several types of approximations. I have already 
mentioned the narrow-resonance approximation. Another approximation 
is in the treatment of the Reggeised sum rule, which is only exact if the 
upper limit of integration is infinite. In practice we have to cut it off above 
a finite number of resonances and, in the lowest approximation, we cut it 
off above a single resonance. One does not then expect accurate results, 
but it is worthwhile to investigate whether the scheme can be implemented 
to give a consistent, reasonable solution which may serve as a basis for a 
more adequate treatment. 

The particular problem I chose was to obtain the pseudoscalar, vector 
and axial-vector mesons as bound states of a baryon antibaryon pair. We 
therefore look at the baryon antibaryon channel, assume that the ampli
tude is dominated by the three trajectories corresponding to these particles, 
and cut off the Reggeized sum rules above the lowest resonance. Since we 
are only investigating one channel we cannot expect to obtain all quan
tities; the same quantities appear as parameters in different channels. For 
example, a meson-baryon coupling constant appears in the contribution 
of a meson resonance to a baryon antibaryon channel, and also in the 
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contribution of a baryon resonance to a meson-baryon channel. We 
therefore have to take certain quantities from experiment if we look at 
the baryon antibaryon channel alone. I defined the unit of (mass) 2 as the 
inverse of the slope of the trajectory, and took the nucleon to have unit 
mass on this scale. I also assumed that the vector trajectory was one unit 
above the pseudo-scalar trajectory and half a unit above the axial-vector 
trajectory. The equations could then be solved to yield reasonable meson 
masses (µ 2 = 0.3 for the vector and pseudo-scalar mesons). It also turned 
out that the ratio of the squares of the coupling constants was positive, 
a feature that was not automatic from the structure of the equations. 

One quantity which could not be calculated from the equations was the 
magnitude of the coupling constants, as the equations were linear and 
homogeneous in these variables. To obtain the magnitude of the coupling 
constant one will have to go beyond the narrow-resonance approximation. 

Another bootstrap calculation based on Reggeized sum rules has 
recently been done by Schmid. He attempted to obtain the p as a bound 
state of the 'TT''TT' channel. By using the Reggeized sum rules at t = m;, he 
was able to avoid making assumptions about the nature of the trajectories. 
He obtained results in reasonable agreement with experiment. 

I should like to make a remark on the subject of the small mass of the 
pion. It has been shown by Gilman and Harari, following a work by Low, 
that certain superconvergence relations involving pion scattering are only 
consistent with saturation by lowest resonances if the pion has zero mass. 
The saturation by the lowest resonance can clearly not be justified theoreti
cally at present, but it is often assumed and does seem to lead to reasonable 
results in some cases. If we do assume it we may thus be able to under
stand the small mass of the pion. In better approximations, where the 
superconvergence relations are not fully saturated by one resonance, the 
mass of the pion will not be exactly zero. 

I should also like to say something about P.C.A.C. We know that 
P.C.A.C. imposes certain limitations on the strong interactions. We shall 
consider the limit where the pion mass is zero; approximate results then 
become exact. One of the restrictions on the strong interactions is that 
threshold pion amplitudes vanishes in certain cases (Adler self-consistency 
condition). Another is that the anti-symmetric part of the amplitude for 
the scattering of pions off any target is equal to a universal constant 
multiplied by the isotopic spin of the target. I would like to indicate how 
these results can be obtained by considering the on-shell strong ampli
tudes alone, without introducing currents. At the moment I do not have 
all arguments sufficiently tight, but I believe they are correct. 

The assumption that we make is that the conspiracy quantum number M 
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of the pion trajectory at t = 0 is equal to 1. This assumption follows from 
the following two facts, both of which appear to be true experimentally 

(i) The interaction of the pion trajectory with nucleons does not vanish 
at t = 0. 

(ii) There is no axial vector particle with mass approximately equal to 
that of the pion. 

It is a feature of conspiracy theory that the ratio of the sense to the 
nonsense amplitudes is determined by the kinematics. In this respect the 
situation at t = 0, where conspiracy theory applies, is different from that 
at t =;6 0, where it does not. Furthermore, with M = 1 (or, in general, 
M =;6 0) and with a trajectory passing through t = 0 at J = 0, which we 
are assuming, the ratio of the sense to the nonsense amplitudes is zero. 
The nonsense amplitudes cannot be infinite without violating the required 
analytic properties in s-t space, so that the sense amplitudes must be zero. 

When we examine carefully the implications of the last statement, we 
realize that they are precisely the Adler self-consistency conditions. If we 
consider a process 7T + A ~ B, 

A 8 

where A and Bare in general multi-particle states, we remind the audience 
that conspiracy theory applies only when all four components of the pion 
momentum are zero (which implies mA = mn). Thus, under these condi
tions, the amplitude vanishes. This is the Adler self-consistency condition. 

To proceed further, let us consider an amplitude 7T1 + A~ 7T2 + B. 

From what we have just said it follows that the amplitude must vanish if 
either pion has all four momentum components equal to zero. Let us ask 
the question whether we can find an amplitude which is linear in the pion 
momenta and which satisfies this condition. It turns out that we can find 
such an amplitude. It has the form 

Aµ(p1 - P2)µ 
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where Pi and p2 are respectively the momentum of 111, and minus the 
momentum of 112• A is restricted by the condition 

This condition looks very much like the so-called gauge condition in 
electrodynamics and has similar consequences. For instance, by following 
Zwanziger's and Weinberg's proof that the interaction constant of a photon 
with a particle is equal to a universal constant times a conserved quantity, 
we obtain a similar result here. The only conserved quantity is the iso
topic spin, and we thus conclude that the anti-symmetric part of the 
amplitude for the scattering of pious against a target is proportional to 
the isotopic spin of the target. This is what we wanted to prove. 

Now that we have obtained these on-shell results, let us consider the 
definition of a current. In the approximation where the pion mass is zero, 
a partially conserved axial current becomes an exactly conserved axial 
current. We shall assume that dispersion relations for currents have 
solutions, though we cannot prove anything in this direction at the moment. 
If we attempt to construct a conserved axial current, we find poles at 
q2 = 0, where q is the momentum vector corresponding to the current. 
It is thus inconsistent to assume the existence of a conserved axial current 
unless there are psudo-scalar particles with m = 0. This is a dispersion
theoretic way of approaching Goldstone's theorem. The coupling of the 
zero-mass particles must satisfy the Adler self-consistency condition. If 
we know that we have such particles in the theory, we have no difficulty 
in constructing a conserved axial current. 

Adler and Weinberg have related the commutator between two axial 
currents to the anti-symmetric part of the amplitude for scattering of pious 
against a target. We can now reverse their argument and, from our result 
about this anti-symmetric part, we can show that the commutator between 
two total axial charges is proportional to the vector charge. If we define 
the current so that the constant of proportionality be equal to one, and 
assume weak-interaction universality in the form that the weak Lagrangian 
involves a current so defined, we obtain the Adler-Weisberger relation in 
the usual way. 
S. Weinberg. Just two short questions to Mandelstam or Chew. Can you 
calculate the coefficient of proportionality in the relation between pion 
scattering lengths and the isotopic spin of the target particle? and could 
you put a 'Reggeized sum rule' on the blackboard? 
S. Mandelstam. To reply to the first question: if we assume weak inter
action universality in the form stated, we can calculate the scattering 
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lengths in terms of g 2 and (gvfgA.) 2 and obtain the usual Adler-Weisberger 
formula. 

To reply to the second question: if an amplitude has an asymptotic 
behaviour 

A(s, t) ,,..._, 2: B;(t){-s }"«t> s-+ O'J 

then the sum rule takes the form 

J
N N"i(t)+l 

ds Im A(s, t) ,...,_, 2: B;(t)--
rx;(t) + s 

where the formula is asymptotically true as N -> oo. 
R. Omnes. Concerning the problem of the asymptotic behaviour at finite 
angles mentioned by G. Chew, I want to mention that, at least in the case 
of 7To7To scattering where crossing is a simple symmetry of the amplitude, 
falling Regge trajectory contribute to this behaviour an exponentially 
decreasing expression e-bs. 

E. C. G. Sudarshan. I wish to comment on the bootstrap method of 
inducing symmetries: in the method pioneered by Cutkosky and followed 
up by several people it is necessary to put in the correct multiplicity of 
particles. In this sense a trace of the symmetry is already inserted at the 
beginning of the bootstrap. 

With respect to the Toller expansion in terms of the 0(2, 1) partial waves, 
I have the following question: since it is known that not all functions 
can be expanded in terms of these 'partial waves' is one making an 
assumption? Or has he (or you) proved it? 
G. F. Chew. A sufficient condition for the expansion is square integra
bility, which in Regge terms means that all poles should lie to the left of 
J = -~. We believe that such a condition should always obtain for 
sufficiently large negative values of momentum transfer squared. By 
analytic continuation from such a region the general partial-wave ampli
tude may be defined .. 
A. Tavkhelidze. Question: Were Reggeized sum rules used for bootstrap 
investigation? 

Remark: The reggeized sum rule is a consequence of analyticity and 
Regge behaviour at infinity. This sum rule connects the low-energy part 
of the scattering amplitude with high energy behaviour and has been 
shown to be in a good agreement with experiments. 

The requirement that the low energy part be described by resonances 
alone is an extra condition. · 
G. F. Chew. This condition seems reasonably well satisfied. Once this 
additional approximation is invoked, the type of theoretical bootstrap 
calculation described by Mandelstam becomes possible. 
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Introduction 

Quantum theory of fields was invented about forty years ago to provide a 
proper formulation for electrodynamics but was soon extended to cover 
electron, meson and nucleon fields. The theory of quantized free fields 
automatically furnishes symmetric or antisymmetric many particle wave 
functions according as the quantization is by commutators (as in the case of 
the radiation field) or by anticommutators (as in the case of the electron 
field). Indeed, Pauli was able to show that as long as the usual finite
component wave fields were used, consistency of quantization implied the 
usual connexion between spin and statistics: with symmetric wave func
tions being associated with integer spin fields and antisymmetric wave 
functions with half integer spin fields. During recent years it has also been 
recognized that proper Lorentz invariance for finite-component wave 
fields implies the so-called TCP invariance. In this scheme the quantized 
fields are not numerical functions of space and time but operators; or 
more properly, operator-valued distributions. And it is possible to discuss 
the theory of quantized free fields in a mathematically satisfactory manner. 

The situation is quite different for the theory of interacting quantized 
fields. For example, in quantum electrodynamics the analogy with classical 
electrodynamics would suggest an interaction energy density 

e ip(x)y;.'ljJ(x)A;.(x) 

where 'lfJ(x) is the spinor field of the electron and A;.(x) is the vector field 
of the photon, and e is the numerical electric charge of the electron. It is 
somewhat more satisfactory to consider a properly symmetrized expres-
sion 

H/9y?.)rsf1PJ(x), 1jJ8 (x)] 

for the current in place of ip(x)y;·'lfJ(x). If we compute the lowest order in 
the interaction we recover the results of the unquantized theory including 
both stimulated and spontaneous emission. 

* Work supported by the United States Atomic Energy Commission. 
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This same interaction density however leads to meaningless, formally 
divergent answers when the effects of the interaction are computed to a 
higher order. This divergence can be traced back to the local coupling of 
the electron current and the radiation field and appears in other theories of 
interacting quantized fields like the pion-nucleon interaction. From a rigor
ous mathematical point of view the local coupling is not allowed in the form 
in which it stands; since fields may be thought ofas distributions, the local 
product of such quantities is not in general defined. In other words the 
interaction density itself is mathematically undefined. 

About twenty years ago it was realized that it is possible to extract 
meaningful answers to a variety of questions involving the interaction of 
electrons and photons from quantum electrodynamics, answers which are 
free from infinities provided we express the transition amplitudes in terms 
of the 'observed' mass of the electron and the 'observed' value of the electric 
charge. With the aid of the renormalization technique it has been possible 
to compute the field-theoretic modifications (radiative corrections) to 
such things as the electron magnetic moment and atomic energy levels. 
The results obtained are in remarkable agreement with experiment. 

Nevertheless there are reasons not to be satisfied with such a quantum 
theory. First of all, the interaction density that one had started out with is 
still meaningless and the existence of a field operator for the interacting 
system is unlikely. Furthermore one can try to compute the mass shifts 
(i.e. the differences between the observed mass and the mass parameter in 
the starting Lagrangian) and they turn out to be infinite. The renormaliza
tion method, as it stands, is unable to treat other field-theoretic interactions 
like the chiral V-A interaction responsible for muon decay. Finally, we 
would like to have a quantum field theory in which the primary fields are 
themselves suitably defined operators. Within the usual framework of 
quantized fields which are operator-valued distributions in Hilbert space 
it does not seem possible to describe a system with a local interaction. 

Much effort has been made in recent years to undertake a systematic 
and mathematically rigorous study of those general features of quantum 
field theory which are common to all local field theories. The hope has 
been that in the course of such a study we would learn about the correct 
method of describing interacting fields. A beautiful theoretical framework 
has resulted as the by-product of these studies, but the basic question has 
eluded solution so far. The examples of fields known so far include free 
fields and certain modifications of free fields like generalized free fields, 
convex sum of free fields and certain fields which may be though of as 
polynomials in these fields. It is my understanding that all the results 
obtained so far are consistent only with free fields (in a suitably generalized 
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sense), being compatible with the rigorous mathematical formulation. In 
view of this it becomes desirable to study the nature of a quantum field 
theory with local interaction densities in which we can avoid the divergences 
which enter the usual formulation. 

Even within the renormalization framework it would be desirable to 
avoid the explicitly divergent quantities. A device of this kind is the method 
of auxiliary masses or regularization; in this method a formal rule is given 
to associate a convergent integral depending upon certain auxiliary mass 
parameters with each divergent integral in the perturbation expansion for 
any amplitude. The procedure as originally formulated was a covariant 
method of making divergent integrals finite by an explicitly covariant cut 
off. It was not derived from the basic formulation of the quantum theory 
nor does it assure the existence of the interacting field, as a properly defined 
mathematical entity. We may view regularization as a prescription to 
substitute a new set of algebraic expressions for the divergent ones deduced 
from the local interaction theory. It was simply an arbitrary but effective 
cut off, a veritable bed of Procrustus. A mathematical formulation in 
terms of fields can be constructed for this invariant regularization scheme 
by a slight extension of the method of convex combination of fields which 
we shall outline in a later section, but the field theory so constructed lacks 
so many of the desirable features for a field theory that it is of no particular 
interest. We are forced to conclude that the regularization method of 
Pauli and Villars and of Feynman does not provide the basic idea for a 
new theory of quantized fields. 

The regularization method of removing infinities, however, recalls 
attention to a possible generalization of the mathematical framework of 
quantum mechanics that was discussed by Dirac several decades ago. This 
is the possibility of using a linear vector space with an indefinite form for 
the inner product as the space of state vectors. We shall refer to such a 
space as an 'indefinite metric space', and to a quantum field theory formu
lated in such a space as an 'indefinite metric field theory'. In such a theory, 
we must be careful in the physical interpretation of transition amplitudes 
as probability amplitudes since physical probabilities should be non
negative. The proper identification of physical amplitudes is part of the 
dynamical problem in an indefinite metric quantum theory. 

In the following sections of this report we shall develop a meaningful 
relativistic quantum field theory with local interactions in an indefinite 
metric space. This theory yields transition amplitudes which have some 
superficial resemblance to those obtained by regularization but they are 
essentially distinct. The mathematical structure of our theory is quite 
different from that of the field-theoretic version of regularization. In the 
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course of the presentation we shall pose and solve the question of identifica
tion of the physical probability amplitudes. 

Quantum theory in indefinite metric spaces 

In the quantum mechanical description of natural phenomena it has been 
found very convenient to think of physical states as constituting a vector 
in a linear space1. This is the mathematical expression of the principle of 
superposition. The correspondence between the physical state and the 
mathematical vector must be capable of yielding the probability amplitude 
statements of quantum theory. Therefore, we require that the linear space 
be equipped with a bilinear inner product (BI A) between any two states 
IA) and IB) which satisfy the following requirements: 

(Bl {c1 IA1) + c2 IA2)} = c1(B I A1 ) + c2(B I A2) (linearity) 
(1) 

(B I A) = ((A I B)) * (hermiticity) 

The probability amplitude for a physical state (corresponding to) IA) 
being found in the physical state IB) is now identified with the inner 
product (B I A). The probability amplitude is complex but we must 
demand, as a minimum requirement, that the amplitude for IA) being 
found in the state IA) has unit absolute value. Hence physical states are 
normalized; furthermore IA) and c IA) denote the same state if c has unit 
absolute value. We know that 

(<A I A))* = <A I A) 

so that the 'square' of any vector is real. We have now three possibilities; 
it may be positive, negative or zero. In the conventional scheme of quantum 
mechanics we further demand that 

<A I A)> O; IA)¢ 0. 

In such a case we have an inner product space (over complex numbers) 
with a positive definite metric. With certain additional mathematical 
restrictions (completeness and separability) we may identify the physical 
states as normalized vectors in a Hilbert space. We are interested in 
exploring the possibility of relaxing this requirement. (Ifwe only consider 
(A J A) ~ 0 we get what is sometimes called a pre-Hilbert space. By 
considering the equivalence classes of all vectors modulo those vectors 
with zero norm we get a standard Hilbert space). Such a general inner 
product space is sometimes referred to as an indefinite metric Hilbert 
space, though it is an unhappy choice of names (especially since the 
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questions of Cauchy sequences etc. are not normally considered). We 
shall simply refer to them as indefinite metric spaces. 

When the states are identified with a linear (definite or indefinite 
metric) inner product space, the dynamical variables are identified with 
linear operators in such a space. The lack of simultaneous measurability 
of two dynamical variables will correspond to the noncommutability of 
the respective linear operators. The expectation value of a dynamical 
variable ; in a state IA) is identified with the quantity: 

(;')=(Al; IA) 

provided IA) is normalized. It is more satisfactory to write 

(;) = (Al; IA)/(A I A) (2) 

in which case the state normalization is irrelevant. If the linear operator 
; has as an eigenvector the state IA) with the eigenvalue :r we get 

(;) = x 

so that the expectation value and the eigenvalue coincide. 'Real' dynamical 
variables ought to have only real expectation values. This is assured if the 
operators are Hermitian (with respect to the inner product): this means 
that ; must have the property 

where 
(Bl (;I A)) = (B' I A)* 

IB') =; IB) 

for any two states IA) and IB). It is then easy to show that; has only real 
expectation values. Let us write 

IA')=; IA). 
Then 

((Al; IA))*= ((A' I A))*= (A I A')= (Al ; IA) (3) 

so that ( ;) is real. This statement is equally valid whether the metric is 
positive definite or not. 

The essential difficulty in using an indefinite metric space is the following: 
If IA) is any normalized state then (BI A) is the probability amplitude that 
a measurement will find it in the state IB). For a positive metric this 

* A unique correspondence between a ket vector IB> and a bra vector <Bl is pre
supposed. 
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amplitude has an absolute value less than unity. But if we have an in
definite metric, for suitably chosen states this amplitude may have an 
absolute value larger than unity. In this case the probability interpretation 
breaks down, unless some restriction is placed on which kind of vectors may 
be made to correspond to physical states. The simplest possibility is to 
restrict the physical states to be a nonnegative metric (linear) subspace 
of the larger indefinite metric space. We may refer to these spaces as the 
'small' space and the 'large' space respectively. The metric in the 'small' 
space is to be positive definite. Physical observables must be represented 
by linear operators in the 'large' space which, however, leave the 'small' 
space invariant. 

If this circumstance obtains the question could be asked: why bother 
with the large space? The answer to this lies in the fact that all efforts to 
construct local relativistic field theories describing interactions have been 
beset with a variety of difficulties which seem to persist as long as the 
quantized fields are considered as linear operators in a positive definite 
metric space. One possibility out may be to consider nonlocal relativistic 
field theories; but it has been found difficult to assure the relativistic 
invariance of such theories. There is now the option to relax the re
striction on the metric: we can consider a local relativistic interacting 
field theory in a linear inner product space with indefinite metric. The 
ambiguities and differences which plague field theory can be removed in 
certain versions of such a theory. We shall show below how to construct 
a simple Lagrangian field theory and how to identify and isolate the 'small' 
space of physical states. We may thus answer the question raised above. 
We want to deal with the 'large' space because it is in this space that we 
have local relativistic fields2• The locality is destroyed when we restrict 
attention to the small space. 

Covariant Lagrangian theory and its diseases 

Let us now recapitulate the usual scheme in Lagrangian field theories. 
We may consider the simple case of a spin t (fermion) field of (bare) 
mass m in interaction with a spin 0 (boson) field of (bare) mass µ. The 
free Lagrangian density for the system is given by: 

(4) 

and the interaction density is 

(5) 

In the interaction picture the operators satisfy free field equations of 
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motion and commutation relations: 

(i~ - m)'lfJ = 0 

(02 + µ2)</; = 0 
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o(x0 
- y0){'1fJ;(x), 'lfJlY)} =ors o(x - y) (6) 

o(XO - y0)[rp(x), o0rp(y)] = io(x - y) 

o(x0 
- y0)[rp(x), 'ljJ,(y)) = 0. 

o(xO - yO)[(}Orp(x), 'lj),(y)] = 0 

The S-matrix is given by the infinite sum: 

S = 1 + J
0 
~n! J d4x1 • • • J d4xnT(.Y~(x1) • • • Y~(xn)) (7) 

where T stands for the time ordering operation. By purely mathematical 
calculations we can, in principle, calculate the scattering matrix from this 
S-matrix. The technical steps in the covariant calculation involve the use 
of Wick's rule to convert the time ordered product into a linear combination 
of normal products with the contraction functions as coefficients. These 
in turn lead to Feynman's rules for the graphical computation of scattering 
matrix element using propagators, and enables us to compute quantities 
like scattering and production amplitudes. But before these computations 
can be physically interpreted two questions have to be resolved. 

The first one involves the fact that the interaction itself modifies the masses 
of the fermion and the boson. These mass shifts themselves can be computed 
as power series in the coupling constants. We must consider the total 
Lagrangian to describe particles with this new mass. This is the problem 
of mass renormalization. It may be restated in the following fashion. 
Let us consider the mass renormalized free Lagrangian to be 

where m0 and µ0 are the observed fermion and boson masses, but then the 
interaction Lagrangian is to be viewed as: 

Y~o = g'fJYs7P<P + (mo - m)'fJ'lfJ + !(µ~ - µ2)ef;2 (51) 

and the S-matrix is to be considered as being given by the power series: 

S0 = 1 + i; in Jd4x1 • • ·Jd4xnT(£'0(x) · · · ,?"~0(xn)). (71
) 

n=l n! 

This mass renormalization is an essential step in the physical interpretation 
of the theory and has nothing to do with the infinities which appear in the 
perturbation expansion3• It is to be noted that in this form, the interaction 
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Lagrangian Jt'0 is not linear in the coupling constant g but the higher 
order terms are determined by the term linear in g. 

The second difficulty is the fact that all except a few lowest order S
matrix elements are infinite in each order. This comes about from the 
divergence of the integrals over the contraction function due to the con
fluence of the arguments: and thus can be traced directly to the local 
structure of the interaction gipy51.J!cp. In terms of Feynman's rules these 
divergences appear as too slow decreases of the product of the various 
propagators; they are therefore sometimes called 'ultraviolet divergences'. 
The natural remedy seems to be to consider nonlocal interactions (which 
would introduce damping of the high frequency contributions at the 
vertices); or to consider propagators which decrease faster. We shall 
discuss these remedies in turn. 

Nonlocal interactions destroy the foundations of the dynamical theory 
and of the justification for the equations of motion, unless they continue 
to be 'local-in-time' i.e. treat space and time asymmetrically4• By no 
means is this logically unsatisfactory, though we would have to verify in 
detail that, despite this, the theory is truly relativistic. Except in certain 
very special cases (which we derive by restriction of an indefinite metric 
theory) no relativistic nonlocal field theory which is local-in-time is known. 
The suggestion is that the use of indefinite metric to obtain a local finite 
field theory in the large space which then gets suitably restricted is the 
most direct method of constructing such theories. 

The other alternative of trying to obtain propagators which fall off 
faster than usual (inverse first power for fermions, inverse second power 
for bosons) suggests the use of higher order wave equations. Such 
equations have been studied extensively; and are known to imply an 
indefinite metric in local Lagrangian field theories. The direct treatment 
of such a system is in terms of an indefinite metric model of the kind 
discussed below. 

The Lagrangian scheme that we have outlined above and the perturbation 
expansion are mathematically unsatisfactory in many ways. One can 
first of all note that the fields are not linear operators but operator-valued 
distributions; and to get genuine operators we should perform a space 
average of these fields with suitable testing functions. Once this is 
recognized, we may continue to take the liberty of dispensing with the 
explicit reference to such distribution-theoretic refinements. But we have 
to be careful not to talk of products of field operators at the same space
time point without examining the mathematical existence of such a 
quantity. For free fields (or for fields in interaction picture) a three
dimensional smearing is enough to produce genuine (unbounded) 
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operators but the products of such operators at the same point do not 
exist in general. The product ip(x)y51fJ(x) for example does not exist; 
consequently, it is not possible to give any precise meaning to the inter
action term gip(x)y51p(x)cfa(x). The perturbation expansion, in its turn, 
is not mathematically well defined; and so on. As long as we have to 
take the product of local fields at the same point we would continue to 
have these mathematically ill-defined quantities, if we work with a positive 
definite metric space. We shall see below that these mathematical am
biguities would themselves be overcome at the same time as the per
turbation theory is made free of infinities by a suitable indefinite metric 
theory. 

Relativistic particle theories: Conflict between covariance and locality 

Relativistic quantum theory of particle interactions (without the inter
mediary of local fields) have been studied for quite some time beginning 
with the work of Eddington, Peierls, Pryce, Thomas etc.5 In these 
theories the primary dynamical variables are particle variables and the 
equations of motion describe the motion of these particles. The formalism 
of this theory is explicitly noncovariant but nevertheless relativistic. If 
we use the canonical formalism we may describe this framework as 
follows: in a relativistically invariant theory there should be ten dynamical 
variables Pa, Ja> Ka, Jit!, which are the generators of space translations 
(linear momentum), space rotations (angular momentum), 'boosts' 
(moment of energy) and time translation (energy). They satisfy the 
commutation relations of the generators of the Poincare group. The 
linear and angular momenta have the same form for free particles and for 
interacting particles. But, by definition, the Hamiltonian should contain 
an interaction term. But then the commutation relation 

(8) 

shows that the 'boost' generator should also be modified by the inter
action. It is then to be expected that the relativistic transformation of the 
trajectories of particles are no longer manifestly covariant; to the extent 
that the interaction is nonvanishing the boost transformations also 
deviate from the transformations for free particles. In other words, 
(local-in-time) relativistic interacting particle theories cannot be mani
festly covariant.* 

* The local-in-time generator formalism of references 5 and 7 has been further 
developed by I. Prigogine and collaborators to provide the foundations of relativistic 
statistical mechanics. 
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If we give up the notion of a local-in-time dynamical system it is possible 
to devise relativistic interacting dynamical systems6• These systems are, in 
a certain sense, the analogues of the covariant nonlocal field theories. 
Probability conservation in such theories seem to be meaningful only 
asymptotically and the same seems to be true of energy and momentum 
of the system as well. The unitarity of the S-matrix in such relativistic 
quantum theories has not been explicitly demonstrated though there is no 
reason to think that it is not unitary. 

But, if we demand both the 'local-in-time' property and manifest 
covariance it becomes impossible for the theory to have any interaction7• 

Hence, in terms of particle variables it seems impossible to have a relativistic 
Lagrangian theory for interactions. 

It thus appears that the simplest kind of covariant relativistic theory is a 
local Lagrangian field theory and we must therefore deal with the apparent 
diseases of such a theory directly. The local-in-time nonlocal relativistic 
theories are the relativistic version of action-at-a-distance mechanisms 
characteristic of ordinary particle mechanics. To eliminate this manifest 
nonlocality and apparent noncovariance we may introduce new dynamical 
entities like the electromagnetic or meson fields which mediate the inter
action. In this fashion action-at-a-distance becomes action-by-contact 
within the enlarged framework. This enlargement of the theory has proved 
its merit in both electrodynamics and nuclear interaction; and may be 
thought of as the realization of Hertz's idea8 that all forces are due to 
'concealed motions' and 'concealed entities' (but within a relativistic 
quantum framework!). While in many cases the new dynamical entities 
by themselves do not demand a change in the metric of the linear space, 
but the Coulomb interaction between charged fields does demand that a 
manifestly covariant local relativistic form inevitably leads to an indefinite 
metric for the linear space9• The nonlocality that we are most interested in 
is one somewhat unrelated to this: it is a nonlocality dictated by the need 
to remove ultraviolet divergences. In a manner of speaking, just as 
Yukawa's hypothesis introduced new dynamical entities to eliminate the 
'form factor' of nuclear collisions (i.e. the nuclear potential), here we 
introduce new dynamical entities by enlarging the small (physical) space 
so as to eliminate both the ultraviolet divergences and any nonlocal 
'form factors' of the field theory. 

Since the time Dirac introduced the indefinite metric into the space of 
quantum states10 there have been various cases of field theories and models 
where second quantization has involved the use of an indefinite metric space. 
An example which is not always recognized as such is the regularization by 
the aid of auxiliary masses and fields11• While regularization is sometimes 
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viewed as a mathematical technique to handle the ultraviolet divergences, 
to place it on a Lagrangian basis and even to restore unitarity into the 
perturbation expansion, quantization requires the use of auxiliary fields, 
at least one of which satisfies commutation relations with the 'wrong' sign. 
This, in turn, implies the use of an indefinite metric space. Higher order 
wave equations of the kind considered by Green and by Pais and Uhlenbeck 
also introduce an indefinite metric12• Finally Heisenberg's unified theory 
of elementary particles13 is formulated in an indefinite metric space14• 

The usual objection to an indefinite metric theory is that in view of the 
appearance of negative probabilities a consistent reinterpretation would 
actually lead to an elimination of the indefinite metric as far as physical 
states are concerned. The point of view that we shall pursue is that an 
indefinite metric theory with local interactions may be the simplest and 
most elegant method of constructing a relativistic quantum theory that is 
equivalent to a nonlocal relativistic theory with a positive definite metric. 
Manifest covariance for interacting fields makes an indefinite metric 
inevitable, but this prospect is not viewed with alarm. A general invariant 
method of introducing a subsidiary condition is outlined which defines 
the 'small' physical subspace. In general these subspaces are positive 
norm eigenstates of the S-matrix. 

Covariant field theory in an indefinite metric space 

Reconsider the simple model of a fermion field 'If in interaction with a 
pseudoscalar field <f. We found that in the interaction terms gipy5'1f<f 
the quantity ipy5'1f was ill-defined. We now extend this model by writing 

(9) 
and 

o(x0 - y0){'1/l~i>\x), 'lf;k>(y)} = r;1k ors o(x - y). (10) 

We choose the matrix r;i7' to be diagonal 

-r;ll = r;22 = r;33 = -1 (11) 

j ;;6 k. 

With this understanding, the product o/y5'¥ is well-defined mathematically 
and it is plausible that the perturbation expansion makes sense term by 
term. We now define the free Lagrangian and the interaction term as 
follows: 

2 = 2: ip<1>(i¢ - m)'l/lu> + -Ho•<f)(o.<f) - lµ2 <f2• 
j 
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The mass renormalization is to be carried out in essentially the same form 
as usual (except that the counter terms are matrices) and we could proceed 
to calculate the 'large' S-matrix by perturbation theory in the interaction 
representation: 

S = 1 + J
1 

~'! J d4x1 • • J d4xnT(Yif(x1) • • • Jf'(xn)). (13) 

The Feynman rules for this theory can be deduced from this expansion. 
We see that from every normal fermion line in a Feynman diagram we 
have the same diagram with a fermion line corresponding to each auxiliary 
field in place of it. In particular, since the internal lines come from the 
'contraction' of two fermion fields if we absorb the factors lc(i>j 2 into the 
internal lines from the fields the vertex can be considered independent of j. 
We can thus deal with one diagram with an effective propagator (which 
is also the contraction function for the effective field'¥): 

S(x - y) = lc1J
2 S(x - y; m~1» - jc2J

2 S(x - y; m~2» 

- jc3J
2 S(x - y; m~3» (14) 

for each internal fermion line to represent all diagrams with three different 
kinds of internal lines. If we write the ordinary fermion propagator 
(for mass m) in momentum space in the form: 

S(p; m) = (p - m + iE)-1 

the effective propagator becomes: 

S([!) = Jc11 2 (p - m~1 > + iE)-1 - lc212 ([! - m~2 > + iE)-1 

- lc3 1
2 (p - m~3l + iE)-1

• (15) 

In order to remove ultraviolet divergences it is sufficient to require that 
the effective propagator falls off as fast as p-3 for large values of the 
momentum. This can be achieved by the two regularization conditions: 

2, r;jkCh = O; 
i.k 

2, r;ikm7, 1cJcl = 0. 
J.k.l 

(16) 

As long as the masses are different these equations can be solved for the 
c, to obtain: 

(1)2 (3)2 

[ ,(2J/c(1>]2 = mo . - m0 • 
c (2)2 (3)2 ' 

mo - mo 

and the effective fermion propagator becomes: 

2 ., 2 ., 3 

S(p) = lci!2 (m&1> - m~2>)(m~1 > - m&3>)IJ (p - m0w + iE>-1. (17) 
J=l 



E. C. G. SUDARSHAN 109 

With this propagator all integrals (except the uninteresting vacuum loops) 
over internal momenta converge. 

It is interesting to observe that the fast decrease of the propagator can 
be thought of as a superconvergence requirement so that the regularization 
conditions are the corresponding sum rules. Similar superconvergence 
requirements and sum rules are expected for the complete propagator in 
this theory. 

A treatment of this kind for the internal lines automatically leads to the 
'negative norm particles' (i.e. quanta of the fields with the 'wrong' sign 
of the commutation relations) in the external lines. These 'ghost' particles 
in the initial and final states are dictated by the Lagrangian theory; they 
are essential for preserving the unitarity of the 'large' S-matrix with 
respect to the indefinite metric. However their inclusions in the initial 
and final states of a physical process leads to a variety of problems with 
the probability interpretation. We must therefore deal with the question 
of the selection of physical states. 

\ 
p' p+k p p' p-k' p 

Boson-fermion scattering diagrams. 

Let us consider, for illustration, the elastic boson-fermion scattering. 
In the lowest order, two diagrams contribute to this process. They yield 
a scattering amplitude which may be written (apart from a numerical 
factor) in the form 

M = ii(p')y5{S(p + k) + S(p - k')}y5u(p). (18) 

If we choose the fermion and boson masses such that the higher mass 
fermion states cannot be produced at the energy for the collision, the 
external lines correspond to the physical fermion only. The S-matrix 
element would therefore be not only unitary with respect to the 
indefinite metric but with respect to the positive definite metric of the 
physical states also. This amplitude has poles in the energy squared 
variable s = (p + k)2 at the values corresponding to the squares of each 
of the masses. We note that this scattering amplitude is crossing symmetric. 

As the energy of the coUision is increased it becomes energetically 
possible to produce the ghost particles. Even in the second order of 
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perturbation we will have S-matrix elements that correspond to the 
reactions: 

normal fermion + boson ->- normal fermion + boson 
normal fermion + boson+±: ghost fermion + boson 

ghost fermion + boson _. ghost fermion + boson 

The large S-matrix would be isometric with respect to the indefinite metric 
but would not be probability-conserving for the normal-to-normal 
transition alone. To obtain a consistent theory we select the eigenstates of 
the large S-matrix with positive norm2• These states will form a subspace 
which has a positive definite scalar product (by construction!). Hence the 
S-matrix restricted to this subspace will have to be unitary and hence 
probability-conserving. Let us carry out this calculation also to second 
order. In this order the state 

{b1vP>(p) + b2'1/P>(q') + b3 '1fJ<3>(q")} \0) 

is an eigenstate of the S-matrix provided q' and q" are chosen to yield 

(q' + k) 2 = (q" + k)2 = (p + k)2 = s 
and b1 , b2 , b3 are three constants to be determined. There would be three 
such eigenstates which would reduce to the three fermions as the coupling 
constant approaches zero. The detailed calculations are somewhat 
lengthy to be reproduced here but it involves nothing except diagonalization 
of a 3 x 3 matrix. The determination of the stationary states of the S
matrix is not altered in principle by proceeding to a higher order in the 
perturbation expansion14• The large S-matrix element is a 3 x 3 matrix 
in the fermion type index j. We diagonalize this matrix and select that 
state which reduces to the physical (positive norm) fermion channel 
when the coupling constant is made to approach zero. 

It is in this identification of physical states that this theoretical frame
work differs essentially from regularization theory. And it is a consequence 
of our insistence that the regularization of propagators be due to the exten
sion of the linear space to contain an indefinite metric. In a Lagrangian 
scheme the modification of internal lines must be inevitably associated 
with a modification of the treatment of the external lines. 

These considerations apply equally well to other theories. If we consider 
only self-interacting bosons, only one ghost field needs to be introduced 
for each normal field to make the theory meaningful. 

Particle notions in an interacting field theory 
It is generally assumed that physically interesting relativistic quantum 
field theories are capable of a particle interpretation and that all dynamical 
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statements can be transcribed in terms of particle interactions and 
scattering amplitudes. So far no one seems to have succeeded in con
structing an interacting relativistic field theory free from mathematical 
objections. If it becomes necessary to proceed to an indefinite metric 
theory to eliminate the mathematical difficulties, we should reexamine 
the particle notions in field theory to be able to see to what extent the 
physical identification discussed above is compatible with them. 

The vacuum state is invariant under all Lorentz transformations and 
the one-particle states (belonging to a definite particle type) constitute 
irreducible manifolds with respect to the Poincare group. These states 
are 'steady' and nondegenerate: that is, a state with a definite value of the 
energy, helicity and linear momentum (together with any other 'internal' 
symmetry label that may be relevant) belongs to only one such manifold. 
The multiparticle states are not irreducible; they are not steady and 
their 'composition' in terms of the constituent particles may change by 
virtue of scattering. 

It is easy to specify what is meant by a two-particle system when they 
do not interact. For an interacting system we may say that a certain 
state belongs to a two-particle system if there exists a manifold of states 
(of the interacting system) containing the state in question and closed 
under all relativistic transformations which is isomorphic to a manifold of 
states (within the same values of the momentum and helicity) of a non
interacting system of two particles. The need to introduce such an 
elaborate definition is that in a quantum field theory the states are not 
defined directly in terms of particle observables. So that particle concepts 
have to be introduced from outside and are to a certain extent arbitrary. 
The particle interpretation of a field theory is not uniquely defined by the 
field theory alone but depends on the choice of the construction of particle 
variables. 

Let us recall the con:figurational notions associated with a two-particle 
state. The 'distorted two-particle wavefunction' is the expansion coefficient 
for the state of two-particle system in terms of the two-particle states of 
the noninteracting comparison system. There is also the intuitive notion 
of measurement of one-particle properties 'when the other particle is far 
away'. This implies the existence of classical apparatus which converts 
the two-particle system into a one-particle system; the measurement of 
one-particle properties can then be made on the state so prepared. The 
detection of one-particle properties thus presupposes an operation by 
means of which the other particle may no longer belong to the quan
tum mechanical state on which the one-particle measurements are 
performed. 
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Within the indefinite metric framework some of these characterizations 
have to be modified. The no-particle, one-particle and multi-particle 
states can still be identified, though the representations of the Poincare 
group are not necessarily unitary. But those states that can be interpreted 
as physical states must furnish unitary representations; the particle 
interpretation must be in accordance with this limitation. We must also 
satisfy the intuitive notion that a physical one-particle state can be 
produced by 'removing the other particle' from a two-particle state. 
Now, the physical two-particle state was identified by taking 'steady 
states' (i.e. eigenstates of the S-matrix) with positive norm. Since, by 
definition, physical operations can connect physical states with physical 
states only, the operation of isolating a component ghost particle cannot 
be physical. This nonanalyzability of the physical states is fundamental to 
the framework and distinguishes these states from the analyzable eigen
amplitudes for scattering of two coupled physical channels. 

The treatment of the external lines thus developed is the following2 : 

Compute all relevant transition amplitudes in the theory and thus con
struct the generalized S-matrix of the theory to any desired degree of 
approximation. No infinities are encountered at any stage of the per
turbation series calculation. The physical states are now identified with 
the positive norm eigenstate of the large S-matrix which reduces to the 
two-particle state of positive norm particles in the limit of vanishing 
coupling. 

Relation of indefinite metric theory to nonlocal theories 

We can observe that the effect of introducing the indefinite metric and 
the ghost particles is to change the effective fermion propagator and 
simulates a nonlocal coupling. Consider for example the equation of 
motion for the fermion fields 

(i{j - mi)1Pw(x) = 2; gch<f>(x)y51JJ(k)(x) = gc1<f>(x)y5;(x) (19) 

" where 
;(x) = 2; c1c11/">(x) 

le 

_ {+c1 ;j=l 
c1 =C/YJ;= .·_ -c; , J - 2, 3. 

These equations have the (formal) solution: 
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This could be transcribed into the form 

where 

;(x) = ; 0(x) + g J G(x, y)y5</J(y);(y) d4y 

si(x) = mx) + g J H 1(x, y)y5</J(y);(y) d4y 

s2(x) = sg(x) + g J H2(x, y)y5</J(y);(y) d4y 

G(x, y) = 2: r;1S;(x - y) 
j 

H 1(x, y) = 2 a1r; 1c1S;(x - y) 
j 

H 2(x, y) = 2: b 1r; 1c1Slx - y) 
j 

s1(x) = 2: a111/i\x) 
j 

s2(x) = 2: b111P>(x). 
j 
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By a suitable choice of the parameters c1 we make G(x, y) have a Fourier 
transform that falls off as fast as p-3• The quantities H 1(x, y) H 2(x, y) do 
not fall off as fast; at least one of them can fall off no faster than p-1• 

But the only essential propagation function is G(x, y). This regularized 
G(x, y) is related to the ordinary Green's function S(x - y, m1) by an 
integral transform: 

G(x, y) = J K(x, z)S((z - y), m1) d4z (21) 

with 

K(x, z) = (27T)-4 lcil2J (m1 - m2)(m1 - m3) ei91<x-zl d4p. (22) 
(JI - m2)(!1 - m3) 

The kernel K(x, z) may now be seen to be translation and Lorentz 
invariant, and has the effect of eliminating the light cone singularities of 
S(x, y) of the o and 01 types to yield the regularized function G(x, y) with 
no singularities on the light cone13 • This is the simplest way to see that the 
indefinite metric theory is essentially a relativistic nonlocal theory. 

In spite of this effective nonlocal interaction the analytic structure of the 
amplitude and the dispersion relations satisfied by the scattering amplitudes 
can be exhibited. We have already seen that, at least in perturbation 
theory, the amplitudes have the usual form apart from a regularization 
of the propagators. Hence (to the extent that the renormalized masses 
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continue to be real) the analyticity domain derived for perturbation theory 
amplitudes would be valid for the indefinite metric theory also. Once the 
physical states have been identified as being spanned by the steady states 
with positive norm, we can get the usual unitarity requirement on these 
amplitudes. In particular, if the theory is time-reversal invariant we could 
relate the imaginary part of the amplitude to quantities bilinear in the 
amplitude15• Thus 'causality' (i.e. upper half-plane analyticity) would be 
valid for a time-reversal invariant indefinite metric theory even though it 
has an effective nonlocal interaction! 

It can in fact be shown in simple models that the solutions for scattering 
amplitudes are analytic functions of the square of the coupling constant 
and can be analytically continued to obtain the solutions for an indefinite 
metric theory15• Once we have obtained an amplitude in the indefinite 
metric theory it is necessary to make a proper identification of the physical 
states and this will introduce new analytic functions of the external 
momenta as factors in the definition of the physical scattering amplitude. 
It appears that these constructions can be implemented in a realistic 
theory of interacting fields14• 

The relationship between the local indefinite metric formalism and the 
nonlocal positive metric formalism can be illustrated by a parallel situation 
in (first quantized) relativistic theory. For describing a spin t particle 
of finite mass in relativistic theory we need a two-component wave function. 
For an interacting spin t particle, say the electron in an (external) electro
magnetic field we could still make use of the same scheme, at least when 
the external field is not too strong. However the description of neither 
the free particle nor of the interacting system can be manifestly covariant. 
And relativistic invariance demands that the electromagnetic interaction 
be nonlocal and nonlinear. This was known from the work of Darwin17 

and seen most clearly from the F oldy-W outhuysen-Tani transformation18• 

On the other hand the increase in the number of components from two to 
four enables Dirac to write down a covariant wavefunction; and the 
electromagnetic interaction is linear, local and manifestly covariant. But 
the price we have to pay is to have a large space, not all vectors of which 
represent physical states. 

It may be argued at this point that the relativistic first quantized Dirac 
equation is not the correct description since, for one thing, it breaks down 
for sufficiently strong external fields: and, for another, it does not 
describe the second quantized aspects of the electron. But this shows 
further why the covariant form in the larger space is to be preferred: it 
is in terms of this form that the further theoretical developments are most 
satisfactorily formulated. 
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The parallel is even closer when we realize that the identification of the 
two-component (positive energy) particle wavefunction in terms of the 
Dirac wavefunction is made by solving the dynamical equations in 
the covariant form either exactly or to a suitable degree of approximation. 
The physical particle wavefunctions for the interacting particle always 
contains an admixture of the 'negative energy' wavefunction. But the 
physical particle is identified with this linear combination: the 'negative 
energy' components are nonanalyzable essential parts of the physical state. 
This is similar to the situation with indefinite metric theories where the 
physical states contain a certain 'admixture of the negative norm states' 
determined by the strength of the interaction. We also find that the 
nonlocality and nonlinearity of the interaction of the electron with 
the electromagnetic field should not contain an arbitrary form factor; the 
formfactor must be derived from an extended wavefunction with linear 
local coupling. The magnitude of the anomalous magnetic moment and 
the Darwin term, for example are uniquely determined from the mass and 
charge. The (three-dimensional) 'form factor' is dynamically derived. 
The 'form factors' of an indefinite metric theory are also dynamically 
derived and parallel the form factor of the two-component electron. 

Heisenberg's theory 

In the theory of elementary particles developed by Heisenberg and 
collaborators13 the problem of regularizing the two-point propagation 
functions has to be tackled. Heisenberg makes use of a regularization 
prescription in which there are two states of opposite norm which become 
degenerate in mass (or energy). In this case we get a 'dipole ghost' state. 
Out of the two states only one is truly an eigenstate of the Hamiltonian 
(or mass operator!). The other state is a 'dipole'. Out of the various 
possible solutions of the Schrodinger equation corresponding to scattering 
states, Heisenberg selects out those states which correspond to no 
asymptotic contribution of the dipole ghost states. Heisenberg has shown16 

how this programme can be carried out in a suitable version of the Lee 
model. And it is very plausible that the same method will be applicable 
for general field theory amplitudes provided a dipole ghost exists in 
the renormalized mass spectrum. In view of its possible relevance to the 
photon, in his theory of elementary particles Heisenberg chooses the 
dipole to be at zero mass13• 

We note several points of similarity of this scheme with the one outlined 
above. In both of them the field theory finds a simple expression in terms 
of the extended indefinite metric space. It is in this space that we have local 
linear operators and local interactions. The physical states are identified, 
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in each approximation, after the amplitudes in the large space are cal
culated. The physical states are then to be specified after the interaction 
is specified. In the model that we have discussed the ghost masses are 
large and hence yield effective couplings which depart by a small amount 
from locality, while putting the dipole ghost at zero mass makes the 
departure of the effective coupling from locality somewhat more pro
nounced. There is, of course the basic difference in the aim of Heisenberg's 
theory from usual field theory in that it attempts to deduce the physics of 
elementary particles from a single equation for a single field. 

Regularization theory and its field-theoretic formulation 

Since there are some similarities between the indefinite metric theory 
and the process of regularization11 according to Pauli and Villars and 
Feynman we give a brief outline of regularization theory and its field 
theoretic formulation and we contrast it with the indefinite metric theory. 

As originally formulated, regularization is a process carried out for S
matrix elements11 , or more generally for the expectation values of opera
tors.19 Let us consider an amplitude with several external meson lines 
with momenta k1 , k 2 ••• , and several external nucleon lines with momenta 
pi, p2 ••• , and a suitable number of internal lines. Covariant perturbation 
theory would then lead to an expression for the contributions of this dia
gram which would be a function of the external momenta and the masses 
µ, m of the meson and nucleon respectively and would involve a suitable 
number of momentum integrations, which may or may not be divergent. 
Let us denote this expression by F(k,p; ,u, m). Then the regularized 
expression for this quantity is given by11 

Fn(k, p) = Jd1.J dKp(A, K)F(k, p; ?,, K) 

where p(A, k) is a real quantity which satisfies the property 

J dA J dKp(A, K) = 0 

(23) 

(24) 

together with such additional properties that make the quantity F n(k, p) 
free of infinities. It is hoped that the ambiguity in the choice of p(A, K) 
would only affect the charge and mass renormalization constants. In 
such a case the limit of the theory may be taken in which p(A, K) consists 
of a delta function o(?. - µ)o(K - m) plus contributions from only 
infinitely large values of?. and/or K. The renormalized perturbation series 
is formally unaltered, but the regularized theory works at all stages only 
with finite quantities. 
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Several remarks are in order. First of all, regularization is a prescription 
rather than a modification of the basic theory and as such does not remove 
the basic difficulties of the field theory. Rohrlich19 has shown, for example, 
that the difficulties with the self-stress of the electron are not removed by 
the usual regularization procedure. Second, the requirement that p(I.., K) 
be taken such that FR(k,p) be free of infinities cannot be satisfied with a 
single choice of p(I.., K) if F(k, p) contains contributions of all different 
orders in the coupling constant that are allowed. This happens because 
the divergent part of the matrix element F(k, p) is itself a power series in 
the coupling constant, and the p(I.., K) that leads to finite results in one 
order will not in general lead to finite results in the next order. This 
difficulty was not explicitly encountered in the original papers since only 
second order contributions were explicitly computed! 

To illustrate the regularization prescription we compute the second 
order nucleon and meson self energies for the local field-theoretic inter
action (5) for the system described by equations (4)-(7). Apart from in
essential factors the nucleon self energy to second order is given by 

K(p; m) = g2f Ys(P - q - mr1rs(q2 
- µ 2r1 d4q (25) 

which diverges logarithmically. We now choose a regulator weight 

p(A, K) = o(J, - µ){o(K - m) + ~aJo(K - mJ)} (26) 

~aJ = -1 

so as to eliminate this divergence. The effect of introducing the regulator 
weight (26) is to replace the nucleon propagator by a modified propagator: 

S(x - y) = S(x - y; m) + ~a1S(x - y, m1) 

~a1 = -1 (27) 

This modification coincides with the indefinite metric theory result with 

(28) 

But this is the only case where the regularization prescription coincides 
with the indefinite metric theory! The meson self-energy is proportional 
to the expression 

A(k; m) = g2J Tr {(q - p - mr1y5(p - mr1y5} d4p (29) 

which is quadraticaIIy divergent. The regularization prescription replaces 
5 
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this by the quantity 

AR(k) = A(k; m) + i a1A(k, mi) 
i 

= g2f Tr{~ aif!/ - JI - mi)-1Ys(JI - mi)-
1
Ys 

1tk 

+ (q - JI - mr1rs(JI - mr1rs} d4p. (30) 

On the other hand, the indefinite metric theory would yield 

g2J Tr{~ ii1ai!ff - JI - m 1)-
1y5(JI - mk)-

1y5} d4p. (31) 

This already shows that the indefinite metric theory yields a different method 
of making the self-energy (and more generally transition amplitudes) 
finite. We also note that since in second order the coupling constant 
factorizes out the conditions on the auxiliary masses m1 for regularization 
are independent of the coupling constant. This will no longer be true if we 
considered the self energy including second and fourth order terms, for 
example. If we have to regularize the amplitude to all orders the restrictions 
on the auxiliary masses will involve explicitly infinite series in the coupling 
constants. This is to be contrasted with the indefinite metric theory where 
the superconvergence requirements (16) and (17) are independent of the 
coupling constants and eliminate the divergence in every order. 

While the usual Lagrangian formalism is not applicable20 to the regu
larization prescription, it is possible to construct a quantum field theory 
in which the Fourier transforms of the vacuum expectation value of the 
time-ordered products yields the regularized amplitudes. The field theory so 
constructed has a degenerate vacuum and does not satisfy the usual cluster 
decomposition property; consequently the scattering amplitude computed 
from such a theory is not likely to be unitary. Nor are the field operators 
a complete set of operators. All these again point to the essential difference 
of the regularized theory from the indefinite metric theory. 

Let VJi~'i(x), <Pi~\(x) be a set of fermion and boson fields which for each 
index v satisfy the usual canonical anticommutation and commutation 
relations: 

b(xo - yo){VJ~v)t(x), VJ~v>(y)} = b,.sb(x - y) 

b(x0 - y0)[</>(v)(x), o0 ef>(v)(y)] = ib(x - y) 

b( XO - yo)[ ¢<v>(x), Vl<v\y)] = 0 

b(xo _ yo)[ooef><v>(x), v;<v>(y)J = O. 

(32) 
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The fields for different values of v commute at all times. For each value of 
v we consider a Hilbert space H<v> in which the fields "P<v>(x), <f>Cvl(x) are 
linear operator-valued distributions. We form the space H which is the 
direct sum of the spaces H<•> and define the projection operators g;<v> such 
that 

H = H<1
> EB W2

> EB · · · . (33) 

&(v)H = H(v) 

The elements X of H are therefore collections of vectors X(l), x< 2> • • • 

in the spaces H<1>, W 2> · • · . We can make H into an inner product space 
by the definition 

(X, X) = .2; [11<v>/11/•>11. (x<•>, x<•» (34) 
v 

where n<v> is a set ofreal non-zero numbers. Unless all the 11<•> are positive 
H is an indefinite metric space. 

We now introduce the fields 'P'(x) and <P(x) in the space H by the relation 

gJ(v)'f(x)&<w> = "P(v)(x)&<v>o,v' (35) 

g;<v><P(x)&<w> = <f><vl(x)&Mo,,, 

If we introduce the vacuum state Q by the relation 

gJCvlQ = cvQ(v) (36) 

where Q<v> is the vacuum state in HM, then it follows that the regularized 
vacuum expectation value of any product of field operators 'IJ', ip, </> is 
obtained by taking the expectation value of the corresponding product of 
the operators'¥,'¥, <P in the state Q. In particular we consider the inter
action density 

V(x) = g'¥(x)y5'¥(x)<P(x) 
the quantities 

Sn= in/nif d4x1 • • J d4xn(Q, T(V(x1 · · · V(xn))Q) 

give the regularized S-matrix element to the nth order in the perturbation, 
where the regularization weight function p(2, «)is given by 

p(2, «) = .2; 11,0(2 - ;.<•» o(« - «M). 
v (37) 

The regularization can be applied either to S-matrix elements or to expecta
tion values of products of field operators. 

This construction is a simple extension of the method of convex sums21 

and much of the structure of the convex model field theories are reproduced 
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here. In particular the cluster decomposition property no longer obtains 
since the vectors Q' with 

are also equally satisfactory as vacuum states. Any one of these vectors is 
'cyclic', i.e. the operator ':E"(x), 'P(x), <P(x) acting on O' can produce all the 
vectors in H. But the fields do not constitute a complete set of operators 
since the vector Q + Q' for example is not cyclic. 

General field-theoretic questions 

We saw that regularization by indefinite metric which eliminates ultra
violet divergences at the same time makes the product of field operators 
at the same point mathematically well-defined. It is interesting to enquire 
about general field theoretic questions within such a framework. We have 
already seen that the time ordered products are covariant, and that no 
ambiguities are inherent in the use of local interactions. The theory is 
therefore manifestly Lorentz-invariant. According to standard methods of 
quantization (extended to include the indefinite metric) the fields obey 
local commutation (or anticommutation) relations. 

Some time ago Wightman showed that the vacuum expectation values of 
products of field operators uniquely define the field theory19 ; it is possible 
to reconstruct the field operators using the method of Segal and Gelfand, 
and that the manifest Lorentz invariance of the theory was fully equivalent 
to the manifest Lorentz invariance of the vacuum expectation values. It 
is easy to see that exactly the same situation obtains for the algebraic 
structure in a theory with indefinite metric. The vacuum expectation 
values are manifestly covariant functions which uniquely define the field 
operators. This correspondence is however only with regards to the 
algebraic structure. The analytic structure would be the same (future-tube 
analyticity) only if complex eigenvalues for energy and momentum are 
excluded by an explicit spectral postulate. Of course in this case the fields 
are not operators (or operator-valued distributions) in a Hilbert space 
but they act in a more general inner-product space. (The notion of 
Cauchy sequences and limits in such a space has to be different from that 
for a Hilbert space!). 

It has been found that within the framework of a positive definite 
metric the commutator of the various components of a conserved (or 
'partially conserved') operator may not vanish as deduced from a formal 
calculation. This fact has been noted by many people like Goto and 
Imamura, Pradhan, Kallen23

• Schwinger24 has given a very simple demon
stration of how this comes about for the commutator of the charge 
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density with the current density: Let us assume 

o(xO - yO)[p(x), j(y)] = c(x, y). 

Then, by virtue of the continuity equation 

.P+V'·j=O 
we could deduce: 

o(xO - yO)[p(x), p(y)] = -V' · c(x, y). 

121 

(38) 

(39) 

Taking vacuum expectation values of both sides and recalling that the 
vacuum is a zero energy state: 

o(x0 - y0) (01 p(x)Yf' p(y) 10) = - (OI V' · c(x, y) JO). ( 40) 

The left hand side cannot vanish and hence the commutator cannot 
vanish, since the Hamiltonian H is positive definite and the expectation 
value on the left hand side is positive definite. This demonstration can 
be extended to a variety of other cases to demonstrate the need for 
'Schwinger terms'. 

We now point out that this situation no longer obtains in a properly 
regularized indefinite metric theory. The above demonstration fails 
because the left hand side expression could vanish even with H having 
only nonnegative eigenvalues. A direct calculation of course shows that 
these charge and current densities (for spinor fields) are well defined and 
commute with each other. 

We must point out that though the general vacuum expectation values 
of (ordinary and time-ordered) products of field operators (are local and 
covariant and hence) are crossing symmetric, this is no longer true for 
the physical scattering amplitude. This comes about because the diagonali
zation of the S-matrix in the large space to select out the physical states 
is not crossing symmetric. We have thus additional kinematic factors 
modifying the field-theoretic crossing property. Of course these diag
onalizations are irrelevant below the threshold for the production of 
ghosts, but they have to be taken into account for a general amplitude. 
Needless to say, such a possible kinematic factor cannot be put to direct 
experimental test at the present time. 

Concluding remarks 
The use of the indefinite metric removes the divergence difficulties of 
field theories and removes mathematical ambiguities in the definition 
of the equations of motion. This makes it possible to consider a per
turbation expansion of the predictions of the theory. The question of 
convergence of such a power series expansion is not obvious, though there 
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is no obvious reason why it should not converge. But apart from the 
question of convergence is the more practical question of the goodness of 
a low order perturbation theory approximation. But this clearly depends 
on the particular field theory under consideration. 

For a conventional treatment of elementary particle interactions it is 
necessary to exercise considerable judgement in the choice of the primary 
fields and the primary interactions. Present ideas in particle physics 
distinguish three categories of interactions, strong, electromagnetic and 
weak. We have shown elsewhere that by classifying the fields into baryon 
fields, vector and axialvector meson fields, electromagnetic field and 
lepton fields we could formulate a simple theory of primary particle 
interactions in which a single coupling constant characterizes each 
category of interaction25• The dynamical predictions of such a theory 
would require explicit Lagrangian perturbation theory computations. It 
has also been found possible to devise a finite quantum electrodynamics of 
electrons based on an indefinite metric14• In a more ambitious theory one 
may hope to be able to calculate the mass levels and even derive the various 
categories of interaction as a consequence of a single fundamental inter
action structure. In any case, it appears that a finite relativistic quantum 
theory of fields could be constructed in a simple fashion and without mathe
matical ambiguities within the framework of an indefinite metric space. 
The use of an indefinite metric may be viewed as a method of restricting the 
number of degrees of freedom of a field. The free quantized field, as well as 
the free classical field, has an infinite number of degrees of freedom. The 
indefinite metric formulation that we have discussed above has the virtue 
of making the number of effective degrees of freedom (for the fermion field) 
finite. It is curious to remember that the application of the notions of 
statistical mechanics to the free radiation field in classical theory led to 
manifest absurdities like infinite specific heats and energy densities at any 
temperature, and led one to expect a constant specific heat independent of 
temperature. To reconcile ourselves with nature, we had to search for a 
theoretical formulation in which not only was the specific heat finite but 
dependent on the temperature. When classical theory was replaced by 
quantum theory the effective number of degrees of freedom at any temperature 
became finite and the divergence difficulty connected with the specific heat 
was eliminated. Thus the divergence was intimately connected with the 
in.finite number of effective degrees of freedom for the free field. 

We now find that where interacting fields are concerned we have 
divergences in the quantum theory, and that they must be eliminated by a 
further restriction of the effective quantum degrees of freedom. The indefinite 
metric that we have introduced does precisely this: the effective quantum 
degrees of freedom are made finite and this means that the divergences of 
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the former theory are eliminated. There are potentially infinite number 
of degrees of freedom but they must be dynamically constrained to be 
finite. The use of local field theory automatically leads to the potential 
infinity of the number of degrees of freedom; and the indefinite metric 
seems to be a natural way of constraining them. 

This line of thinking would suggest that the indefinite metric formulation 
of quantwn field theory is the prelude to a new theory in much the same way as 
the quantum hypothesis was the prelude to quantum mechanics. This 
suggestion is strengthened by the observation that one possible way of 
viewing quantum theory is in terms of (commuting) phase space variables, 
but in such a case the phase space densities are in general indefinite: they 
take positive and negative values. The equation of motion for the phase 
space densities are nonlocal and do not in general preserve positive defin
iteness of the phase space distribution. The lack of positive definiteness 
of the phase space densities does not lead to negative physical probabilities 
since the 'physical' measurements are restricted by Heisenberg's uncertainty 
principle. We have a parallel situation in the indefinite metric quantum 
field theory: negative mathematical probabilities appear but the particle 
interpretation of the field theory is so chosen that in physical processes 
the probability is always non-negative. 

The same situation occurs also in connexion with the optical Equivalence 
Theorem and the Diagonal Representation in quantum optics. In this 
case the states of the quantized radiation field are displayed in a form which 
is formally identical with the statistical states of a classical radiation field, 
but the ensemble density function is not necessarily positive definite. 

It is thus likely that the use of the indefinite metric in quantum field theory 
is a temporary device and that it is a provisional method of discussing a 
new physical theory. A more satisfactory reformulation would be such that 
negative probabilities do not appear even in the intermediate steps. But 
until such a theory is discovered, it seems worthwhile to explore dynamical 
calculations in an indefinite metric quantum theory. 

Acknowledgements 
I wish to thank Professor C. F. von Weizacker and Professor F. Rohrlich for discussions 

of topics pertaining to this report and to Professor J. R. Klauder and Professor J. Mehra 
for criticism of the manuscript. 

References 
(1) Compare the beautiful discussion in P. A. M. Dirac, Principles of Quantum 

Mechanics, Cambridge University Press (1958), Chapter 1. 
(2) Sudarshan, E. C. G., Phys. Rev., 123, 2183 (1961). 
(3) In contrast to the mass renormalization, the coupling constant and wave 

function renormalizations are a matter of convenience. 



124 INDEFINITE METRIC AND NONLOCAL FIELD THEORIES 

(4) Heitler's theory is an example of a nonlocal theory which is local-in-time. 
See Heitler, W., The Quantum Theory of Fields, Proc. 12th Solvay 
Conference, Brussels (1961). 

(5) Pryce, M. H. L.,Proc. Roy. Soc. (London), A195, 62 (1948), Dirac, P.A. M., 
Rev. Mod. Phys., 21, 392 (1949) Jordan, Macfarlane and Sudarshan, Phys. 
Rev., 133B, 487 (1964). 

(6) Wigner, E. P., and Van Dam, H., Phys. Rev., 138, Bl576 (1965). 
(7) This result was first deduced for classical theory by Currie, Jordan and 

Sudarshan, Rev. Mod. Phys., 35, 350 (1963), and extended by Leutwyler, H. 
(8) Hertz, H., Miscellaneous Papers, Vol. III Principles of Mechanics, Mac

millan, New York, (1896). 
(9) Gupta, S. N., Proc. Phy. Soc., A63, 681 (1950); A64, 850 (1951); Bleuler, 

K., Helv. Phys. Acta, 23, 567 (1951). 
(10) Dirac, P. A. M., Proc. Roy. Soc., A180, 1 (1942); Heisenberg, W., Nucl. 

Phys., 4, 532 (1951); K. L. Nagy, Suppl. Nuovo, Cimento, 17, 92 (1960); 
Pandit, L. K., Suppl. Nuovo Cimento, 10, 157 (1959); Schlieder, S., Z. 
Naturforsch., lSa, 448 460, 555 (1960); Scheibe, E., Ann. Acad. Sci. 
Fennicae, Ser. AI, 294 (1960). 

(11) Pauli, W., and Villars, F., Rev. Mod. Phys., 21, 434 (1949). Feyman, R. P., 
Phys. Rev. 76, 749 (1949). 

(12) Green, A. E. S., Phys. Rev., 73, 26 (1948); Pais, A. and Uhlenbeck, G. E., 
Phys. Rev., 79, 145 (1950). 

(13) Durr, Heisenberg, Mitter, Schlieder and Yamazaki, Z. Naturforsch, 14a, 441 
(1959); W. Heisenberg, Introduction to the Unified Theory of Elementary 
Particles, Wiley, London (1966). . 

(14) For application to quantum electrodynamics, see: Arons, Han and 
Sudarshan, Phys. Rev., 137, Bl085 (1965). Four-fermion interaction and 
the renormalization scheme is treated in: Sudarshan, E. C. G., Nuovo 
Cimento, 21, 7 (1961). 

(15) Schnitzer, H.J., and Sudarshan, E. C. G., Phys. Rev., 123, 2193 (1961). 
(16) Heisenberg, W., Nucl. Phys., 4, 532 (1957). 
(17) Darwin, C. G., Proc. Roy. Soc., A118, 654 (1928). 
(18) Foldy, L. L., and Wouthuysen, S. A., Phys. Rev., 78, 29 (1950), Tani, S., 

Progr. Theor. Phys., 6, 267 (1951). 
(19) Rohrlich, F., Phys. Rev. 77, 357 (1950). 
(20) An explicit statement to the contrary is made by S. N. Gupta, Proc. Phys. 

Soc., A66, 129 (1953). 
(21) Sudarshan, E. C. G. and Bardakci, K., J. Math. Phys. 2, 767, (1961). 
(22) Wightman, A. S., Phys. Rev., 101, 860 (1956). 
(23) Goto, T., and Imamura, Y., Prog. Theor. Phys., 14, 396 (1955), Pradhan, 

T., Nucl. Phys., 9, 124 (1958), Kallen, G., Unpublished. 
(24) Schwinger, J., Phys. Rev. Letters, 3, 296 (1950). 
(25) Sudarshan, E. C. G., 'The Nature of the Primary Interactions of Elementary 

Particles', Syracuse University Report NY0-3399-137 (August 1967); 
Proc. of the Interaction Conference on Particles and Fields, Rochester 
(1967); (see pp. 53-62 of this volume). 



Discussion on the report of E. C. G. Sudarshan 

M. Froissart. I would like to inquire about the following aspect of your 
theory, namely the cluster decomposition property, as it is probably the 
weakest causality requirement for any theory. Is it true in this theory that 
the diagonalization of the whole amplitude agrees with the diagonalization 
of the separate terms of a non-connected amplitude? This is of course 
ensured in the Gupta-Bleuler formalism, because of the simple algebraic 
structure of the supplementary condition. 
E. C. G. Sudarshan. I agree with your comment about the Gupta-Bleuler 
formalism: their supplementary condition 'factorizes'. Now, with regard 
to the cluster decomposition of the amplitude in the indefinite metric 
theory, it is clear that it has to be true for the 'large S matrix element' 
since the cluster property depends only on the spectral properties and in 
particular on the existence of a unique vacuum. It does not directly 
depend on the metric of the linear space. When you go from the 'large' 
space to the 'small' space and consider the physical scattering amplitude 
we might ask if this amplitude has cluster properties. My guess (based 
on perturbation theory computations) is that it does. But in any case we 
can state definitely the following: if the 'large' amplitude factorized into 
the product of two independent amplitudes, the 'small' amplitude will 
also automatically factorize out into the product of the corresponding 
two independent amplitudes. 

In spite of this, the question for causal factorization (in the sense in 
which Sttickelberg originally introduced it, and which is sometimes 
referred to as 'one-particle structure' or as 'double scattering structure') 
has to be investigated anew since the particle interpretation in this theory 
is somewhat different from that in the usual theory. 
H. Umezawa. On the way in which Professor Sudarshan presented his 
argument on the theory of indefinite metric, it is crucially required that 
the 'mathematical' fields with negative metric appear, in the small space, 
only through observable particles, each of which as a whole has a positive 
probability. It is an important question to ask how this requirement can 
be satisfied. However, when we assume that this requirement is satisfied, 
then the cluster decomposition property in the small space can take quite 
a different form from that in the large space because interpolating fields, 
which interpolate the particles of positive probabilities in the small space, 
may be no more the original field operators but be complicate functions 
of latters. When we talk about the cluster decomposition, it is important 

125 



126 INDEFINITE METRIC AND NONLOCAL FIELD THEORIES 

to specify the choice of interpolating fields, or in another way of saying, 
to specify the representation in which observable particles are described. 
The point is that Sudarshan's choice of representation for observable 
particles might be the one in which the cluster decomposition property is 
obtained, not in the whole large space, but in the small space only. 
R. Omnes. If one builds a normed wave packet of direct products of two 
free particles (i.e. of eigenstates of the S-matrix in the one-particle sector) 
it should be proved that it is a norm 1 combination of normed eigenstates 
of Sin the two-particle sector, otherwise there is no theory of scattering 
and one cannot describe the states produced by an accelerator. 

In other words, relating my question to the one by Froissart, does 

with A= 1? 
(et.'fJ'I S !et.fJ) = Aoaa'oPP' + (et.'fJ'I T let.fJ) 

E. C. G. Sudarshan. If one starts with a two-particle state which is 
normalized and of positive norm (and reduces to the state of two free 
positive-norm particles in the limit of no interaction) it should preserve 
its norm on scattering. We should then define the scattering amplitude by 

S=l+iT 

But in the present theory, the two-particle state is not built out of the 
'product' of two free particles. It is rather chosen in the following fashion: 
denote the initial particle-type labels (in the model, this applies only to 
the fermions) a, fJ and final particle labels et.', fJ'. We now take the S
matrix element Saf!,a.'f!' (or the T-matrix element Taf!,a'f!') at any required 
centre-of-mass energy and angular momentum and diagonalize it. This 
can be done only after the 'large' S-matrix is computed to any desired 
accuracy by some method, say (mass-renormalized) perturbation theory. 
Out of these eigen-channels of the 'large' S-matrix we select out those 
positive metric states which reduce to the state of two free particles with 
et. = {3 = et.' = fJ' = 1 in the limit of no interaction. This defines the 
'small' S-matrix. In the range of energies 

2m1 < ,J; < m1 + m2 

this diagonalization is trivial since only the et. = f3 = et.' = /3' = 1 matrix 
elements are non-zero. But as the energy rises and reaches the domain 

m1 + m2 < ,J; < 2m2 

we have the channels et. + f3 = 2 or et.' + /3' = 2 open and we must do a 
genuine diagonalization. 

This has the consequence that the elastic scattering amplitude acquires 
an additional kinematic factor (and an additional branch point) at the 
threshold for the unphysical states! 
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R. Haag. Concerning the question of the cluster property of the S-matrix 
and locality one should perhaps keep in mind that there is a hierarchy of 
such properties necessary for macroscopic locality. There is first the cluster 
property or 'vacuum structure' which corresponds to the distinction of 
connected vs. disconnected diagrams. This I would expect to be satisfied 
in this model. The more difficult thing to check and to be satisfied is the 
single particle structure which demands the correct decomposition of 
double scattering into single scattering parts. 
E. C. G. Sudarshan. The Stiickelberg structure which demands the correct 
decomposition of double scattering into single scattering parts is obtained 
in the amplitudes calculated in perturbation theory for those configurations 
for which the double scattering becomes a physical process. They have 
however additional factorizable contributions corresponding to a double 
scattering structure with a ghost particle connexion between the two scat
tering parts. This appears inevitable and it is obtained in quantum 
electrodynamics where we have double scattering structures with longitudi
nal photon connecting links. 
G. Kfillen. First, I should like to comment that there are more ways to 
make electrodynamics than the Gupta-Bleuler way and the non local 
formulation using the Coulomb or radiation gauge. You can construct a 
completely local and Lorentz invariant formalism by considering electro
dynamics as the limit of a theory with a small photon mass (cf. Handbuch 
der Physik, (Vol. I), p. 194, Springer 1958). 

Next, I have a question: you have made several statements about the 
behaviour of your formalism. What is the basis for these statements? 
Are they based on perturbation theory calculation? If so, to which order? 
If not, what exactly have you calculated? 
E. C. G. Sudarshan. In relativistic field theory most of the calculations 
that I have done are based on a (mass-renormalized) perturbation theory. 
So far I have carried out the calculations only to fourth order. Arons 
et al. (Phys. Rev., 137B, 1085 (1965)) have systematically studied quantum 
electrodynamics within this formalism and shown that the agreement with 
experiment could be recovered without any infinities. As far the question 
of interpretation of states and the analytic properties and dispersion 
relations for the scattering amplitude, Schnitzer and I (Phys. Rev. 123, 
2193 (1961)) have studied a number of models without recourse to per
turbation theory. 

Incidentally, though each term of the perturbation theory result is 
finite and unambigous in this theory, there is no reason why the infinite 
series should converge. On the other hand, there is no reason why it 
should not converge. At the present time the question of convergence of 
the power series expansion in the coupling constant is an open question. 
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The non-linear spinor theory, as an attempt for a more fundamental 
theory of elementary particles, rests on the conviction that the complicated 
spectrum of elementary particles-as, for example, in old times the optical 
spectrum of the iron atom-must finally be deducible from an underlying 
natural law; and we hope it to be a simple law, whatever its mathematical 
form may be. From the experimental material available ten years ago, 
when Pauli and I worked on this problem, it looked as if the spinor 
equation 

(1) 

(this is the form given to the equation later by Durr) could possibly be a 
sufficient frame, a suitable 'master equation' for such a theory. In the 
meantime, much new information has been collected by the experi
ments, and the theory has been developed in many details. Therefore a 
survey of the present situation may be useful. 

The first part of my talk will be devoted to the mathematical structure 
of the theory, the second to the symmetry properties of the equation and 
their consequences with regard to the experiments; in the third part I will 
try to compare the methods and results of this theory with those of more 
conventional schemes. 

1. The mathematical scheme 

If one wants to give a mathematical meaning to a field equation like (1), 
the obvious example is quantum electro-dynamics. This latter theory is 
undoubtedly a working theory, even if its mathematical structure is not 
completely known; it gives very accurate results, e.g. for the Lamb shift. 
During the development of this theory in the early thirties we learnt 
that the postulates of quantum theory and those of special relativity can
not easily be reconciled. The requirement of local causality in special 
relativity together with the uncertainty relations of quantum theory may 
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cause divergencies, and the long range of the electromagnetic field (rest 
mass zero of the photon) introduces new problems. A price has to be paid, 
and it may be paid at different points. First the process of renormalization 
seems to be an essential part of the formalism. Furthermore one can 
either introduce an indefinite metric in Hilbert space, as Bleuler and Gupta 
have done or one can give up the manifest Lorentz covariance of the 
scheme and introduce the non local Coulomb forces, as in Dirac's theory 
of radiation; or one may introduce limiting processes as suggested by 
Kallen. All these forms are equivalent. In any case, when the price has 
been paid, one can construct an approximation scheme, which in every 
step gives well defined, finite results. It is a characteristic feature of this 
perturbation theory that in every step the number of variables in the wave
functions is limited, but it increases indefinitely by going to higher and 
higher approximations. In principle a hydrogen atom may not only con
sist of proton and electron, it may also be composed of a proton, 2 
electrons and 1 positron, or generally a proton, n electrons and n - 1 
positrons. If all these infinite possibilities were to be included from the 
beginning, the equations of quantum electro-dynamics would probably 
not define a mathematical problem. But every step in the approximation 
scheme does define a mathematical problem, and the complete theory has 
a meaning, if this approximation scheme converges. A proof of con
vergence has not yet been given. 

Taking this mathematical interpretation of quantum electro-dynamics 
as a model, one can try to give a mathematical meaning to Eqn. (1) in a 
similar fashion. If one studies the behaviour of the 2-point function 

F(x - y) = (OJ x(x)x*(y) JO) (2) 

and the role played by it in every step of the approximation scheme, one 
sees that it cannot contain a- or a' -functions at the light cone-contrary 
to the conventional Schwinger functions-otherwise the occurring integrals 
could diverge. This cancelling of the o- and a' -functions can only be 
achieved by introducing an indefinite metric in Hilbert space. After doing 
this one may represent (2) by 

(OJ x(x)x*(y) JO) = (27Tr4JP("2
) d("2)Jd4

pei:o<:;;-y) pJl · "
4 

• (3) 
(p2)2(p2 - 1C2) 

For a general spectrum p(K2) this representation is actually not less general 
than the usual representation given by Umezawa, Kamefuchi, Kallen, or 
Lehmann. But for a mass spectrum consisting only of a few lines, or 
rapidly converging at high masses, it will generally state the existence of 
a regularizing dipole ghost at mass zero. Therefore in low approximations, 
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when only a few masses can be considered, this representation (3) contains 
a significant statement concerning the behaviour of the mass spectrum at 
very small masses. This statement was, as a trial, suggested by the 
experimental situation and by an argument discussed at this conference by 
Chew. If one starts from a 'master equation', like (I), there is always the 
danger that some particles could appear as 'real elementary particles', 
while from the experiments we have good reason to believe, that 'every 
elementary particle consists of all other particles', i.e. that actually all 
particles are compound systems, are 'dressed up' by interacting with the 
others. In this respect I would agree completely with the philosophy 
outlined by Chew in the first part of his talk. In case of Eqn. (1) there is 
obviously the danger that the neutrino could appear as 'really elementary'. 
Therefore this has at once been excluded by putting a dipole ghost at mass 
zero, thereby giving the neutrino solution the norm zero. Hence there is 
in this approximation no real particle of mass zero which could interact 
with the others. This dipole ghost could therefore, in the lowest approx
imation, represent the lepton part of the spectrum, which does not take 
part in the strong interactions; and the hope would be, that in higher 
approximations the dipole ghost at mass zero would gradually develop 
into the more complicated real spectrum of leptons, which then interact 
electromagnetically or weakly with other particles. The consequences of 
a dipole ghost have been studied in detail with the help of the Lee model. 

The actual approximation method can be constructed from different 
schemes, which have in common the fundamental assumption that, as 
in quantum electro-dynamics, in every finite approximation the number of 
variables in the wavefunctions is limited, that this number however increases 
indefinitely with going to higher and higher approximations. Every single 
step in the scheme gives well defined, finite results, and if the scheme con
verges it defines a solution of the problem. The convergence is expected 
to be much slower than in quantum electro-dynamics since in Eqn. (1) 
there is no weak perturbation term; again no proof of convergence has 
yet been given. In the early papers mostly the new Tamm-Dancoffmethod 
had been used. Recently considerable help has been obtained from the 
methods of many body physics, which have proved successful e.g. in the 
theory of solid bodies. Actually the problems of solid state physics are 
frequently similar to those of elementary particle physics, since 'excitons' 
and 'polarons' etc. are also particles 'dressed up' by interaction, and the 
spontaneous breakdown of symmetries by the ground state may happen 
equally well in both cases. It is especially the method of the Green's 
functions, developed by Schwinger and others, which can be used with 
success in both theories. 
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I might just mention two examples, one using the Tamm-Dancoff 
method the other one that of the Green's functions, in order to illustrate 
the practical applications. The following notation will be used: 

(OJ x(x)x*(y) JO) = -0-; (01 x(x)x(y)x*(z)x*(u) JO) = ~ 

The irreducible part of _x=x will be called :::8:· 
Wave functions: 

(OJ x(x) !Fermion) = --(] 

(01 x(x)x*(y) !Boson) = .::(] 

Green's function of mass zero: 

(2 )-4J d4 ip(x-y) Pv<Jv 
1T pe 2 =--. 

p 

(4) 

The lowest Tamm-Dancoff approximation for the boson eigenvalue 
equation is 

?4J or <(] = <OK(] 
or ( 1 - CO>) <(] = 0 (5) 

The lowest approximation for the 4-point function in the method of 
Green's function is 

~+ (6) 

with the solution 

1 

1 -- <c? 
(7) 

Equation (5) gives the masses of 11- and '17-meson in a fair approximation. 
The low mass of the pion, which had been mentioned as a major problem 
by Chew, comes out naturally from (5); and this result rests essentially on 
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the dipole ghost at mass zero in (3). Equation (7) shows clearly the poles 
of the 4-point-function at the masses of the bosons and it gives, according 
to Dhar and Katayama, a value for the coupling of the bosons to the 
nucleons in reasonable agreement with the experiments. 

The method of the Green's functions allows, at least in principle, the 
determination of the 2-point function (3) and the spectrum p (K2) from 
Eqn. (1). Unfortunately already the lowest order approximation is too 
complicated for an explicit solution. Still one can see from the equation, 
that there cannot be o- or o'-functions at the light cone of (3), and that 
the asymptotic behaviour defined by the dipole ghost may go well together 
with the requirements of the equation. 

The flexibility of quantum electro-dynamics with respect to the point 
where the price has to be paid for the reconciliation of quantum theory 
and relativity suggests the existence of other mathematical schemes 
interpreting Eqn. (1), which do not introduce an indefinite metric in 
Hilbert space, but replace it by the concept of non-local forces. A simple 
scheme of this type has been suggested by Durr. Instead of the field 
operator x(x) one may introduce another field operator 'lfJ(x) connected 
with x(x) by the relation: 

'lfJ(x) = Dx(x) or x(x) = o-1'lf'(X) + Xo(x). (8) 

For the 2-point function (Ol 'lfJ(X)'lJ'*(y) 10) one gets from (3) 

(Ol 'lfJ(X)'lfJ*(y) 10) = (27l'r4J p(K2) d(K2)Jd4peiP<x-u> p;'iiv · ~
4

• (9) 
p - K 

The dipole ghost at mass zero has disappeared and the spectrum p(K2) 
could well be positive definite, since now the wave Eqn. (1), written in 
terms of 'lfJ(X), contains only a non local interaction (Q-l is a non local 
operator), which allows the integrals in the approximation scheme to be 
finite, even if the 2-point function (9) contains o- or o' -functions at the 
light cone. It is true that the non local forces in the wave-equation would 
give rise to rather complicated problems concerning the boundary condi
tions, i.e. the in- and out-fields connected with (8), but there may well be 
a one-to-one correspondence between the solutions written in terms of an 
indefinite metric and those starting from the non local forces. Therefore 
the theory established by Eqn. (1) has probably the same kind of flexibility 
as quantum electro-dynamics. 

2. The symmetry properties connected with Eqn. (1) 

Equation (1) is invariant under the proper Lorentz group, including the 
two discrete operations PC or PCT, the isospin group SU2 , a gauge group 
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which may represent the conservation of the baryonic number and finally 
the dilatation group. It is not invariant under SU3 or higher groups of 
this type, and it does not immediately represent parity P, strangeness (or 
hypercharge) and lepton conservation. Furthermore the invariance of (1) 
under the dilatation group cannot lead to an invariance of the complete 
theory under this group, since an invariant 2-point function or commuta
tor would imply a 6-function in (3), which is impossible. Therefore a mass 
scale must be introduced; then as a kind of compensation one can define 
parity, as has been pointed out by Durr, since for a massive particle one 
may always define 'left-hand' and 'right-hand' wavefunctions. But in 
order to represent the empirical spectrum of elementary particles with 
regard to strangeness and SU3 it will certainly be necessary to introduce 
new degrees of freedom. 

The most natural way of doing this seems to be the assumption of a 
spontaneous breakdown of symmetry, the introduction of an asymmetrical 
groundstate, like in solid state physics; such a breakdown could on the 
one hand lead to an understanding of the electromagnetic violation of 
SU2 ; on the other hand it would give an isospin property to the vacuum; 
it would therefore, without changing Eqn. (1), introduce new degrees of 
freedom from the vacuum, which could be just sufficient to account for 
hypercharge (or strangeness) and, in a very rough approximation, for 
SU3 and the higher groups. 

This general scheme has been followed up to some extent in recent years. 
The most important step was the application of the theorem of Goldstone 
in a somewhat generalized form (in a paper by Di.irr, Yamamoto, 
Yamazaki and myself). In the special form given to the theorem in the 
first papers of Goldstone, Salam, Weinberg, Nambu and others, it states 
that the degeneracy of the vacuum will automatically lead to the existence 
of particles of mass zero, and thereby indirectly to long range forces. In 
more recent investigations of Higgs, Kibble and others, which have been 
reported by Di.irr at this conference, the problem has been reversed by 
asking: if long range forces are assumed from the beginning, what are 
the consequences of a degeneracy of the vacuum? I need not discuss the 
answers again. In any case the investigations have revealed an intimate 
connexion between an asymmetry of the groundstate and long range 
forces. Therefore in the non linear spinor theory the problem could be 
formulated by asking: Is it possible that the equations for the Green's 
functions, which are themselves symmetrical under the isospin group SU2 , 

could have asymmetrical solutions, and that this asymmetry in isospace 
could be connected with the appearance of a boson-pole at mass zero, 
corresponding to the photon in its transformation properties? 
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This seems in fact to be the case. It turns out that a long range field 
of this type must be defined with regard to its transformation properties 
in isospace by a projection operator HY + T 3), in accordance with the 
rule of Gell-Mann and Nishijima; this projection operator then distin
guishes between neutral and charged particles. If the dipole of the charged 
leptons in (3) is moved from zero to finite masses-thereby indicating the 
asymmetry in isospace and an electromagnetic mass of the leptons-a 
boson-pole at mass zero and spin 1 can actually be established from (5) 
or (7). In that approximation, in which the baryon octet is represented 
by just one pole in (3), the average lepton mass is determined to be 
,...,,,40 Me V, and the coupling, i.e. the fine-structure constant has, according 
to (7), a value around 1 ~ 0 • Therefore it seems that the actual behaviour 
of nature in this field can be well imitated in the mathematical scheme of 
the non linear spinor theory. 

At the same time the interaction between the particles and the ground
state-which may be studied e.g. by the model of a ferromagnet-can lead 
to the formation of strange particles i.e. particles, to which some isospin 
from the groundstate (a 'spurion') has been attached as has been pointed 
out by Biritz. In this way the hypercharge Y can be established by a gauge 
transformation in isospace of the groundstate. Finally the two lowest 
octets in the baryon and the boson spectrum seem to be a natural con
sequence of the symmetry in the interaction between particles and 
groundstate. 

If this picture is correct, the three main interactions can be described in 
the following way. In the strong interaction the groundstate never takes 
up any property of the particles and vice versa; therefore in collision 
processes pairs of spurions and antispurions with isospin zero may be 
created or annihilated, but this makes no change in the groundstate. In 
electromagnetic processes spurion-antispurion pairs of the electromagnetic 
(photon) type may be transferred between the particles and the ground
state, and these pairs have with equal probability isospin 1 and O; there
fore in such processes isospin is transferred, but no hypercharge. Finally 
in weak interactions even single spurions (hence isospin and hypercharge) 
may be transferred. This would look like a process contradicting causality; 
but it may (according to Durr) be compared with the Mossbauer effect 
where a momentum seems to be transferred at once on the whole crystal. 
In the latter case Weisskopf has demonstrated, that a deviation from 
causality cannot be observed. 

The idea of using the interaction between particles and the groundstate 
for producing the strange particles (in a first approximation the two lowest 
octets) makes SU3 appear as a secondary symmetry of dynamical origin. 
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In fact, if SU3 were considered as a fundamental (i.e. exact) symmetry 
of the underlying natural law disturbed by an SU3-asymmetrical vacuum, 
one would either expect Goldstone particles of mass zero and of undefined 
symmetry in SU3, which interact strongly with the other particles, or one 
would have to assume a spectrum of the type studied by Higgs and Kibble, 
which both seem not to agree with the actual spectrum. Therefore it looks 
more natural to compare the SU3-multiplets with the optical multiplets 
in the atomic spectra. These optical multiplets can be considered as the 
result of the group 0 3 x 0 3 (independent rotation of the orbits and the 
spins of the electrons), which obviously .is not a fundamental group; 
yet it may result approximately from dynamics in some parts of the 
spectrum. 

On the other hand the classification of SU3 as a secondary dynamical 
symmetry has consequences of considerable importance, which can be 
checked by the experiments. The most important one is the non-existence 
of quark-particles or of non integer electromagnetic charges. Only such 
(approximate) representations of SU3, which can be obtained by multi
plying the octet representation with another octet representation etc. 
could be expected as parts of the spectrum. Furthermore the algebra of 
the currents should represent very accurately SU2 x SU2, but only with 
considerably minor accuracy SU3 x SU3• All these results seem to be 
compatible with existing experimental evidence; but one may doubt 
whether or not future experiments could reveal the existence of quark
particles, which then would rule out Eqn. (1). 

In any case the classification of SU3 as secondary dynamical symmetry 
may be a controversial problem, and ifthere should be good arguments in 
favour of the opposite classification of SU3 as fundamental symmetry, I 
hope that these arguments will be brought forward in the discussion. 

Two more remarks should be added concerning the leptons and electro
dynamics. In an approximation where the baryon octet is represented by 
one pole in (3), only the average lepton mass can be determined. If how
ever the mass splitting in the octet is taken into account, there must be 
at least two different charged leptons corresponding in their symmetry to 
proton and E. The particle connected with the proton gets a very small 
mass and should be identified with the electron, the other one gets a mass 
not very much smaller than the pion mass and corresponds to the muon. 
The muon mass has this rather high value in spite of being of purely 
electromagnetic origin. From this point of view one may call the leptons 
not 'real matter', but-as one might have done some hundred years ago
rather 'pure electricity' or 'electromagnetic singularities'. 

Equation (1) has been interpreted mathematically along the lines of 
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quantum electro-dynamics. Therefore it is not surprising that the mathe
matical scheme of quantum electro-dynamics seems to be contained 
completely in the more general scheme defined by (1). This can be seen 
in two ways. The operator x*(x)avx(x) in (1) contains matrix elements 
connected with the creation or annihilation of photons (or more generally 
of electromagnetic field). If this part of the operator is called Av and 
treated separately from the rest of the operator, one recognizes in (1) the 
fundamental field equation of quantum electro-dynamics [the Dirac 
equation or more correctly Weyl equation for a (bare) electron without 
mass interacting with the electromagnetic field Av]. 

The other possibility is the translation of every special Feynman graph 
in quantum electro-dynamics into a corresponding graph in the formalism 
defined by (1). Any photon line in the electromagnetic formalism could 

in fact be replaced by the expression <=©=> of the non linear spinor 

theory. Hence e.g. the graph for electron-electron or proton-proton 
scattering 

-----~ should be replaced by (9) 

The latter graph contains, besides the electromagnetic forces, also short 
range forces which may be present besides the electromagnetic interactions, 
e.g. the proton-proton interaction by means of pious. Still the pole of 

~ at mass zero guarantees the equivalence of the two graphs 

with respect to electromagnetic forces in that approximation in which the 
coupling constants on both sides are equal. Hence e.g. the well known 
formula for the Lamb shift expressed in terms of the charge and mass of 
the electron should be a consequence of (1) as well as of quantum electro
dynamics. 

Almost nothing has been done in the non linear spinor theory so far 
with respect to the weak interactions. The violation of parity and the 
weakness of the interaction in /3-decay obviously suggest that this phe
nomenon should, like the electromagnetic forces, be considered under the 
viewpoint of an asymmetry of the groundstate. The same should be true 
for the still smaller PC-violating interaction in K2-decay and finally for 
gravitation. But no serious attempt has yet been made in this direction. 
As one argument in favour of an incorporation of weak interactions into 
a theory given by the Eqns. (1) and (3), one should mention the fact that 
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the interaction term in (1) has just the same form as the interaction term 
in {J-decay (especially with respect to the (1 + y5)-factor corresponding to 
a 2-component theory), and the universality of weak interaction. 

3. Comparison with methods and results of other theories 

Equation (1) contains a contact interaction which in the 'Feynman graphs' 
of the practical applications (5)-(7) appears as a vertex point, where four 
fermion lines meet. This fundamental interaction will in higher approxi
mations lead to more indirect interactions which are produced by the 
exchange of other particles. In this way the formal scheme will in higher 
approximations gradually approach that kind of scheme which one would 
use in order to describe the assumptions of the bootstrap mechanism or 
other more phenomenological methods: Any particle may be considered 
as a compound system of other particles, held together by forces, which 
again are particles taken in the 'crossed channel'. 

This is clearly seen in a recent paper by Durr and F. Wagner, which 
investigates the baryon eigenvalue equation in an approximation where 
all wavefunctions with more than three variables are omitted. This 
approximation enables us already to consider the baryon as composed of 
one fermion and one boson, and should therefore include higher resonance 
states of any angular momentum. Actually it leads to an eigenvalue equa
tion of the Bethe-Salpeter type, where the two particles, boson and fermion, 
are held together by an exchange force produced by the exchange of a 
fermion. Calculations of this type have been carried out on a phenomeno
logical basis many years ago in a low energy approximation by Chew and 
Low, for the Bethe-Salpeter equations for scalar particles in case of mass 
zero exchange particles by Wick, Cutkowsky and others. The recent investi
gations of Durr and Wagner show how the Tamm-Danco ff approximations 
gradually become similar to the more conventional schemes. Actually the 
Bethe-Salpeter equation seems to lead to a series of resonance states, 
where in each series the angular momenta increase by two units from one 
member to the next, in other words to Regge trajectories. The only 
difference against the more conventional schemes can be seen in the 
existence of the contact interaction and in the fact that some baryons can 
be expressed by the fundamental operator x(x) alone, others only by the 
combination of at least three such operators. Whether this fact will 
finally have some influence on the shape of the Regge-trajectories is still 
an open question. The existence of the contact interaction may be con
nected in the bootstrap method with the problem of the behaviour of the 
dispersion integrals at very high energies. 

The general dynamical aspects and the problems of convergence in the 
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non linear spinor theory have recently been investigated in papers by 
Stumpf, Wagner, Wahl, Rampacher and others; in these papers the 
methods described in the first part of my talk have been applied to old 
problems of quantum mechanics, especially the anharmonic oscillator, 
in order to compare the various methods. 

The numerical evaluation of a single step in the approximation procedure 
of the field theory has been simplified in a paper by Durr and Wagner by 
the elaboration of the 'Feynman diagrams' to precise mathematical 
formulae. In a further development of this technique one may hope that 
an equation written thereby in the form of a 'Feynman diagram' can be 
directly translated into a programme for a computer. For the single 
integrals the computers have already been used by GehCniau, Mitter and 
Biritz with considerable success. Hence a further extension of these 
methods seems quite feasible. It should be emphasized that a develop
ment in this direction will be necessary, independently of what finally the 
theoretical formulation of elementary particle physics will be. The degree 
of complication in the eigenvalue equations of this part of physics cannot 
possibly be smaller than that in the theory of complicated atoms or mole
cules, since in both cases we have typical many body problems. Therefore 
one will finally have to rely on computers in order to cope with this degree 
of complication. The adaptation of any method that has proved successful 
in many body physics will certainly also be useful. 

The general tendencies in the bootstrap method as reported by Chew 
and in the non linear spinor theory are very closely related. However, at 
some points a theory starting from a master equation like Eqn. (1) will 
contain information which is not too easily added to the fundamental 
assumptions of the bootstrap formalism; yet they seem to be necessary to 
form a complete theory. The first point is that Eqn. (1) states the funda
mental groups, which are-except for the Lorentz group-not stated 
explicitly in the bootstrap method. I cannot believe that the constraints 
in this formalism should suffice to determine the groups. 

Then the analytical behaviour of the S-matrix elements is defined 
precisely by the differential Eqn. (1), while only general concepts like 
'maximum analyticity' are available in the bootstrap scheme. Finally the 
concept of a degenerate vacuum, which is natural for a theory defined by 
(1), cannot without additive complications be incorporated into a pure 
S-matrix theory. Still, the general tendency of considering all particles as 
compound systems is common for both theories and is immediately 
suggested by the experiments. 

Coming back to the general situation in the non linear spinor theory at 
the present time, it is clear that we are still very far from a complete theory 
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on this basis. However, the outcome of the experiments during the last ten 
years may allow the conclusion that, when looking for a master equation 
for elementary particle physics, one need not look for anything more 
complicated than Eqn. (1). 

May I make one final remark concerning a criticism which has often 
been expressed: that it is a too ambitious programme to try the formula
tion of a theory for the complete spectrum of elementary particles. 
Looking back on the development of atomic physics 40 years ago,. it 
is clear that it would have been much more difficult to formulate a theory 
for only some part, say the triplet part, of the iron spectrum, than a 
theory for the complete spectrum. Therefore I feel that it would be more 
ambitious in our time to construct a theory only for the hadrons, or only 
for the leptons etc. than a theory for the complete spectrum. 



Discussion on the report of W. Heisenberg 

R. E. Marshak. As someone who is sympathetic to your programme to 
develop a unified theory of hadrons and leptons, I feel that your master 
equation in terms of one four-component field ('urmaterie') does not do 
full justice to the suggestiveness of the lepton triplet (Ye and vµ can be 
represented by one 4-component Dirac spinor and the other two are e 
andµ). Since the leptons are weakly interacting, they seem to be reflecting 
the attractiveness of starting with a master equation in terms of three 
fields (quark model). In your theory, you must work very hard to simulate 
broken SU3 symmetry results (e.g. I am not sure that you can reproduce 
the Gell-Mann-Okubo formula for the baryon decuplet, the condition 
21 + y = 0 (mod. 2) etc.). Also, it would be difficult to understand the 
universality of the weak interactions between leptons and hadrons. 
Finally, if you do not believe one will observe 'urmaterie', I do not see 
why quarks should be found. 

So much by way of comment. My question is whether in your theory, 
the muon mass has an electromagnetic origin. In the Baker-Johnson
Willey theory, the scale is not fixed for the electron mass but they hope 
to determine the (mµf me) ratio. So far they have not succeeded. I wonder 
how you can obtain such a large (mµ/m.) ratio by means of electro
magnetism? My own inclination would be to connect mµ with the hyper
charge effect on mass for hadrons. 
W. Heisenberg. First I would prefer to speak about 4 leptons (e, µ, v., Yµ) 

corresponding somehow to one-half of an octet; I cannot see any strong 
argument for speaking of a triplet and therefore in this sense referring to 
SU3• But with respect to the question whether the muon mass is purely 
electromagnetic the situation in our theory is as follows: in that approx
imation, where the vacuum is isosymmetric (and when we therefore have 
no electromagnetic field), all lepton masses are zero. Hence they may 
afterwards all be called electromagnetic. When the vacuum is considered 
as asymmetric and when therefore the photons appear, those leptons 
that interact with the photon acquire their mass. But this mass is related 
to the baryon masses in the sense that each baryon needs supplementa
tion (or you may call it compensation) by one (or possibly several) lepton 
dipoles, to make the photon of mass zero possible. The electron is the 
supplement of the photon, the muon that of the 3. In so far these masses 
are determined by the baryon masses, and the mass difference 8-proton 
has its counterpart in the different masses of e and µ. 
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With regard to the universality of weak interactions I would like to 
emphasize that it is at least a very natural basis for an understanding of 
this universality that baryons and leptons are created by the same field 
operator. The universality of electromagnetism (proton and positron have 
exactly the same charge) is due just to this feature of the theory. On 
account of the Ward identity the coupling constant (the charge) cannot 
depend on the amount of creation operator for a special kind of fermions, 
which is present in the universal field-operator. Therefore their charges 
are exactly equal. A similar situation could occur for the weak interactions, 
but this problem has not been worked out yet. 
H. P. Diirr. I think we should not talk too much about leptons and weak 
interactions in connexion with the non-linear spinor theory at the moment. 
Too little has been done, up to now. Perhaps in ten years from now we 
will know a little more, and then we can come back to these points. 

I want to comment on the possibility to consider SU(3) as a fundamental 
symmetry broken only by the vacuum state. The first impression was that 
on the basis of the Goldstone theorem we would have to expect the occur
rence of four scalar, strange massless particles if we only consider the 
violation of strong interactions. These scalar massless particles should 
interact strongly with hadrons and two of them should be charged. These 
particles we do not know experimentally, and we can be pretty certain 
that they do not exist. However, Higgs, Kibble, Brout, Englert and others 
have shown how the Goldstone theorem can be invalidated to some 
extent by coupling in gauge fields. In this case the strong breaking of 
SU(3) would produce four massive strange vector mesons, so to say, half 
the octet. Generally speaking the spontaneous breakdown of a symmetry 
either produces mass zero particles or incomplete multiplets. Usually the 
four know strange vector mesons K* are considered to be part of a vector
meson octet, including in addition the p and the w. Hence one would 
have to find some other candidates for the incomplete multiplet to make 
such an interpretation acceptable. 

I want to comment on another point. Heisenberg has compared the 
indefinite metric in the nonlinear spinor theory with the indefinite metric 
which occurs in the Gupta-Bleuler formalism of quantum electrodynamics. 
Now, it is rather clear that the indefinite metric in q.e.d. is of a much less 
dangerous type than the one used in the spinor theory, in particular, we 
can give a straightforward prescription how it can be avoided altogether. 
Nevertheless, there seems to be at least some formal similarity which I 
may express in the following way: in q.e.d. in the Bleuler-Gupta descrip
tion we introduce two redundant fields, a longitudinal field connected 
with quanta of positive norm and a scalar field connected with quanta of 
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negative norm. Taking the plus and minus combinations we obtain what 
I will shortly call a ghost couple, i.e. two ghost fields connected with 
quanta of zero norm, which, however, are not orthogonal to each other. 
One ghost, a 'good' ghost, obeys the Lorentz condition, the other, the 
'bad' ghost, however, does not. We arrive at the physical theory by pro
jecting out the 'bad ghost' by a subsidiary condition on the infields. 
Then the 'good ghosts' cannot do any harm because of their vanishing 
norm; they do not give contributions to any matrix elements and just 
reflect the gauge independence of the matrix elements. One can repeat 
the same construction for a massless spin two field couple to a conserved 
source function. Here one has to introduce 10 field operators where 8 
fields are redundant. It can be shown that they constitute four ghost 
couples of the type described above. The four 'bad ghosts' are eliminated 
by the four Einstein conditions. 

In a similar way the dipole ghost introduced in the nonlinear spinor 
theory constitute a ghost couple of this type, a 'good ghost' which is an 
energy eigenstate and a 'bad ghost' which is not. By the condition that 
physical states all must be eigenstates of the energy one can eliminate the 
bad ghosts, and hence arrive at a physically interpretable theory, pro
vided that the bad ghosts do not produce bo~nd states, which is hard to 
check. 
E. C. G. Sudarshan. I find the equality of the electron charge and the 
proton charge to be extremely interesting and significant: it appears to 
be due to the use of the same description for both kinds of particles. 
Could you tell me how we can be assured that the electron or µ-meson 
would not get transmuted into a baryon? Needless to say the conservation 
of baryon number is also a very significant law which should not be 
violated without 'due processes of law'. 
H. P. Diirr. The lepton conservation, I think, is a rather interesting point 
in our theory, but, I feel, also quite a hazardous one, which easily may 
prove to lack any basis. It actually states that the superselection rules 
we find in nature may not all arise from group theoretical conditions 
(gauge invariance) but also may arise from a peculiar analytical structure. 
In our case, baryons and leptons are not distinguished group theoretically, 
they transform under the same gauge transformation, and hence have the 
property to cancel each other's singularities. However, the leptons are 
dipoles and the baryons are poles in the Green's functions. Consequently 
the leptons, because of their vanishing norm (good ghost) have zero inter
action with all particles, except with the photons, where the norm of the 
states is immaterial on the basis of Ward's indentity. Hence the baryon 
world is only linked to the lepton world by photons, and we therefore get a 
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separate lepton and baryon conservation, if weak interactions later on do 
not mess up this separation. Of course, one has to be very careful about 
the statement that zero norm particles are coupled to photons. If we were 
to use Kallen's approach to q.e.d. by employing a finite mass photon in 
which the zero limit is taken afterwards, then zero norm particles would 
not couple. 



SIMPLEST DYNAMIC MODELS OF 
COMPOSITE PARTICLES 

A. Tavkhelidze 

Joint Institute for Nuclear Research, Dubna, U.S.S.R. 

In our talk we wish to give a short review on recent work done by N. N. 
Bogoliubov and co-workers1 concerning the study of electromagnetic and 
weak vertices of mesons and baryons in the simplest relativistic quark 
model. 

As is well known these problems were investigated with success in the 
non-relativistic quark model. By the help of this model one could obtain 
some interesting results in connexion with the explanation of magnetic 
moments of mesons and baryons, radiative and weak decays, etc. It would 
be interesting to give an answer to the question concerned with the nature 
of the relativistic correction in the quark model. 

Our paper consists of two parts, the first of which treats the semi
relativistic quark model, the second one being devoted to the method 
of construction of relativistic models. 

1. Semi-relativistic model of quasi-independent quarks 

In this model quarks in mesons or in baryons are considered as particles 
moving in a certain self-consistent field. 

In this case the individual single-particle wave functions of each quark 
are meaningful. These functions are described by the Dirac equation for 
a particle in an external field 

[y0E - iy · V - m - V(r)}1p(r) = 0 (1.1) 

where m indicates the free quark mass. 
We assume that the potential V(r) is spherically symmetric and that the 

lower energy level is in the S-state. Other properties of the potential are 
not essential for the model considered. Let us calculate the magnetic 
moment and the ratio of the axial and vector weak interaction constants 
of the nucleon. 

Note first of all that baryons in this scheme are thought of as a three
quark system in the S-state. It is also required that the baryon wave 
function should be completely symmetric in spin and unitary spin indices. 
Owing to this requirement the baryon wave function transforms as the 
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56-plet of the SU(6) group. Here, unlike the purely group approach, the 
orbital momentum of the quark is considered. 

For the calculation of the magnetic moment of the nucleon the magnetic 
moment of the quark has to be determined. Postulating the minimal 
electromagnetic interaction for a free quark we get the following value for 
a renormalized magnetic moment of the quark 

eq 
µ =-(1- o) 

'J 2Eo 
(1.2) 

Here eq denotes the charge of the quark; £ 0 is the bound state energy, 
which by definition is equal to one third of the nucleon mass 

Eo = imN (1.3) 

o is always positive-definite and is equal to the mean value of the Lz com
ponent of the orbital momentum in the states with total angular momen
tum Iz = t. 

This formula is remarkable because the effective quark mass appears 
in the definition of the magnetic moment. Therefore an enhancement of 
the magnetic moment occurs in the scalar field. 

Having obtained the formula for the magnetic moment of the quark 
the proton and neutron magnetic moments could be easily calculated. 
In terms of Bohr magnetons these quantities read 

µ 11 = 3(1 - o) 

µn = -2(1 - o) 
(1.4) 

Now we pass to calculate the weak interaction constants of the nucleon. 
If the axial and vector constants of the free quarks are equal, for the 

renormalized values of these quantities we have 

gv = goT+ 
(1.5) 

Here g0 is the nonrenormalized weak interaction constant, while T and <J 

are the isotopic and spin Pauli matrices. Hence, the ratio of the vector 
and axial constants for the nucleon reads 

(1.6) 

We see that the expression for the magnetic moments and weak inter
action constants involves the quantity o. Note that o vanishes in the 
approximate nonrelativistic description when the lower components of 
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the Dirac spinors are neglected. In this case for the proton and neutron 
magnetic moments we have 

(1.7) 

while for the ratio of the axial and vector constants we obtain the well
known results of the SU(6)-symmetry: 

G.A./Gv = -i (1.8) 

For a tentative estimate we give here a value of o which was calculated 
in a scalar potential well: 

V(r) + m = 0 

V(r) = 0 

r < r 0 

r > ro 
(1.9) 

when the large mass of the quark is completely compensated inside it. 
In this case o = 0.17 and 

µ1J = 2.49 

G.A./Gv = 1.1 

to be compared with experiment 

(µ 11)exp = 2.79 

(G.A./Gv)exp = 1.18 

2. Attempts at relativistic generalization 

(1.10) 

Now we will be concerned with the problem of finding the vector and 
axial vertices of composite particle in the relativistic quark model. 

Consider first a simplified model of mesons as a bound state of two 
spinless quarks. To describe this system it is possible to start from the 
relativistic invariant equation1 

[!p2 + q2 
- m2]<p:p{q) - I V:p(q, q') o(n. q')<p:p{q') dq' = 0 

(2.1) 
p·q = 0 p2 > 0 

Here m is the quark mass, p is the four-momentum of the system, nµ is 
the unit four-vector 

1 
nµ = .j p2 Pµ (2.2) 

The four-momentum q characterizes the intrinsic motion of the quarks. 
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The wave functions r:p11(q) are normalized by the relativistic-invariant 
condition 

J r:p11,(q)r:pp(q) o(n · q) dq = ollnr 

M = )p2 M' = )p'2 
(2.3) 

In the absence of the interaction V = 0 it follows from (2.1) that for 
each quark the Klein-Gordon equation holds. 

In the centre-of-mass system p = 0 Eqn. (2.1) looks like 

[!E2 - q2 - m2]r:pE(q) - J VE(q, q')cpE(q') dq' = 0 (2.4) 

In this case the normalization condition reads 

(2.5) 

As we can see the wave function <fJE in the centre-of-mass system does 
not depend on the relative energy q0 or in the x-space it does not depend 
on the relative time t. 

Later on, to determine in quantum field theory the vertex of the inter
acting quarks we use the following approach. Consider the one-time 
two-particle Bethe-Salpeter amplitude 

- ( ) - (01 ( ) ( ) I ) - ip(x+v/2) - ( ) I (2.6) <{Jp X, Y - r:p X r:p Y p Xo=Yo - e 'P11 X - y Xo=Yo 

r:p(x) denotes the second-quantized Heisenberg operator for the scalar 
field. It was shown1 that the Fourier-transform of one-time wave function 
<}5 11(q) satisfies in the centre-of-mass system an equation of type (2.4) for 
the definite potential VE(q, q'). 

It is essential to emphasize that there is a method of constructing this 
potential by means of Feynman graphs of the two-particle Green function. 

Indeed, for the one-time wave function we have 

J dq' Gi\ q, q')r:pE( q') = 0 (2.7) 

where the operator G is the two-time four-particle Green function in the 
centre-of-mass system. By definition 

GE(q, q') = J dq0 dq~GE(q, q') (2.8) 

Expanding the Green function as follows 

Gi = Go + GoKG0 + · · · (2.9) 
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where G0 denotes a free Green function of two particles, and K is the 
Bethe-Salpeter kernel, for the inverse operator of the two-time Green 
function the relation is valid: 

,.---__,, 

(J-1 = <J01 + <J-01GoKGoG"01 + · · ·. 
The tilde denotes the integration as in (2.8). 

Calculating G0 in the centre-of-mass system we have 

Wo(q, q')tl = ~ o(q - q') . [!E2 - q2 - m2] 
z .jq2+ m2 

Hence, for the wave function <PE, we get the equation 

(2.10) 

(2.11) 

[!E2 - q2 
- m2]ij;E(q) - .J 1 

. JvE(q, q')ij;E(q') dq' = 0 (2.12) 
q2 + m2 

The quasi-potential VE is given by the expansion 
,,--...__ 

v E = G'Q1GoKGoGo1 (2.13) 

In the framework of perturbation theory it is possible to check that 
the spectrum of bound states and the scattering matrix obtained with the 
help of Eqn. (2.12) coincides with similar quantities calculated on the 
basis of the Bethe-Salpeter equation. 

Note that Eqn. (2.1) may be considered as a relativistic generalization 
of (2.12), provided that the following condition is fulfilled: 

VE(q, q') = .J 1 
2. VE(q, q') (2.14) 

m2 + q 

Let us now proceed to the case when the quarks have spin t. Here the 
quasipotential equation for the meson is written as 

(y0<1.2>E - ME)'P = 0 (2.15) 

where ME denotes the mass operator of the two interacting quarks. 

M E'1fl = 2.j m2 + q2 "PE( q) +JV E( q, q')<pE( q') dq' 

The normalization condition is 

J dq''1jJE.(q')'1fJE(q') = OEE' 

(2.16) 

(2.17) 

In finding the vertex functions of the bound states in terms of quasi
potential wave functions one faces difficulties. In the presence of the 

6 
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external fields the momentum of the initial and final states are not, 
generally speaking, conserved. So it is impossible to define the rest 
system. Therefore, we restrict ourselves to constructing the vector and 
axial charges, that is, the vertex functions for the zero momentum transfer. 
For this purpose it is convenient to use the following method. 

Let us switch on the external field which does not carry energy and 
momentum, but can carry other quantum numbers. Such fields were 
treated by Wentzel and they are usually called spurion fields. The inter
action of quarks with spurion fields are chosen as 

r<i> = µ. " .• {y
(i> ;t<i> aµ" for vector spurions 

y~1>y~1 > ll~1 > a~" for axial spurions 
(2.18) 

aµ", a~" denote the constant C-numbers which define the amplitudes of the 
vector and axial spurion fields with quantum numbers of the unitary octet. 

Then the quasipotential equation in the spurion field takes the following 
form 

[y~1 • 2>E - M + oMJ7P = o (2.19) 

where Mis the mass operator in the centre-of-mass system. The operator 
oM represents the renormalization of the bound state mass in the spurion 
field. It can be found by the perturbation theory expansion: 

oM = (;-1 wa 'G-1 c2.20) 

Here the operator oGa denotes the first variation of the two-particle 
Green function G ,Aq, q'; a) in the external spurion field and is equal to a 
sum of the following diagrams 

(2) - - --;:.-- --:;;--
(1) - + - + ~ + _s:.._ + ... 

that is, diagrams for the two-particle Green function with one spurion 
vertex. The upper sign in this formula denotes 

(2.21) 

where the integrand is taken in the Foldy-Wouthysen representation. On 
the basis of Eqn. (2.19) for the effective charges of the composite particle 
we obtain the following formula 

J 'lf'E(q) oM'lf'E(q) dq = Qµ"aµ" + Q5µ"a~" (2.22) 

Note that the explicit form of the charges depends essentially on the 
form of the mass operator M. 
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When there is no interaction between quarks it is possible to get the 
following expression for the vector and axial charges 

(01Q"10) = J 'lf'E(q)().~l) + A~2)]'!f'E(q) dq 

(2.23) 

where 

!:1 <i> _ <i> m + a<
1
> · q 

z - <Yz Jm2 + q2 qz Jm2 + q2(Jm2 + q2 + m) 

One can see from this formula that the vector charge of two non-interacting 
quarks is not renormalized and is equal to a sum of charge of individual 
quarks. 

The axial charge of a two-quark system is, however, renormalized even 
in the absence of the interaction between them. For example, in the case 
of spherical symmetric wave functions 'If' from (2.23) we have 

(01Qs"10) = ().~1>a;1 > + ).J2>a;2» ( 1 - ~~2 + · · ·) (2.24) 

Now we compare this expression with the renormalized values of the axial 
charges of the quarks which were calculated earlier in the quasi-independent 
quark model. Expanding o in powers of l/m gives 

(q2) 
o=-+··· 

6m2 
(2.25) 

It can be easily seen that the first-order calculated values for the re
normalized axial constants for both models coincide. The point is that 
in the expansion (2.25) the first term does not depend on the interaction 
potential and is only due to the relativistic effects. 

The method described is closely connected with the programme sug
gested by Gell-Mann for constructing representations of the local algebra 
of currents by means of the relativistic quark model2. 

To describe the meson Gell-Mann2 uses the Yukawa-Markov type 
equation of the form 

(j-M)'!f'=O (2.26) 

with the renormalization condition for the wave function 
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Eqn. (2.26) is an analogue of Eqn. (2.1) if quarks have spin t. From 
Lorentz-invariance the most general form of the matrix element of the 
current is written as 

ffe"µ(p, p') "-' J dq dq' .J o(p . q) o(p' . q') ':(f1>.(q')G11.,, 1Pv(q) (2.27) 

where G µa. is a sum over /.~1 > and /.~2 > times all possible independent vector 
operators such as r11 >, r12> etc, times Lorentz-invariant functions 

F(q . p', p . q' ... q2, q'2) 

A requirement is imposed on the invariant functions so that the currents 
thus determined should satisfy the algebra in the system p. ~ oo. Such a 
possibility in the model of non-interacting quarks was illustrated in 
Gell-Mann's lectures. 

In conclusion we point out that there exists a relationship between the 
relativistic quark model and the group theoretical approach using the 
infinite component wave equations. 

Ifwe assume that the interaction between quarks takes place by exchange 
of scalar massless particles then in the instantaneous interaction Eqn. 
(2.12) becomes a Schrodinger equation in the Coulomb field. 

As is known all the solutions of this equation form the basis of one 
unitary infinite-dimensional representation of the group 0 (4.1). 

Therefore the problem of determining the energy levels of the bound 
states can be reduced to finding unitary representation of some non
compact group. At present there exists no method for constructing the 
potential. Therefore, by analogy with the Coulomb problem, attempts 
are being made to describe the bound states of the system by means of 
infinite-component wave equations, that is, the problem of determining 
the potential is replaced by that of finding the symmetry group. The 
substitution of dynamics by group theory has been one of the recent trends 
in elementary particle physics. Having seen a general qualitative success 
of the quark model of mesons and baryons, one wants a more qualitative, 
but simple and unified description of hadron phenomena without assuming 
detailed dynamical mechanisms. 
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Discussion on the report of A. N. Tavkhelidze 

H. P. Diirr. There is a point which I have never understood in the 
dynamical treatment of the quarks: whether they are fermions or bosons. 
If one succeeds in some way or another in describing the nucleon as a 
three quark bound state by introducing, for example, a scalar interaction, 
as you have done, isn't the crucial question here whether the four, five and 
particularly the six quark state (the deuteron?) etc. have a binding energy 
compatible with experiment? 
A. N. Tavkhelidze. It is obvious that the 3 quark state is of special 
importance since 2, 4 or 5 quark states have not been observed. The 
deuteron should be considered most likely to be a system consisting of two 
3 quark subsystems. From the dynamical point of view, it is difficult to 
explain the exceptional role of the 3 quark system. 
L. A. Radicati. (1) Did you obtain a particular representation of 
Gell-Mann's local algebra or a class of representations? 

(2) The second question is not specifically directed to you but to any
body in the audience who knows how to answer. Is it obvious that a repre
sentation of Gell-Mann's algebra should coincide with a representation of 
a non-compact group? Is this a general property? 
A. N. Tavkhelidze. (1) We have obtained only the simplest repre
sentation of the local algebra. The problem of the existence of the repre
sentations of other types has not been considered. 

(2) The fact that the representation of the local algebra coincides with the 
representation of the non-compact group is, in may opinion, very interest
ing and surprising. At least, I do not know any mathematical theorems 
which would explain this coincidence. 
F. E. Low. In the Hartree field model ~si ~ E; one has to add in the 
potential. Therefore, in your one particle theory, one must explicitly add 
the potential, which means that £ 0 again involves the quark mass. There
fore it is hard to take the specific numerical results seriously. 
A. N. Tavkhelidze. Starting from the qualitative arguments about 
the nature of the forces which bind quarks, and using the independent 
quark model, it is possible to calculate such quantities as magnetic moments, 
axial constants and the effective masses of quarks. Collective effects can 
be taken into account by means of perturbation theory. It is obvious that 
the equations which describe the residual interactions of bounded inde
pendent quarks must include the quark effective mass meff and not the 
large real mass M. In any case the calculations performed by means of the 
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Bethe-Salpeter equation would be extremely useful if we know better 
the nature of the forces acting between quarks. 
W. Heisenberg. What are the symmetry properties of the quarks in 
your model? Since you assume the spin t for the quarks, one should con
sider Fermi statistics. On the other hand you spoke about the wave 
function being symmetrical in the quarks. What are your assumptions? 
A. N. Tavkhelidze. The totally symmetric spin-unitary spin wave 
function gives a good description of the main experimental properties of 
baryons. However, if quarks are fermions such a choice contradicts the 
Pauli principle. To avoid this difficulty attempts were made to introduce a 
totally antisymmetric wave function of three quarks in the s-state or to 
ascribe to quarks the parastatistics. There is also a possibility of introduc
ing instead of one triplet of fractionally charged quarks three triplets of 
integer charged quarks, the main consequences of the SU(6) symmetry 
being unaffected. 



DISSIPATIVE PROCESSES, QUANTUM 
STATES AND FIELD THEORY 

I. Prigogine*t 

Universite Libre de Bruxelles, Belgium. 

Synopsis 

This report is devoted to the study of quantum states and quantum levels 
corresponding to a finite lifetime. Closely connected is the question of a 
consistent dynamical description involving physical (renormalized) par
ticles. Reasons are discussed (see §I) why it is convenient to use the density 
matrix as a starting point. The general methods of non-equilibrium 
statistical mechanics are summarized in §2. For further reference the 
interaction between radiation and matter is discussed in §3 and the diffi
culties to include higher order terms in the coupling constant summarized 
in §4. 

A central role in this entire report is played by a new transformation 
theory (see §5). It leads (through a non unitary transformation) to a new 
description in which the dynamical evolution is especially simple and 
physically clear. It is very similar to the evolution of a weakly coupled 
system. It is important that at each moment the entropy of the system 
can be expressed through a simple Boltzmann type combinatorial expres
sion. This guarantees that we are dealing with physical (or dressed 
particles) in the sense of field theory. 

States both with infinite lifetime and finite lifetime can be defined. In 
the first case they are defined by a wave function, but in the second case 
they are not (since they are not in the Hilbert space). The theory is applied 
to the interaction of radiation and matter (§6). It is shown that Einstein's 
classical theory of spontaneous transitions can be generalized in this way 
to higher order in the coupling constant. The explicit expression of an 
excited quantum state and quantum level including lifetime effects are 
discussed in connexion with a simple example in §7. 

Relation with field theory is discussed in §8. For stable particles 
the usual mass and charge renormalization is recovered. However for 

*This report was prepared with the collaboration of Dr. CL George and Dr. F. 
Henin. 

t Also the Center for Statistical Mechanics and Thermodynamics, University of 
Texas, Austin, Texas. 
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unstable particles new effects appear. The main difference is that no re
normalized field operator can be defined. To illustrate our method the 
neutral scalar field with fixed sources and the Lee model is discussed (see 
§§9-10). It is shown that our method provides us with a generalization of 
improper unitary transformations for dissipative systems. Reasons are 
given why ghost states do not appear in our theory. 

The relation between quantum states and entropy takes a remarkable 
new form (§11). 

Dressing processes in dissipative systems appear as essentially irreversible 
processes with increase of entropy. This feature is retained in our theory 
which leads to a dynamical description which unifies in a sense general 
features of statistical mechanics and of field theory. 

1. Introduction* 
The similarity of certain types of problems which exist in field theory and 
in statistical mechanics has been often stressed. In both cases, we deal 
with systems with an infinite number N of degrees of freedom (or at least 
we have to study the limit N ~ oo ). Therefore some type of asymptotic 
procedure is unavoidable to extract physical information from such sys
tems. More precisely the parallel of a free field is a model of harmonic 
oscillators such as may be used as a model for classical solids at low 
temperatures while coupled fields correspond to interacting systems of 
statistical mechanics as they must include some mechanism to allow for 
sufficiently long times (in a finite volume) the establishment of thermo
dynamical equilibrium. 

Now great progress has been achieved in the time description of the 
systems usually considered in statistical mechanics, such as interacting 
molecules in a gas or interacting normal modes [Prigogine (1962, 1967), 
Balescu (1963), Resibois (1966)). 

Therefore it seems natural to consider some field theoretical problems 
from this perspective. While I am well aware of the lack of generality of 
the results presented in this paper,t I feel however that they may point to 
an interesting new direction. Indeed they seem to indicate the possibility 
of a new formulation of field theory which is much more similar to sta
tistical mechanics. For this reason I have prepared this report, in which 
the emphasis will be on physical ideas while the mathematical develop
ments (which are elementary but often lengthy) will be found elsewhere. 

* The author apologizes for the unusual length of this paper. He wanted to provide 
not only a readable account of the statistical formalism used but also to include a few 
examples to give the reader a feeling of the physical meaning of the concepts involved. 

t See footnote on p. 202. 
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[Henin, Prigogine, George, Mayne (1966), Prigogine and Henin (1967), 
George (1967), Prigogine, Henin and George (1968).] 

Many important problems of elementary particle physics may be dis
cussed in terms of the S-matrix formalism once the existence of asymptotic 
in and out states is assumed. However, in non-equilibrium statistical 
mechanics one deals always with an initial state which is by definition a 
non-equilibrium state and cannot be extended to t--+ - oo. Similarly 
unstable particles cannot be included in the asymptotic in-states. 

Clearly if we could define precisely what we mean by a quantum state 
with.finite lifetime we could generalize the S-matrix approach and discuss 
the transition probability Pit where i or f, or both, are defined without 
introducing the asymptotic condition t--+ ± oo. This will be the main 
problem we shall discuss. 

Let us first discuss a few simple examples in which excited states con
tribute to the thermodynamic properties and the scattering cross section. 

We consider a system characterized by the Hamiltonian 

H = H 0 + ;y (1.1) 

In subsequent paragraphs, we shall often consider the example of an 
atom with a single electron interacting with a radiation field. It is therefore 
appropriate to give the explicit form of H0 and V for this case. In the 
nonrelativistic limit the Hamiltonian is then the sum of the Hamiltonian 
Hg of the atom and of Hfi which is the free transverse field Hamiltonian; 
V describes the interaction between the atom and the transverse photon 
field. The eigenstates and eigenvalues of Hg will be labelled Iµ) and ew 
We shall also introduce occupation numbers nµ for these levels. We may 
then write 

(with! nµ = 1 and nµ = Oor 1) (1.2) 
µ 

Similarly we may introduce photon occupation numbers {n"}, and we have 

H~ = ! nkwk (1.3) 
k 

We restrict ourselves to the term linear in the charge [-e(P • A/m)] in the 
interaction potential V, so that we may write 

(l.4) 

where a+i, a-1 are the usual creation and destruction operators. A term 
such as 

a+1a-1a-1 (1.5) 
µ v k 

corresponds to a process in which a photon k is destroyed and the atom 
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makes a transition from level v to level µ. We neglect two photon pro
cesses which can be treated by the same method. 

The explicit form of V~i~k will not be necessary here. 
We shall also later consider, as examples, the scalar model of field 

theory (see §9) as well as the Lee model (see §10). 
Let us first consider the thermodynamic equilibrium properties of an 

atom together with the radiation field when enclosed in some box of finite 
volume. We assume the validity o.fGibbs canonical formalism at equilibrium. 
Therefore we have for the partition function 

z = tr e-II/kT = Z (cHlkT)nn (1.6) 
n 

where the n are occupation numbers [see (1.2), (1.3)). If the interaction 
is sufficiently weak (1.6) reduces to the much simpler expression 

z = z e-<Ho>nnlkT 
n 

(1.7) 

In this approximation the thermodynamic properties are expressed in 
terms of the occupation numbers of the photons and the electron. How
ever in this approximation the levels are calculated neglecting the finite 
life time of the excited states (as they are eigenfunctions of the time dis
placement operator H0). 

On the contrary (1.6) involves the levels of the system as a whole. We 
could also calculate in this case the average number of photons present 
but this calculation would not be meaningful as we do not know how to 
distinguish between real and virtual photons. 

The question is now if we can write (1.6) even in the presence of the 
interaction in the form 

z = z e-E({n))/kT 

n 
(1.8) 

where the energy levels E({n}) may be still functionals of the occupation 
numbers. We would then have something like effective energy levels which 
take into account the fact that excited levels have only a finite lifetime. 

There is one important physical example where this has been done: 
namely in Landau's theory of Fermi liquids (see Nozieres, 1963). How
ever, in this case, we are interested in states near the Fermi surface and 
deal with a non dissipative or weakly dissipative situation. 

The question is therefore: can we extend Landau's theory to dissipative 
systems? Interesting results have been obtained by Balian and de Domin
icis (1960). However their method seems to be strictly restricted to 
equilibrium and will not be employed here*. 

* A detailed comparison between the kinetic method we use and the method of 
Balian and de Dominicis is in preparation (see footnote on p. 202). 
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Another very interesting attempt is due to Resibois (1965a). [See also 
Watabe and Dagonnier (1966); for earlier attempts to introduce renor
malization in the frame of kinetic theory see Prigogine and Leaf (1959), 
Henin (1963).] 

To lowest order in the coupling constant the method we use in this 
paper reduces in the case of Fermi particles to Resibois' results. 

Let us now consider a simple scattering problem. We consider an 
incident photon w;. which is scattered by a 'two-level' atom and observe 
the outgoing photon w1• We may of course apply usual S-matrix scattering 
theory (see the excellent textbook by Goldberger and Watson, 1964). 

Fig. 1.1. Resonance scattering. 

The characteristic feature of this problem is that we may consider at 
least two possible mechanisms for the scattering: either we form first, 
through absorption of the initial photon w;., the excited state b which is 
then deactivated through emission of w1, or level b enters only 'virtually' 
in the process. In the first case we expect to find in the corresponding 
cross section the product of a-functions, 

o(eb - 8a - W;) a(eb - 8a - W1) 

while in the second case we expect the single a-function, 

(1.9) 

(1.10) 

Moreover, in the first case the duration of the process involves the life
time of the excited state b and may be expected to be much longer (for 
matter-radiation interaction) than in the second case. 

In the situation for which W;, is far from eb - ea, the process (1.9) can
not occur. We may then calculate the scattering matrix by the lowest 
order Born approximation which involves the two Feynman diagrams 
(Figure 1.2.). In this way one obtains a well defined contribution [see 
Grosjean (1959), Goldberger and Watson (1964), Kroll (1965)] which we 
don't need to reproduce here. 

We inquire what happens when 

(1.11) 
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" b 
'b 

.a a a a 

(0) 
( b) 

Fig. 1.2. Feynman diagrams corresponding to the Born approximation for resonance 
scattering. 

Then the T-matrix becomes singular since, in the diagram (a) of Figure 
1.2., we have the propagator 

1 

ea+ W;. - eb + z 
(1.12) 

which in the limit z--+ 0 has a pole on the real axis. To avoid this one 
replaces the propagator by the complete Green's function corresponding 
to the intermediate state b. In terms of the so-called level shift operator R 
(see Goldberger and Watson, 1964) this gives instead of (1.12) the 
expression 

l 
(1.13) 

ea + W;. - eb + z - (bl R(z) lb) 

and the poles are shifted into the lower half plane. Neglecting diagram (b) 
of Figure 1.2., and taking the square of the contribution (a) with the life
time correction expressed by (1.13), one obtains, introducing some minor 
approximations, the well known Lorentz shape. However it should be 
noticed that in the limit (1.11) and z--+ 0 we obtain a contribution of order 

1/).2 (1.14) 
where ). is the coupling constant. 

We have therefore avoided the divergence problem but we have to give 
up any expansion in powers of the coupling constant. As the result the 
precision of this method is difficult to discuss. It does not even lead to an 
expression valid for the whole range of frequencies: the Lorentz shape is 
only derived when diagram (b) is neglected, which is only possible near 
resonance, while the Born approximation is obtained when resonance is 
neglected. More complicated situations may be discussed in a similar 
way (for the standard treatment see Kroll, 1965). 

Can we do better? In all transport equations discussed for quantum 
mechanical systems such as the Pauli equation or the Boltzmann equation 
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for dilute gases we deal directly with transition probabilities and not with 
transition amplitudes. However in this approximation the transition 
probabilities can be easily calculated in terms of the T-matrix since in this 
case any transition i ->-f can only be achieved in a single way. As an 
example we shall discuss in detail the Boltzmann (or Pauli) equation for 
the matter-radiation interaction in §3. 

Our problem is therefore to derive 'higher order' transport equations 
with the hope of isolating the different processes such as (1.9) (1.10) and to 
discuss their interplay in given physical situations. 

What we need is an extension of the Einstein treatment of spontaneous 
emission (1917) based on transition probabilities to higher order in the 
coupling constant. But this involves a clear and precise definition of the 
excited level eb in (1.9). 

Let us study these problems starting from the von Neumann equation 
for the density matrix 

i op= [H, p] 
at (1.15) 

In this way we are able to make direct contact with non-equilibrium 
statistical mechanics. But there is a more fundamental reason why (1.15) 
is an appropriate starting point. While SchrOdinger's equation is linear 
in the wave function, the wave function appears quadratically in average 
values. Now in all problems we shall discuss here there are asymptotic 
elements involved (limit of large volume, long time · · ·). In the T-matrix 
method these asymptotic elements are introduced first and then the square 
is taken while in methods involving the statistical density matrix such as 
the kinetic methods one works directly with quadratic functionals of the 
wave functions. 

As the density matrix satisfies both a linear equation and is also linearly 
related to average values it is not astonishing that asymptotic procedures 
are in fact simpler to handle. Let us now briefly summarize the method 
which leads to the kinetic equations we shall use. 

2. Kinetic equations 

There are at present very beautiful and compact methods to derive from 
(1.15) the so-called master equation (see specially Resibois 1966, Zwanzig 
1960, 1964, Balescu 1967, Baus to appear). We shall try to give a concise 
account of the physical ideas involved. 

In terms of p the average value of an observable A may be written as 

(A)= ~ (nl p ln')(n'I A In) (2.1) 
nn' 
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It is useful to perform a change of variables 

n - n' = 11; n + n' = 2N (2.2) 

and to use the notation 

(
n + n') (nl A In') = An-n' -z = A.(N) (2.3) 

In this way (2.1) becomes 

(A) = 2 { AoPo + 2 AvPv} (2.4) 
(N} 

In a model in which a random phase approximation would be valid all 
Pv would vanish. It is therefore appropriate to consider Pv as expressing 
the correlations in the system while p0 refers to the 'vacuum of correlations'*. 

The aim of the theory is to establish exact equations of evolution for 
the vacuum component p0 and the 'correlation component' formed by all 
the Pv (with 11 -¥:- 0). To do this, we first write (1.15) using the notation of 
(2.2) and (2.3) together with (1.1). After a few elementary manipulations, 
we then obtain 

with 

= (2 11µloµ, + 2 vlcw~)(jvv' (2.6) 

Similarly 
µ Ir, 

(111 bL Iv') = e<-v'/2)(a/aNl(V)v-v'e<vl2)(a/QN) - e(v'/2)(o/ON)(V)._ •• e(-v/2)(il/oN) 

(2.7) 

The two terms in (2.6) and (2.7) correspond to the two terms in the original 
commutator (1.15). 

The interest of (2.5) lies in its striking analogy with the Liouville equation 
of classical statistical mechanics. The variables 11 play the role of the clas
sical angle variables while the N play the role of the action variables. For 
this reason we have called (2.5) the 'Liouville-von Neumann' equation. 
Since (2.5) describes 'transitions' between the vacuum component p0 and 
the correlation component p., or transitions inside the correlation com
ponents we may say that (2.5) describes the dynamics of correlations. We 

* This distinction can be made in a specially clear and elegant way by introducing 
projection operators (see the references at the beginning of this paragraph). 
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shall not write the explicit form of (2. 7) but notice that because of the form 
of the potential energy (1.4) the only non vanishing elements are 

(vi oL Ivµ + c, Vµ' - c, 'PK - c) with c ± 1 (2.8) 

This may be represented by a vertex at which two electron lines and one 
photon line meet. Examples are given in Figure 2.1. While the graphical 
expression is very similar to the Feynman graph, Figure 1.2, the physical 
meaning is quite different. For example, as shown by formula (2.15) the 
matrix element 

<OI oL 11 µ• -1 µ'• - Ik> P1µ.-1µ'.-1k 

gives a contribution to p0• In other words the matrix elements of oL 
correspond to transitions between different correlations (or between 

Eµ •. !_~~ ~ 
~ ~---- ~ 

k 

Fig. 2.1. Graphical expression of matrix elements (2.8). 

correlations and the vacuum of correlations) while Feynman diagrams 
correspond to transitions between states. Also as indicated by (2.7) the 
matrix elements (vi oL Iv') are still operators acting on the occupation 
numbers N. 

These differences are not unexpected: Feynman's graphs are associated 
with the evolution of the wave function while our diagrammatic repre
sentation refers directly to the evolution of the density matrix (which is 
quadratic in the wave function). 

The Liouville-von Neumann equation can be solved formally using 
various tools such as Laplace transforms or projection operators to obtain 
the evolution equations for the vacuum component p0 as well as for the 
correlation component Pv· 

For p0 we obtain the evolution equation valid both in the classical and 
the quantum cases 

~o = EdTG(t - T)Po(T) + $(t; Pv(O)) (2.10) 
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In this equation the quantity G(t) is a generalized collision operator 
defined formally in terms of all irreducible vacuum of correlations to 
vacuum of correlations transitions (see 2.11). A fundamental role in the 
theory is played by the Laplace transform 1JJ(z) of G(t) with 

(

oo 1 )n 
1P(z) = (01 oL ~1 z _ Lo oL 10\rr (2.11) 

where the index 'irr' means that only terms such that all intermediate 
states are different from the vacuum of correlations 10) must be taken into 
account. 

Again the formal similarity with the irreducibility condition used in the 
T-matrix or level shift operator should be emphasized (see Goldberger 
and Watson, 1964). However, there this condition refers to intermediate 
quantum states while here it refers to intermediate states of correlations. 

In the subsequent development we shall require 

lim "P(z) (2.12) 
z->+iO 

The irreducibility condition in (2.11) has the consequence that 1P(z) has 
no poles on the real axis. Using the theory of Cauchy integrals the limit 
(2.12) may be taken in an unambiguous way [see Henin, Prigogine, 
George and Mayne (1966), Prigogine (1967), Schieve (1967)]. 

That is the basic property which makes an expansion of the collision 
operator in powers of the coupling constant possible. The finite duration 
of the collision is expressed through the non-instantaneous character of 
Eqn. (2.10). The second term in the r.h.s. of (2.10) expresses the influence 
of initial correlations. 

The fundamental asymptotic property which makes this formulation 
important can be summarized by the following assumption 

P}l(t; p,(O))--+ 0 (2.13) 

For simple cases this property may be verified by direct calculation. 
It should be stressed that it can only be satisfied for very large systems and 
for well defined classes of initial distributions corresponding to correla
tions of a finite range. 

The entire foundation of thermodynamics is included in (2.13). If this 
condition were not satisfied the system could not forget its initial conditions 
and would not evolve to the state of maximum entropy independently of 
the initial conditions. 

The property (2.13) will also be used in the field theoretical problems we 
shall discuss. In fact, it is the assumption which will permit us to introduce 
well defined physical particles. As we shall see in more detail later it 
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provides a deep link between ergodicity and the problem of elementary 
particles. 

If we assume (2.13) and moreover use (2.11 ), we may rewrite (2.10) in 
the form 

i Opo = 'ljJ(i .£.) p0(t) ot ot (2.14) 

The lowest approximation to (2.14) is obtained by neglecting the time 
dependence in the operator 1fl as 

i 0Po(t) = 1jJ(O)p0(t) (2.15) ot 
This is possible when one has two widely separated time scales tcon and 
trel such that 

tcoll 0 --+ 
frel 

(2.16) 

where tcou is a time characterizing the duration of the collision process and 
treI is the relaxation time of the process. The duration of the collision is 
considered as instantaneous on the scale of the relaxation time*. We may 
say that (2.15) corresponds to the Boltzmann approximation of statistical 
physics. 

A more general equation is obtained when 1f1[i(o/ot)] is formally 
developed in a power series of [i(o/ot)]. After reordering the series, Eqn. 
(2.14) becomes 

(2.17) 

where .Q is a functional of 1jJ(z) and its derivatives in respect to z, for z-+ 
+iO. For example the first terms are 

.Q = 1 + 1f1'(0) + !1P"(0)1fl(O) + [1f1'(0))2 + · · · (2.18) 
with 

1fl'(O) = (d1fl) , 
dz z->+iO 

etc···. (2.19) 

The basic difference between (2.15) and (2.17) is that in (2.17) the finite 
duration of the collision is taken into account through the operator .Q. 

The transition from Eqn. (2.14) to Eqn. (2.17) is only possible if the 
relaxation process still corresponds to the longest relevant time scale in 
the system. Therefore there are important problems involving many 
degrees of freedom which cannot be described through (2.17); examples 
are gravitational interactions [see Prigogine and Severne (1966), (1967)] 
and spin relaxation through a Heisenberg Hamiltonian [see Resibois and 

* For more details concerning the time scales involved, see the references given in the 
introduction. 
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De Leener (1966)]. Such 'non-Boltzmannian' situations are excluded 
explicitly from our subsequent discussion. We shall call (2.17) the 'post
Boltzmannian' approximation [see Prigogine and Henin (1967), Prigogine 
(1967)]. 

To conclude this survey let us consider briefly the question of correla
tions. Any given correlation may be split into two parts: 

pv(t) = p~(t) + p'~(t) (2.20) 

The evolution of the first part is given by an equation similar to the 
kinetic equation for p0(t) which describes the scattering of the free cor
relations. This part vanishes fort--+ oo exactly as (2.13). The second part 
corresponds to the creation of correlation from p0(t). It is given by 

p'Xt) = LtdT<t'v(T)po(t - T) (2.21) 

where the 'creation fragment' is the Laplace transform of the operator 

<t'v(z) = (vi L -- oL \O)irr oo ( 1 )n 
n=l z - L 0 

(2.22) 

The index 'irr' again means that no intermediate state is identical to the 
vacuum of correlations. Expanding p0(t - T) around p0(t) we obtain 
p:(t) in terms of the distribution function p0(t) at the same time. We then 
find an expression of the form 

p~(t) = CvPo(t) (2.23) 

This corresponds exactly to the post-Boltzmannian approximation (2.17) 
in which we also have expressed op0/ot in terms of p0 taken at the same 
time. 

Both Eqn. (2.10) for the vacuum component and (2.28) for the correla
tion component may be obtained from a single equation by taking the 
'projections' of this equation on the vacuum and on the correlations [see 
especially Zwanzig (1960), Balescu (1967)]. Here we have considered 
homogeneous situations in the absence of external forces but the method 
we have used may be generalized to apply to other situations [Severne 
(1965), Balescu (1967)]. 

As an example let us consider the Boltzmannian and the post-Boltz
mannian approximation for the interaction between radiation and matter. 

3. Boltzmann approximation for the interaction between radiation and 
matter 

Let us start with (2.15) and use the general expression (2.11) for the 
collision operator. We are interested in the lowest order which is A.2 
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(corresponding to the Born approximation). In our diagram representation 
(see Figure 2.1) this corresponds to two vertex diagrams connecting the 
vacuum of correlations to the vacuum of correlations. The form of these 
diagrams is indicated in Figure 3.1. These diagrams correspond to the 
formation of a correlation involving a single photon with a lifetime which 
is of the order of the duration of the collision. Using the explicit form of 

fL' 

k 

Fig. 3.1. Contribution to the collision operator to order J.2• 

the Hamiltonian (see 1.1-1.4) as well as of the matrix elements of the 
Liouville operator one obtains the operator 

-i'l/'2(0) = -211' 2 2 2 2 0(8µ - 8µ' - wk) JVµ/µ'kl 2 

µ µ' le •=±1 

x [1 - exp {-8(~ - _j_ - _j_)}] (3.1) 
oNµ oNµ' oNk 

This operator describes single photon absorption or emission processes 
with a corresponding change of state of the electron. It is still an operator 
acting on the occupation numbers N. Therefore the kinetic Eqn. (2.15) 
takes the explicit form 

opo(N, t) ~ ~ 2 
-=---- = -211' £.., £.., 0(8µ - 8µ' - wk) JVµ/µ'kl 

ot µµ' k 

x { ONµ,10Nµ',O(Nk + 1)[ 1 - exp (- O~µ + O~µ' + a~J J 
+ ONµ,00Nµ•,1Nk[1 - exp (a~ - ()~ - ()~) ]}Po(N, t) 

Jl µ1 It 

= -211' 2 2 0(8µ - 8µ' - W1c) JVµ/µ'kl 2 {0Nµ,10Nµ',O 
µµ' ,, 

x (Nk + l)[p0(N) - p0({N}', Nµ - 1, Nµ' + 1, Nk + 1)] 

+ oNµ,Avµ" 1N1c[P0(N) - p0({N}', Nµ + 1, Nµ' - 1, N1c - 1)]} 

(3.2) 
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This equation is, of course, well known and often called the 'Pauli-equa
tion'. We recognize in the r.h.s. the familiar gain and loss terms. The 
transition probabilities which appear in the Pauli equation correspond to 
the Born approximation for one photon process. For future reference let 
us summarize the main properties of this weakly coupled approximation: 

(1) The operator i'l/'2(0) given by (3.1) is hermitian. It may indeed be 
verified that 

°'i,J/(N)itp2(0)f1(N) = [°'i,f1(N)itp2(0)J/ (N)]* (3.3) 
N N 

This is in fact a general property valid to all orders of ,1. (see George, to 
appear). Therefore the eigenvalues of this operator are real. The evolu
tion of the system may be described in terms of real relaxation times. 

(2) There is an obvious correspondence in (3.1) between the a-function 

0(8µ - 8µ' - W1c) (3.4) 

which expresses conservation of the (unperturbed) energy and the dis
placement operator 

exp [ -s(0~µ - aiµ' - 0~,) J (3.5) 

both referring to the same three-particle process. 
(3) For long times we have [for the proof see Prigogine (1962), Resibois 

(1966)] 

(3.6) 

We obtain the unperturbed canonical distribution. This is a special case 
of a general rule: if in the kinetic equation terms up to order },2n are 
retained, the macroscopic properties are correct up to order ,t2n-2• Since 
we retain only terms of order '1.2 we cannot obtain any effect related to 
correlations (which are at least of order '1.2). In our specific case the asymp
totic equilibrium distribution corresponds, for a finite temperature, to a 
Boltzmann distribution of matter and a Planck distribution of radiation. 

(4) As all correlations are neglected the general formula for averages 
(2.4) reduces to the sum taken over the diagonal 

(A) = °'i, A0(N)p0(N) (3.7) 
N 

(5) The entropy (or the £-quantity) is given both for equilibrium and 
out of equilibrium by the Boltzmann functional 

.Y't' = °'i, p0(N) log p0(N) (3.8) 
N 

It is also a sum taken over the diagonal. 
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( 6) The relation 
oH0 

Si= -
oN; 

(3.9) 

between the Hamiltonian of the system (as a whole) and the one-particle 
energies which enter in the kinetic equation, is trivially satisfied. All these 
properties are well known. We have however repeated them in order to 
discuss the deep alterations introduced when we go to higher order 
approximations. 

We may directly apply (3.2) to various problems of physical interest. 
For example, to discuss spontaneous emission we must start with the 
atom in the excited state and no photons present in the system. This is 
expressed by the initial condition 

Po(l2, t = 0) = 1 all other p0 = 0 (3.10) 

We assume therefore that the atom was initially in the second excited level. 
Equations (3.2) give us the usual exponential decay. 

Let us use the abbreviations 

y µ/vk = 271" o( 8µ - 8v - W1c) IVµ1r1cl2 

Yµ = L Yµlvk 
vlr. 

(3.11) 

(3.12) 

The only diagonal elements which remain for times much longer than the 
life times y 2 , y1 of the excited states are 

(1 1 ) Y2101c 
Po o' · "' t = --

t-+"" Y2 

(1 1 1 t) _ Y21uY1/ok' + Y21ur:Y1101c 
Po o' 1c' "" -

t-+oo Y1Y2 

(a) ( b) 

Fig. 3.2. Spontaneous emission in the Born approximation. 

(3.13) 

(3.14) 
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Clearly (3.13) corresponds to emission of a single photon due to the quan
tum transition 2-0 (Figure 3.2) while (3.14) corresponds to the production 
of two photons corresponding to successive transitions from 2 to 1 and 
from 1 to 0 (Figure 3.2b). The average photon number is given by 

( ) - ~ N - Y2/0k + Y2/Ik + YI/Ok~ Y2/Ik' 
nk t->oo - £.. 1cPo - £.. (3.15) 

\Nl Y2 Y2 Y1 ,., Y2 

It is formed by three sharp lines corresponding to the a-functions involved 
in y2101c, y2111c, and YI/o1c· We may study resonance scattering in the same 
way. We take as our initial condition 

p0(1 0 , 1,i. t = 0) = 1: all other p0 = 0 (3.16) 

The atom is initially in the ground state and a photon A. is present. We now 
have the absorption process followed by emission processes with the atom 
returning to the ground state. If as usual in scattering theory we retain 
only terms in 1/L3 we may neglect sequences corresponding to more than 
a single absorption process each of which gives a factor L-3• One then 
obtains after a few elementary calculations again for times long with 
respect to the lifetime of the excited states* 

Po(lo, 1;., t) = 1 - A2t[y1/oJ. + Y210;.] (3.17) 
·t-t-c.o 

Po(lo, l1c, t) = A2t {YI/OJ.YI/Ole + Y210;.Y2101c} 

t->oo Yi Y2 
(3.18) 

(1 1 1 t) _ 12t Y210;.[Y2/IkYl/Ok' + Y2/I1c'YI/Ok] 
Po o, k• k'' - 11. (3.19) 

t->oo Y1Y2 

The results have the same interpretation as in the case of spontaneous 
emission: we have either elastic scattering described by (3.18) or inelastic 
scattering (3.19) with the emission of two photons. In this approximation 
we have scattering only when the resonance conditions corresponding to 
the a-functions are satisfied. Therefore there is no finite line width. This 
is of course very unrealistic and shows that we have to go beyond the 
Boltzmann approximation, but here the difficulties begin! 

4. The post-Boltzmannian approximation 

We start now with Eqn. (2.17) taken together with (2.18). If we include 
terms up to order },4 we obtain 

Opo ·12 ·14 ·14 ' ( at = -111. '!fJ2Po - 111. '!fJ4Po - 111. '!fJ2'tP2Po 4.1) 

*To simplify the notation we restrict ourselves to a 3-level system. 
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We now have to take into account contributions to the collision operator 
involving four vertices. Examples of such diagrams are indicated in 
Figure 4.1. The characteristic feature of the contributions represented in 
Figure 4.1 is that they describe correlations involving two photons. 

Fig. 4.1. Contributions to the collision operator to order ,!\4. 

It is a straightforward but lengthy calculation to obtain the explicit form 
of 1fJ4 [see for a similar calculation Henin, Prigogine, George, Mayne 
(1966)]. We shall not reproduce it here but we wish to make the following 
qualitative remarks (following essentially the same order as in §3) in order 
to compare the Boltzmannian and post-Boltzmannian approximations. 

(1) The operator i1fJ4 is still hermitian, also "P~ is hermitian. However, 
the r.h.s. of (4.1) contains the product of two non-commuting hermitian 
operators which act on the occupation numbers 

1P~(i1f2) 

Therefore the collision operator in (4.1) is no longer hermitian and we 
cannot conclude a priori that the approach to equilibrium will be 
monotone; 

(2) When the calculations are performed we find different types of 
b-functions and displacement operators. In addition to (3.4) and (3.5) 
we find also 

b(wk - wk') 

b( e1, - eµ' - wk ± wk,) 
and 

[ ( a a )] exp -e - - --
oNJc oNlc' 

exp [-e(_E_- -0 _ _E_ ± ~)] 
aN1, oNµ' aN,, oNk' 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

Unfortunately, a given b-function is no longer associated with the 'correct' 
displacement operator (for example 4.2 may be associated with 4.5). This 
is not a phenomenon peculiar to the matter-radiation interaction studied. 
It has been noticed by Mangeney (1964) for a plasma interacting with a 
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radiation field [see also Baus (1966), Chapell, Britten and Glass (1965)] 
and by Resibois (1963, 1965, 1966a) for collisions in a moderately dense 
system. This prevents us from any simple interpretation of Eqn. ( 4.1) in 
terms of energy conserving collision processes; 

(3) Still it may be shown [see Prigogine (1962), Prigogine and Henin 
(1960)] that for long times the correct canonical equilibrium distribution 
is recovered 

Po} -+ canonical distribution 
Pv t-+oo 

(4.6) 

As a special case Eqn. (4.1) leads to a correct equilibrium up to order },2• 

( 4) In the evolution of macroscopic quantities correlation effects have 
to be taken into account; formula (3.7) is no longer valid. 

(5) Correlation effects must also be taken into account in the entropy; 
the Boltzmann expression (3.8) is no longer valid [for a more detailed 
discussion of this point, see Prigogine, Henin and George (1966)]. 

(6) Of course relation (3.9) is no longer valid. 
We see therefore that the theory of strongly coupled systems as described 

by the post-Boltzmannian approximation differs radically from the theory 
of weakly coupled systems. While the theory is mathematically consistent, 
the physical interpretation of the effects involved is not clear*. 

Perhaps this increased complexity is not unexpected. Here the inter
actions play a double role: on the one hand they permit the system, as it 
does in weakly coupled systems, to reach equilibrium, but on the other hand 
they modify the asymptotic state which now includes the effect of inter
actions [see (4.6)]. This double role of the interactions leads to a greatly 
increased complexity. It is therefore quite remarkable that it appears 
possible, at least in the frame of perturbation technique, to write the 
kinetic equations for a strongly coupled system in a representation in 
which the simplicity of the weakly coupled case is preserved. We wish 
now to indicate briefly how this can be done. 

5. Transformation theory 

We have already stressed in §1 the importance of dressing and re
normalization and mentioned some of the difficulties one has to face if one 
tries to introduce these ideas into a theory of dissipative systems such as 
those which involve excited atoms or unstable elementary particles. 

First of all it should be stressed that a unitary transformation [as used 
e.g. in quantum field theory, see Heitler (1954)] would be of no interest for 

*We could say that no particle interpretation is possible as real and virtual processes 
are mixed. 



I. PRIGOGINE 173 

us. Indeed the form of the kinetic Eqn. (2.17) which corresponds essen
tially to an iterated commutator [see for more details Resibois (1963a)] 
would remain unaltered and all the differences with weakly coupled 
systems we have enumerated in §5 would persist*. Therefore a mere 
change in the constants involved in the Hamiltonian (so called mass and 
charge renormalizations) would be of no assistance here. 

We start again with Eqn. (2.17) whose formal solution may be written 

(5.1) 

where p0(0) is a 'redefined' initial condition. Since we neglect short time 
transients in the asymptotic Eqn. (2.17) we have to redefine the initial 
condition to secure the correct long time behaviour. A simple calculation 
given elsewhere [Prigogine and Henin (1967), Prigogine (1967), George 
(1967)] shows that the relation between p0(0) and the exact initial condition 
p0(0)"f may be expressed in terms of 'lfJ(z) and its derivatives for z = 0. 
One finds, indeed, that 

p0(0) = Apo(O) (5.2) 
with 

(5.3) 

An important feature of A is that it is a hermitian operator. Indeed the 
quantity (i"P<nl(O) is hermitian for n even and antihermitian for n odd). 
The operator A has many remarkable properties which are discussed 
elsewhere (George, 1967, to appear). 

It appears as a kind of projection operator projecting the real initial 
conditions p0(0) into a subspace of the space in which the distributions 
p0(t) are defined. 

Combining (5.1) and (5.2) we obtain 

(5.4) 

This expression contains two non-commuting operators D.?fJ and A and 
may be written in an alternative form which is of great interest here. 
Indeed we have also the 'symmetrical' form 

(5.5) 

*A unitary transformation could only be useful if the terms in A4 in (4.1) would 
all vanish. This seems completely out of the question. 

t In order to simplify the notations we assume here that initially all correlations 
Pv(O) vanish. 
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where x is a time independent operator. By identification with (5.4) we 
obtain 

XX =A 

<p = x-1D.1PX 

(5.6) 

(5.7) 

The great interest of this formal manipulation is that i<p is hermitian 
exactly as is the collision operator i'fjJ, while Q'f/J is not! This may be 
easily verified to lowest order in the coupling constant. Using (5.3) and 
(5.6) we obtain 

11.2 
X = 1 + 2 1P'(O) (5.8) 

and therefore (5.7) becomes 

i<p = ill 2'f/J2(0) + ill.4{ 1Pi0) + H 1P2(0)'f/J2(0) + 1P2(0)'1/'2(0)]} (5.9) 

Now the hermitian operators 'f/J~(O), i'l{J2(0) appear together in a symmetrized 
way and therefore i<p is hermitian. Let us introduce the new distribution 
function 

p = X-1Po (5.10) 

We see immediately from (5.5) that p satisfies the kinetic equation 

i 
0P = <pp (5.11) at 

with the hermitian collision operator i<p. We have therefore already 
achieved an interesting result: the evolution of pas given by (5.11) will 
be of the same nature as for weakly coupled systems. But this property 
does not define x completely. It can be shown (George, 1967), that (5.5) 
can be generalized in the form 

with 
x = x'x" 

(5.5') 

(5.12) 

where x' is a hermitian operator given by (5.6) and x" an unitary operator. 
In this way i<p still remains hermitian. 

How are we to choose this unitary operator? For this we go back to the 
expression of an average value (2.4). If we use also (2.20) (2.21) as well as 
(2.23) and neglect memory effects included in p~ we obtain 

(A) = 2 (AoPo + 2 A_vCvPo) 
N v¢0 

(5.13) 
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where c; is the adjoint operator corresponding to C., We write this 
briefly as 

(A) = ~ (A0 + c+ A')p0 (5.14) 
N 

This formula is of the same type as (4.7) valid for a weakly coupled system. 
This simple result can only be valid for large dissipative systems. If this 
were not the case, we could not neglect initial correlation effects and 
express off diagonal elements of p in terms of the diagonal ones. We 
would then also be unable to express the average value of A in terms of the 
diagonal elements p0 alone. 

It is very interesting to notice that the large number of degrees of 
freedom and the dissipativity of the system have been used to simplify 
considerably the description of the system*. Using (5.10) we obtain 

(A) = ~ x+(A0 + c+ A')p 
N 

(5.15) 

It can be seen that if we associate with every quantum mechanical operator 
A the operator d such thatt 

d = x+(A0 + C+ A') (5.16) 

we may calculate averages exactly as for the case of weakly coupled 
systems, with p0 being replaced by p. As a special case we have for the 
energy 

<H> = ~ x+(H0 + c+v)p 
N 

(5.17) 

with the definition of the 'Hamiltonian' associated with p given by 

(5.18) 

There still remains a difference in that we have yet no relation between p 
and the entropy. If we could find a p such that, exactly as in (3.8), 

.JR = ~ p(N) log p(N) (5.19) 
N 

* This is of course well known in kinetic theory of gases where the existence of 
dissipation (collisions) is the foundation on which the existence of normal solutions of 
the Boltzmann equation is based. 

t We consider however here only the class of observables defined in a homogeneous 
system. 
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then we would have a theory of strongly coupled systems which in all 
essential aspects, would be formally identical to the theory of weakly 
coupled systems. The effects of the interaction would then be included in 
the definitions of the energy and the entropy (5.15), (5.19) as well as in the 
form of the kinetic operator. The main idea is now to use the undetermined 
unitary operator x" (see 5.12) to obtain precisely the relation (5.19) 
between entropy and distribution function. 

If such a relation exists, the maximization of(-£') together with (5.17) 
would lead at equilibrium to the distribution function 

Pt_.oo ~exp (- ~;) (5.20) 

Now to each x operator there corresponds a different form (5.3) of the 
collision operator and the equilibrium distribution has to be an eigen
function of the collision operator corresponding to an eigenvalue zero 

?? exp (- ~;) = 0 (5.21) 

Both ?? and HR are functionals of x" and therefore this condition may be 
used to construct the explicit form of x". This has been done up to order 
A.6 in the kinetic operator for a class of problems including the problem of 
interaction between matter and radiation. A single unitary x" operator 
satisfying this condition has been found (Prigogine and George, to appear, 
Prigogine, Henin and George, to appear). This representation of the 
kinetic equation which makes it look similar to the Boltzmann approxi
mation may be called the Boltzmann representation. 

At this point, let us make two remarks: first, as has been shown by 
George (1967) the effective Hamiltonian HR may be written as 

(5.22) 

This is exactly the same relation as the relation (5.10) between p and p0• 

Inversely, it can be shown (George, 1967) that (5.10) may be written in a 
form similar to (5.16) 

p = x+(po + Dp') (5.23) 

In this way p appears as a combination between the diagonal elements p0 

and the correlations p'. We may say (George, 1967) that p leads to a 
'contracted' statistical description of the system. Instead of a description 
both in terms of the vacuum component p0 and of the correlation com
ponent Pv we have a single quantity p which combines the effect of both 
and describes the evolution of the system in terms of a single equation. 
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As the correlational effects are included in the definition of p it is not 
astonishing that we have now a situation which is so closely parallel to 
that for weakly coupled systems. But the entities which are associated 
with the new Hamiltonian Hn and described by the kinetic Eqn. (5.11) are 
of course no longer the initial entities but new entities. In §8 we shall 
indicate why we can really consider these new entities as the 'physical' 
particles (or dressed particles) in the usual sense of field theory. 

Let us first discuss the meaning of quantum mechanical states and of 
energy levels in this representation. The quantum mechanical state of a 
system in which one electron at time t = 0 is on the excited level /µ) 
would be now described in terms of p by 

(5.24) 

This specification corresponds, in terms of the initial distribution function, 
to the diagonal elements 

Po= Xfi(lµ) 

and to off diagonal elements (see 2.23) 

Pv = C.[x,0(1µ)] 

(5.25) 

(5.26) 

In the initial representation this state corresponds to a statistical 
mixture. This is general as long as the Boltzmann representation can be 
defined: an excited state of an atom, a molecule, an unstable elementary 
particle corresponds to a 'pure state' in the sense of (5.24) in the Boltzmann 
representation but to a mixture in the representation corresponding to 
bare states. 

We shall consider later a few examples (excited atom in §7, scalar model 
in §9, Lee model in §10). The important point is that this mixture cannot 
be reduced by any canonical transformation to a pure state in the Hilbert 
space. In other words an excited state (or any state with finite lifetime) 
cannot be represented in terms of wave functions in the Hilbert space. 
On the contrary if we have a situation in which the atom is in the ground 
state 

,O(lo) = 1 (5.27) 

this condition can be shown to be equivalent to the condition that the 
atom is in the state described by the wave function corresponding to the 
(physical) ground state. We have, therefore, 

p = 1'¥+)('¥! = 1 

We shall see an example in §10. 

(5.28) 



178 QUANTUM STATES AND FIELD THEORY 

We have, therefore, two types of quantum states, according as they can 
or cannot be defined in terms of the usual Hilbert space. Moreover we 
may now calculate the energy levels corresponding to the different excited 
levels by applying (3.9) in the form 

_ oHR 
ei= --

0N1 
(5.29) 

Of course, exactly as in the Landau theory of Fermi liquids, these levels 
may still depend on the occupation numbers. 

Note that the levels are real and sharp. The time evolution as due to the 
kinetic operator is completely separated from the definition of the energy 
levels. Again for the ground state, or more generally in the absence of 
dissipative effects, the usual formulae are recovered. But in the presence 
of dissipative effects new expressions are derived (see for examples 
§§7-10). It is worthwhile to insist how far we are from the usual quantum 
mechanical description: no longer is a state the eigenfunction of some 
operator and the energy levels its eigenvalues! We obtain new quantum 
rules. All this is due to the dissipative effects: when they may be neglected 
as it is the case near the Fermi surface the usual Landau theory is recovered. 

Before we go into a deeper discussion of these new rules, let us first 
consider briefly the problem of interaction between radiation and matter. 

6. The post-Boltzmannian approximation for the interaction 
between radiation and matter 

We shall now apply the transformation theory summarized in §6 to the 
interaction between radiation and matter. As an illustration we shall 
mainly discuss the Wigner-Weisskopf model (Heitler, 1954). This 
corresponds to a two-level atom with the supplementary condition that 

v110k r= o but v1k10 = o (6.1) 

As the result of this simplification the physical ground state coincides 
with the bare ground state at zero temperature. 

The kinetic equation (5.11) may be written including terms to order ).6 

.of5 c,2 ,4 ,6 )-
1 ot = I\ <fJ2 + I\ <fl4 + I\ <fJ6 P (6.2) 

The operator <p2 is exactly of the same structure as the Boltzmann operator 
(3.1). It contains a a-function 

(6.3) 



I. PRIGOGINE 179 

associated with the displacement operator 

exp [-s (_§_ - _§_ - _§_) J. 
0N1 oN0 oNk 

(s = ±1) (6.4) 

The only difference is that the energy levels and the square of the inter
action energy I Vµfvkl 2 are modified. We now have the 'renormalized' 
transition probability (see 3.11) 

and 

,.,..._ 
Yl/Ok =27TO(e1 - Bo - wk) I vl/Okl2 

'91 = .L P11ok 
k 

(6.5) 

(6.6) 

We shall discuss briefly the meaning of the renormalization later in this 
paper. The operator <p4 corresponds to elastic scattering of the photon 
and is given by 

-i<p4 = 27T L o(wk1 - wk2)<14(k1k2)(Nk1 + l)Nk2[1 - exp (__§_ - __§_) J 
1c1k2 0Nk1 0Nk2 

(6.7) 

In this process one photon is destroyed and another emitted. The o
function does not contain the atomic states. We may therefore state (see 
§1 of this paper) that the excited atomic states enter only virtually in this 
transition probability. The explicit expression of a4(k1 , k2) is, (apart from 
renormalization effects) 

aik1, k2) = P _ _ 1 (
0
° + 

0
° ) IV11okl IV1101,l (6.8) 

81 - co - wk1 wk1 wk2 

As usual the notation 

(6.9) 
x 

means the principal part of I/x. 
In the general case of an arbitrary number of levels we would find in 

cp4 other processes such as Raman effect and simultaneous emission (or 
absorption) of two photons. But we shall neither write these terms nor 
indicate here the explicit form of cp6• The main point is that now all 
terms which are appearing in the collision equation have the correct 
association between o-functions and displacement operators and may be 
understood as transition probabilities. Let us now treat briefly spon
taneous emission and resonance scattering in the framework of the 
Wigner-W eisskopf model. 
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To study spontaneous emission we start with [see (3.10)] 

p0(11) = 1, all other Po = 0 for t = 0 (6.10) 

The atom is initially in the unperturbed excited state. We may then 
calculate the initial state f5 in the quasiparticle distribution using (5.10) 
and then proceed with the kinetic equation (5.11) exactly as was done in 
§3. We obtain correct to order li.2 (for simplicity we neglect here the 
effect of cr>e) 

_ {Y1/ok 2 1 o 2} p(lo, lk, t) = --- - Ji. P _ _ - IV1;01cl 
t...,.oo y1 c:1 - c:0 - w1c owk 

x {i + Ji.2 .2;P - _
1 ~ IV1/0k'1

2
} (6.11) 

1c' c:1 - c:0 - wk' ow,,, 

This expression has to be compared to (3.13). As may be expected we 
now have renormalized one-photon processes (see 6.5, 6.6). But the 
important new feature is that the first bracket no longer vanishes outside 
resonance. We therefore obtain a finite line breadth. Replacing the 
!5-function and the principal parts by well known representations as limits 
of analytic functions one obtains 

p(l0, lk, t) !".; li.2 1 
2 4 9 

(6.12) 
t->oo (e1 - eo - w,,) + }, Y:i./4 

This is the usual Lorentz shape. The situation is, however, so simple 
only because of the Wigner-Weisskopf model used. We cannot go into 
details here (see Henin, to appear, Physica). 

It is interesting to comment about the origin of the broadening. The 
initial condition refers to the unperturbed excited state. Therefore, in 
terms of physical states we may expect the other states (including the 
ground state) also to be excited initially. It is therefore not astonishing 
that we obtain a broadening due to the rather artificial choice of the 
initial condition. 

Let us now consider resonance scattering. We start with an initial 
condition similar to (3.16) 

j5(10 , 1;., t = 0) = 1 all other f5 = 0 (6.13) 

In the case of the Wigner-Weisskopf model the physical ground state 
is identical to the bare one and there is no difference between (3.16) and 
(6.13). It is necessary to take into account the direct scattering of the 
photon Ji. corresponding to (6.7). We shall use a notation similar to (6.5) 

(6.14) 
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One obtains instead of (3.17)-(3.18) the following equations 

fiC1o, 1,_, t) = 1 - ;. 2t[r11o;. - ;. 2 2: e ;.1/c] 
t-+ro le 

-(l l t) _ ~2t[Y1/o;.Y1101c _ 12n J p 0> /c> - /', - A V.1.//c 
t-+ro ?'1 
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(6.15) 

(6.16) 

As shown by (6.16), the cross section is the sum of the two mechanisms 
d.iscussed in the introduction (§1). In the first term of (6.16) we have the 
product of the o-functions (1.9) and in the second the o-function (1.10). 
We have, therefore, in this formulation addition of the various transition 
probabilities involved. 

Let us first make contact with the T-matrix formulation. If the initial 
photon has an energy different from the renormalized level separation, 
we may neglect the resonant contribution in (6.16) and obtain for the 
transition probability ,1.-. k per unit time (see 6.8, 6.14) 

P/c12 = -A.4021/c = -21Tli.4 o(wJc - w2)oik, A.) 

(6.17) 

where we have dropped the P-symbol in (6.8) since we are far from 
resonance. The result (6.17) is identical to that obtained by the T-matrix 
(see §1) for the Wigner-Weisskopf model. This is in fact a general con
clusion: whenever the transition process between the initial and the 
final states can only be achieved through a single sequence we recover the 
T-matrix results directly. As already emphasized in the introduction, 
the interesting situation for us corresponds to the possibility of different 
sequences of transitions. 

Even near resonance e .1.fk retains a meaning but then we have to keep 
the P symbol in (6.8). This is an essential difference with the Born 
approximation (6.17) which becomes singular at resonance. We may, 
therefore, in all circumstances add the two contributions in (6.16). 

In a similar way as for spontaneous emission the sum can be written as a 
Lorentz shape (see 6.12). 

It may at first seem surprising that the addition of transition probabilities 
is at all possible because of the well known interference effects of transition 
amplitudes, which may decrease the total effect when a new 'channel' is 
opened. A similar phenomenon arises here in the sense that the higher 
order transition probabilities (such as the .?i.4 term in 6.16) are not neces
sarily positive. They are really excess transition probabilities. It is only 

7 
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far from resonance that we obtain a perfect square [see for other examples 
Prigogine, Henin and George (to appear)]. As the result the sum of two 
sequences may be smaller than the contribution of a single one. 

This example, as well as others treated elsewhere, show that the trans
formation theory summarized in §5 leads to a generalization of Einstein's 
theory of transition probabilities to higher order in the coupling constant. 
This is already an interesting result but the most fascinating aspects of 
this theory are certainly related to the extension of the concept of quantum 
state and quantum level we have briefly indicated in §5 and which we 
wish to discuss in more detail first in the simple case of an excited level. 

7. Quantum states with finite lifetime 

Let us continue to use as an illustration the Wigner-Weisskopf two-level 
atom .. We suppose that at time t0 the system is described by (see 5.24) 

all other p = 0 (7.1) 

We desire to calculate explicitly the diagonal and off diagonal elements of 
pin the unperturbed representation using (5.25), (5.26), and shall perform 
this calculation correct to order A.2• We may then apply (5.8) and obtain 
the diagonal elements 

Po(1:1., to) = 1 + A2 LP 1 J_ IV1;okl 2 (7.2) 
k s1 - eo - wk owk 

It may be verified that 

Po(l1, to) + L Po(lo, lk, to) = 1 
k 

However in the limit of a point particle 

{ 
p0(11, t0) -+ 1 - A.200 

Po(lo, lk, to)-+ + A.2 00 

(7.4) 

(7.5) 

For a consistent quantum mechanical interpretation each diagonal 
element of the density matrix has to be positive. Therefore such an 
interpretation seems difficult in the bare representation at least for a point 
particle. 

We also have off diagonal elements which in the graphical representation 
explained in §2 (see Figure 2.1) correspond to diagrams of the type 
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(a) ( b) 

Fig. 7.1. Contributions to off diagonal elements of p0, (a) order A.; (b) order A.2. 

represented in Figure 7.L The explicit expressions for the off diagonal 
elements (up to order /i,2) are 

<111 p(to) llolk) = -A 't' p 
1 

- i7T o(s1 - So - wk)} Vi101c 
S1 - So - W1c 

(7.6) 

(lolkj p(to) 111) = -J, {p l + i7T o(s1 - So - W1c)} Vi%1c 
S1 - So - W1c 

(7.7) 

As expected we see that to the state (7.1) there corresponds, in the bare 
representation, a density matrix with both diagonal and off diagonal 
elements. This matrix is hermitian and we can find a unitary trans
formation Q which reduces it to the canonical form Pc 

with 
(7.9) 

(7.10) 

Simple calculations show that if the ofunction contributions in (7.6)-(7.8) 
are neglected, then 

(7.11) 

Therefore, when dissipation is neglected the specification (7.1) is equiv
alent to the specification of a wave function. We then have a pure state. 
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This is no longer the case when the complete expressions (7.6)-(7.8) are 
used. Then a further reduction of (7.10) is impossible. Moreover the 
interpretation of the different ai is difficult as they involve products of 
a-functions (expressing that the ai depend on the time necessary to prepare 
the state). 

In the case of the ground state we recover, of course, the usual speci
fication of quantum mechanics (see 5.28). We see very clearly in this 
simple example that the whole difference lies in the dissipative pro
perties. According to the two possibilities, infinite lifetime or finite life
time, the specification of the quantum state is radically different*. 

Let us consider the quantum mechanical levels. To obtain interesting 
effects, we have to include terms to order A.4• The expression for x to 
order A.4 for the Wigner-Weisskopf model is given by 

wheret 

X~ = t 22 2 {[p l P--
1
--

ki kz •=±1 B1 - Bo - Wk1 81 - Bo - Wk2 

x { ( Nk 2 + 
1 ~ B) [ 1 - exp {e(a~k2 - a~J }] 

- e(Nk1 + ~) [i - exp {-e(_E_ - -1_ __ a )}]} 
2 oN1 oN0 0Nk1 

(7.12b) 

* To avoid misunderstanding let us stress that this difference is not related to a 
difference between a bound state and an elementary particle. 

t We have adopted the 'natural order of integration' introduced in Henin, Prigogine, 
George, Mayne (1966) to give a well-defined meaning to the product of principal parts. 
Notice that, due to the Poincare-Bertrand theorem, equivalent forms of x~ can be 
given in which no delta functions appear. 
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Using (5.22) and (5.24) we obtain 

81 = 81 + Ji. 2 :2;P l 1Vi;okl2 

k 81 - 80 - wk 

+ Ji.4 2: {p 1 p 1 
k1c' 8 1 - 80 - wk 81 - 80 - wk' 

-

772 

0(81 - 80 - wk) 0(81 - 80 - wk,)} _1_ IV1;okl 2 IV1;ok'l 2 (7.13) 
2 owk 

This expression corresponds to the case in which no real photons are 
present (Nk = 0). The term in Ji.2 is well known and may be obtained by 
other approaches such as those based on Green's functions (Goldberger 
and Watson (1964)). 

The term in Ji. 4 is different from what the Green's function approach would 
give (see also §10). This is not astonishing as in this term we have already 
the 'dissipative' contributions containing a-functions. If they could be 
neglected we would come back to the usual result. The presence of such 
types of terms is, of course, extremely interesting as they indicate the 
influence of lifetime on the energy levels. 

However it is clear that an effect such as the Lamb shift measured by 
resonance scattering can be calculated through conventional S-matrix 
theory as no unstable asymptotic states are involved. Whether the con
sideration of redefined 'real' energy states for the excited atom would 
simplify the calculation is another matter which has to be tested. 

We may now, using (7.3) express the thermodynamic properties of an 
atom (for example in equilibrium with a black body) in terms of particle 
states (see 1.8). As a result we see that the specific heat would be given 
(for T sufficiently low) exactly by the same formula as in the absence of 
coupling with the transverse electromagnetic field but with the redefined 
level (7.13). 

We may even say that this level has been chosen in such a way as to 
make this result identical to what a direct calculation based on the 
canonical distribution (1.6) would provide. 

This leads us to consider a little more closely the relation between our 
new concept of quantum states and thermodynamic considerations based 
on the entropy. 

8. Physical particles and entropy 

We have obtained a description of the time evolution of the system 
expressed by (5.11). By a suitable choice of our dressing operator (our 
Boltzmann representation, see §5) this evolution is represented in terms of 
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real energy conserving scattering processes. This implies a modification 
of the energy levels and of the interaction energy. In other words we have 
energy (or mass) and coupling renormalization. For non dissipative 
situations (atom in its ground state, stable V particle in the Lee model, 
see §10) the energy renormalization is identical to that of usual field 
theory. 

Also, at least in the frame of the perturbation expansion used we 
obtain for the Lee model (with stable V particles) the usual charge 
renormalization. As all contributions to the collision operator <p are now 
energy conserving, no virtual processes now appear in the evolution of 
p. It is therefore natural in the frame of our theory to consider jJ as the 
distribution function of the physical (interacting) particles. 

For free fields the definition of particles is, of course, trivial. This is 
however no longer the case for interacting fields. If we could by some 
canonical transformation reduce the Hamiltonian to a sum of independent 
terms there would be no problem, but that is seemingly out of the question. 
Therefore we have to invoke other considerations to introduce the 
particles associated with interacting fields. The idea we have followed is to 
make use of the transformation theory of §5 to obtain a representation 
of the distribution function in which the entropy both at equilibrium and 
out of equilibrium may be considered as purely combinatorial*. 

To each pure state such as (7.1) there corresponds a zero entropy. The 
value of the entropy is related to, as in quantum statistics of perfect 
gases, the permutations between the different possible quantum states. 

One could say that we use the classical argument about entropy in 
its reversed form: one proves that particles, when weakly coupled, have a 
purely combinatorial Boltzmann entropy. We put the entropy into the 
combinatorial form and conclude that the particles are then well defined 
physical entities! 

This introduction of thermodynamic considerations is not so sur
prising as it may seem at first. After all, the description in terms of physical 
particles is already a contracted description in comparison with the initial 
field description. We shall come back to the thermodynamic implications 
of our approach in §11. 

What, then, is the difference between our renormalized theory and the 
usual field theoretical approach? Probably the most striking is that in 
our approach no renormalized field can be de.fined. 

The distribution function p can no longer be factorized into a product 

* It is amusing to notice the analogy of this argument with Planck's thermodynamic 
derivation of the radiation formula which is also based on the combinatorial expression 
of entropy (Planck, 1901, see also Rosenfeld, 1958). See also the footnote on p. 202. 



I. PRIGOGINE 187 

of two wave functions. One can say that the wave (or field) concept has 
disappeared as a dynamical concept. It is true that all states corresponding 
to an infinite life time are still described by renormalized wave functions*, 
but we have all the states with finite life time for which this is no longer 
true! The concept of wave function renormalization survives in our 
approach in a much more restricted sense: as the matrix element of the 
operator x connecting the bare ground state to the physical ground state 
(see §9). 

To make these remarks more concrete let us briefly consider the two 
standard field theoretical models: the neutral, scalar field with fixed c
number point sources and the Lee model. 

9. Neutral scalar field with fixed sources 

We shall use the notations of Barton (1963) and quote only a few results 
to make a comparison in an especially simple case between the usual 
field theoretical concepts and our method. 

The starting point is the Hamiltonian (Vis here the volume) 

H = ""OJ a+a + ;.y-112"" µ(wk) {a e-ikx; + a+eikx;} (9.1) 
,,{.,, k k k ~ (2 )1/2 k k 

le k,1 OJk 

As is well known there exists a unitary transformation U (given for example 
in Barton, 1963) which transforms (9.1) into 

H = L wkbtbk - ;,2y-1 Lµ2(w2k) eik(x,-x1> 
k ki:J 2wk 

(9.2) 

In this representation we have free mesons plus the potential energy of the 
sources. 

Of course, our theory is not necessary for this situation in which no 
dissipative processes occur at all. However, we may calculate the dressing 
operator x to order .?.4 using formulae such as (7.12). The result may be 
written in the exponential form 

X = exp [R Lµ2(wk) 
2V k wi 

ii 

* In other words the concept of a wave function retains its entire validity as an eigen
function of a non-dissipative state. 
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We then find that the collision operator (5.7) vanishes identically 

<p = 0 (9.4) 

This, of course, expresses the non-dissipativity of the model. Moreover 
the Hamiltonian HR of our theory, as given by (5.22), becomes identical 
to (9.2). This is quite gratifying as in this case the transition from (9.1) to 
(9.2) is precisely equivalent to a transformation to a representation in 
which the bosons no longer interact. Therefore, they will have an entropy 
expressed in terms of the usual Bose-Einstein statistics. 

We also have a direct relationship between the operator x and the 
unitary operator U which leads from (9.1) to (9.2). Let us write (5.10) 
more explicitly in the form 

Pn = 1 (nl x-1 In') P~· (9.5) 
n' 

Using (9.3) we see that 

(01 X-1 IO) = exp [- ~ 1.µ2(~1J eik<x,-x,.>J 
2V ki1 wk 

= (01 u 10) (9.6) 

where (01 U 10) is the projection of the physical vacuum (of conventional 
field theory) on the bare vacuum [Barton (1963), formula (13.26)]. In the 
limit of point particles it is well known that all matrix elements of U 
vanish in a given representation. The same is true for x-1• In other words 
our theory appears as a natural extension of 'improper' or 'inequivalent' 
representations to dissipative situations for which x can still be defined 
(while an unitary transformation U which would reduce the initial 
Hamiltonian to a sum of independent parts is then not likely to exist). 

10. Lee model-ghost states 

Let us now consider the Lee model [see for example Barton (1963), 
Schweber, Bethe and de Hoffmann (1956)]. 

V~ N + 8 (10.1) 

This model already involves scattering processes and is therefore of great 
interest to test our approach. We have derived the dressing operator x to 
order 11.4 and we may therefore obtain the Hamiltonian HR and the collision 
operator <pup to this order (see 5.7 and 5.22). From these expressions we 
deduce the energy per particle (see 5.24) and the charge renormalization. 
Our method is valid for all sectors. For the sector B = 1, Q = O* we 
recover for stable V particles the well known results of field theory. 

• We use again the notation of Barton (1963), B = nv + nz,r, Q = n8 - nz,r. 
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However, for unstable V particles we obtain different results. The ground 
state energy of a V particle of momentum p0 is found to be in the sector 
B = 1, Q = 0 (ale is a Kronecker delta function, Q is the volume) 

- _ i2" aK(Po - q - k) 1 
cv - cv - A £., 

Po Po Tcq (-c:v + c:N + wTc)P 2wkQ 
Po q 

+ J,4 LL aK(Po - q - k) aK(Po - q' - k') {- 7T
2 

a(-cvv + c:N. +wk) 
/cq lc'q' 2 ° 

a 1 
x 2 (10.2) 

0(-cvPo + eNq +Wk) 4WkWk,Q 

In the case of a stable V particle the a-functions give vanishing contri
butions and (10.2) simply becomes the solution correct to order A4 of the 
usual eigenvalue equation. 

- A 2 l " aK(Po - k - q) 1 
sv "'o = ev Po - Q ,,:;., 2 - + + 

iw w,, -svPo c;Nq wk 
(10.3) 

For the case of an unstable particle Glaser & Kallen (1956) have formulated 
an eigenvalue problem (see also Levy, 1959) which leads to 

o A2 1 1 
mv=m --2 -

v n k (-m~ +mt+ wk)p2wk 

A
4 

{ 1 1 + 1\2 ! 2 ( 0 0 ) ( 0 0 ) 
<!.<: k 1c' -mv + mN + wk p -mv + mN + wk' p 

- 7T2 a(-m~ + mRr + Wk) a(-m~ + mt+ Wk·)} -1_ l (10.4) 
owk 2wk . 2wk' 

This result agrees with (10.2) except in the coefficient involving the 
product of a-functions where we find a supplementary factor i *. This 
difference appears at order A4• We want to state explicitly that we do not 
consider Glaser & Kallen's result as 'wrong' and ours as 'exact'. We just 
don't calculate the same thing. However what we claim is that it is in 
terms of our expression that thermodynamic quantities (such as the 
partition functions) as well as the cross.sections can be expressed in terms 
of one-particle states. 

* This factor has been checked by different independent calculations. It appears 
also in (7.13). 
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The difference between our approach and the usual field theoretical 
one appears also in a different context: We have no 'ghost' states. To 
understand this important point let us make the following two remarks: 
(1) The distribution function j3 of the physical particles has been chosen in 
such a way that the entropy is given by the Boltzmann expression (5.19) 
and that moreover this expression coincides at equilibrium with the canon
ical entropy (which is independent of any definition of the physical 
particle states). If ghost states were to exist in our theory they would have 
to give a vanishing contribution to all long time macroscopic properties 
which may be derived from the partition function. This is very unlikely. 

(2) We have already stressed in §8 that the field as a dynamical concept 
has disappeared in our theory. There exists nothing like renormalized 
field operators. Renormalized propagators cannot be defined in our 
theory and therefore the very source of the ghost states (which are related 
to the poles of the renormalized propagators) has disappeared. 

Therefore it seems that we obtain a consistent dynamical description 
involvingphysica/ particles. However this description is 'out' of the Hilbert 
space as all states corresponding to a finite lifetime are defined outside 
this space. More generally the fundamental Lehmann, Symanzyk and 
Zimmermann theorem (1955) (see also Barton, 1963) leads to no difficulty 
as renormalized vacuum expectation functions cannot be defined in our 
formulation. 

11. Quantum states and entropy-irreversibility and dressing 

Let us make somewhat more explicit the general considerations of §8. 
We have already stressed the importance of the entropy concept to define 
physical particles. The expression of entropy (or of the £'-quantity, with 
S = -kYC' we used was given in §5 

YI' = 2 p(N) log p(N) (11.1) 
N 

This expression is constructed to give both an £'-theorem (increase of 
entropy due to irreversible processes) and the correct entropy at equi
librium. Let us recall that there exists a second statistical expression for 
entropy, the so called Gibbs entropy (see R. Tolman, 1938) 

Yf'gibbs = tr p log p (11.2) 

For equilibrium both expressions give identical results. But out of equi
librium, (11.2) cannot be valid as it remains constant in time. This 
situation has been recently analyzed in great detail [Prigogine and Henin 
(1967), Prigogine, Henin and George (1967), Nicolis (1967), Philippot and 
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Walgraef (1967)]. We even know how to extract from (11.2) the 'thermo
dynamic' part (11.1). Of course, the difference between (11.1) and (11.2) 
vanishes at equilibrium. We may present the following two statements. 

(1) There are pure states (that is states characterized by a well defined 
wave function in Hilbert space) which give to the entropy (11.1) a non
vanishing value. For example to the unperturbed excited atomic state 
(6.10) there corresponds, using (5.10), a whole set of physical states 
p(N) and therefore a non vanishing entropy. (This of course would be out 
of the question if the Gibbs formula (11.2) were applicable); 

(2) There are statistical mixtures with a vanishing entropy. This is the 
inverse of statement (1 ). This is a direct consequence of the example 
studied in §7. To the physical state (7.1) corresponds a vanishing entropy 
(11.1) but in the bare representation it is represented, as we have seen, by a 
statistical matrix which cannot be reduced to a pure state. 

We see, therefore, that the distinction between pure and mixed states, 
so basic, for example, in von Neumann's work (1932) (see also London and 
Bauer, 1939) does not correspond to a distinction between vanishing and 
non-vanishing entropy. On the contrary each state p taken separately 
corresponds to a state of zero entropy (or maximum information). 

As a consequence we may introduce a 'phase space' formed by cells 
representing each a possible state p(N) (see Figure ll.1). For transitions 
between two non-dissipative states, both represented by well defined wave 
functions, the S-matrix theory remains valid. However, we may also 
consider more general transitions (even for transitions between two non
dissipative states we obtain a different description, see for an example §6, 

Fig. 11.1. Schematic representation of the phase space. 
~non dissipative quantum states p corresponding to wave functions in Hilbert space. 

D dissipative quantum states p not in Hilbert space. 
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but the result coincides to all orders to which we are able to make the 
calculations with the S-matrix results). 

It should also be noticed that quantum states themselves appear through 
an asymptotic procedure which is based on the existence of a dissipative 
mechanism (see 2.13). 

More precisely we can now analyze the transition from an initial bare 
state to physical states and verify using (11.1) that the dressing process in 
dissipative systems is an irreversible process involving an increase of entropy. 
It is precisely because it can take into account this 'thermodynamic' aspect 
of renormalization in dissipative systems such as coupled fields, that our 
theory goes beyond the usual purely mechanical approach. 

12. General conclusions* 

We are well aware of the limitations of the method we have used and 
which relies heavily on perturbation theory. It may however be hoped 
that a non perturbative approach if at all possible would retain the 
qualitative features we have discussed in this report. 

The main point is probably the appearance of a kind of duality (or 
complementarity) in the physical description: we could use the bare inter
acting fields, but we would then have to give up the particle descriptiont 
(no distinction between real and virtual processes can be made) or we use 
a description involving physical particles but then the field as a dynamical 
concept is eliminated. (However as repeatedly emphasized it retains its 
strict validity when associated to stable states). 

This surprising situation results from the infinite number of degrees of 
freedom involved in the system we study. Certainly we may, fort= 0, 
prescribe the fields at all points. But immediately afterwards, for t > 0, 
we must expect irreversible rearrangements related to the dressing of the 
particles (see §11). The physical particles emerge as the result of an 
asymptotic procedure. The 'real' initial condition is lost (see 5.2) and 
with it the exact wave function of the system. From this point on we 
deal only with a statistical ensemble. 

It seems to us that our approach links together various elements, some 
of which have been discussed in the literature. The difficulty of extending 
field theories to situations other than free field is well recognized and 
associated with the Haag theorem (Haag, 1955). The possible role of 
improper unitary transformations has been repeatedly stressed (see 
Barton, 1963). While we start from a field theory based on a canonical 

*See also §§8, 11, and the footnote on p. 202. 
t This would however lead to great difficulties as in no experiment is the field observed 

directly. 
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formalism we obtain, once the asymptotic elements are introduced (such 
as continuous spectrum, 'large' times) a new mathematical structure 
associated with a particle description. However, there still exists a phase 
space (see §11) and S-matrix theory remains valid for transitions for which 
asymptotic states are defined. 

Therefore in this sense S-matrix theory appears indeed as more general 
than field theory (see e.g. Chew, 1961). In other words a consistent 
dynamical description of the physical situation involving interacting fields 
is not necessarily a field theory in the conventional sense. Some elements 
of the canonical formalism are lost and the statistical aspects of description 
are reinforced. We are even farther away from the classical deterministic 
description of nature*. However, there exists in this description a 'phase
space' (see §11) formed both by the stable and unstable states of the 
system. A further investigation of the transitions between these states as 
well as the extension of the concepts involved appears to us as our next 
task. 
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Discussion on the communication of I. Prigogine 

G. Kallen. I agree with most of what you have said-at least to the extent 
that I have understood it. In particular, I am not at all surprised by the 
fact that alternative definitions of the mass give results which differ by 
amounts of the order of magnitude of the inverse life time. 

However, I should like to comment that most contributions from ghosts 
are non analytic in A. and, therefore, never seen in a perturbation theory 
expansion in A.. They will probably appear again if you can treat the 
problem without perturbation theory-at least to the extent that they are 
there. 

Finally, I have a question. Most people believe that the concept of an 
unstable particle will become rather uncertain in the limit when the life
time is very short (strong interactions). Presumably, you do not see this 
because you are using perturbation theory. Do you have any idea about 
how the unstable particle is going to disappear in the limit -r -» 0 in your 
formalism? 
I. Prigogine. As we use perturbation theory (up to order A.~) we obtain 
for the charge renormalization in the Lee model 

instead of 
A.2 = A.W -A.~L) 

A.2 = A.g(l + A.gL)-1 

(1) 

(2) 

If we now adjust in (1) A.2 to a given 'experimental' value, this may imply 
for sufficiently large values of L a complex value for A. 0, that is a non 
hermitian Hamiltonian. Still, even in this case, we do not see in our 
representation j5 of the physical particles, any trace of ghost states. If 
such states do exist, they would have for some reason to give no con
tribution to the entropy which is already taken into account entirely by 
the 'physical' states. Of course, as we cannot define in our formalism 
renormalized field operators, we cannot use the completeness condition 
in Hilbert space (in conjunction with the V.E.V. of renormalized prop
agators) to test the existence of ghost states. 

For all those questions it would indeed be important to get rid of the 
perturbation theory. As long as this is not done, I cannot discuss the 
limit of short lifetimes.* 
G. F. Chew. It seems to me that there is no ambiguity about the definition 
of an unstable particle. The macroscopic space-time interpretation of the 
S-matrix is unambiguous, as shown in great detail recently by Iagolnitzer 

* See the footnote, p. 202. 

196 
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and the physical phenomenon corresponding to a resonance reflects the 
presence of a complex pole in the S-matrix. The 'mass' of the resonance 
can be unambiguously defined as the pole position. 
M. Levy. I would like to say that I agree generally with what Kallen has 
said about the uncertainty of order },4 on the mass of the unstable particle, 
which is a direct consequence of the uncertainty principle. However, I 
do believe that the existence of a pole in the other Riemann sheets for the 
scattering amplitude provides an unambiguous definition for the mass and 
lifetime of an unstable particle. 

On the other hand, I would like to ask you two questions: 
(I) Might the possible existence of ghost states in the Lee model reflect 

itself in the non-positive definition of your density matrix j5? 
(2) Does your method, which I find an interesting and natural method 

to treat the evolution of unstable systems, enable you to predict the decay 
law (or the evolution in time) of an unstable system? This is a problem 
which has worried many of us and which does not seem completely solved 
at present. 
I. Prigogine. In our representation j5 there is a sharp value for the mass 
of unstable particle. This is not in conflict with the uncertainty principle 
as, when we go back to the bare representation p, we obtain a spread in 
energy precisely of the order required by the uncertainty principle. 

We don't question the existence of a pole in the second Riemann sheet 
with well defined real and imaginary parts. The question is, what is their 
physical meaning? (See §10 of my paper.) 

My answer to your two questions is the following: 
(a) The diagonal density matrix j5 can be considered as positive. The 

usual difficulties appear however if we want to go back to the bare repre
sentation p (see §7). There a consistent quantum mechanical interpreta
tion seems impossible for a point particle. But this is not a real difficulty 
as only the physical representation j5 is assumed to be accessible experi
mentally. 

(b) In the frame of the perturbation method used, the evolution of an 
unstable system is given by our kinetic equation supplemented by a suitable 
initial condition. 
G. F. Chew. The macroscopic space-time content of the S-matrix is 
complete, including the capacity to describe the formation of a resonance 
as well as its decay. 
D. Ruelle. If one wants to be pedantic there is a little problem in defining 
the mass of an unstable particle as the position of a pole in the S-matrix, 
namely to prove that this pole has the same position for different channels. 
G. F. Chew. The analytic continuation of the unitary condition leads 



198 QUANTUM STATES AND FIELD THEORY 

immediately to the requirement that a pole should appear at the same 
point for all channels with which it communicates. 
E. C. G. Sudarshan. The demonstration that normalizable quantum 
mechanical states could not always be factorized into (pure state) wave 
functions is really interesting. Sometime ago Falkoff and Premanand 
(Phys. Rev., in press) studied the question of equilibrium thermodynamics 
of strongly coupled system: as a special model they took matter (collection 
of two-level atoms) and radiation. They found-to their amazement
that the equilibrium entropy and partition function did not at all resemble 
that for a non interacting matter-radiation system. They used the Boltz
mann equation in terms of the Master Equation and used all the exact 
conservation laws. 

Is it likely that this situation also corresponds to this non-factorizability? 
I. Prigogine. I don't know the paper you mention but it is very likely 
that their difficulties could indeed have arisen from the use of a 'non
physical' representation for which a particle interpretation is difficult. At 
least that was indeed the difficulty in the interesting work by Mangeney 
on plasmas interacting with an electromagnetic field. 
E. P. Wigner. Could we have some more detailed explanation of the 
equation which gives the time derivative of the diagonal part of the density 
matrix in its original form? Evidently, such an equation implies some 
assumption concerning the non-diagonal elements of the density matrix 
which permitted their elimination from the equation. It would be good to 
know what this assumption is. 

It would also be good to understand the meaning of the term dissipation 
in the present, field-theoretic context; as it was pointed out, the final 
equations, for the transformed density matrix, will represent a good 
approximation only if there is some kind of dominance of the dissipative 
process. A more detailed picture of this process would be helpful in 
visualizing the conditions of such dominance. 
I. Prigogine. I thank Professor Wigner for his very interesting question 
which gives me the opportunity to clarify some of the important points in 
my talk. 

To begin with, I should mention that I have restricted myself to the 
description of homogeneous systems, i.e. systems such that all off diagonal 
elements which are different from zero at t = 0 can be connected to the 
diagonal elements by means of a certain number of application of the 
operator oL. 

The first step in our method mainly consists in a rewriting of the original 
von Neumann-Liouville equation. To do this, we in fact work on the 
formal solution of the equation. First we consider the diagonal elements 
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p0 of the density matrix and recognize the fact that their evolution is due 
to two mechanisms: collisions and influence of the initial correlations; 
this gives rise to the two terms in Eqn. (2.10). Then we consider the 
evolution of correlations (off-diagonal elements); there again we split them 
into two parts: one, p;, which satisfies an equation similar to that of the 
diagonal elements and describes the scattering of the initial correlations. 
The second is p: which expresses the creation of fresh correlations from 
the vacuum of correlations and states of a lower degree of correlation. 
So far all equations are exact. The next step is to ask whether, when we 
take into account the fact that we have a large number of degrees of free
dom, we can obtain a simpler description for long times. 

The simplest situation, which is the only one I have considered in this 
paper, corresponds to what we call the kinetic limit. This is a situation 
which arises when, among all characteristic time scales which can be 
defined, there is one, the relaxation time, which is much longer than all the 
others. In that case, it can be shown on very simple models that for times 
of the order of the relaxation time, the system has forgotten its initial 
condition; more precisely, all that remains from the initial condition is 
taken into account in a redefinition of the initial condition (post initial 
condition) but the initial correlations no longer influence the time 
evolution of the system. This is reflected in the transition from the von 
Neumann equation to the kinetic equations and corresponds to the 
following properties: 

(a) the destruction term in the equation for the diagonal elements 
vanishes. 

(b) the part p~ of the correlations vanishes. 
(c) the part p: of the correlations can be expressed in terms of p0 alone. 
It should be emphasized that, whereas the original von Neumann 

equation derives from a Hamiltonian, this is no longer the case for the 
kinetic equation (simple examples of kinetic equations are of course the 
Boltzmann equation, the Pauli equation ... ). Also, we should mention 
that if we think in terms of the density matrix for the complete system, the 
kinetic equations are never valid; the only possible description is the von 
Neumann equation. The kinetic description is valid only if the asymptotic 
density matrix is used to compute the evolution of observable quantities 
which depend only on a finite number of degrees of freedom (intensive 
properties) and involve only correlations of microscopic range. The latter 
condition means that we shall never consider the correlation individually 
but rather wave packets. Condition (b) then really means that the spread
ing of the wave packet is sufficient to allow us to neglect the contribution 
of p~ to the asymptotic properties. 
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Although these assumptions might seem quite plausible when dealing 
for instance with dilute gases interacting through short range forces, one 
may wonder whether they are not too drastic in a field theoretical context. 
Let us for instance discuss the interaction between light and atoms and 
let us consider two kinds of rather different situations. 

First we consider a problem at zero temperature: the spontaneous decay 
of an excited level. We restrict ourselves to a two level atom (ground state 
10), excited state 11)) and assume that the only non-vanishing matrix 
element of the interaction is Yitok, i.e. describes absorption with a transition 
from the ground state to the excited state or the inverse transition with 
emission of a photon. For such a system we can define 4 time scales: 
(a) the collision time Tc= w01 where Wo is the cut-off frequency (linked 
with the Compton wave length for instance), (b) the Bohr time TB= 

li/(c1 - c0) linked with the Bohr frequency, (c) the Lamb shift time 
TLS = li(Lllh8 )-1, (d) the relaxation time TR = y-1 where y is the inverse 
lifetime of the excited state. In the above model, within the dipolar 
approximation 

we have 

I 1
2 12 2 1 

Vi/Ok =Av -
k 

With liroo » c1 - c0, and A2 V2 « 1 we obviously have: 

To «Ts« Tyf «TR. 

(1) 

(2) 

(3) 

(4) 

The non-markovian corrections which are kept in the solution of the 
kinetic equation can be shown to be of the form: 

(5) 

where ex: and fJ are numerical constants of order 1. 
One can also verify in that case that the terms which have been neglected 

in the transition from the Liouville equation to the kinetic equation are 
of two kinds: first, we have contributions which depend on Tc/TR [with 
a cut-off function of the form wt/(w2 + w~)2 for instance; these contribu
tions are proportional to exp (-t/To)]. In any case, such contributions 
are negligible in the limit T 0 -+ 0 (such a limit may always be taken for 
non-divergent contributions). The other contributions, which are related 
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to the fact that the operator 7P(z) has branch point singularities because of 
the finite lower bound for the photon spectrum, are proportional to 
(TnfTRKrn/t)n where n is an integer ;;:::2. The kinetic equation does not 
take such contributions (the o(ten discussed corrections to exponential 
decay) into account. With the inequalities ( 4), this means that the kinetic 
equation is valid if we neglect all phenomena characterized by the small
ness parameter Tn/TR. (We notice that this does not imply a weak coupling 
assumption; indeed (5) shows that besides contributions in TnfTR which 
should be neglected here the non-markovian corrections contain terms 
proportional to TnfTLs·) This example shows us that we may expect, in 
problems at zero temperature, that the kinetic equation will provide a 
reasonable description when we are dealing with levels with a long lifetime 
(as for example the 2S level in the H atom); however when the lifetime is 
not the longest characteristic time scale (as for instance for the 2P levels 
in the H atom where TLS is of the same order as TR), the kinetic equation 
will give us correctly the exponential part of the decay (i.e. the evolution 
for t,....., TR as well as the state of the system for t--+ oo (line shape) but 
corrections should be added when TR« t « oo. 

In the case of spontaneous emission, we start with an initial condition 
where the density matrix is diagonal in the unperturbed Hamiltonian 
representation. In that case, there are certainly no problems with the 
destruction term (2.10) and with the part p~ of the correlations. They 
vanish for all times. Now, as far as we can see, if initial correlations are 
present but such that they do not introduce any new time scale, the 
assumptions about the destruction fragment and the expression of the 
asymptotic correlations are valid within the limits where the collision part 
of the evolution of p0 can be described by the operator 0:1p. 

In more general situations, for instance, if we irradiate the atom with 
a light beam, the validity of the kinetic equation should be checked very 
carefully and we must not expect that it will always be a reasonable 
description. However, the discussion of the rather simple kinetic limit 
has enabled us to clarify at least the role of one important contribution. 
This will certainly be of great help, even in problems where that contribu
tion is not the only one. 

Also, one may consider entirely different situations. For instance, we 
may take atoms in a black-body at finite temperature T. If we start with 
a situation which is not too far from equilibrium, we may reasonably 
expect that the system will tend in an irreversible way to the equilibrium 
distribution, pr-.; exp (-H/kT). This implies the existence of an !/!'
theorem, and corresponds to a situation where, clearly, the system has to 
forget its initial condition. As far as time scales are concerned, we easily 
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notice that the situation is more complex here: we have to take into 
account absorption and induced emission, which depend on the number 
of photons present. Also the level shifts depend on the number of photons 
present. 

It is quite exact that the validity of the kinetic equation for long times 
implies that the long time evolution is dominated by dissipative processes, 
i.e. processes which give rise to an increase of entropy. As an example, 
let us consider again the problem of interaction between light and matter. 
Initially, we assume that the atom is in its unperturbed ground state. This 
state has a higher energy than the exact ground state, as can be easily 
verified, using ordinary perturbation calculus. So we must expect that 
some processes will take place which will bring the atom to the true ground 
state. The situation is not very easy to picture in the bare particle repre
sentation but becomes remarkably simple in the physical particle repre
sentation. There, initially, we are not dealing with a pure case, but a 
mixture of the true ground state and the true excited states and one photon. 
The dissipative processes which then take place may be described as 
processes of decay of the excited states. Provided we neglect reabsorption 
of the photons so emitted, we reach a final situation where the atom is in 
the ground state but where some photons have been emitted. In that 
sense, we may say that the dressing, once it involves intermediate unstable 
states, is a dissipative process. Neglecting the possibility of reabsorption 
(i.e. assuming t/L3 ~ 0) it is easy to solve the kinetic equation for this 
problem and to show that the entropy indeed increases with time. 

Since the presentation of this paper great progress has been realized. It will be 
summarized in a report at the Trieste conference on 'Contemporary Physics' (June 
1968, see also forthcoming papers in the Proceedings of the National Academy of 
Sciences of U.S.A.) 

The transformation (5.22) from H0 to HR can be obtained directly through a trans
formation of the partition function (1.6) into the form (1.8). The kinetic equation (5.11) 
remains necessary to study the time evolution, but the meaning of the transformation 
x can be studied separately for equilibrium and non-equilibrium. As could be expected 
(see especially §§ 7-9 of our paper), for non dissipative situations (5.22) reduces to a 
canonical transformation. But the important point is that it retains a meaning even for 
dissipative situations. In both cases it leads to a description in which the whole energy 
is 'in the particles' without any virtual interactions or correlations effects. This point of 
view is of course very similar to that of 'The Analytic S-Matrix' (see, for example, Eden, 
Landshoff, Olive and Polkinghorne, The Analytic S-matrix, Cambridge University 
Press, 1966). However, our theory permits us to make a clear distinction between 
different levels of 'asymptotics'. Indeed, we may deal explicitly with unstable particles 
beyond the statement that they correspond to poles. 



General Discussion 

I 

S. Mandelstam. I would like to make a remark about the point Chew 
raised concerning the S-matrix in infra-red divergent theories. My remark 
is purely formal since the problem itself is formal. It has been known since 
1937 how to avoid infra-red complications in predicting results of 
experiments. 

Chung has shown that one can calculate an S-matrix in perturbation 
quantum electrodynamics and that all its elements are finite or zero. The 
problem is that the S-matrix transforms a state with a finite number of 
photons into one with an infinite number of soft photons. Since a separ
able Hilbert space of incoming and outgoing states does not allow an 
infinite number of photons, we cannot define an S-matrix as an operator 
in a separable Hilbert space. 

I think one can give a satisfactory definition of the S-matrix by making 
use of some of the ideas recently developed for analysing field theories. 
Our particular application, however, is done purely within the framework 
of in and out states and the S-matrix. We consider the operators corre
sponding to creation and annihilation of incoming and outgoing particles, 
as well as operators corresponding to the number of particles of any fre
quency and the operator corresponding to the total energy. We do not 
consider the operator corresponding to the total number of photons which 
is not observable. 

The Chung S-matrix works in terms of the parametrization of photon 
states introduced by Glauber. The requirement that a state consist of a 
finite number of photons, or that it be the limit of a sequence of such 
states, imposes restrictions on the Glauber function defining it. The 
S-matrix, when acting on a state satisfying such restrictions, will not pro
duce a state satisfying the restrictions. Let us therefore relax the restrictions 
in such a way that the S-matrix, when acting on an allowed state, produces 
an allowed state. The enlarged Hilbert space will no longer be separable. 
It will consist of the direct sum of a number of Hilbert spaces, each of 
which forms the basis of an inequivalent representation of the algebra of 
in and out operators. We shall not require the Hilbert spaces correspond
ing to all such representations, but the number of representations which we 
shall require will be at least that of the continuum. 

203 
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It may appear that we have enlarged the Hilbert space considerably 
from the Hilbert space from which we started, but we have not made any 
real physical change. We now have states with an infinite number of soft 
photons, but, in any experiment with a given accuracy, such a state is 
indistinguishable from certain states with a finite number of photons. The 
equivalence may be expressed more mathematically as follows: given any 
finite set of operators from the in or out algebra and given any state in the 
enlarged Hilbert space, we can find a state in our original separable Fock 
space such that the expectation value of the operators in the set for the two 
states is equal with any pre-assigned degree of accuracy. Thus the Hilbert 
space has a kind of weak separability with respect to the in or out operators. 

We can now define the S-matrix as a unitary operator acting on the 
enlarged Hilbert space. From this definition one can calculate cross-sections 
in the usual way. 

We make one remark on the analyticity properties of our S-matrix 
elements. If, for argument's sake, we start with a two-particle state, the 
final state must contain an infinite number of soft photons if the S-matrix 
element is to be non-zero. We demand that the total energy of the soft 
photons be less than some E0, and let £ 0 -+ 0. We conjecture that the 
domain of analyticity approaches the usual domain as £ 0 ->- 0. 

Finally, we have to consider the question of the analyticity-unitarity 
approximation scheme. The usual scheme limits the number of particles 
in the intermediate state; this is clearly inapplicable here. We therefore 
allow an infinite number of soft photons in the intermediate state, but 
take the dependence on soft photon momentum to be given by the usual 
infra-red formula. We have not examined such a scheme in detail, but 
we do not see any difficulties of principle. 
F. E. Low. Could you write a formula for your sequence of states? 
S. Mandelstam. Roughly speaking, I consider a sequence such as the 
following: 

1 
N(k) =k 

=0 

We then let k 0 -+ 0. Of course, we also have to specify the relative phases 
of the photons. This can be done in the Glauber formalism. 
N. Cabibbo. Is it not a basic point about these many photon states that 
actually the important variable is not so much the number of photons 
as a phase; in other words, these states are coherent: all the photons add 
up in a classical way? 
S. Mandelstam. Yes. 
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H.P. Diirr. If you have a non-separable Hilbert space of your type which, 
for example, may be thought of as an infinite direct sum of irreducible 
Hilbert spaces with different numbers of photons, has one not to worry 
about the uniqueness of the vacuum in this representation? 
S. Mandelstam. No, I do not think so. Only one of the original Hilbert 
spaces has a vacuum. 
N. Cabibbo. What you have to do is to compute the transition from a 
two-particles state to a state which contains the two final particles plus all 
the photons up to a certain energy which could be emitted classically. 
So you have to include not only the photons emitted by the final line but 
also by the initial line. In fact there are two approaches to the scheme of 
defining S-matrix elements in this way just by defining them into states 
which are the particles we want in the end, times an operator which creates 
the classical amount of photons (it is not all of them, of course, but those up 
to a certain energy). In a perturbation theory it is well known this matrix 
element comes out to be finite. 
R. Omnes. Do you know how your scattering amplitudes behave under 
crossing? 
S. Mandelstam. If you are worried about the Coulomb phase difficulty, 
this is a question which, to my knowledge, has not yet been answered. 
It is, of course, necessary to do so before we have a complete theory. 
F. E. Low. What happens to the relation between angular momentum 
and the asymptotic behaviour? For example, can you, in this scheme, 
repeat the calculation of the possible Reggeization in perturbation theory 
of spin-~ particles and get a finite answer? Do you know anything about 
whether all relations between angular momentum and asymptotic would 
be destroyed? The angular momentum-asymptotic relationship is 
normally for two-particle processes, and you have in fact many particles. 
S. Mandelstam. I think this can be assumed at least for a finite number 
of particles. 

II 

S. L. Adler. I wish to say a few words about experimental tests of the 
local current algebra. We have two possible forms of commutation 
relations that were postulated by Gell-Mann: 

Possibility (1): (Integrated algebra) 

[F;(t), Fit)] = if;,1,, Fk(t) 

F;(t) = J d3xffi0(x) 

(1) 

(2) 
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Possibility (2): (Local algebra) 

[ffeio( x), ffe 1o(Y)1xo=Y = i hikffeko(y)o(x - y) (3) 

(and the analogous relations involving axial-vector currents). Possibility 
(2) is more restrictive than possibility (I) because if there were gradient 
terms on the right-hand side ofEqn. (3) they would drop out when integrated 
over all space. The integrated relations have been tested in a number of 
sum rules. Local relations have only been tested in one sum rule, the 
Cabibbo-Radicati sum rule. As we shall see, the mechanism of saturation 
of the Cabibbo-Radicati (C.R.) sum rule is quite different from the 
mechanism of saturation of more general local sum rules, and it may be 
that the C.R. sum rule is true, but that more general sum rules following 
from the local algebra fail. 

A simple way to test the local algebra is the following: let us consider 
the Fourier transform of ffe10(x) 

then 

F -f d3 iq•J<OZ" ( ) J,<1 - xe ..:r 10 x (4) 

(5) 

without polynomials in q2 on the right hand side if the local algebra holds. 
One sandwiches this commutation relation between proton states and by 
the familiar methods derives a low energy theorem for the scattering ampli
tude which describes a proton coming in, current j coming in, a proton 
going out, and current k going out: 

p 

If, in addition, the amplitude obeys an unsubstracted dispersion relation 
in energy, one can express the zero energy value of the amplitude which 
appears in the low energy theorem as an integral over the imaginary part 
of the amplitude, which in tum is proportional to the total cross section 
for (current) + p--+ hadrons. This gives a sum rule which is a test of the 
local current algebra. 
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If you believe in the Regge model, the amplitude involved in the low 
energy theorem looks like a charge exchange amplitude, in which case 
its imaginary part is expected to be dominated by p-exchange at high energy; 
if you look at the sum rule you get it turns out that p-exchange produces a 
good enough asymptotic behaviour for the sum rule to be valid. 

From the vector commutators, proceeding in the way just outlined, you 
get sum rules of the form 

(6) 

where f3;±> are related to the cross sections for a fictitious charged photon 
on a proton going into a state of mass W: 

Let us pull out the one nucleon pole, giving 

1 = (F~(q2))2 + q2(F~(q2))2 +f co dW[/3;-> - (3;+>1 (7) 
lliN+m.r. 

where F;, 2 are the nucleon isovector form factors. From the axial commuta
tors one obtains 

(8) 

In the inelastic region f3; ± > = q2p; ± >, so that going back to the integrated 
algebra by putting q2 = 0 one gets, in the vector case, the trivial relation 
I = I. In the axial case, using PCAC, one gets 

1 = g~ +f 00 dW[ar.+P - au-pl x known factors (9) 
"~f,y+m.r. 

which is the usual gA sum rule, and is in good agreement with experiment. 
In the vector case one can take the derivative at q2 = 0, giving 

0 = 2Fr(O) + (F~(0))2 + {aa 2f00 dW[ l} 2 (10) 
q MN+m.tr q =0 

which is the Cabibbo-Radicati sum rule, and seems to be in agreement 
with experiment. The C.R. sum rule is a test of the local current algebra. 
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Another consequence of the vector sum rule which tests the local algebra 
is the inequality Bjorken derived for electron scattering reactions: 

hm - (ep) + - (en) :?: - -(e'p) . [da da J 1 da J 
E,->oo dO. dO. 2 dO. point 

(11) 

proton 

where q2 is the squared momentum transfer between the initial and final 
electron and £ 0 is the electron energy 

71 
----e-- • ~ w 

This inequality, and the sum rule [Eqn. (7)] from which it is derived, make 
an interesting statement. Experimentally, the nucleon electromagnetic 
form factors behave as 

v 1 l ( 21 ) F12,....._, • 22,.......,_4 q arge 
' (q~ + Mv) q 

(12) 

so that the elastic contribution to the left-hand side of Eqn. (11) falls 
off, not as the point proton cross-section (which varies as 1/q4), but very 
much faster, as 1/q4(F~2(q2))2 • However, Eqn. (11) asserts that in the sum 
over all inelastic channels you get something which falls off again as a 
point nucleon cross-section. Looking at Eqn. (7), we see that the saturation 
of the C.R. sum rule has not much relevance to the way in which this 
inequality is satisfied for large q2, since the C.R. sum rule looks only at the 
slope at the origin of the curves (F~(q2))2 and q2(F~(q2))2: 
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At (and near) q2 = 0, the slopes are opposite in sign and nearly add up to 
zero, so that the inelastic continuum is not very important in the mechanism 
of saturation of the C.R. sum rule. This cannot be the case for the sum 
rule in Eqn. (7) or for the Bjerken inequality when q2 is large, so that we are 
on the decreasing portion of both curves-here the inelastic continuum 
must be of primary importance. 

Recent C.E.A. data on inelastic electron scattering has the following 
appearance: 

* * N(l688) N(l520) 

- Decreasing final electron energy E
0

• 

Data is taken with fixed initial electron energy E. (ranging up to 4.9 Bev) 
and at a fixed angle () = 31° in the laboratory. Only the N*(1238), 
N*(1250) and N*(1688) are clearly seen. These resonances seem to go 
down too fast with increasing q2 to saturate the sum rule of Eqn. (7) 
or Bjorken's inequality. It would be very premature to say that the sum 
rule has failed-we may simply have to go to higher resonances than the 
N*(1688) to obtain saturation. Of course, as we stated above, if the sum 
rules do fail, this means that either the no-subtraction assumption is 
wrong or the local current algebra is wrong. 
G. F. Chew. Could you say explicitly for which amplitude the Regge 
assumption is relevant here? 
S. L. Adler. Let us define AM by 

(pjT(J;},,.)jp) = AA<T 

Then qiq;Au (protons at rest) is the amplitude for which we need the 
unsubtracted dispersion relation assumption in the vector case. 
F. E. Low. The amplitude which is in the two-photon channel goes from 
helicity two to helicity anything; in particular with spin 0 target will go 
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to zero helicity, with spin t target will go to 0 and 1 helicity, both of which 
are sense-nonsense amplitudes at J = 1. 
G. F. Chew. Is there any basis anywhere for being afraid that the asymp
totic behaviour would be so bad ... ? 
S. L. Adler. Only if the Regge model breaks down; in other words, 
if you accept the Regge model you obtain a unique prediction that the 
amplitude is p dominated, and that the integral over the imaginary part 
should converge as 

J dv . h 1 -
2
-- wit aP ,......, 2 v -('J. 

G. F. Chew. Is this the case if you suppose that there is a fixed singularity? 
S. L. Adler. A fixed singularity does not contribute to the imaginary part 
of the amplitude and so does not affect the convergence of the integral. 

If you believe that the algebra is correct and that unsubtracted dispersion 
relations are correct, the question which must be answered to interpret 
experiments is: 'how is Eqn. (7) saturated?' Bjorken has proposed two 
models for the saturation of Eqn. (7), which I would like to discuss briefly. 
Both models suggest that the principal inelastic contributions to Eqn. (7) 

2 

occur for virtual photon energy q0 =Ee - Ee' of order c + !L, where c 
is a constant and mis a mass of order (nucleon mass)/3. lm 

The first model is based on a non-relativistic quantum mechanics sum 
rule. We write 

(13) 

where IO) is the ground state. Inserting a sum over all intermediate states 
gives the sum rule 

2 l<OI eiqx ln>l 2 = 1 (14) 
n 

If we look at the harmonic oscillator, then this sum rule becomes 

e-q2/2 2 (q2;2r = 1 (15) 
n n! 

(q2/2) (q2)'n 
Using Stirling's formula, -

1
- ,......, - , we see that the dominant 

n. n 
contribution to the sum rule comes from ii,......, q2, corresponding to a value 
of q0 (the difference between the intermediate state energy and the ground 
state energy) of 

ii q2 
qo=--,......,--

2moscil. 2moscil. 
(16) 

If baryons are weakly bound quarks, moscil. ,......, MN/3. 
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In addition to exciting quark states, a second important mechanism 
which contributes to the inelastic cross section is the diffraction production 
of the p (or some other 1- meson): 

P Small recoil 

(or other 1- meson) 
p 

p 

What incident energy of the y do you need for the momentum transfer to 
the nucleon to be small enough to get an important diffraction mechanism? 
The answer is 

q2 + m2 q2 
q > P,_,C+--

O 2mp 2MNf3 
(l 7) 

so the second model gives the same estimate as the first. If q2 = (1 Bev/c)2, 

Bjorken's estimates require that to saturate the sum rule of Eqn. (7) we 
must excite states with q0 ~ 1.5 Bev, corresponding to an isobaric mass 
of W ~ 1.7 Bev. So the CEA experiments, which go up to W = 1.7 Bev, 
have not necessarily gone high enough. But we see that according to 
Bjorken's estimates the SLAC machine will certainly reach the region where 
the sum rule (or electron scattering inequality) should start to get saturated. 

Let me conclude by remarking that Bjorken's oscillator model is not as 
unrealistic as it sounds. Experimentally, the cross section for electro
production of nucleon isobars seems to behave as 

F(q2)2 lq*l2J+a (18) 

where F(q2) is an elastic electromagnetic form factor, lq*I is the virtual 
photon isobaric-frame momentum, given by 

lq*l2 = q2 + (w2 - ;;- q2)2 (19) 

where W is the isobar mass, J is the isobar spin and a ( = 1, -1, - 3) 
depends on the type of transition involved in the isobar excitation. The 
sum rule will involve a sum over many isobars: 

L CnF(q2)2 lq*l2J,.+a,. (20) 
n 

Eqn. (20) is analogous in form to Eqn. (15): both have a universal factor 
which decreases with increasing q2 [F(q2) 2 in Eqn. (20) and e-a

2
/
2 in Eqn. (15) J 

multiplying a sum over powers of a quantity which grows with increasing 
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q2 [lq*l 2 in Eqn. (20), q2 itself in Eqn. (15)). Thus the oscillator model 
suggests that in the actual case the sum rule gets saturated at large q2 

by resonances with spin Jn big enough for the increase of the factor 
lq*l 2J,. relative to its q2 = 0 value to compensate the decrease of F(q2) 2, 

giving a product of order unity. 
R. Hofstadter. If the quarks in the nucleon are not stationary, the 
scattered electron spectrum will be spread out and will extend to low 
energies where the radiative background is very large. It may therefore 
be difficult to ever test the sum rule. 
N. Cabibbo. The problem of radiative tail would be highly reduced in 
muon scattering experiments. 
G. F. Chew. It seems to me that the Bjorken sum rule is physically 
understandable only if an elementary substructure for the nucleon really 
exists. Essentially, the statement is that when you hit a nucleon hard enough 
(with an electron) you get the sum of the cross sections of certain basic 
constituents. 

This kind of relation follows from a completeness relation but without 
an elementary substructure, particle or field, no meaning is possible for 
'completeness'. In a bootstrap regime I would not expect the Bjorken sum 
rule to be valid. 
S. Weinberg. Do you mean that you need something like a quark model 
to get the local commutation relations? 

There are two separate parts to Bjorken's derivation: local commutation 
relations and the assumption about subtractions. I do not see how either 
is directly related to the quark model. Local commutation relations 
are true in a model where the currents are Yang-Mills type fields. The 
sum rule is not true. 
G. F. Chew. Let us take the familiar model of a deuteron as a composite 
of proton and neutron. If you hit this system with an electron whose 
momentum transfer is small compared to the reciprocal nucleon size, then 
the completeness of the wave functions of the deuteron is all you need in 
order to get the kind of sum rule we are talking about here. The cross 
section becomes the sum of the neutron and the proton cross sections. 
But if you hit the deuteron hard enough to start breaking up the nucleons, 
then you wonder what constituents determine the cross section. Of course 
if there were a sequence of well-defined substructures you would at a cer
tain level expect, as a reasonable approximation, the sum of cross sections 
of whatever made up the nucleon at that level. But if you take the 
strict bootstrap point of view, and if you say that there is no end to this 
dividing and no fundamental substructure, then I see no reason for expect
ing high energy cross sections to approach anything simple. It seems to 
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me that the existence of this kind of relationship implies some elementary 
units that you cannot break up. 
S. Mandelstam. I should like to ask to what extent the experimental 
results are beginning to indicate a breakdown of local commutativity or 
of the subtraction assumption, rather than a breakdown of the Gell-Mann 
commutation relations. Do you think that the experimental indications 
are relative to the possibility of having a finite number of gradient terms? 
S. L. Adler. There are two ways (in a local field theory) for the sum rule 
to break down. (1) Suppose that instead of Eqn. (3) we have a local 
commutation relation involving a finite number of gradient terms, but 
that the unsubtracted dispersion relation assumption is still valid. Then we 
get a modified sum rule of the form: 

1 + finite polynomial in q2 = J dW[/1~-> - /1~+>] 

(2) If the unsubtracted relation assumption is wrong there is no reason 
to expect a finite polynomial subtraction; rather, you would expect a 
subtraction of the form 1 /(q2 + m2), where m is the mass of some exchanged 
particle. If you fit experiment accurately enough with a finite polynomial 
subtraction, then it is more natural to say that the unsubtracted dispersion 
relation is right and that there is simply some finite number of gradient 
terms. If, on the other hand, the experiments cannot be explained by a 
finite polynomial subtraction, then there must be a subtraction in the 
dispersion relation (or some non-local breakdown of the field theory). 
E. C. G. Sudarshan. Let me return to the question of testing current 
commutation relations. Instead of considering sum rules over infinite 
ranges which are implied by current commutation relations, we could 
obtain 'local' relations between amplitudes. Tomozawa derived such a 
relation for the integrated current commutation relation connecting the 
scattering length of s-wave pion-nucleon scattering with the axial vector 
renormalization constant. Since that time, we have seen that these rela
tions are quite general and can be systematically derived using the 
Ward-Fradkin-Takahashi identities. Last year Balachandran and collabo
rators at the Institute for Advanced Study showed how these local rela
tions could be used to test the commutation relations of the current 
densities. Admittedly their computations do have extra model-dependent 
terms that should be added. It appears to me that these model-dependent 
tests do supplement the model-dependent tests via sum rules that Adler 
has discussed earlier today. 
R. Hofstadter. I realize that you can probably write sum rules for 
processes in which you have incoming nucleons and inelastic scattering. 

8 
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But it seems to me that the things you are looking for are such obvious 
effects that even in proton-proton collisions you are right to see whether 
quarks or triplets exist. 
S. L. Adler. I have a comment about Professor Hofstadter's remark: 
I don't believe that there is an analogy between nucleon-nucleon scatter
ing and sum rules. The reason is the difference between a linear unitarity 
relation and a non-linear unitarity relation the following sense: if you look 
at the gA. sum-rule, which involves TT-N scattering cross sections, what you 
find is that the N*(1238) makes a big contribution and that the contribu
tions of the higher resonances get smaller and smaller, which they must do 
because unitarity bounds them; of course, when spin increases the unitarity 
bounds increase, but there is a fixed bound which limits how much each 
resonance can contribute. On the other hand, in the e-N cross sections 
which come into the sum rules which I have been talking about there is no 
such unitarity bound, and it may be that even though for large q2 the cross 
section for N*(1238) production is small, the cross section can become 
large further out in the inelastic region. So I don't know if one can make 
an analogy between what one sees in the particle scattering case and the 
case where a weak interaction like electromagnetism (treated only to lowest 
order) is present. 
R. Hofstadter. Is that because of the long range or the short range picture? 
S. L. Adler. That's because of the weakness of the coupling constant. 
The cross-section which appears in the sum rule here is the lowest order 
in e2 cross-section only, and not the unitary cross-section, which would 
involve all orders in e2• In other words, one is only looking at the one
photon exchange part, for which the unitarity relation is a linear relation 
and doesn't impose any restriction on how big things can get. 

III 

S. Weinberg. The comments by Adler and Mandelstam raise questions 
about the foundations of current algebra, the :first by describing experi
mental results which seem to conflict with the local current commutation 
relations, and the second showing how some of the successes of current 
algebra can be re-derived without using commutation rules at all. I feel 
that it might be useful at this point to try to put the whole of current 
algebra in perspective, to see which parts are well established and which 
are more speculative, and to anticipate if we can the directions of future 
progress. 

There is a central body of successful theory which I will call 'classical 
current algebra'. In brief, this is the use of a symmetry group, chiral 
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SU(2) x SU(2), to derive predictions about processes involving soft 
pions. The strong interaction processes which have been calculated by 
this method include low energy 7T-N scattering and L + N ~ 2L + N 
with one pion or all pions soft. Reasonable assumptions about the weak 
and electromagnetic currents lead to further successful predictions for 
7T ~ µ + r, K ->- 37T, K ~ 7T + e + r, K ~ 27T + e + r, and, with some 
qualifications, y + N ~ -rr + N and Y ->- N + 7T. (One can also go 
beyond SU(2) x SU(2) to SU(3) x SU(3), but it is not yet clear how useful 
this will be.) There are now three different methods of obtaining the 
results of classical current algebra: 

(a) Current algebra proper is a technique for calculating matrix ele
ments of time-ordered products of currents by using the integrated current 
commutation relations, the conservation of the vector current and the 
one-pion dominance of the divergence of the axial-vector current. 

(b) An alternative method is to write down a Lagrangian invariant under 
SU(2) x SU(2) and then just compute the lowest order diagrams. This 
works because current algebra ensures that the soft-pion matrix elements 
are uniquely determined by the properties of the currents, and so any model 
which embodies these properties must give the right answer. I'll come 
back to this approach in a minute. 

(c) The third method is that suggested here by Mandelstam. I would 
guess that all the successes of classical current algebra in the area of the 
strong interactions could be obtained in this way. 

To go further we must make additional assumptions. Many paths are 
open, and we can explore them in various combinations, but if we obtain 
wrong results this will only invalidate the particular assumptions we have 
added and not the central body of classical current algebra or its extensions 
along other paths. I will list some of these paths: 

(1) We can make assumptions about the number of subtractions in 
dispersion relations. This converts some results of current algebra into 
sum rules, like that for the 7T-N cross-sections. 

(2) We can suppose that the commutation relations used in classical 
current algebra hold not only for the integrated charges but for the local 
currents themselves. With reasonable assumptions about the number of 
subtractions needed this leads to additional sum rules like that for e-N 
scattering, which was discussed this morning and may be in trouble. 

(3) We can try to saturate the commutation relations at infinite momen
tum or the sum rules derived from them with a few one-particle states, 
obtaining in this way results that approximate to those which would apply 
if chirality were a good symmetry of the ordinary sort. There is a related 
approach, 'partial symmetry,' in which one derives improved results of 
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this type by writing down Lagrangians invariant under SU(2) x SU(2) and 
SU(4), and then taking seriously the way that baryons as well as mesons 
enter the Langrangian. 

(4) We can try various assumptions about the term in the Lagrangian 
which breaks chiral SU(2) x SU(2). We know that there is such a term 
because the pion mass is not zero, and for this reason we cannot count on 
classical current algebra predictions to better than about 10%, but for the 
most part it makes little difference just what the symmetry breaking term is. 
The one exception seems to be the case of 71'-'lT scattering. Classical current 
algebra tells us that 2a0 - 5a2 is about 0.7 pion Compton wavelengths, 
but we cannot calculate a0/a2 without an assumption about how chirality 
is broken. If we follow the lead of Gell-Mann and Okubo and assume 
that the symmetry breaking term transforms according to the simplest 
possible representation of SU(2) x SU(2), i.e. as the fourth component of 
a chiral four-vector, then we get a0/a 2 = -i and a0 = 0.2, a 2 = -0.06. 
Mandelstam's approach does not lead to any particular value for the ratio 
a0/a2, so it will be very important to find out experimentally whether or not 
a0/a 2 is equal to -f. If it is, then I think we will have to regard current 
algebra as arising from a broken symmetry and not from S-matrix theory 
alone. 
G. F. Chew. It seems to me that crossing symmetry should give a definite 
value to a 0/a2. 
S. Weinberg. I disagree. One can write down an infinite sequence of 
Lagrangian models in which SU(2) x SU(2) is broken by a term which 
transforms like (N/2, N/2), i.e. like a traceless symmetric tensor of rank N, 
with N = 1, 2, 3, .... Each of these models in lowest order perturbation 
theory gives a 71'-'lT' scattering matrix element which is manifestly crossing
invariant, but they all give different values for a0/a 2, namely 

5 4 + N(N + 2) 
ao/a2 = - 2. 8 - N(N + 2) 

G. F. Chew. Do these models give different p-wave scattering lengths? 
S. Weinberg. No, the p-wave 71'-71' scattering length is related by crossing 
symmetry to 2a0 - 5a2, which is fixed by classical current algebra. 
S. L. Adler. Could you clarify the method used for extrapolating the 
71'-71' amplitudes? I think some people argued against the method you used. 
S. Weinberg. I haven't participated in the argument. Several authors 
have examined the extrapolation method by working with dynamical 
models. Some have found self-consistent solutions with large 71'-'lT' 

scattering lengths as well as other solutions with small scattering lengths 
close to those predicted originally, while other authors (most recently 
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Kang and Akiba) find only the small scattering length solutions. I really 
don't know who is right. All I can say is that current algebra can predict 
the 7T-7T scattering lengths if and only if they are small. However, the 
successes of classical current algebra really show that they are small. 
S. L. Adler. However, the picture is not completely rosy. Current alge
bra, PCAC and the neglect of final state pion-pion interactions seem to 
work well in K-->- 37T decay, but in 'Y/ ->- 37T decay something peculiar 
happens when the same methods are used. 
S. Weinberg. There certainly is something funny about 'Y/-->- 37T. There 
was a calculation recently by Bardeen et al. which tried to show that this 
decay can be successfully handled by current algebra, but I don't believe it. 
However, there are other puzzles about '!}-decay. Probably we will not 
be able to settle the question of the 7T-7T interaction until the statistics on 
K-->- 27T + e + v can be improved to the point where the analysis suggested 
by Cabibbo and Maksymovich becomes possible. Let me move on. 

(5) Classical current algebra can be extended by promoting SU(2) x 
SU(2) to a gauge invariance of the second kind. This is accomplished 
either by direct use of gauge invariant Lagrangians, or by assuming that 
the currents behave like gauge fields and are dominated by the p, 7T and 
A1 mesons. Either approach leads to the prediction that the A1 mass 
equals the p mass times ..J2, which is very well satisfied, except that there 
may not be any A1 meson! One also finds relations among the p and A1 

widths and the pion charge radius, and there is no doubt that one can also 
calculate low energy 7T-p, p-p, p-A1 scattering, etc. In addition, the 
7T+ - 7To mass difference can be calculated in the limit m,, «mp, and comes 
out in excellent agreement with experiment. I feel that these are the results 
which should cause the greatest discomfort to the S-matrix theorists, 
because I can't think of any way that Mandelstam or anyone else can 
derive them without using field theory. 
F. E. Low. How do you tell a field from a current? 
S. Weinberg. The above results are obtained by using the canonical 
commutation relations for the gauge fields. We would not expect the usual 
baryonic currents to satisfy these commutation relations. However, I 
should mention that Levy told me the other day that if you work with 
SU(3) x SU(3) instead of SU(2) x SU(2) then these results can be derived 
not only from the algebra of fields but also from the ordinary algebra of 
currents. I have not checked this myself, but if Levy is right then perhaps 
these results are not so specifically field-theoretic as I thought. 
D. Speiser. At which point exactly does SU(3) come in? 
S. Weinberg. I wish Levy were here today to answer that. As I under
stand it, SU(3) provides enough additional information to eliminate some 
terms which gave trouble for SU(2) x SU(2). 
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R. E. Marshak. Do you say that you cannot derive the spectral-function 
sum rules without the algebra of fields? 
S. Weinberg. You can derive them by making assumptions about the 
symmetries of current propagators at high energy. However, if you try to 
derive them from the properties of the SU(2) x SU(2) currents themselves 
you must make assumptions which are wrong in every model known, except 
for the algebra of fields. 

In summary, there are three places where experiments could yield insights 
into the significance of current algebra beyond those provided by the success 
of classical current algebra. They are: the electron scattering experiments 
discussed here by Adler, the measurement of the 1T-1T scattering lengths, 
and the determination whether or not the A1 at 1080 Me Vis a 1 +resonance. 

I have taken the view that what underlies current algebra is a symmetry 
group, chiral SU(2) x SU(2). It may be worth clarifying this a bit. Chiral 
symmetry doesn't do things other symmetry groups do; it doesn't tell us 
that the nucleon mass is zero, it doesn't tell us anything at all about 
nucleon-nucleon scattering-all that it does is tell us about soft pious. 
This can be made clear in a formalism originated by Schwinger. Consider 
how the generators Xa (a = 1, 2, 3) of the chiral part of SU(2) x SU(2) 
act on field operators. We would usually expect relations like 

[Xm N] = y5raN 

[Xa, 1Tb] = OabO' 

[Xa, a] = -1Ta 
etc. 

From this point of view we would have to say that chirality is very badly 
broken, because the nucleon mass is not zero, there is no a-meson, etc. 
To avoid this conclusion we might try to do without y5's or a-fields, and 
instead write 

[Xa, N] = ga{7t)N 

[xa, 1Tb] = faht) 

The question then becomes: how many such non-linear realizations of 
SU(2) x SU(2) are there? I don't know how much there is in the mathe
matical literature on non-linear realizations of Lie algebras, but I can tell 
you the answer here: there is essentially just one such realization of chiral 
SU(2) x SU(2). That is, ga(n) and .fab(n) are unique, up to possible re
definitions of the pion field. With SU(2) x SU(2) realized in this way, it 
becomes obvious that the chiral invariance of the Lagrangian leads only 
to relations among processes involving different numbers of soft pious. 
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I think we can anticipate that the classification and exploitation of the 
non-linear realizations of general symmetry groups will be an interesting 
area for future work. 
R. E. Marshak. It should be pointed out that the algebra offields predicts 
that the current commutator [jµ, jJ = 0 (µ, v are space components) 
in contrast to the quark model. It seems to me that the process 7To -+ 2y 
calculated by Okubo and Cabibbo to test the quark model should also be 
tested in the algebra of fields model and may give a contradiction (i.e. 
the prediction will be a very small value for 7To ->- 2y). 
H.P. Diirr. We have heard something about the experimental tests of the 
current algebra in its integrated and local forms. Could somebody indicate 
which algebra is tested in the various cases, I mean where we test SU(2), 
SU(2) x SU(2), SU(3) and SU(3) x SU(3)? In particular, is there already 
any definite experimental evidence that the SU(3) current algebra relations 
are less violated than the mass spectrum? 
S. L. Adler. The commutators involving strange mass changing currents 
(the SU(3) x SU(3) algebra) are involved in the K ->- TTev and K-+ 21Tev 
low energy theorem and in the gA sum rules for hyperon beta decay. There 
is agreement between theory and experiment, but not nearly to sufficient 
accuracy to tell whether the strangeness changing current algebra holds 
exactly, or only up to SU(3) breaking. It will probably not be possible to 
decide this question in these cases, since PCAC, which introduces ,...._, 10 % 
errors, is used. To get a test which does not involve PCAC, one must use a 
sum rule for tis ~ 0 accelerator neutrino cross sections, which are un
fortunately very small compared even with tis = 0 accelerator neutrino 
cross sections. 
R. E. Marshak. In connection with the successes of current algebra, one 
should distinguish between the semi-leptonic and non-leptonic applications. 
The semi-leptonic applications give fairly good agreement allowing for the 
inaccuracy introduced by using PCAC for the kaon. The non-leptonic 
applications to K-+ 27T and the p-wave hyperon decays must still be im
proved by taking account of the correction caused by m,, ~ 0. 
W. Heisenberg. May I ask whether from the relations which you have 
written on the blackboard there is any evidence concerning the physical 
existence of quark particles? 
S. Weinberg. I am not sure that I really know. Whether or not quarks 
exist, it is still an open question how the weak and electromagnetic currents 
should be constructed. 
G. Kallen. If one understands a quark model as a model with spin ! 
fields fulfilling canonical commutation rules, one gets certain very definite 
expressions for the right-hand sides of the current commutators (not charge 
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commutators) which are different from the corresponding right hand sides 
you get, for example, from the model using the Yang-Mills fields. In 
principle we could distinguish between the different models by looking 
at these terms. However, I do not know what the exact experimental 
situation is here or even if any real information is available today. 
L. A. Radicati. I would like to ask two questions: 

(1) What are the consequences of the third set of the field commutation 
relations namely those which involve the time derivative of the field? 
Is there any experimental test of these consequences? 

(2) The right-hand side of these commutation relations contains a 
highly singular term, the product of two operators at the same point. 
How should we really define it? Would it be possible to modify these 
commutation relations without abandoning the identification of currents 
with fields? The change I have in mind could perhaps eliminate the un
pleasant quadratic term in the right-hand side. 
F. E. Low. The quark model algebra can only be distinguished from 
other models by testing commutators of space-space components of 
currents. So far these come in only in the question of the singularity of 
e.m. radiative corrections to fJ decay (e.g. 7T+-+ 7To + e+ + v). 
R. E. Marshak. This is what I was talking about before with regard to 
testing the algebra of fields against the algebra of currents. The space
space part of the current commutators in the quark model have a right
hand side which, Okubo has shown, depends on whether there is a fractional 
charge quark or an integral charge quark, whereas in the algebra of fields 
the r.h.s. is zero, i.e. the commutator of the space components is zero. 
So this particular set of commutators distinguishes between the algebra of 
fields and the algebra of currents, but it can also distinguish between quark 
models themselves. 
R. Brout. Is it possible to go beyond the PCAC type of calculation for 
namely 'YJ-+ 37T decay, presumably K ->- 37T decay, 7To ->- 2'Y) etc.? The 
'YJ -+ 37T decay of electromagnetic has been shown in the first approxima
tion, using PCAC, not to exist. 
S. L. Adler. I would prefer to phrase the problem involving 'YJ decay in 
the following way: From PCAC and current algebra, one finds that the 
'YJ -+ 37T decay amplitude vanishes when any of the pions is extrapolated 
to zero four-momentum. If you then make the linear matrix element 
assumption which gave good results in the K ->- 3L case, you find that the 'YJ 
decay amplitude vanishes identically. All that this means is that the linear 
matrix element assumption is incorrect. However, if this linear assumption 
is incorrect in the 'Y) case, why are you allowed to use it in the K case? 
Perhaps the agreement with experiment in the K meson case is fortuitous. 
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R. E. Marshak. Two of the three mysteries connected with 'fJ decay have 
apparently disappeared, namely 'fJ ->- 1T02y is not seen and the ratio 
µ ->- 31T0 / µ->- 1T+1T - 1To is close to 1.5. 
G. F. Chew. Talking with Heisenberg and Marshak I became aware of a 
point which I didn't emphasize before. Heisenberg expressed some shock 
at my interpretation of this point so I will bring it up. As I understand the 
bootstrap mechanism, it implies that there is no completeness of the 
Hilbert space in the physical sense. You do, of course, have on mass
shell completeness, but there is no complete set of states which could give a 
meaning to the sum rules we were talking about before. That is the 
reason why I don't expect those sum rules to hold which come from local 
currents, requiring you to go off the mass-shell. Heisenberg pointed out 
that this is a radical statement because it abandons one of the pillars of 
quantum mechanics; I agree that it does. The bootstrap mechanism 
implemented with the S-matrix, as I understand it, abandons the concept 
of the state vector. There is no state vector that makes any sense in this 
picture. You work with superposition of asymptotic states, but you have 
neither completeness nor state vector concepts. I am sorry I didn't make 
this clear before. 
E. P. Wigner. At the 1961 Solvay Congress, Dr. Kallen expressed the 
view that there are physical phenomena which are outside the domain of 
S-matrix theory. Not only are they not within reach of the bootstrap 
method, but they are also outside the area of S-matrix theory in its most 
general meaning. Examples are properties of stationary states of micro
scopic but particularly macroscopic objects. I am wondering what Dr. 
Chew's present view is on this subject. 
G. F. Chew. I don't think you will obtain the same answer from me as you 
will from other people, say Froissart and Omnes, who have thought 
about this. My own view is that the S-matrix is not capable of describing 
all physical phenomena. In particular it cannot describe macroscopic 
objects such as solids. Such objects provide the tools which make possible 
measurement of momentum, but they themselves lie outside the S-matrix. 
That is my view. I am sure other people do not feel the same way. 
D. Speiser. I am not sure whether I have understood what you mean when 
you talked about superposition and when you said that there is no state 
vector. You mean the superposition of what? 
G. F. Chew. Amplitudes. 
D. Speiser. Amplitudes connecting which states? 
G. F. Chew. Asymptotic states. 
N. Cabibbo. The first of these remarks is connected with the previous 
discussion. Using the theory by Lee, Zumino, Weinberg and other people, 

9 
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there is a well-defined prediction on the amount of Schwinger terms one 
has, for example, in the commutator of the fourth component and the space 
components of the electromagnetic current. This prediction can be tested 
in e - e annihilation into strong interacting particles because the Schwinger 
term of the electromagnetic current can be expressed as a well defined 
integral over the annihilation cross section for the e - e annihilation to 
strongly interacting particles, and it has been pointed out recently in a 
paper whose authors I don't remember (in Phys. Rev. Letters) that the 
result is very bad and that the cross section is nearly saturated by the p 
alone. If this is true, one wouldn't see much more of the resonances than 
the one resonance known at present. That particular prediction can be 
tested and probably will be tested within the next few years. 
S. Weinberg. The Schwinger term is known but in terms of an unre
normalized coupling constant. 
N. Cabibbo. Oh, it is unrenormalized. 
S. Mandelstam. I wonder if Weinberg would like to comment on the 
calculations by Halpern and Segre, who claim to have proved from the 
algebra of fields that certain observable quantities come out infinite. 
S. Weinberg. That is a pity. 

They seem to come out infinite in almost all models. I wish I knew what 
to do about it. But are you talking about things that have to do with the 
fact that the pion mass isn't zero or are you talking about things that are 
infinite even if the pion mass is zero? 
R. E. Marshak. From the algebra of fields, you get an infinite radi
ative correction even if the pion mass is zero-in contrast to current 
algebra. 
S. Weinberg. Right. But if Mandelstam is correct, there are other 
infinite radiative corrections which remain infinite even in the limit of the 
zero pion mass, and that is going to be an interesting problem. Perhaps we 
just don't know what the commutators are. 
G. Kallen. I should like to repeat a comment about all calculations of 
radiative effects (including electromagnetic mass differences) which I 
made in Rochester about a month ago. In all these calculations you are 
taking the current commutators very seriously and assume that they hold 
at least to order e. However, an extra term on the right hand side of 
order e or e2 would change all these results without interfering with the 
successes of the usual current algebra applications. 
R. E. Marshak. Has Mandelstam anything to say about the pion mass 
difference? Can you make any convincing calculations for the electro
magnetic mass differences in your approach? 
S. Mandelstam. I certainly have not looked much at electromagnetism. 
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S. L. Adler. I think that one can say something about electromagnetic 
mass differences in S-matrix theory. Dashen and Frautschi studied this 
question a number of years ago. They first looked at the non-relativistic 
Schrodinger equation and derived an S-matrix version of perturbation 
theory which is equivalent to ordinary perturbation theory and expresses 
the change in the position of a bound state pole in terms of changes in 
the complex plane discontinuities of the partial wave scattering amplitude 
which has the pole. They then applied their method to the relativistic 
situation and derived an expression for the neutron-proton mass difference 
by treating the nucleon as a bound state pole in pion-nucleon scattering. 
There has been controversy over the details of this calculation (removal 
of infrared divergence, use of linear D functions, etc.) but in any case the 
method is very interesting. 
R. Omnes. The approach to mass differences by Dashen and Frautschi is 
certainly correct in a relativistic situation since it allows a correct calcula
tion of the Lamb shift. Furthermore the problem of infrared divergences 
has been solved. 
S. Mandelstam. I misunderstood Marshak's question. 
L. A. Radicati. Is there a good explanation for the failure of the calcula
tion of the K-mass difference? In particular can it be interpreted by assum
ing that SU(3) x SU(3) is broken in a definite way? 
F. Low. There are two further reasons why the L calculation should not 
work so well for the K-mass difference. The first is that mk » m 11 so that 
PCAC is necessarily worse for K's than for 7r's. The second is that whereas 
the fm" is given by I = 2 amplitude, fm K is I = I, which Harari has pointed 
out converges much more slowly at high energy. Therefore the saturation 
by the first few states is much more doubtful. 

IV 

SOME RECENT EXPERIMENTAL WORK AT 
STANFORD UNIVERSITY 

R. Hofstadter 

Stanford University, Stanford, California 

Although electromagnetic interactions were not, for some reason, at the 
centre of the deep theoretical discussions of our meeting, it is perhaps not 
completely irrelevant that the only representative of the experimental side 



224 GENERAL DISCUSSION 

here allows himself to present a few aspects of this fundamental and still 
very active field of research. Of course, we all believe we have a fair 
understanding of electromagnetic interactions, but I think it is important 
to realize in concrete and precise terms how well we understand them, and 
how strict and extensive are the tests to which we submit our theories 
in this field. 

In the short time imparted to this talk I shall limit myself to those aspects 
which are closest to my own activities, namely the high-energy interactions 
of electrons and muons with negatons and nuclei. Specifically, I intend 
to report briefly on some recent experiments which have been done at 
Stanford and Cornell Universities, at the Stanford Linear Accelerator 
Center (SLAC), and by groups using the Deutsches Elektronen Synchro
tron (DESY) and the Cambridge Electron Accelerator (CEA). 

1. Let me begin with a most important test in 'pure quantum electro
dynamics', entirely devoted to the celebrated M0ller formula. This e--e
elastic scattering experiment, conducted by people from Stanford, 
Princeton and SLAC1, required 10 years of hard preparation, and was a 
'first' in the colliding beams technique. Two beams of 300 MeV electrons 
from the Stanford storage rings were made to collide, and a spark chamber 
doublet detected correlated tracks of electrons recoiling with opposite 
momenta, directly in the centre-of-mass system. In the initial run, 175 
hours of counting time allowed them to collect 380 events (after some 
background subtractions). The corresponding q2 distribution was com
pared to the M0ller prediction modified by a simple form factor 

(1) 

where q2 = 4E2 sin2 ~ is the squared 4-momentum transfer; this G" 

was supposed to combine in a plausible manner any possible electron form 
factor together with any departure of the photon propagator from the 
1/q2 law. Of course, the comparison also included the necessary radiative 
corrections, which become increasingly important at these high energies; 
for the values of E and () covered in this experiment, the corrections (as 
calculated by Tsai2) ranged from 4.1-6.4 %, but it seems that one may be 
confident in these estimations. 

The absolute cross section could not be measured, but the agreement with 
the relative q2 dependence predicted by the M0ller formula is good, as is 
reflected in the lower limit found for K, namely K > 0.76 GeV/c at the 95 % 
confidence level; this also means 

K-l < 0.26 fm. (2) 
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The experiment has now been repeated at a total centre-of-mass energy 
of 1.1 GeV, that is, with both rings tuned at 550 MeV. Very recently the 
Stanford-Princeton group finished collecting about 3000 events; a 
very preliminary analysis was just completed before I left, and it seems that 
K-

1 will come out smaller than 0.1 fm. About 6000 to 10,000 events are 
expected in evaluation of the final results. 

2. I should like to come now to a rather different subject, which I do 
not consider to be less fundamental than the preceding one. There are two 
completely independent ways of making high-precision determinations of 
the electric charge distribution of nuclei : by using low-energy negative 
muons from the volume shift of mu-mesic x-rays, and by using electrons 
from high energy electron-nucleus elastic scattering. In particular, in 
both cases we can interpret the experimental results partly in terms of the 
'mean square radius' of the charge distribution, 

(r2
) = 47T l,,, p(r)r4 dr 

for spherical nuclei (with Jd3r p(r) = I); this number can be converted in 
a well-known manner either into an equivalent volume shift in mu-mesic 
transitions with l = 0 in the ground state, or into a nuclear form factor 
in electron-nucleus scattering. More precisely, the assumption is made 
that in the respective experiments, the 'observed' mean square radius can 
be interpreted as a sum of two contributions, 

(r2) = (r2)N + (r2)e- in e-nucleus scattering experiments 

(r2) = (r2)N + (r2)µ- in µ-mesonic transitions. 

We have now completed at Stanford high-precision electron scattering 
experiments on the calcium isotopes 40, 42, 44 and 48. The first and last 
are doubly magic nuclei with almost perfect spherical symmetry; further
more, the ground state is well separated from the low lying excited levels, 
so the selection of elastic scattering events is made in good conditions. The 
analyses of the experiments are made by Ravenhall, Herman and Clark, 
while the experimental work was carried out at Stanford3• 

Figure 1 shows a comparison of theory (solid lines) with experiment. 
The dashed lines show the results of a calculation that fitted only the lower 
energy results (250 MeV and 500 MeV). The 750 MeV results require a 
modification of the successful parabolic Fermi models for the 250 MeV 
and 500 MeV results. This slight modification involves putting a small 
ripple with wavelength 2 Fermis on top of the parabolic Fermi model. 

Now, for these same isotopes, the nm-mesic volume shift has also 
recently been very well measured4, so a detailed comparison is possible. 
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Scattering of 750 MeV electrons 
by calcium 40 and 48 
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I may summarize the situation in Table I, where the volume shift of the 
x-ray transition in 42Ca, 44Ca and 48Ca relative to 4°Ca is given (in keV) 
in the second column as directly obtained by Ehrlich et al. 4 , and in the third 
column as inferred from our scattering measurements. The agreement can 
be considered to be satisfactory. Note the unexpected change of sign in 
going from 4°Ca to 48Ca. This mu-mesic shift was actually predicted from 
the earlier electron scattering results. 

Furthermore, assuming that (r2)e ,...,_, 0 from the colliding beam result, we 
get the limit ( (r2 ) µ.-)1' 2 < O· 2 fm at the 90 % confidence level. Let me mention 

TABLE I 

Isotopes Volume shift e-Ca scattering 

40-42 +0.69 ± 0.06 +1.07 ± 0.20 
40-44 +0.89 ± 0.05 +0.82 ± 0.10 
40-48 -0.47 ± 0.12 -0.41±0.08 
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another non-trivial result from these calcium measurements, which furnish 
us with a rather detailed test of the relativistic quantum mechanical theory 
of scattering as applied to electrons. The elastic scattering cross section 
on 48Ca was obtained in very high precision runs at 250, 500 and 750 MeV 
in a wide angular range. Now if you analyze these angular distributions, 
making an exact partial wave analysis within the framework of the Dirac 
theory in a central field, completed by an adequate parametrization of the 
48Ca electric charge distribution, the 3 independent results produce exactly 
the same distribution within the rather narrow experimental uncertainties; 
the fit is as perfect as possible over the full angular range. This also gives 
us confidence that the charge distribution obtained in such experiments 
does represent something endowed with physical reality. The agreement 
between r.m.s. values of radius obtained by the elastic electron scattering 
method and by the mu-mesic atom studies is also extremely impressive. 

3. Let me continue with the same kind of measurements but now applied 
to the proton. Quite recently the proton magnetic form factor G}fl has 
been determined at SLAC at very high momentum transfers. The DESY 
groups5 had already obtained G}fl up toq2 = 10 (GeV/c)2• TheSLAC work 
extends this determination up to 20 (GeV/c)2• Within its relative accuracy 
of about 5 % (the absolute error is nearly 10 %) , this experiment fully 
confirms the 'dipole representation' 

G<Jj(q
2
)/2.793 = ( 1 + 0~;1r

2 

(3) 

As already remarked by the CEA group6 there might exist a small wiggle 
in the vicinity of q2 = 4 (GeV/c)2, but this remains to be confirmed; in 
any case the deviation would not be larger than about 15 %. It is now 
definitely established that the elementary vector meson model 

G~~J(q2) = 2: [oc;(l + q2/Mi 2r 1 + Pi] 
i 

is unable to represent the data if the summation is restricted to the 3 
known 1- mesons p, wand r/J. At least one additional p' meson is needed, 
which does not seem to be observed in any experiment. Also, the new data 
are not compatible with a single exponential decay at high q2 , as predicted 
by Wu and Yang7 ; they seem to require a superposition of at least two 
exponentials. 

On the other hand, to my knowledge no group has yet reported any 
disagreement with respect to the straight-line one-photon feature of the 
Rosenbluth formula; the test has now been extended at SLAC to q2 

r-..1 

5 (GeV/c)2• However, it has been remarked8 that this peculiar behaviour 
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of the Rosenbluth cross-section is not a very stringent test of the one
photon exchange approximation under the present conditions. 

4. A more sensitive tool for the detection of a significant two-photon 
contribution is provided by a comparison at the same q2 of the high-energy 
elastic scattering of negatons and positons on protons. The ratio 

R = da(e+p)/dO. 
da(e-p)/dO. 

should equal 1 for pure one-photon exchange. Specifically, if the one
photon exchange amplitude is called ±eA<1> and the two-photon ampli
tude e2A< 2>, then essentially 

Re (A(l)A<2>*) 
R ::::= 1.0 + 4e2 IA(l>12 

This ratio had already been measured9 by the Cornell and DESY groups for 
q2 values extending to 1.4 (GeV/c)2• This has now been pushed at SLAC, 
by a direct comparison technique, up toq2 = 7 (GeV/c)2• The problem of 
the radiative corrections becomes crucial here, as they tend to grow very 
large and are different for e-p and e+p processes10• After their inclusion, 
R is found to be equal to 1 within the ±10% accuracy of the measure
ment. Apparently the two-photon contribution is not yet detectable at 
such a high q2

, or we are in trouble with the radiative corrections. 
5. I shall now finish by quoting briefly some unrelated but interesting 

results. In a Stanford-SLAC collaboration we have measured the energy 
loss ofµ+ and µ- particles in matter from slightly below 1.0 GeV/c to 
about 10 GeV/c, with the following arrangement: 

µ.* s; 8-c s2 
~ -·--·+·-· . ·-·t-·-"-·-

Beam 

S
1
,S

2 
' trajectory defining counters 

C'NoI(TL) crystal, 0·25"thick 

Figure 2. 

The Nal(Tl) crystal could be calibrated carefully with gamma radiations 
from radioactive substances. 

We obtained the following results11 : 

(a) Within the experimental uncertainty of about 2 %, the µ+ and µ
points are in complete agreement; 

(b) the existence of a relativistic rise (from 0.5 to 11 GeV/c) seems to be 
established beyond doubt, and the observed most probable energy 
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loss curve is in good agreement with theory. The shape of the Landau 
straggling curve is also confirmed. 

6. In a different arrangement, five NaI(Tl) crystals in tandem were used 
to search for fractionally charged particles12• Such particles could have 
been produced by pair-production processes induced by photons being pro
duced on a copper target by 12 GeVelectrons. The experiment could thus 
be arranged to provide a convenient way of searching for quarks, with the 
result that there are apparently no 'miniquarks'. If the mean life of free 
quarks is assumed to be larger than 10-7 sec, then according to calculations 
by Tsai the experimental results can be interpreted as follows: 

if eq = 0.04e then mq > 0.2 GeV/c2 

if e" = 0.7e mq > 1.5 GeV/c2 

7. Finally, let me also mention that we have succeeded in detecting 
fissions induced in uranium, tantalum and bismuth by high-energy electron 
beams13• This is a very promising technique, as it benefits from our control 
of the electromagnetic interactions and also provides a useful complement 
to the existing studies offssion induced by real photons. This experiment 
was a joint project of tl~e Thompson group at the Lawrence Radiation 
Laboratory, University of California. 

Thank you very much for your attention. 
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SOME CONCLUDING REMARKS AND 
REMINISCENCES 

L. Rosenfeld 

Our proceedings have now come to an end, and it has become customary 
that somebody is asked to summarize them. In this case, however, it was 
felt that a summary would be rather too short, and it was suggested that 
this might be an opportunity to cast a glance into the past as well, and 
briefly recall what the previous Solvay meetings devoted to our subject 
were like. 

Allow me to start with a very personal recollection-just to put you 
into the right mood. When I wrote to Pauli in 1929 to ask him whether 
I could come to Zurich to work under his guidance, he replied with a very 
friendly postcard, pointing out that the time was quite favourable, since 
Heisenberg and he had just started work on the quantization of electro
dynamics, 'ein Gebiet', he said, 'das noch nicht ganz abgedroschen ist' 
(a domain that is not yet threshed out). When I arrived in Zurich, I 
immediately got a proof of their first paper to read. The first thing I did 
was to correct a minor mistake in it. I was very proud of it, and wrote a 
little note which started with the words: 'In ihrer grundlegenden Arbeit, 
haben Heisenberg und Pauli···'. (In their fundamental paper···). 
When he saw this, Pauli laughed and remarked: 'Es ist ein ziemlich 
morscher Grund, den wir da gelegt haben !' (It is a rather swampy funda
ment we have laid!) This was perhaps a truer statement than Pauli him
self thought at the time. I have got the impression that we are still 
plodding in this mud, some of us trying to dig a little deeper in the hope 
of finding some firmer ground, others trying to extricate themselves by 
pulling their own bootstraps. Our situation is still adequately described 
by a Russian proverb, which Ehrenfest once quoted in a discussion at 
that time. Russian proverbs are difficult to translate, as we have been 
told in the United Nations, but they are very picturesque. This one is 
about a little pig with short legs getting into a muddy pool. When he feels 
that his nose is too muddy he tries to get it out, but then his tail sinks in, 
and you perceive that there is no end to his ordeal. 

To return to history: shortly afterwards, in 1930, there was a Solvay 
conference about magnetism. I did not attend it, but being in Brussels at 
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the time, I hovered around, especially at the Club of the Fondation 
Universitaire, where the participants gathered after the sessions. Most of 
you do not remember those times of the great depression, and an incident 
that took place in Detroit, where the streets were then filled with hungry 
unemployed workers; the president of the Ford Corporation, asked by 
journalists what he thought about this depression, answered: 'What 
depression?' Now, I met in the street, near the club, Louis de Broglie, and 
we got into conversation. I told him that Heisenberg and Pauli had 
started building up quantum electrodynamics and were encountering great 
difficulties. With an expression of great surprise he asked: 'What 
difficulties?' 

The club of the Fondation Universitaire was the scene of a famous fight 
between Bohr and Einstein about the principles of quantum theory. It was 
the occasion when Einstein thought to have found a counter-example of 
the uncertainty principle with his well-known box from which a photon is 
emitted at a certain time, and a weighing of the box before and after the 
emission determines the energy of the emitted photon. It was quite a 
shock for Bohr to be faced with this problem; he did not see the solution 
at once. During the whole evening he was extremely unhappy, going from 
one to the other and trying to persuade them that it couldn't be true, that. 
it would be the end of physics if Einstein were right; but he couldn't 
produce any refutation. I shall never forget the vision of the two antag
onists leaving the club: Einstein, a tall, majestic figure, walking quietly, 
with a somewhat ironical smile, and Bohr trotting near him, very excited, 
ineffectually pleading that if Einstein's device would work, it would mean 
the end of physics. The next morning came Bohr's triumph and the salva
tion of physics; Bohr had found the answer that you know: the displace
ment of the box in the gravitational field used for the weighing would 
disturb the frequency of the clock governing the photon emission just to 
the amount needed to satisfy the uncertainty relation between energy and 
time. We have hardly mentioned gravitation in our discussions, and this 
may be an indication that none of us feels that the time is ripe for 
including it into our considerations. Who knows, this may change. It 
is one of the great open questions whether gravitation does or does not 
play any part in the interactions at the subnuclear level. 

The next occasion when the topic of elementary particles, under this 
very name, was taken up at a Solvay conference was in 1948. In the 
intervening period the scope of the subject had been immensely enlarged 
by the appearance on the scene of the mesons as carriers of the nuclear 
interactions. At the time of the conference, the last sensation was the 
production of artificial mesons in Berkeley, about which Serber was 
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supposed to give exciting details. However the technical aids were not 
then as refined as they are now: there were no microphones, so that 
Serber could hardly be heard, and the projection apparatus was so bad 
that it was hardly possible to see the meson tracks that he showed on the 
screen. This somewhat subdued the expected excitement, and at the 
banquet concluding the conference, poor Serber was lampooned in a 
'meson song', written by Teller and sung to music composed by Frisch for 
the occasion. Here is the relevant verse: 

'Some beautiful pictures are thrown on the screen; 
Though the tracks of the mesons can hardly be seen, 
Our desire for knowledge is most deeply stirred, 
When the statements of Serber can never be heard. 

What, not heard at all? 
No, not heard at all! 
Very dimly seen 
And not heard at all!' 

The conclusion of the song gave quite an adequate description of the 
degree of understanding we had reached at the time: 

'From mesons all manners of forces you get, 
The infinite part you simply forget, 
The divergence is large, the divergence is small, 
In the meson field quanta there is no sense at all. 

What, no sense at all? 
No, no sense at all! 
Or, if there is some sense, 
It's exceedingly small.' 

From these modest beginnings, quantum field theory was allowed to 
follow its adventurous course until the Solvay meeting of 1961. There 
the atmosphere was completely changed through infusion of new blood. 
The heroes of the day were our friends Chew and Gell-Mann. We then 
witnessed the birth of the bootstrap idea and the canonization of Regge. 
There was some alarm when Regge poles were first mentioned, and I 
remember Professor Wigner's polite and ineffectual efforts to induce some
body to define these Regge poles. However, the discussion went on 
happily without such a definition. At one point, Chew and Gell-Mann 
seemed preoccupied with understanding what the old people could have 
expected from such queer concepts as Lagrangians. Gell-Mann was 
suggesting: 'They may have thought this and this · · · ', and Chew replied: 
'No, probably they thought that and that···'. It did not occur to them 
that Heisenberg was sitting there and that it might have been simpler to 
ask him. What I found most remarkable, however, is that Heisenberg 
himself did not volunteer any statement about this point. 
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Now six years have elapsed, and we are again gathered to survey the 
same problems. That the lapse of time between successive meetings has 
narrowed down so much is no doubt an indication of the lively growth of 
the subject and of its growing interest and relevance. This is due, to be 
quite honest, not so much to our own efforts than to the brilliant work of 
our friends who, with one eminent exception, are not here: the experi
menters who have furnished us with so much new data to think about. 
We very much feel the need for more such data to make real progress and 
to get beyond the stage of our present debates, in which there has been 
more talk about programmes than achievements. Indeed it was a rather 
novel situation in physics to be faced not with the question which pro
gramme is more successful, but which is more ambitious. Here, I may 
perhaps turn to Kallen for sympathetic support in expressing the hope 
that this passing stage will be succeeded by one in which a return to some 
more regular kind of mathematics may give us the firmer ground for 
which we have been groping so long. 

Which mathematics will this be? Will it be C*-algebra, field algebra, 
current algebra or some algebra not so current? Perhaps this is a case 
when we might consult this Persian Sybil, whose wonderful image we 
admired in Bruges the other day. I noticed, in fact, that Professor Heisen
berg was contemplating this lady very intently, but even he did not get any 
response. 
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W. Heisenberg. May I ask a question concerning the idea that the 
groups (like SU2, SU 3 etc.) could be derived from the bootstrap mechanism. 
In nonrelativistic physics one can get a consistent unitary S-matrix for any 
group structure one might like to connect with the Galilean group. I 
agree that the Lorentz group (with crossing symmetry, equivalence of 
forces and particles) gives very strong restrictions. Still it seems difficult 
to believe that it determines the group structure completely. There may 
be a solution which is completely symmetrical under SU2• Still we 
know that experimentally there is a consistent S-matrix which contains 
electrodynamics and therefore is not strictly invariant under SU2• 

G. F. Chew. Cutkosky has shown that a simple bootstrap model can quite 
naturally lead to the presence of a Lie group symmetry in the self-consistent 
particle spectrum. 
G. Kallen. May I try to reformulate Heisenberg's question. Quantum 
electrodynamics, to the best of my knowledge, satisfies the general 
assumptions about dispersion relations, unitarity etc. which you use in 
bootstrap, but does not have isotopic spin invariance. However, quantum 
electrodynamics should not come out of bootstrap if you believe that the 
result of such calculations corresponds to the world of strongly inter
acting particles. How is this possible? 
R. Omnes. In quantum electrodynamics, the y is not supposed to be a 
bound state of ee (Z3 = 0 is not imposed as a constraint), as it would have 
to be in order to fit Cutkosky's argument. Furthermore, even if Z 3 turns 
out to be zero, the group will not be SU(2) but a one-parameter group. 
F. E. Low. I believe the answer to Kallen's question is that when Chew 
used the term analyticity he meant more than analyticity of the scattering 
amplitude in s and t. Presumably any renormalizable field theory has 
these properties, at least in a power series expansion in the coupling 
constant. However it probably does not have analyticity in J, that is, the 
particles corresponding to the input fields would appear as Kronecker 
deltas at the appropriate points. 
S. Mandelstam. I would like to refer to one question raised by Gell-Mann, 
namely the ability to define a partially conserved axial current. My 
remarks refer to the particular questions raised by partial conservation. 
I shall assume that general currents, e.g. scalar currents or pseudo-vector 

* The report of M. Gell-Mann was not available at the time of publication. 
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currents without the partial conservation restriction, can be defined. The 
equations for such currents look similar to the equations for electro
magnetic currents and I think it would be surprising if one had a solution 
without the other, but the equations are so complicated that one cannot 
be sure. 

To make things precise, let us consider the approximation where the 
pion mass is zero; partial conservation then becomes exact conservation. 
We know that axial current conservation and current commutation 
relations impose certain restrictions on the strong interactions alone, e.g. 
certain matrix elements vanish at low energies (Adler self-consistency 
relations). Another such restriction is that the anti-symmetric part of the 
scattering of pions against any object is proportional to the isotopic spin 
of that object. I believe that these restrictions can be proved within the 
framework of strong interaction theory without introducing currents. 
One has to make an assumption regarding the conspiracy quantum number 
of the pion trajectory. Since the question of conpiracies will be discussed 
further in Chew's talk, I shall not elaborate this further at this stage, 
except to point out that there are other reasons for believing this assumption 
to be true. 

Having derived the restrictions on strong interactions, I think that one 
can reverse the arguments by which they are derived from PCAC and 
current commutations to prove that a conserved axial current can be 
defined and that the total axial charge satisfies the expected commutation 
relations. 

I cannot say anything about the extra properties implied by commu
tation relations between charge densities, but the most spectacular pre
dictions of PCAC and current commutators, such as the Adler-Weisberger 
relation, do not depend on these extra properties. 
R. E. Marshak. You mentioned the possibility that the instability of the 
bootstrap solution might lead to octet dominance for the electromagnetic 
and weak interactions. It should be pointed out, however, that octet 
dominance seems to work much better for the weak interactions than for 
the electromagnetic (e.g. the pion mass difference is large and would 
have been suppressed by octet dominance) and hence the explanation may 
have quite a different dynamical origin (e.g. through the soft pion 
mechanism). 

You stated that CP violation may have something to do with orienting 
the 'strong interaction egg' in SU3 space. Is not the CP violation effect too 
small to accomplish this ? 
M. Gell-Mann. I don't think the size of the effect matters. I mentioned 
the analogy of the orientation of a magnet in a very weak external field. 
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To select a direction, you need some perturbation, however small, that 
distinguishes that direction. If we turn off the electromagnetic and weak 
interactions and (if different) the Fitch-Cronin interaction, then the boot
strap is unable to select any orientation in SU(3) space. But then the 
perturbations, no matter how weak, can orient the strong interaction 
'egg' when they are turned back on. There is some difficulty, as I have 
described, in obtaining the observed orientation from electrical pertur
bations (which distinguish the u quark with charge i) and weak per
turbations (which distinguish the linear combination s cos() - d sin() 
with () ~ 15°), since the observed orientation distinguishes the s quark. 
Thus there is a possibility, however remote, that if a new interaction is 
required to explain the Fitch-Cronin effect, that new interaction could 
help in fixing the direction, including the determination of the angle e. 
R. Brout. The orientation of SU3 under spontaneous breakdown may be 
partially understood as follows. A Lagrangian which is symmetric under 
SU3 is a function of the two Casimir invariants, C2 and C3• In the space 
of the Eightfold Way, C2 is the usual quadratic form l:8 <p; and C3 is 

i=l 

the cubic form L diik<pi<fJJ<fJk· Unlike in SU2, where there is no C3, the 
response to a force in a given direction, say Q, need not be in this direction. 
In fact, there are two classes of solutions, one in the direction of Q and the 
other at 120° to Q. The latter class describes a two dimensional manifold, 
one member of which is the hypercharge Y, if Q is taken to be the principal 
non-strong force, electromagnetism. It is the latter which is realized in 
nature. This result is characteristic of the group SU3 and is the principal 
reason for considering spontaneous breakdown as the mechanism of mass 
splitting. 

Several problems arise: (1) Clearly a second force is needed to fix the 
weight plane. Weak interactions would seem not to suffice. 

(2) Why is the second class of solution realized and not the first? This 
is a stability problem and can be answered if one could analyze a term in 
the mass formula contained in the 27 transforming like YQ. If such a 
term is important in the sense of minimizing the energy one would then 
explain the Y type solution. 

(3) Finally the 'Goldstone' problem must be explained away. Experi
mentally one would see a pole in K ~ Tr + leptons in the j-form factor 
of the form [(m! - m!)/q2] which seems incompatible with experiment. 
A way out is offered by the bootstrap mechanism. 
R. E. Marshak. In considering the question whether the V and A equal 
time current commutators specify the entire theory, one wonders how to 
derive the (V - A) weak interaction without introducing the spinor 
fields and using an argument like chirality invariance of these objects 



238 DISCUSSION ON THE REPORT OF M. GELL-MANN 

separately. May it not be necessary to add additional commutators with 
fermion fields? 
M. Gell-Mann. I am not sure that fermion 'fields' need to be introduced. 
A description in terms of currents may be sufficient. In fact, one may get a 
relatively simple description of hadrons and the strong interactions by 
expressing the stress-energy-momentum tensor (or gravitational current) 
() µv for the hadrons in terms of a set of integral spin operators, with well
defined equal time commutation relations that include the V and A 
currents. Such a description could also be equivalent to the bootstrap 
description. 

This idea has recently been pushed somewhat further by Dashen and 
Sharp. It amounts to generalizing the notion of a Hamiltonian density, 
which is 000 expressed in terms of variables with canonical equal-time 
commutators; here we have 000 in terms of operators with other equal
time commutators, such as those for the vector and axial-vector charge 
densities. In order to have fermion states as solutions, it is not at all 
necessary to include fermion fields among the variables. Furthermore, the 
matrix elements of any one current determine the behavior of all fermions 
as well as bosons. 

An interesting point is that if fermion fields are introduced and they are 
quark fields, but no real quarks exist in isolation, then the fermion fields 
in question are of an unusual type, with no incoming or outgoing parts. 
R. E. Marshak. You referred to Low's calculation of the (Kf - K~) mass 
difference as demonstrating that the strong interaction does not cut off 
the higher order weak interactions. Can you elaborate on this point since, 
off-hand, one would expect the strong interactions to bring in a cutoff 
, ....... @Nin this calculation? 
M. Gell-Mann. I am only a junior partner in a collaboration with Low and 
Goldberger on these matters. Francis Low may wish to discuss it at 
greater length, but I shall just give the gist of the idea. 

It has previously been thought that the quadratic divergences in the 
calculation of the second order weak JC/. - K~ mass difference might be cut 
off simply by the strong interaction and require no significant modification 
of the current-current form of the weak interaction at energies below 
several hundred Be V. But it appears that the sum rules of current algebra 
lead to the indestructibility of these quadratic divergences and that prob
ably the formula for the weak interaction requires modification at rather 
low energies, say a few BeV. 

Something similar happens in the case of leptons if we require that 
neutrino-neutrino scattering at low energies really be much smaller than 
electron-neutrino scattering. (This is analogous to requiring that the 
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Kf - K~ mass difference be as small as it is.) Of course in the case of 
leptons the experimental evidence is missing, but the calculations are much 
cleaner. 
F. E. Low. In trying to correct the difficulties due to higher order weak 
interactions, the cut-off introduced by these higher order effects them
selves is enormous (either in a Fermi theory or intermediate vector theory) 
and much too large to permit the observed Kf - K~ mass difference to be 
as small as it is observed to be; neither can the strong interactions provide 
a cut-off. Therefore the box is fairly tight, since the empirical cut-off must 
be several BeV. 
S. Weinberg. I would like to take issue with one sentence in Gell-Mann's 
summary. He said that the chiral symmetry is badly broken. I think this 
is not necessarily true, and depends on your point of view. You can regard 
chirality as a symmetry which multiplies baryon fields with matrices like 
y5 and 't', in which case chirality is a good symmetry of the Lagrangian but 
a bad symmetry of the vacuum, the symmetry breaking being characterized 
respectively by the pion mass and the nuclear mass. Or you can regard 
chirality as a good symmetry of everything, but one which when applied to 
baryon states gives, not a matrix like y5't', but one or more soft pions. The 
two approaches are physically equivalent, but the second suggests that 
perhaps questions like 'how does PCAC come out of bootstrap?' will be 
answered when we know how other good symmetries come out of boot
strap. In this connexion, I look forward to having more of Mandelstam's 
ideas about 'conspiracy conditions' and soft pions. 
M. Gell-Mann. We can note two comparisons between the near-conser
vation of strangeness-changing vector currents and that of axial vector 
currents. Weinberg emphasizes one of these, namely that for the jLi YI = 1 
vector currents there is a 'nearby world' in which they are conserved and 
the masses of SU(3) multiplets are degenerate, while for the axial vector 
currents there is a 'nearby world' in which they are conserved but not by 
means of degenerate SU(3) x SU(3) multiplets, rather by means of zero 
mass pseudoscalar mesons. 

I agree with such a remark, of course, and I pointed out another com
parison, namely that in considering the purity of representations of SU(3) 
and SU(3) x SU(3) at infinite momentum (where independent pion 
creation by the axial vector charge operators is irrelevant) the represen
tations of the SU(3) algebra of vector charges are rather pure, while there 
is necessarily very large mixing of the SU(3) x SU(3) representations. 
S. Mandelstam. In reply to Weinberg's question to me, what I say about 
PCAC is not very different from what has been said before. If one attempts 
to construct a conserved axial current by solving dispersion relations, one 



240 DISCUSSION ON THE REPORT OF M. GELL-MANN 

finds poles in the form factors at q2 = 0. The existence of such a current 
is therefore only consistent if there are particles with m = 0, and the 
coupling constants involving these particles must satisfy certain re
strictions. This is simply Goldstone's theorem. I think that the restrictions 
on the coupling constants can be derived from on-shell dispersion theory 
without talking about currents. It is then possible to construct a con
served axial current without running into inconsistencies. 

I may also remark that the disagreement between Gell-Mann and Wein
berg seems to me to be one concerning the meaning of the word 'sym
metry'. Let us consider a model with a Lagrangian. Weinberg seems to 
define a symmetry as a property of the Lagrangian, whereas Gell-Mann 
defines it as a property of the complete theory. The latter definition is 
stronger than the former, as it demands that the vacuum be invariant under 
the symmetry. 
Weinberg. No, what I meant was that chirality can be regarded as a good 
symmetry of the complete theory, provided that we realize it in terms of 
soft pious. 
R. Brout. It is possible to derive at least an approximate test which may 
distinguish between various models of PCAC. In particular, the Nambu 
model seems not to stand up under this test. One first observes that in 
the case of spontaneous breakdown of chirality, the Adler-Weisberger 
sum rule becomes rigorous. Arguments may be offered that the usual 
Adler-Weisberger value of FA~ 1.2 can only change by O(M2/µ 2 « 1). 
Here µ is the pion mass and M the nucleon mass. Now as µ gets turned up 
due to a small bare nucleon mass Nambu quite rightly estimates the change 
induced in FA, which contains an infra-red type situation due to the vanish
ing of the pion mass in the chiral limit. One finds 

(
µ2 Af2) 

oFA = 0 M2 log µ 2 ~ 0.3. 

One sees that FA in this model calculates to 1.5. The same difficulty in the 
ct model does not occur. The Adler-Weisberger sum rule is not fulfilled 
in the Nambu model in the presence of a bare mass, since the matrix 
elements of a µf µ 5 between physical states do not vanish at infinite momen
tum transfer. In the ct model, the ability to construct the quantity aµTf' 

permits an unsubtracted dispersion relation for a µf µ5 matrix elements. 
We conclude that the Nambu model is not the correct realization of 

PCAC, its fundamental discord with experiment being the failure of 
PDDAC (i.e. an unsubtracted dispersion relation for oµfµ 5 is not true in 
this model). This is reflected by the large value of FA which is calculated. 
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R. Brout. The discussion between Gell-Mann and Weinberg may be 
reconciled with the remark that chiral symmetry is completely unstable 
in the presence of a small non chiral perturbation. An infinitesimal mass 
inevitably mixes the two Lorentz representation of the neutrino with equal 
weight through the Dirac equation. This is not true in SU(3) breakdown 
where the states can change gradually in proportion to the amount of 
dissymmetry. 
N. Cabibbo. I would like to clarify my hopes on the question of orienting 
the symmetry breaking in respect to electromagnetic and weak interactions. 
The symmetry breaking is characterized by an 8 vector xi, so that the 
mass operator is 

M= M 0 + xiui 

In the actual world x8 = x :;:6 0, x1 = ... x7 = 0, so that the breaking is 
along the eight-axis of SU(3) space: 

M= M 0 + xU8 

In a bootstrap theory of strong interactions xi would be determined by a 
self-consistency equation whose unique form is 

a(x)xi + b(x)di1kx1x1, = 0 

The solutions to this equation are determined up to a direction. If we 
introduce e.m. and weak interactions as driving terms, we get 

a(x)xi + b(x)diikxixk = c~m(x) + c~eak(x) 
This equation has only been explored in the case where the c/s are in
dependent of x, i.e. neglecting a nonlinear effect of the breaking on the 
driving force. In this case the solutions have e = 0 ore = 7r/2. The hope is 
that the more general case could give a small value of e without recourse to 
other driving interactions, but this possibility has not yet been explored. 
E. C. G. Sudarshan. There are two remarkable features of the coupling 
constants ('charges') for electromagnetic interactions of elementary 
particles which should be distinguished. The first one, namely that the 
difference of electric charges between the proton and the neutron is the 
same as the difference of electric charges between the electron and neutrino, 
enables charge to be conserved in nuclear beta decay. But there is another 
feature, namely that the numerical charge of the proton and the electron 
are equal, which should be also noted. When Gell-Mann talks about the 
'direction' of the electric interaction (or the 'direction' of the weak inter
action) this second feature is implicitly assumed. It comes about as follows: 
in the space of 'quarks' (or octets) the interactions are second rank 
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tensors which are representable only by ellipsoids, not by vectors. The 
only case in which it makes sense to talk about a direction of a tensor is the 
one in which this tensor has only one non-zero eigenvalue: the direction 
of the eigenvector with non-zero eigenvalue is now the 'direction of the 
interaction'. 

There is probably some .relation between this feature and the question of 
the possible factorization of the current operators in terms of field oper
ators. This question is reminiscent of the relation between the Heisenberg 
and the SchrOdinger pictures of quantum mechanics: for the description 
of pure states with only one non-zero eigenvalue for the density matrix the 
Schrodinger form is more satisfactory; and the superposition principle 
has a simple expression in the Schrodinger picture. The special feature of 
the equality of the electric charge of the proton and electron is suggestive, 
then, of the desirability of factorization of the currents in terms of field 
operators. 

I would also like to call attention to the possible existence of electro
magnetic or weak interactions which are associated with currents with 
vanishing charge, like the Pauli coupling for electromagnetism. The 
framework outlined by Gell-Mann ignores this possibility. It would be 
important to know whether the~e interactions exist or not. 

Finally, in a theory which goes beyond the currents and deals directly 
with the fields (like the one I present tomorrow), we do have coupling 
constants; and in such a theory we could talk about the symmetry of the 
interaction term alone. It is for this kind of theory that we imposed 
chirality invariance to derive our universal V-A weak four-fermion 
interaction. 
S. Fubini. It seems to me that it has become clear that there exist two 
mechanisms by which nature represents a symmetry. The first way (which 
applies in first quantized theory) leads to saturation by means of a finite 
supermultiplet; the second one (which is peculiar of second quantized 
theory) is connected with creation and absorption of zero mass particles 
and has led to the beautiful predictions of soft pion theory. The important 
point is that nature seems to chose the first mechanism for vector currents 
and the second one for axial currents. Indeed we do not have a decent 
'soft scalar particle theory' whereas finite momentum saturation of SU3 

commutators works fine with the lowest multiplet. On the other hand for 
axial commutators soft pion theory works wonderfully whereas infinite 
momentum saturation requires a large number of states. I think that this 
very important difference of behaviour between V and A currents has to be 
understood before we can say that we have a clear unified theory of the 
full SU3 x SU3 symmetry. 
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S. L. Adler. Gell-Mann stated that in neutrino reactions one gets tests of 
the local current algebra without using the PCAC hypothesis. I would 
like to add a small qualification to this. From current algebra one 
rigorously gets a low energy theorem for the Compton-like amplitude 
describing the scattering of a virtual lepton pair on a nucleon [e1\ + N--+ 
ev. + N]. This amplitude cannot be directly measured. To get a useful 
prediction one has to assume that the amplitude obeys an unsubtracted 
dispersion relation; one can then relate the amplitude at low energy to an 
integral over inelastic accelerator neutrino cross sections [cr(v.f v. + N--+ 
e/e + hadrons)], giving a sum rule testing current algebra in inelastic 
neutrino reactions. If the sum rule fails, it means that either the local 
current algebra is wrong or the assumption of an unsubtracted dispersion 
relation is incorrect (or both). 

From the neutrino sum rules, Bjorken has obtained a useful inequality 
which applies to electron scattering from nucleons, 

lim [dd~ (en)+ dd~ (ep)J ~ _21 dd~ (ep)I . 
E.-•oo q q q pomtproton 

q2 = electron momentum transfer squared 

So far, the quantity in square brackets has only been measured for electron 
energies up to 5 BeV, so that only the contributions of the nucleon and the 
first few nucleon resonances to dct(en)/dq2 are excited. The elastic nucleon 
contribution of course is dct / dq2 for a point nucleon x (form factor)2 and the 
first few nucleon resonance contributions fall off even faster with q2

, so that 
for large q2 the inequality is badly violated. It is too early to decide whether 
the inequality really fails, or whether one simply has to go to much higher 
electron energies to excite the states which do satisfy the inequality for 
large q2• 
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