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1 Introduction

1.1 String theory, Swampland, and Hodge theory

Two major achievements of the twentieth century physics are quantum mechan-
ics and general relativity. Quantum mechanics governs the physics at ultra-short
scales, an example of which would be the interaction of electrons and nucleus in-
side an atom. General relativity dictates the physics of extreme gravity fields, an
example of which would be the gravitation field around an astronomical object
with a very large mass. With such two theories at hand, a natural question arises:
can one combine quantum mechanics and general relativity together so as to cook
up a quantum theory of gravity? Besides theoretical curiosity, direct motivation of
such a question is abundant. For example, the start of everything is the Big Bang,
an instant after which the entire universe is concentrated within a very tiny space
while experiencing extreme gravitational effects. If we want to study the physics
of the early universe, we must employ a theory of quantum gravity. A more con-
temporary example comes from the physics of black holes. A black hole is also
a tiny object that concentrates a large amount of mass, to the extent that even
light rays cannot escape the gravitation field of the black hole. With the direct
observation of the black hole [1], understanding their physics becomes a realistic
problem transcending theoretical interest. Hence a quantum theory of gravity is
desirable.

Unfortunately, naively combining the computations of quantum mechanics and
general relativity presents immediate trouble — the two theory are simply not
compatible with each other. In technical words, the resulting theory is non-
renormalisable. While a non-renormalisable effective field theory is by itself not
a problem, in quantum gravity, which is considered to be a fundamental theory,
non-renormalisability poses serious obstacles.

So something must be changed. There are at least two ways to modify the cur-
rent theory to describe quantum gravity. On the one hand, one can abandon the
hypothesis that the fundamental objects in a unifying theory of nature should be
zero-dimensional points. This is the approach of string theory. Equipped with
the hypothesis that the fundamental building blocks are one-dimensional strings
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and the frameworks of quantum mechanics and general relativity, string theory is
shown to be a consistent theory of quantum gravity. On the other hand, one can
just abandon perusing an all-encompassing microscopic theory, but rather pragmat-
ically work only with low-energy effective theories. The question then becomes:
what type of effective theory is compatible with the mysterious quantum gravity
at ultra high energy scale? This is the central question of the swampland program.

String theory is the most promising candidate for quantum gravity. Its tiny con-
ceptual shift, that is replacing the point particles by strings, has a huge implication
on the physics: It is now a quantum theory that is consistent with Einstein gravity.
Two elementary features of string theory are:

1. It has just one external parameter, which is the string tension, i.e. energy of
the string per unit length.

2. It is only consistent in 10-dimensional spacetime.

Feature O is nice, compared to the standard model, which has 19 external pa-
rameters, such as the electron mass. On the other hand, Feature B is not nice,
compared with our four-dimensional real world. How to link the 10-dimensional
string universe to the four-dimensional physical universe?

The answer dates back to the ancient proposal of Kaluza and Klein [2,8]. Sup-
pose that the spacetime is now five-dimensional and is a direct product of our
four-dimensional universe and a one-dimensional “internal” circle. This amounts
to saying that, locally, we can parametrise the spacetime by coordinates of the form
(x4, 0), where x4 = (t,2,y, 2) is the local coordinate on our four-dimensional uni-
verse, and 6 is the local coordinate on the internal circle. Kaluza and Klein propose
that by making the size of the internal circle extremely tiny, human beings cannot
detect the internal circle at all. Thus the dimensionality of the universe being four
is realised as an “illusion” in the Kaluza-Klein theory. Moreover, if we just turn
on Einstein gravity with the five-dimensional metric as the basic degree of freedom
on the five-dimensional spacetime, then from the four-dimensional point of view,
one gets a four-dimensional Einstein gravity theory, plus the theory of Maxwell.
An important feature is that the four-dimensional physics, such as the gauge and
gravitational coupling constants, are controlled by the geometry of the circle. In
this way, Kaluza-Klein unifies the gravity and the electromagnetic interactions by
dimensional reduction.

In string theory, the mechanism of making contact with four-dimensional physics
is exactly the same. One focuses on those 10-dimensional string solutions that are
locally a direct product of our four-dimensional universe and a intricately chosen



1.1 String theory, Swampland, and Hodge theory

six-dimensional internal space. Reducing the 10-dimensional physics to the four-
dimensional spacetime, assuming that the six-dimensional internal space is tiny,
one is able to get four-dimensional worlds. Moreover, the four-dimensional physics
is related to the six-dimensional compactification geometry, and by tweaking the
geometry, we can engineer a plethora of four-dimensional physics, possibly includ-
ing the very world we live in. The set of all four-dimensional worlds acquired this
way is called the string landscape. The existence of the string landscape prompts
the following question: Does our universe belong to the string landscape? Phrased
differently: Can string theory describe real-world physics?

We would like to pause the discussion on string theory for a moment, and consider
the other possibility for quantum gravity, namely just focusing on the observable
sector of the energy spectrum. In this direction, one is satisfied if one can construct
effective quantum field theories that describes the observed universe; such effective
theories should have a cut-off scale higher than the energy scale at which we can
make the observation. It should be a quantum field theory because we do know
that the Standard Model, a quantum field theory, has already been agreeing with

experiments extremely well.

Such approaches are called bottom-up. In a bottom-up construction, one typi-
cally starts by imposing a set of symmetry constraints, and then writes down the
most general theory that satisfies the symmetry constraints. Next, one checks if
the resulting theory satisfies other important self-consistency constraints, such as
being gauge anomaly-free. Obviously, the theories one gets from a bottom-up ap-
proach are far from unique; there is an immense number of effective field theories
that satisfy all such constraints, all of which contains Einstein gravity. This leads
to another natural question: Do all the consistent-looking effective theories one
gets from the bottom-up approach live in the string landscape?

Clearly, the answer is negative [d]. There are indeed consistent-looking effective
theories that do lot live in the string landscape. Those consistent-looking effective
field theories that do not belong to the Landscape form a set called the swampland.

The swampland program aims to acquire a set of criteria about whether an ef-
fective field theory is consistent with quantum gravity at very high energy. The
criteria on the market are mostly conjectural, because we do not have an undebat-
able quantum gravity theory yet. However, we do have string theory, which is the
most promising candidate for quantum gravity. Moreover, one can try to argue
in an indirect way, resorting to semi-classical black hole arguments, for quantum
gravity. Hence, all the criteria are called swampland conjectures at this moment,
and they are mostly proposed using string theory and semi-classical black hole
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arguments.

A swampland conjecture is most powerful if it is at least proven in the framework
of string theory. But verifying the conjectures in string theory can be highly
non-trivial, as our understanding of string theory is yet to be completed. Our
contribution in this thesis is to bridge mathematics and string theory. We import
the asymptotic Hodge theory from mathematics into string theory, following the
seminal work [A]. This interplay between mathematics and physics turns out to be
extremely powerful in the study of swampland conjectures.

Let us finish this section by mentioning an exciting recent development that
connects the Hodge conjecture [6], a well-known “millennium prize problem”, with
the long-standing problem of the finiteness of string flux vacua [@-00]. It is per-
haps surprising that the mathematical techniques used in showing (arguably) the
strongest evidence about the Hodge conjecture in [I1]] and [i2] can be used to show
the finiteness of string flux vacua in [I3,04].

1.2 String compactification

In this section, we review the idea of string compactification, which is the founda-
tion of all the researches in string phenomenology and the relevant mathematics.

1.2.1 5D gravity on cylinder — 4D gravity + Maxwell

The idea of compactifying a higher dimensional theory down to a lower one dates
back to the ancient works in 1920’s by Kaluza [2] and Klein [3]. In this section, we
briefly go through compactification in a simplified setting, where a five-dimensional
gravity theory reduces to a four-dimensional theory mixing gravity and electromag-
netism, once one of the five-dimensional space is taken to be a circle. The result is
not unexpected if one adopts a principal bundle viewpoint of gauge theories: The
compactified spacetime R31 x S1 is exactly a trivial principal U(1)-bundle® over
the four-dimensional R3!, and should be related to the U(1) gauge theory, the
electromagnetism.

To set up notation, we denote the coordinates on R3! x S! by (z#,6), where
x# € R3! is the coordinate in the four-dimensional Minkowski spacetime, and 6
labels the wrapped fifth direction. We identify 6 ~ 6 + 27, and denote the radius
of the circle by r» > 0.

IRecall that S is isomorphic to U(1) as Lie groups.
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Before diving into the complicated, non-linear gravity theory, let us first con-
sider an even simpler model of a five-dimensional real massless scalar field (;3 liv-
ing on the five-dimensional Minkowski spacetime with a non-dynamical metric
ds? = n,dxtdz” + r2df?, where r is a constant. The 5D action reads

- 1

St =5 [, dd(w.0) Addfe.0)

Aonn 1 .
,g ‘/]R&IXS1 d*z do {8#¢8”¢+ 762(89¢)2} ) (1.2.1)

Since the field (ﬁ is periodic in its fifth-direction, it can be re-expressed in terms of
the Fourier basis
Hay) = 3 du(@)e™, (1.2.2)
nez
and the reality condition translates to the fact that ¢_,, = ¢,. Plugging (=22)
into (CZ), we have arrived at the 4D action

S[(bn] = _WTZ \/RSJ don N *dgy, + ﬁ@bn(ﬁn * 1. (123)

Here are a few remarks about this expression. By compactifying the fifth dimen-
sion, a five-dimensional massless scalar field becomes a tower of four-dimensional
scalar fields. The scalar fields in this tower are called Kaluza-Klein modes and are
labelled by a natural number n. Moreover, the scalar field with n = 0 stays mass-
less, while those scalar fields with n > 0 are complex, massive with mass n?/r2. If
we postulate that the fifth dimension is not observable, meaning that we impose a
cut-off scale 0 < A < 1/r, then the fields with n > 0 are integrated out in the low
energy effective field theory, while the field with n = 0 is always included in the
effective theory. This is a general feature of compactification, and in the following
we will only include the zero-mass field in the four-dimensional effective theory.

Having seen the appearance of Kaluza-Klein modes in a simple setting, let us
now make the gravity dynamical. Let the five-dimensional metric be

N G + 1724, A, T2A,
= 1.2.4
(gMN) ( T2AV r2 ; ( )

which is the most general metric? on R3! x S. For simplicity, we are sloppy about
the (mass) dimensions of the various fields and this will be fixed near the end of

2The particular form of this Ansatz is chosen to make sure that the inverse of the metric takes a
simple form.
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this section. Note that from now on, every component in the metric is already
truncated down to the zero-mass component, so all fields entering §y;n does not
depend on . The 5D action is given by

S[QMN] = %/ R*l, (1.2.5)
2K5 Jrsaxst

where x1 = /=g d*zdf is the volume form and r; is the 5D gravitation interaction

strength.

After a straightforward computation (see Appendix [CB), we get the 4D action
in string frame, where the Ricci scalar is multiplied by the scalar field r

21 r3
S, Ap, 1] = —2/ rRx1— —F AxF, (1.2.6)
2K% Jraa 2
where ' = dA is the four-dimensional gauge field strength.

Perhaps it is now the time to be careful about the dimensions. We denote the
ground state radius of the circle by Ry, so the the fifth dimension 6 is replaced by
Ry, which has mass dimension —1. Moreover, we keep the scalar field r dimen-
sionless, and this scalar field is sometimes called the breathing mode, representing
the small dynamical deviation of the circle from its radius Ry. Next, we replace
A, by k4A,, where k4 is the 4D gravitational interaction strength that is related
to k5 by (I2Z8), such that A, has the correct mass dimension one. After these
rescalings, the action looks like

1 /@217“3
S[QI_W,AN,T} =53 rRx1— ———F AxF, (127)
2l€4 R3:1 2
where we have identified 1 9 R
T It
— = . 1.2.8
2K3 2k ( )

The final step is to perform a Weyl rescaling, replacing g,, by rg.., so that the
r in front of R is eliminated, and we arrive at the action written in Einstein frame.
Moreover, the Weyl rescaling generates a kinetic term for the breathing mode r

1 3 rs
Slguw, Ap, 1] = /}R&1 ER* 1- Wdr A xdr — EF A *F. (1.2.9)

Hence, by dimensional reduction, we get a 4D theory that includes gravity, scalar,
U(1) gauge fields, and their interactions.

In summary, we have seen that starting from a higher dimensional gravitational
action, and assuming that the spacetime is (locally) a direct product, one is able
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to generate an interacting theory containing gravity, scalar and gauge fields. Be-
cause of the dynamics of gravity, the internal geometry oscillates around its stable
configuration. This drives us to consider a family of internal geometry instead of
a single one. The parameters controlling the internal geometry become massless
scalar fields in the four-dimensional theory and are called moduli fields. Viewed
differently, these moduli fields are mappings from the four-dimensional spacetime
to the moduli space of the internal geometry. In Figure I, we illustrate these
ideas in the context of circle compactification.

Figure 1.1: Left panel: The five-dimensional spacetime is a family of circles fibred over
the four-dimensional R*'. Right panel: A trivial family of regular S® fibred over the
moduli space consisting the radius r > 0 of S*. The moduli field r(z*) from the four-
dimensional spacetime to the moduli space of S' remembers the radii of the internal
circles. In mathematics this moduli field is called a moduli map. Note that one can
compactify the moduli space into R>¢ by adding a degenerate circle with » = 0 at the
tip of the cone in the right panel. This intuition is used later in the study of asymptotic
Hodge theory.

1.2.2 Compactification of string theory on Calabi-Yau spaces

In this section, we introduce the compactification settings that we will investigate
in the remainder of the thesis. As we will see shortly, such settings are valuable
for phenomenology, since they deliver four-dimensional theories that preserve only
a fraction of the 10-dimensional supersymmetry. The microscopic theory under
consideration is of course various string theories, and the more general M-theory
that unifies all string theories via dualities. More precisely, we will be particu-
larly interested in type II strings, and the closely related F-theory. For the com-
pactification manifold, we choose Calabi-Yau threefolds and Calabi-Yau fourfolds.
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Putting our microscopic string theories on such Calabi-Yau spaces will induce four-
dimensional supergravity theories in the low-energy, which are severely constrained
and amenable for exact analysis since many useful physical quantities are protected
by supersymmetry. In Table I, we show the correspondence among the micro-
scopic theories, the compactification manifolds, and the lower-dimensional effective
field theories that are discussed in this thesis.

Critical Microscopic  Compactification = Macroscopic Lower
dimensions theory manifold supergravity dimensions
CY3 N =2
10 Type II 4
CY3 orientifold N=1
11 M-theory CY4 N =2 3
12 F-theory Elliptic CY4 N=1 4

Table 1.1: A table relating the the microscopic theories, the spacetime dimensions at which
they are consistent, the compactification manifolds, and the lower-dimensional effective
field theories that are considered in this thesis. In order to get four-dimensional N' = 1
theories from F-theory, the Calabi-Yau fourfold must be elliptically fibred.

In the following, we go deeper into the compactification scenario in Table I1. We
will describe the structure of the four-dimensional effective supergravities, the geo-
metric quantities of the Calabi-Yau spaces, and the relation between the effective
physics and the geometric quantities.

1.2.3 Type IIB String Theory on Calabi-Yau threefolds

Two different type II string theories, namely ITA and IIB, exist in 10-dimensions.
The ITA theory is non-chiral, and IIB is chiral. The low energy EFT of type
IT theories compactified on Calabi-Yau threefolds are four-dimensional N = 2
ungauged supergravities which includes an amount of massless moduli scalar fields.
An orientifold projection further truncates the theory down to A/ = 1 and can
support fluxes to stabilise the moduli and induce gauged supergravity. In this
section, we discuss the vector sector of type IIB theory compactified on Calabi-
Yau threefolds. We will not discuss the orientifold compactification in this section,
and we recommend the interested reader to consult [[5-17]. For simplicity we work
in units where the gravitational interaction constant k4 = 1.
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N = 2 supergravity in four-dimensions

We list here the basic ingredients of four-dimensional N = 2 supergravity and refer
the reader to the textbooks [IR,I9] for detailed discussion. There are three types
of supergravity multiplets in D = 4, N' = 2 supergravity: the gravity, vector, and
hypermultiplets®. Our focus will be on the vector multiplets. The bosonic fields in
each vector multiplet include a massless vector field A, and a complex scalar field
z. Besides the vector multiplet, there is also the gravity multiplet, whose bosonic
fields are the metric g,,, and a vector Ag named the graviphoton. Fixing ny, the
number of vector multiplets in the theory, the bosonic action of four-dimensional
ungauged N = 2 supergravity looks like

1 - -1 1
S = §R*1—gﬁd%A*d?4—§hnAGJF1A*FJ—§PmAGJFIAFd,(LQJ@
R3.1
where 2! with ¢ = 1,...,nyv runs over the scalars in the vector multiplets, and
FI with I = 0,...,ny runs over the vectors in the vector multiplets, together

with the graviphoton. There are in fact many different conventions on the form
of the N' = 2 action. Here we follow the convention in [IX], and we refer to [IR,
Appendix C] for a nice comparison between different conventions. We have also
adopted convention so that F° corresponds to the field strength of the graviphoton.
The N = 2 supersymmetry poses constraints on the kinetic matrices g;; and Ny
via (projective) special Kdhler geometry [20-23]. The special geometry encodes
the symplectic invariance, a generalisation of the electro-magnetic duality, that is
present in A/ = 2 supergravity. It works as follows. To specify an N' = 2 theory
with scalar fields z* in the vector multiplets, one needs to provide a 2(ny + 1)-
dimensional symplectic vector v(z) consisting of holomorphic functions of z*

_(Z'(»)
M@—@WO, (1.2.11)

subjected to a constraint that will be introduced later. Two such vectors v =
(z!, F)T and o = (Z!, F;)T can be multiplied using the symplectic pairing

Q,0)=2Z"Fr - 2" Fr, (1.2.12)

and we can change the basis while preserving the symplectic pairing, so the sym-
plectic vector v(z) carries an Sp(2(ny + 1), R)-action.

3These are the on-shell multiplets. Including the off-shell multiplets, one can dualise a real scalar
in a vector multiplet into a two-form, resulting in a vector-tensor multiplet, or do the same to
a real scalar in a hypermultiplet, yielding a linear multiplet.
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In order to describe the constraint on v(z), we need to define more gadgets. The
real-valued Kéhler potential K(z,Z) is defined to be

e X = —iQ(v,v), (1.2.13)
and the Kéhler covariant derivative D;v is given by
Div=0v+ (0; K)v. (1.2.14)
Then special geometry constraint on the symplectic vector v(z) is given by
Q(D;v,Djv) =0. (1.2.15)

Fixing the data v(z) subject to the constraint (I"2TH), the kinetic matrices g;;
and N7 in the ' = 2 action (I"211) can be determined as follows. For the scalars,
one has

9i7 = 0i0;K = ie" Q(Djv, Do) , (1.2.16)

and the gauge kinetic term is given by the (ny + 1) X (ny + 1) matrix
Ny = (Fi,D;F )27, D;27) 71, (1.2.17)

whose imaginary part is negative definite.

It is often useful to organise the above data into a single holomorphic function
F(Z) called the prepotential. This is not always doable, but it is shown [21] that
every four-dimensional N = 2 supergravity can be rotated into a duality frame by
a symplectic transformation where a prepotential exists. We refer the reader to
the textbooks [IR8,19] for detailed discussion on this issue. The prepotential F(Z)
is homogeneous of degree two in the variable Z!(z), and one has

OF

a7

(1.2.18)

so that v(z) = (Z1(z), F1(2))" defines the symplectic vector. Moreover, the gauge
kinetic function can be rewritten, in the presence of a prepotential, as

Im]:]NZN Im]:JKZK

=F 2i
Nij=Fry+2i ZLim F g 2

(1.2.19)

where we understood Fr; = % and Im Fr; = %(—i]:u +iF ;) for clarity.
For the convenience of the reader, we present a toy example illustrating the
construction of A/ = 2 actions from the choice of a symplectic vector in Appendix

.
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1.2 String compactification

Calabi-Yau threefolds and four-dimensional physics

Here we review the basic properties of Calabi-Yau threefolds. For detailed dis-
cussion, see [24-31]. A Calabi-Yau threefold Y3 is a compact Kéhler manifold
of (complex) dimension three with a (holomorphically) trivial canonical bundle
wy, = Oy,. The definition is equivalent to that there exists a unique up to rescal-
ing (3,0)-form Q. As a Kihler manifold, Y3 has a basic holomorphic invariant®
called the Hodge diamond, which records the dimensions of the Dolbeault coho-
mology h?? = dim¢ HP9(Y3) . The Hodge numbers are constrained by inherent
symmetries h?4 = 9P = " ~P"~9 where n is the dimension of the Kahler man-
ifold. Almost all Hodge numbers are fixed by the Calabi-Yau condition or the
inherent symmetries of the Hodge diamond, and the only free ones are h'! and
h?'. The Hodge diamond of a Calabi-Yau threefold is shown in Figure 2.

B33 1
h3:2 h?3 0 0
B3l B2:2 B3 0 /38! 0
B30 B2l B2 0:3 = 1 R2:1 B2l 1
2.0 /38! 02 0 38! 0
R0 hO1 0 0
0.0 1

Figure 1.2: Hodge diamond of a Calabi-Yau threefold. The only two free parameters are
hY! controlling the (complexified) Kéhler deformation, and h?1 controlling the complex

structure deformation.

Fixing a Calabi-Yau threefold Y3, one can slightly deform its metric, while pre-
serving the Calabi-Yau condition. Since in gravity the metric itself is dynamic, this
means that one has to consider a family of Calabi-Yau threefolds that are small
deformations of Y3, instead of a single Y3. This resembles the family of circles in
the circle compactification in Section TZ. It turns out that there are two types
of deformations of Y3, namely the complex structure deformation and the (com-
plexified) Kéhler structure deformation. And the moduli space of Y3 splits into a

4In general, the Hodge diamond is neither a diffeomorphic nor homeomorphic invariant; there
exists pairs of Kédhler manifolds sharing the same Hodge diamond but are not diffeomorphic or
homeomorphic to each other. However, certain linear combinations of Hodge numbers can be
diffeomorphic or homeomorphic invariants. See [BZ] for a complete discussion on this problem.

11



1 Introduction

direct product of the complex and Kéhler structure moduli spaces.
M = Mg X Mg (1.2.20)

This thesis focuses on the complex structure deformation, which gives the scalar
fields in the vector multiplet of the four-dimensional N' = 2 supergravity. The
complex structure moduli space M. of a Calabi-Yau threefold Y3 is a (projective)
special Kéhler manifold of dimension h*! [22,83]. To specify the special Kihler
structure, we need to give the data of a symplectic vector and the symplectic
pairing. The symplectic vector can be constructed from the so-called period vector,
which tracks how the complex structure of Y3 deforms by looking at the Hodge
structure on the middle cohomology H3(Y3,C) of Y3. Hodge structures are the
central object of this thesis and more detail on Hodge structures will be reviewed
in section . For the present discussion, it suffices to recall that there is (p, ¢)-form
decomposition of the middle cohomology

H3(Y3,C)=H*o H*' o H"? ¢ H"? (1.2.21)

satisfying
HP? = H9P (1.2.22)

The decomposition defines a pure Hodge structure of weight three. Note that the
notion of complex conjugation is closely tied with the choice of a complex structure
on Y3; changing the complex structure will change the conjugation of a (p, ¢)-form,
which implies that the deformation of complex structure on Y3 can be effectively
tracked by the variation of Hodge structure on H?(Y3,C). In practice, the variation
of Hodge structure is tracked by the period vector, which works as follows. Firstly,
to record the effect of the deformation of complex structure, we need to choose
a basis of H3(Y3,C) that is invariant under the change of complex structure. A
commonly used basis is a symplectic basis generating the integral cohomology®,

so we choose an integral three-form basis® {al,ﬂj} with I,.J = 0,...,h%! that
generates the integral cohomology H?(Y3,Z) = Z{ay, 37) and satisfies that
Qar,ay) =Q(B",87) =0,  Qar,87) =67, (1.2.23)

5We do not consider the torsion part of the integral cohomology, hence all H*(Y,Z) in this paper
is understood as H*(Y,Z)/Tors. It is also possible to choose integral basis other than the
symplectic ones, and this is done in the Appendix I in order to adapt the homological mirror
symmetry computation. For more information, see [B4-3X%].

6This basis is sometimes defined to be the Poincaré dual of integral cohomology three-cycles.
Technically, this is defining a flat Gauss-Manin connection by requiring that the flat frames are
ar, ,8 J .

12



1.2 String compactification

where Q(a, 8) = ng a A B is the intersection product on the cohomology. Special
geometry on the complex structure moduli space tells us that to track the change of
the complex structure on a Calabi-Yau threefold Y3, it suffices to track the change
of the (3,0)-form Q. Expanding the 2 in terms of the symplectic basis {al, 6‘]},
we get the period vector I1(z) = (Z!, F;)7, where z is a local coordinate in the
complex structure moduli space?:

Q(z) = Z'a; — F1p7. (1.2.24)

And the period vector II is the symplectic vector defining the NV = 2 effective
theory. Now we see a good example relating the geometry of the compactification
manifold to four-dimensional effective physics. For example, the complex structure
moduli fields can be realised as the special coordinates of Mg,
A

z’:ﬁ, i=1,...,h%", (1.2.25)
and using the general construction of N' = 2 theories, we see that the Kéahler
potential of the scalar part of the theory that corresponds to the complex structure
deformation of Y3 is given by

e K =iQ(II,T) = i/

QAQ:/ QAQ, (1.2.26)
Y3 Y3

where the first equality is the A/ = 2 construction, the second equality follows
from identifying the symplectic vector in A/ = 2 as the period vector of Y3 which
is basis-independent, and the third equality follows from the complex geometry
of Y3. Note that the expression for the Kéhler potential depends on the complex
structure moduli z?, because a change of the complex structure results in a change
of the complex conjugation Q. The form of rightmost integral in (IZ228) appears
recurrently in geometry and we call it the Hodge norm of 2. More precisely, for
any two cohomology classes «, 8 on Y3, we define their Hodge inner product as

h(aﬁ)z/y aN*B, (1.2.27)

and then the Hodge norm of a class « is denoted by

la)l* = h(, @) . (1.2.28)

"The minus sign in front of F; is due to the convention of picking {Q(—,a[),Q(—,BI)} as a
basis in the vector space dual of H3(Y3,C), i.e., Z = Q(Q, ), F1 = Q(Q, ar). This is possible
due to the non-degeneracy of Q. Another possible choice is to directly use the canonical dual
basis of ay, 8!, eliminating the minus sign. The latter is the convention used in Chapter B.

13
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So we see that the Kéhler potential can be written simply as
-K 2
K = |2, (1.2.29)

where we use the subscript z to stress the dependency on the complex structure
moduli. Note that the (3,0)-form must be consistently normalised; the freedom of
a rescaling of € results in a Kéhler transformation on the Kéhler potential. The
Hodge norm and Hodge inner product appears frequently in the four-dimensional
physics coming from string compactification, and this enables the study of four-
dimensional physics by Hodge theory on the compactification manifold in this
thesis.

As a side remark, with the Kahler potential K defined, special Kahler geometry
on the complex structure moduli space of Calabi-Yau threefolds implies that the
entire H>! space can be generated by taking Kéahler covariant derivatives of (2,
namely

H*' = C(D;Q), (1.2.30)

where we define the Kéhler covariant derivative® D;Q = 9;,Q + (9;K)Q as in the
N =2 theory, and i = 1,...,h%! runs over the complex structure moduli z°.

Besides the complex structure deformation, there is of course Kéahler deformation
in type IIB compactification, together with their counterparts in type IIA theory.
We refer the more detailed discussion on these topics to standard literatures, for
example [24,25,89]. This finishes our brief discussion on the Calabi-Yau threefold
compactification of type II string theories.

1.2.4 F-theory on Calabi-Yau fourfolds

Compactifying type II string theory on Calabi-Yau threefolds result in N' = 2
supergravity in four dimensions. It would be nice to reduce the amount of super-
symmetry to make contact with real world, while retaining computational control
of the theory. It turns out that this can be achieved by orientifolding the Calabi-
Yau threefold, which projects out half of the physical degrees of freedom, resulting
in an NV = 1 supergravity. The type IIB Calabi-Yau orientifold construction can
be nicely embedded in the so-called F-theory framework, which will be the phys-
ical setting of Chapter B and @. In the following, we briefly introduce F-theory,

8We are being sloppy here. The true definition is that D;Q = V;Q + (0;K)S2, where V; is
the Gauss-Manin connection in the i-th coordinate direction. Since our choice of three-form
basis o, 87 are flat with respect to the Gauss-Manin connection, the covariant derivative on
becomes a normal derivative on the coefficients, i.e. the period vector.
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1.2 String compactification

review basics of N' = 1 supergravity in four-dimensions, set up basic notation of
Calabi-Yau fourfolds, and link the A" = 1 physics to the geometry.

A brief introduction to F-theory

F-theory [d0-43] is a strong coupling incarnation of type IIB string theory. One
motivation is that when D7-branes are present in the 10-dimensional type IIB
spacetime, the string coupling has to become strong in some region of the 10-
dimensional spacetime. The problem of D7-branes cannot be ignored, because even
if one starts with a type IIB setting without D7-brane, S-duality can transform the
D7-brane-free theory into a theory with D7-branes. Thus, a generalised picture
that includes the strong and weak coupling type IIB theory is desired. F-theory
solves the problem by assuming a 12-dimensional quantum theory, which upon
compactifying on a torus results in a 10-dimensional type IIB string theory with
varying axio-dilaton, thus probing the full type IIB theory.

There are multiple ways to characterise F-theory and we will adopt the practical
way of defining F-theory via M-theory and dualities. The definition goes as follows.
Starting with M-theory and compactify it on a torus, topologically of the form
T? = SL x S);, one obtains type IIA theory compactified on the circle Sk, whose
string coupling is given by (see, e.g., [25, Chapter 8])

Rwm
Iy’

gua = (1.2.31)
where Ry is the radius of the circle S}; and I is the string length (inverse of the
string tension). By taking Ry to be very small, a weakly coupled type ITA theory
compactified on the remaining circle St pops out. Next, applying T-duality along
the circle Sk results in type IIB theory compactified on a circle of radius (see,
e.g., [25, Chapter 6])

l2

Ry = —. 1.2.32
B = 5 ( )

Thus, by making Rt also small, the 10-dimensional type IIB theory is restored. The
complex structure modulus of the M-theory torus 72 exactly corresponds to the
type IIB axio-dilaton. In this way, F-theory defined via M-theory is a generalisation
of type IIB string theory with varying axio-dilaton. The process is shown in Figure
3.

Having related the 12-dimensional F-theory to 10-dimensional type IIB the-
ory, the next step is to work for a four-dimensional spacetime. This can also
be done with Calabi-Yau compactifications, but with four-folds instead of three-
folds. Putting the 11-dimensional M-theory on a Calabi-Yau fourfold results in a
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M/SL, x Sk F/T2

Ry — 0 T2 -0

HA/SY «——— 1IB/S{g ———— 1IB,
/ T T—duality / 1B Ry — 0

Figure 1.3: Defining F-theory via M-theory. The torus 7 remembers the complex struc-
ture 7 of Sy X S, which corresponds to type IIB axio-dilaton 7. Under T-duality, one
relates Rig = 1/R7. The Kéhler modulus RmRt of Tf is sent to zero in the F-theory
limit.

three-dimensional N' = 2 supergravity. If we require the Calabi-Yau fourfold to be
an elliptic fibration, then the three-dimensional N' = 2 supergravity can be lifted
to a four-dimensional ' = 1 supergravity. We call the latter theory as coming
from F-theory compactified on elliptic-fibred Calabi-Yau fourfolds.

We stress here that the above definition of F-theory via M-theory, and the com-
pactification of F-theory on elliptic-fibred Calabi-Yau fourfolds are just heuristic.
In practice, there are subtleties that need to be taken into account. We refer the
interested reader to [d4,@5] for more detailed discussion. The relation between
F-theory and type IIB and type IIA orientifold vacua is discussed in Section BZ22.

N = 1 supergravity in four-dimensions
Four-dimensional AN/ = 1 supergravity is structurally simpler but less constrained
than its A/ = 2 counterpart. The A’ = 1 multiplets are the gravity multiplet, chiral
multiplets, and vector multiplets. Our focus will be on the chiral multiplets, each
of which contains a complex scalar field as the bosonic field. Complete treatment
of N = 1 supergravity can be found in |19, 46].
To define an A = 1 theory with nc chiral multiplets containing scalar fields z?,

one needs to provide the following data

o A Kdhler potential K (z,z), which is a real smooth strictly plurisubharmonic
function® ;

9In the context of Kéahler geometry, this is saying that the Hessian (0:;0;K) is positive semi-
definite.
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1.2 String compactification

o A superpotential W(z), which is a holomorphic function .

With the above data, the action of a four-dimensional A" = 1 supergravity with nc
chiral multiplets takes the following form

1 ) _
S = “Rx1—gydz' ANxdz? =V, (1.2.33)
R3.1 2
where i = 1,...,nc and the kinetic matrix g;; is given by
9i5 = 0i0;K (1.2.34)

while the scalar potential V is given by
V =X (¢"D;WD;W — 3WW), (1.2.35)
where the Kéhler covariant derivative is defined as
DW =0o,W + (0; K)IV. (1.2.36)

Calabi-Yau fourfolds and the four-dimensional physics

A Calabi-Yau fourfold Y} is a four-dimensional Kéhler space with trivial canonical
bundle. It has three free Hodge numbers h'', h?>!, and h%!. Similar to Calabi-
Yau threefolds, h''! parametrises the (complexified) Kiihler moduli deformation,
while k3! corresponds to the complex structure deformation. A subtlety here is
the three-form number h?!. This part is not understood as well as the other two
Hodge numbers. In this work we will not touch this Hodge number, and its physical
significance is discussed in [@7,4%]. The Hodge diamond of a Calabi-Yau fourfold
is shown in Figure . We will again focus on the middle cohomology H*(Yy, C)
and consider the complex structure deformation of Y. Like Calabi-Yau threefolds,
the complex structure moduli space of Yy is a Kéahler manifold. Unlike Calabi-
Yau threefolds, the complex structure moduli space of Yy is not special Kahler.
This will make a general analysis of Calabi-Yau fourfold compactifications more
complicated. Detailed discussion can be found in [34,49,560]. Fortunately, for our
purpose, considering a part of H*(Y;,C) that mimics the middle cohomology of
Calabi-Yau threefolds is enough. This is a subspace of H*(Y},C) that is called the
primitive, horizontal subspace.

As usual, we denote the local coordinate on the complex structure moduli space
of Yy by 2%, and the unique (4,0)-form on Yy by €. Then the Kihler potential K
of the complex structure moduli space is given by

e K = / QA0 (1.2.37)
Ya
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R4 1
B3 B34 0 0
B2 B33 24 0 [38! 0
8! 1,3:2 323 Bl 0 B2l B2 0
B40 B3l 22 B3 04 = 1 B3l B22 B3l 1
130 B2:1 B2 103 0 B2l B2 0
B20 Bl 7,02 0 [3 8! 0
R0 ROt 0 0
0,0 1

Figure 1.4: The Hodge diamond of a Calabi-Yau fourfold. The free parameters are h':!
parametrising the (complexified) Kahler deformation, h®' parametrising the complex
structure deformation, and a special sector h?!. The h?? is fixed by h?? = 2(22+2h1’1 +
2h%1 — h21). See [29].

which is again the Hodge norm of Q. Define similarly D;Q2 = 9;Q2 + (9;K)S2, then
the horizontal part of H*(Y,,C) is generated by iterated action of D; on Q. In
particular, the H*! space automatically horizontal, as in Calabi-Yau threefolds,

H*!' = C(D;Q). (1.2.38)

By conjugation, the subspaces H'® and H%* are also horizontal. Thus, the hor-
izontal condition only affects H?2, and we denote the horizontal part of H>? by
H.

To define the primitive part, we need the Kéhler class w of Y;. Then the primitive
middle cohomology consists of those classes that are annihilated by wedging with
w. Similar to the horizontal classes, all subspaces except for H?*? are primitive
because of the structure of the Hodge diamond of a Calabi-Yau fourfold, and we
denote the primitive part of H%2 by

H? ={a e H**lwAa=0}. (1.2.39)

To relate the Calabi-Yau fourfold geometry to the N/ = 1 data, we first stress that
in order to have a valid four-dimensional N' = 1 theory, the Calabi-Yau fourfold
has to be elliptically fibred. Then the complex structure moduli fields z* belong to
the N' = 1 chiral multiplets, whose kinetic matrix g;; is derived from the Kéhler
potential (I=2=37). Without further modification of the theory, the scalar fields z*
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1.3 Swampland conjectures

are massless. One way to generate masses for the complex structure moduli is to
turn on the G4-flux, which originates from the 11D supergravity three-form field in
M-theory, and is a cohomology class in the primitive horizontal middle cohomology
H;‘h(Y4, Z). This will generate a superpotential W given by [51]

W(z) =Q(Q,G4), (1.2.40)

where Q(«, ) = fy4 a A (B is the intersection form on Yy. The scalar potential can
then be derived from the superpotential. It can be neatly written in terms of the
geometric quantities as

V(z)c(/Y G4/\*G47/Y G4/\G4) , (1.2.41)

where ¢ is a function that does not depend on the complex structure moduli of
Ys. The scalar potential V in fact works both for D = 3, A/ = 2 M-theory and
D =4, N =1 F-theory compactifications, and the difference lies in the coefficient
function c. For example, in the context of F-theory compactified on an elliptically
fibred Calabi-Yau fourfold, the coefficient is ¢ = V;; 2 where V, is the volume of
the base. More discussion on this coefficient can be found in Section B=21.

Note that the scalar potential (IZ2ZZ1) can be further rewritten as

V(2) = ¢l|Gs — +Ga]2. (1.2.42)

So this enables the study of V' (z) by asymptotic Hodge theory. In some sense the
scalar potential generated by a G4-flux measures the deviation of G4 from being
self-dual. This picture is adopted in Chapter B.

1.3 Swampland conjectures

In this section, we introduce the swampland distance conjecture and the de Sitter
conjecture that are studied in this thesis. As discussed earlier in the introduc-
tion, the swampland program refines the bottom-up approach of quantum gravity
theory. It aims to distinguish those effective field theories that can be obtained
by string compactification from the apparently consistent (anomaly-free) quantum
field theories. The exact criteria are still unclear, because of the absence of a com-
plete picture of quantum gravity. So the criteria are called swampland conjectures,
and they are mostly inspired by string theory, and semi-classical arguments about
black holes. One of the best understood swampland conjectures is the swampland
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distance conjecture, together with its generalisations, which, roughly speaking, pos-
tulates the emergence of a tower of massless states that invalidates an effective field
theory consistent with quantum gravity in some corners of the moduli space. The
tower of states appearing in the distance conjecture also appears to be useful for
other swampland conjectures, hence the distance conjecture is central in the zoo of
swampland conjectures. Detailed review of the Swampland Program can be found
in [62-58].

1.3.1 Distance conjecture

Now we would like to discuss the swampland distance conjecture [57] in more detail.
The assumption is that the effective theory admits a UV completion into quantum
gravity, and includes, besides the spacetime metric g,,,, real scalar fields ¢* valued
in a field space M, which carries a field space metric G;;(¢) depending on the
scalar fields. The field space metric defines the kinetic term of the scalar fields. In
four dimensions, the action looks like

1 1 , .
SZ?/ iR*l—GZ‘jd(ﬁl/\*d(Zﬁ]—F"' 5 (131)
4 JR3:1

“

where “---” denotes other couplings that can also depend on the scalar fields ¢°.
The field space metric can be used to measure the traverse distance of a field

configuration. The distance conjecture asserts:

e There exists a boundary point ¢y, that is at infinite distance away from any
other point ¢ in M.

« Upon approaching the boundary point ¢y, the effective theory breaks down
because an infinite tower of light states descends from the ultraviolet. Their
masses are exponentially suppressed with respect to the minimal geodesic
distance traversed by the scalar field ¢.

One can be more precise about the statements in the swampland distance con-
jecture. The field space M is a Riemannian manifold with metric G;; hence it is
a metric space; its topology is generated by the minimal geodesic distance. So the
first bullet of the distance conjecture implies that the field space M cannot be com-
pact™. Mathematically speaking, the field space can be compactified M — M,
where the compactified field space M augments the original M by the boundary

10Note that this part is often presented as a conjecture independent from the distance conjecture.
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points ¢p,. Thus, the setting is perfectly in line with the moduli problem in geom-
etry: The moduli spaces one encounters in geometry, such as the moduli spaces
of Calabi-Yau manifolds, are rarely compact. When studying the geometry by de-
forming the regular spaces, one always runs into degenerate versions of the regular
space, and these degenerate spaces populate the boundary of the original moduli
space. By adding the boundary points, one obtains a compactified moduli space.
Here in the swampland distance conjecture, the bulk of the moduli space consists of
consistent-looking effective field theories, and the boundary corresponds to possible
breakdown of the effective field theories when coupled with quantum gravity.

Next, we turn to the second bullet point in the distance conjecture by giving a
more concrete statement. Denote the minimal geodesic distance™ between ¢ and
oo by d(¢, o). Then the setting in the distance conjecture is that one considers
a trajectory ¢ in the field space, starting from a point ¢g, and aiming towards
an infinite boundary point ¢y,. In this process, an infinite tower of states become
increasingly light, whose mass follows the relation

M(§) = M(go)e 14> 00), (1.3.2)

with v a constant not depending on the parameter of the path. We would like to
stress that although the path ¢ is assumed to be general, the distance that enters
into the mass of the tower is required to be the minimal geodesic distance d(¢, ¢o).
The physical setting is displayed in Figure 3.

There are still ambiguities in the distance conjecture and we would like to point
out two of them here. Omne questions is about the onset of the exponentially
light states: As we travel in the field space towards an infinite distance boundary
point, when does the light tower start to show the exponential scaling in their
masses? Put differently, this question is related to whether an infinite distance
traverse in the field space is really needed in order to see the exponentially light
tower. This is addressed in the refined distance conjecture [68], which says that the
exponentially light tower is already important when the field displacement is trans-
planckian. We will discuss an important phenomenological consequence of the
refined distance conjecture in the next paragraph. Another question regarding the
distance conjecture is that: Suppose along one path towards the infinite distance
point, one finds an exponentially light tower of states, is it the correct tower along

HNote that multiple geodesics with different lengths connecting any two points in a Riemannian
manifold is possible. A Riemannian manifold in which every two points are connected by a
unique geodesic is called a uniquely geodesic space. In general, it is non-trivial to determine if
a Riemannian manifold is uniquely geodesic.
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Figure 1.5: The physical setting of swampland distance conjecture. The field space M
has an infinite distance boundary point ¢. Starting from ¢¢ and travelling towards ¢,
an infinite tower of exponentially light states descends from the ultraviolet. Note that
d(¢o, @) is the minimal geodesic distance.

other paths? This question will be addressed in a forthcoming work [59] utilising
the tamed geometry framework that is successfully used to establish the finiteness
of flux vacua [I4]. This question can also be tied with the classification of the
origin of possible light towers in the limit, which prompts the emergent string
conjecture [60]. The emergent string conjecture states that, under string dualities,
the light tower in the infinite distance limit is either the tower of states living on
a tensionless string, or a light Kaluza-Klein tower inducing a decompactification.
For a review on the emergent string conjecture, see [61].

The refined distance conjecture has a direct impact on the inflation cosmology.
There exists many large-field inflation models trying to explain the inflation of
our universe using a scalar field that has a transplanckian displacement in the
field space. According to the refined distance conjecture, such operations are not
compatible with the effective field theory one started with; passing certain stage
in the field space, the effective field theory compatible with quantum gravity will
inevitably break down due to the light tower of states. An example of large-field
inflation model is the family of axion monodromy inflation models and we will use
asymptotic Hodge theory to study the break down of such models when the field
excursion is large in Section B2 and Chapter .
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1.3.2 de Sitter conjecture

The de Sitter conjecture is a swampland conjecture that will be addressed in Chap-
ter B. The basic idea is that while constructing anti de Sitter and Minkowski vacua
is easy in string theory, it is extremely hard to obtain an undebatable de Sitter
solution that is capable of describing our observed universe. This phenomenon
motivates the authors of [62] to propose a conjecture on the shape of all scalar
potentials that can appear in string theory, which forbids the existence of any
semi-stable vacua with positive cosmological constant, i.e. de Sitter vacua. Soon
after the original de Sitter conjecture was proposed, the authors of [63] completed
the proposal to exclude some counter-examples to the original conjecture. We now
review the statement of the de Sitter conjecture in [63], and relate it with the
previously discussed swampland distance conjecture.

The setting of the de Sitter conjecture is similar to the distance conjecture. The
assumption is that the four-dimensional effective action admits a UV completion
into quantum gravity, and is of the form

S = %/ lpei- Gijdg' Nxde? — V() +-- -, (1.3.3)
K3 Jraa 2

where we have included a potential V (¢) for the scalar fields ¢¢. As usual, a vacuum
of the theory is realised by a minimum of the scalar potential, which is identified
as the cosmological constant of the vacuum. The vacuum under consideration can
be global or local. The first case is dubbed as stable, while the latter is called
meta-stable. The de Sitter conjecture states that the scalar potential must satisfy
either

C
> — 1.34
VI 5V (1.3.4)

or

min(Hess V) < ——V, (1.3.5)
where [|[VV| is computed with respect to the field space metric G;; and min(Hess V)
is a shorthand for the minimal eigenvalue of the Hessian™ of V. The constant c is
conjectured to be O(1). The original de Sitter conjecture [62] only asserts property
(I=34) on the scalar potential.

12The Hessian is defined as the matrix of the second covariant derivatives of V; in the coordinate
basis, we have HessV = (V;V;V), where the covariant derivatives are defined on the scalar
field space M carrying the field space metric G;;.
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An immediate consequence of the first condition in the de Sitter conjecture is
that there is no possible scalar potential that realises de Sitter minima, as such
vacua violate the inequality (I=34).

The de Sitter conjecture is related to the distance conjecture, when we work
around infinite distance singularities in the field space. The idea is that the infinite
tower of light states will contribute to the total entropy of the de Sitter vacuum of
the effective field theory. But a result from Bousso [64] bounds the total entropy
by the Gibbons-Hawking entropy of the de Sitter event horizon, which depends on
the cosmological constant of the vacuum. The interplay of these two statements
implies a runaway behaviour of the scalar potential V' (¢) along certain direction
that is pushed towards the limit, and the runaway behaviour is consistent with the
de Sitter conjecture. For more detailed discussion, see the original paper [63] and
the review [54].

In closing this section, we would like to point out a recent proposal of an under-
lying principle of the swampland conjectures. This proposal is called the tameness
conjecture [B5] and it has attracted substantial interest in the community. One
motivation of the tameness conjecture is the observation that in all string vacua
constructed so far, the four-dimensional physical couplings, scalar potentials, etc.,
are clearly not arbitrary functions. On the other hand, a similar observation also
exists in the Hodge theory community on the mathematical side. Recently, the
paper [2] made an important progress by realising this picture, showing that the
period mappings in Hodge theory are not arbitrary holomorphic functions, but
must be some well-behaved “tamed” functions. This mathematical work inspired
the authors of [4] to use the tamed geometry, as a replacement to the asymptotic
Hodge theory, to show the finiteness of flux vacua, and finally resulting in the
tameness conjecture. Compared to the asymptotic Hodge theory which is quite
complicated and works over the complex numbers, the tamed geometry is consid-
erably much simpler, and works well even in real geometries. It is expected that
the tamed geometry will bring fruitful insights into the Swampland Program in the
future.

1.4 Asymptotic Hodge Theory

In this section, we discuss informally the motivation behind asymptotic Hodge
theory. Our viewpoint will be geometrical, mainly focusing on studying possible
algebraic structures on the middle cohomology of a family of degenerating Calabi-
Yau spaces. We use two example geometries to illustrate the various constructions
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1.4 Asymptotic Hodge Theory

in asymptotic Hodge theory. They are Calabi-Yau one-folds, a.k.a torus, and
Calabi-Yau threefolds.

1.4.1 The cohomology of a smooth Calabi-Yau threefold

Let us first review the well-known structure on the cohomology of a Calabi-Yau
threefold. The conclusion actually holds for any compact Kéhler manifold, but we
choose Calabi-Yau threefolds because they are complicated enough for physicists
to play with and carry cohomology with many degrees, while at the same time
simple enough, to the extent that many of their cohomologies are vanishing, so
that it is fairly easy to illustrate some classical aspects of Hodge theory with them.
Complete discussion on this topic can be found in [66-70] and [71, Chapter 1].
Let Y be a smooth Calabi-Yau threefold, which is a smooth Kéhler manifold of
complex dimension n = 3, whose canonical bundle is holomorphically trivial.
From the theory of complex manifolds, the Calabi-Yau Y has cohomologies with
degrees k varying from zero to six. At each degree, there is a Hodge decomposition

H*(Y,C)=H V) H "M (V)@ - @ HOF(Y), (1.4.1)

satisfying o
HPYY)=HTP(Y). (1.4.2)

When there is no danger of confusion, we will often omit the argument Y in H?4(Y)
and write HP-? for simplicity. In the space HP? lives those cohomology classes that
can be locally represented by complex differential forms with p dz’s and ¢ dz’s. We
say that H*(Y,C) carries a Hodge structure of weight k. For simplicity, we will
also write Hfé for H*(Y,C). Similar notations apply to the integral, rational, and
real cohomologies.

It is natural to work with the total cohomology of the Calabi-Yau Y, which is
the sum of cohomologies of all degrees H*(Y,C) = @, H*(Y,C). The total coho-
mology is a complex vector space, and there is a nice way to pictorially work with
it. We depict the H¢ = @p) o " resembling the Hodge diamond with a rotation,
but this time we focus on the vector subspaces HP'? instead of the numerical di-
mensions h?>?. We fill in different H?? with dots that can be understood as basis
elements of H?9, and later on when we discuss special operators acting on H¢ we
can directly specify the operators using arrows on the diagram. Such a diagram is
also called Hodge diamond and it will be clear from context which version of Hodge
diamond is under discussion. A Calabi-Yau threefold with h'! = 1 and h%! = 2

has a Hodge diamond of the form shown in Figure 3.
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HO,S H1,3 H2’3 H3’3 . .
0.2 L2 2.2 32 ° :

HO1 L 21 31 . *

HO’O HI,O H2’O HB,O . .

Figure 1.6: The Hodge diamond of a Calabi-Yau threefold with A%' = 1 and A%! = 2.
Every dot in the diagram represents a suitably chosen basis vector of the corresponding
subspace H?9.

Since the cohomology at each degree carries a Hodge structure of that degree,
an immediate question arises: Does H{ carry any Hodge structure? If so, what is
the weight of that Hodge structure?

To answer this question, one might be able to cook up some Hodge structure with
some definite weight in some ad hoc way for some very special Kéhler manifolds.
However, it turns out that a more natural and useful thing to do is to extend the
notion of a Hodge structure of a fixed weight, by allowing a Hodge structure with
a miz of different weights. Such generalised Hodge structures are called mized
Hodge structures, and a mixed Hodge structure consisting of a single weight, such
as those living on H@ is called a pure Hodge structure. So, a prototypical example
of a mixed structure is exactly the total cohomology H¢ of a Calabi-Yau threefold,
which is a mix of pure Hodge structures of degree k varying from zero to six.
Moreover, it satisfies a nice property that HP? = H%P for all p,q. Any mixed
Hodge structure that resembles the mixed Hodge structure on H¢ is called R-split,
and such a mixed Hodge structure can be understood as a direct sum™ of pure
Hodge structures. Note that we have not touched the precise definition of a mixed
Hodge structure, and it will be addressed in Appendix [IT.

Now we would like to introduce an example of the most important concept in
asymptotic Hodge theory applied to string theory: The mixed Hodge structure,

I3More precisely, we are talking about direct sums in the category of mixed Hodge structures. So
a direct sum of the underlying vector space does not suffice to be a direct sum of mixed Hodge
structures, which has to be compatible with the various filtrations.
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1.4 Asymptotic Hodge Theory

which is the total cohomology H¢ under discussion, is actually compatible with a
representation of the Lie algebra s[(2). Recall that the Lie algebra s1(2) is generated
by three operators: the lowering operator N, the rising operator N, and the
neutral operator Y. They satisfy the following commutation relations

[Y,N]=—-2N, [Y,Nt]=2N* [Nt N]=Y. (1.4.3)

To make H{ into an sl(2)-representation, we need to specify how the operators
representing N, N*, and Y act on He.

The rising operator is immediate. Define the Lefschetz operator L by wedging
with the Kéhler class w

La=wAa, for o€ Hg. (1.4.4)

Note that the point of using another notation L instead of using w is to emphasise
that the Lefschetz operator is defined at the level of cohomology, instead of forms.
Then we identify the rising operator with the Lefschetz operator N*T = L.

To find the lowering operator, we need the Hodge inner product h, define on H¢
by

h(a, B) = /Ya A*3, for «o,p € HE. (1.4.5)

And we define the adjoint Lefschetz operator A as the hermitian conjugate of the
Lefschetz L with respect to h, i.e.,

h(Aa, B) = h(a, LB), for all o, € HE. (1.4.6)

. . . (k1)
A straightforward computation, using *? = (—1) “5 on HE, leads to

A=x1oLox. (1.4.7)

The lowering operator is then given by the adjoint Lefschetz operator, N = A.
Finally, computing [L, A] yields the neutral operator Y, given by

Ya=(k—n)a, for o€ HE, (1.4.8)

satisfying [L, A] =Y. For Calabi-Yau threefolds we have n = 3. It can be further
checked that (I223) is satisfied [B6-H9,72].

Interestingly, the sl(2)-action on H§ plays well with the mixed Hodge structure
on H{. One has

L:HPY — gprhatl and  A:HPY - gPohatl (1.4.9)
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and Y stabilises HP'? with the scalar multiplication of p + g — n.

It is instructive to picture the entire mixed Hodge structure with its s[(2)-action
in the Hodge diamond of a Calabi-Yau threefold with 2! = 1 and h*! = 2 shown
in Figure 2.

Figure 1.7: The total cohomology H*(Y,C) of a Calabi-Yau threefold with h'' = 1 and
h*! = 2. The sl(2)-actions of Y and A are shown. The operator L acts exactly in the
opposite direction of A. Note that A kills the entire H®.

We have now seen that the total cohomology of a smooth Calabi-Yau threefold
carries an R-split mixed Hodge structure. In string theory, we would also like
to consider Calabi-Yau’s varying in a family, with different complex and Ké&hler
structures. In Hodge theory, this amounts to a variation of Hodge structure.

1.4.2 Variation of Hodge structure on elliptic curves

Let us illustrate the basic concepts in variation of Hodge structures using the
elliptic curve as an example. The concrete example that we will consider will be
the Legendre family of an elliptic curve. We follow the approach in |73, Chapter 1].
The defining equation of an elliptic curve E, is given by

v =x(x—1)(x—N), AeP. (1.4.10)
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1.4 Asymptotic Hodge Theory

Although for every X\ # 0, 1, the resulting manifolds are all diffeomorphic as a two-
dimensional torus, they are not isomorphic as complex manifolds™, i.e., they can
have different complex structures.

It is convenient to assemble the family of all elliptic curves together, so that we
obtain a fibration E — P!, with the fibre over A € P! the elliptic curve Ey. We
pick any A # 0,1, and take a disc A centred around A that does not include 0 or
1. Thus we get a local picture of a smooth family of elliptic curves. The picture
we should have in mind is given in Figure .

Ex

Figure 1.8: A local picture of a smooth family of elliptic curves. The open disk A does
not contain 0 or 1. Over each A € A there is a smooth elliptic curve Ex. The chosen real

homology cycles e; and ez are the Poincaré dual of the cohomology basis e! and €.

We will be interested in the deformation of the Hodge structure on the middle
cohomology H'(E,,C) as we change \. In order to do this, we use the period
vector as we did in Calabi-Yau threefolds in Section I™2Z3. It is defined as follows.

1

Suppose at a fixed A, we have chosen an integral basis e',e? of the cohomology

H'(Ex,Z) that is unaffected by the deformation of complex structures. We also

For example, a holomorphic function on Ey might not be holomorphic any more on Ey, with
N #£
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choose a complex basis w,w of the complex cohomology, satisfying
HY =Cw, H" =0 =(Cw. (1.4.11)
Then the complex basis w can be expanded into the integral basis as follows
w=Me! +Te? = (e, )T, (1.4.12)

where the complex vector of coefficients IT = (I1;, IT)" is called the period vector,
and is a function on the parameter A\. Now let us change A. To record and compare
the change of w, we can either keep the period vector constant and let the integral
basis e!, e? vary, or keep the integral basis constant and let the period vector be
a function of . It turns out that the latter approach is more useful, and we will
adopt this convention throughout the thesis. Namely, locally, we fix an integral

1 €2 and describe the variation of Hodge structure by making the period

basis e
vector IT(A) a function of A. In this way, the period vector can be shown to satisfy
the Picard-Fuchs differential equation, which in the elliptic curve example has the

following form [73, Equation 1.11]
1
AN =DIT" + (22— DIT' + ZH =0 (1.4.13)

By solving the Picard-Fuchs equations, we get the period vector describing the
variation of Hodge structure. Note that we have omitted the discussion about
the boundary condition in the Picard-Fuchs equation, without which one cannot
fix a solution. The boundary condition is usually supplied by looking into the
degenerate manifold, say at A = 0,1. Since this is not the focus of this thesis, we
refer to [i7d] for a practical discussion in the context of mirror symmetry.

Now we have discussed how to track the variation of Hodge structure along
a smooth local family of elliptic curves. The next step would be to globalise
the discussion, glueing the period vectors along the overlapping discs. But one
immediately runs into a problem: The elliptic curve ceases to be a smooth manifold
at A = 0,1. So we need a way to describe the behaviour of the Hodge structures as
the manifold degenerates, and preferably in differential geometric language. This
is achieved by the theory of degenerating variation of Hodge structures.

1.4.3 Degeneration of Hodge structures on elliptic curves

In this section, we enter the core topic of this thesis, namely how to manage the
Hodge structure in a degenerating family. We continue following [73, Chapter 1].
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1.4 Asymptotic Hodge Theory

To be concrete, let us first be clear with the setup and the goal. We focus on a
neighbourhood of the singular elliptic curve Eg with A = 0, and work locally in a
punctured disc A* centering at A = 0, which does not contain the other singularity
A = 1. On the whole punctured disc A*, the family is still smooth. The singular
fibre Ey exactly fills in the hole of the punctured disc, and it is called the central
fibre. We would like to describe the Hodge structure on H!(Ey,C) as A — 0.

It turns out that the Hodge structure on H(Ey, C) is closely related to the struc-
ture of H!(Eg,C), where the latter needs to be properly defined in the framework
of algebraic geometry in order to allow the direct study of singular spaces. We will
not go into algebraic geometry, but, instead, describe the result heuristically, so
that one can see how mixed Hodge structure emerges. Topologically, the central
fibre Eg is a “pinched torus”, a curve with a node. We display its shape in Figure

3.
Hl (EOa C)
el . N - b
Eo . R
Weight 0 Weight 1

Figure 1.9: The topology of the central fibre Eg. On the left picture, we see that only
one of the homology cycle e; survives. On the right picture, the middle cohomology is
a mixed Hodge structure with weight zero and weight one pieces. The weight one part

happens to be zero for the pinched elliptic curve, and the weight one piece is provided by

el.

From Figure 9, we immediately see that the Hodge structure on H'(Eq,C)
cannot be a pure weight one Hodge structure, because there is only one one-cycle
surviving. In order to get a pure Hodge structure of weight one, i.e. H'(Eq,C) =
HYY @ HY0 by (a suitable version of) Poincaré duality, the number of one-cycles
has to be even.

It turns out that the middle cohomology H'(Eg,C) in this case carries a mixed
Hodge structure consisting of weight zero and weight one parts. It happens that
the weight one part is vanishing, and the dual of the single one cycle concentrates
in the weight zero sector. It is regarded as a mixed Hodge structure, instead of a
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pure weight zero structure, because this fits in the more general pattern in the de-
generation of algebraic curves. If we start from a curve of higher genus and shrink
one of its one-cycle to zero, then the middle cohomology will have both weight
one and weight zero parts. The weight one part consists of those one-cycles away
from the vanishing cycle, and the weight zero part is still populated by the cycles
that intersects with the vanishing cycle. The Hodge diamond of H!(Eg, C) is also
shown in Y. The reader can temporarily use the intuition in Figure I8 to un-
derstand this Hodge diamond, except that the diamond provides a decomposition
of the middle cohomology H'(Eg,C), instead of the total cohomology. Actually,
the Hodge diamond of a mixed Hodge structure is depicting its Deligne splitting,
which is discussed in Appendix [l

So this is the middle cohomology of a singular algebraic curve. In fact, modern
mathematics and physics tell us that it is unnatural to just study one singular
object on its own. For example, in circle compactification, the dynamics of gravity
could drive the compactification space to jump between singular circle (r = 0) and
a normal circle (r > 0). Hence, it is more natural to assemble the singular space
together with its nearby regular spaces into a family and study them as a whole.
Thus, it would be nice to relate the mixed Hodge structure on H'(Eg, C) with some
structure on H'(Ey, C) when ) is close to 0. This is indeed the case, and the result
is that H'(E,,C) also carries a mixed Hodge structure, called the limiting mized
Hodge structure.

Note that for A # 0, the middle cohomology H'(Ey,C) is two-dimensional. So
the limiting mixed Hodge structure on H!(Ey, C) cannot be exactly the same as the
mixed Hodge structure on H'(Eq,C). In fact, the limiting mixed Hodge structure
on H!(Ey,C) can be interpreted as a combination of two mixed Hodge structures,
one of them comes from the singular variety Eg, and the other comes from the
open variety that is P! with two points deleted. See [73, Chapter 1] for a complete
discussion. This geometric picture is shown in Figure 1.

The proper way to construct the limiting mixed Hodge structure needs the mon-
odromy data of the family E). Namely, if we go around the singularity A = 0 in
the local patch A*, then the differential forms e!, e? will enjoy a monodromy. The
asymptotic Hodge theory [I75,[76] then produce the limiting mixed Hodge structure
on H'(E,, C) by using this monodromy operator. The theory also further modifies
the limiting mixed Hodge structure into something as simple as the mixed Hodge
structure on the total cohomology that is discussed in Section 271, and make the
modified mixed Hodge structure on H'(Ey,C) compatible with an sl(2)-algebra
that is constructed out of the monodromy. Thus asymptotic Hodge theory simpli-
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Weight 0 + 1

Weight 1+ 2

Figure 1.10: The limiting mixed Hodge structure on H'(E, C) with A ~ 0 is a combination
of two mixed Hodge structures. The monodromy operator acts on the integral basis e'
and e® of H'(Ex,C), and its logarithm N is in analogy to the A operator in Figure 2.
The weight zero and one part of the limiting mixed Hodge structure encircled by thin
dashed triangle comes from surviving cycle the degenerate torus, and the weight one
and two part encircled by the thin solid triangle comes from the surviving cycle in the
two-punctured sphere. Note that after filling the two punctures in the punctured sphere,
and identifying these two puncture locations in the filled sphere, we get topologically the
pinched torus Eg. The filled sphere, remembering the two puncture locations, is called
a normalisation of the pinched torus. See [i73, Chapter 1] for a precise discussion about
this picture.

fies the study of degenerations in a family, which is desired in the verification of
swampland conjectures. More discussion on this will be in the next sections.

1.4.4 Using asymptotic Hodge theory in string theory

In this section, we briefly discuss the important results in asymptotic Hodge the-
ory that are applied to the study of swampland conjectures in this thesis. Detailed
mathematical discussion on this topic can be found in [[77-80] and [71, Chapter 7].
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For physical applications, see [, 13,14, 53,81-03]. The idea is very simple: many
interesting physical quantities, such as the mass of a physical state, or the scalar
potential of the effective four-dimensional physics, can be expressed into the Hodge
norm or Hodge inner product of certain cohomology classes on the Calabi-Yau man-
ifolds. Asymptotic Hodge theory exactly provides the tools to study these norms
and inner products, by interpreting the cohomology as a mixed Hodge structure
compatible with a representation of commuting s[(2)-triples. One can then get
useful estimates of these physical quantities as the Calabi-Yau degenerates, hence
check some of the swampland conjectures in the context of Calabi-Yau compactifi-
cation.

Singularity in the period and monodromy
First we need to specify the geometric setting. We work with a (complex) N-
dimensional moduli space with singularities. Focusing on one singular locus, we
choose local coordinates z; on the moduli space, such that the singular locus is
at z1 = .-+ = 2z, = 0. In other words, we work in a local neighbourhood of the

singularity of the form
(A" x AN (1.4.14)

where A* = {0 < |z| < 1} is the punctured disk, and A = {|z| < 1} is the unit disk.
To simplify the discussion, we will now assume n = N. The point is that all the
data computed by asymptotic Hodge theory focuses on the degenerating part, i.e.
the part depending on (A*)™. And if n < N, then these data will depend on the
coordinates on AN~" real-analytically. We refer to [76, Remarks (4.65) Part (ii)]
for a through discussion.

Around a singularity, we denote the period mapping by ®(z). We understand it
as an abstract holomorphic mapping

® : Moduli space — Space of Hodge filtrations, (1.4.15)

so it assigns to each point z the corresponding Hodge filtration ®(z) on the middle
cohomology of the Calabi-Yau. A special case is the period vector in Calabi-Yau
threefolds, which is understood as ®3(z). Because of the special geometry on
Calabi-Yau threefold moduli spaces, we can generate lower flags by taking deriva-
tives. Note that the target of this map remembers the Hodge filtrations, instead of
the Hodge decomposition. This is because in this way the map ® is holomorphic. It
is impossible to get a non-trivial holomorphic period map if the target remembers
the Hodge decomposition.

The point z = 0 corresponds to the singular Calabi-Yau threefold, so the holomor-
phic period mapping develops monodromy around z = 0. Analytic continuation
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around z; = 0 defines a monodromy operator 7; for every i = 1,...,n
B(z1,...,M 2 2,) = Ti®(2). (1.4.16)

It is often useful to not work with the coordinates z;, where the period mapping
is multi-valued because of monodromy. To make this simpler, we work with the
universal covering of (A*)™, which is the n-dimensional upper half plane " =
{t; = x; + iy;|y; > 0}. The covering map is given by

(t:) = (™" = z). (1.4.17)

The singularity at z; = 0 is now located at ¢; — ico on the upper half plane. The
period map ®(z) lifts to a period mapping on the upper half plane ®(t). We dis-
tinguish these two mapping by their arguments, and without further clarification,
a period mapping ® always refers to the lifted one. The monodromy property of
the lifted period mapping is characterised by

D(ty, .. ti+ 1, tn) = TiD(t). (1.4.18)

Lastly, the monodromy operators T; coming from geometry is always quasi-
unipotent, meaning that there are positive integers m,n such that

(T —1)" =0. (1.4.19)

It can be shown that by a base-change, i.e. twisting the base coordinates z — z*
for some k, the exponent m can always be set to m = 1, and the monodromy is
then unipotent of order n. We assume such a modification is always done. And we
denote the logarithm of the monodromy operators T; by N;

N; =logT;. (1.4.20)
Because of (IZT9) with m = 1, the operators N; are all nilpotent of order n

N'=0, forall i. (1.4.21)

(3

Nilpotent orbits and limiting mixed Hodge structures
The period map ®(t) can be very complicated near the singularity ¢t — ico. The
nilpotent orbit theorem provides a powerful yet simple approximation of ® near
the singularity. The theorem produces an important quantity called the limiting
Hodge filtration Fii,, which is given by
Fiy = lim e 25N gy (1.4.22)

—ico
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where Nj is the logarithm of the monodromy operator 7;. It is important to
remark that the limiting Hodge filtration Fj;;y is not a pure Hodge filtration, i.e. if
we define H?? = Ff NF?

lim lim lim» then the cohomology does not split into a direct sum
of H?9. In fact, the limiting Hodge filtration defines a mixed Hodge structure on
the cohomology. We will come back to this point later.

The nilpotent orbit theorem states that the nilpotent orbit
U(t) = 2N By, (1.4.23)

approximates the original period mapping ®(t) very well, as ¢ — ico. Since Fjiy,
is not a pure Hodge filtration in general, while ®(¢) is a pure Hodge filtration,
the theorem also implies that for Im¢; large enough, ¥(¢) is again a pure Hodge
filtration. In fact, for any reasonable distance function d measuring the distance
between two Hodge filtrations, there is an estimate

n
d(@(t), T(t)) < K (Imt;)le?mImts, (1.4.24)
j=1

where K and [ are positive real numbers. For a complete discussion on the nilpo-

tent orbit theorem, see [76, Section 1].
The most important data one gets out of the nilpotent orbit theorem is that
there is a limiting mized Hodge structure (Flim, N1, ..., Ny) constructed out of the
limiting Hodge filtration and the logarithm of the monodromy matrices. The pre-

cise definition of the limiting mixed Hodge structure will be presented in Appendix
.

The growth of Hodge norm and inner product

The most important theorem in asymptotic Hodge theory is the sl(2)-orbit theorem
[75,176]. For our brief introduction to its application in string theory, it suffices to
know that this theorem equips the middle cohomology of Calabi-Yau manifolds
with an R-split mixed Hodge structure that mimics the mixed Hodge structure on
the total cohomology of a Kahler manifold, and it also provides a set of commuting
5[(2)-triples acting on the middle cohomology, whose action plays well with the R-
split mixed Hodge structure.

Let us discuss in the context of Calabi-Yau threefolds for concreteness. Let Y3 be
a Calabi-Yau threefold, and we study its middle cohomology H?3. The sl(2)-orbit
theorem tells us that the middle cohomology H? carries an R-split sl(2)-mized
Hodge structure, whose Deligne splitting is

H = P 17, (1.4.25)
0<p,q<3
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such that IP¢ = J%P and the direct sum of subspaces with p 4+ ¢ = k gives a pure
Hodge structure of weight £ = 0,...,6. Moreover, the sl(2)-orbit theorem states
that there are n copies of sl(2)-triples

(NM}/;’N;’_)’ 17 ) ) (1426)

that are mutually commuting and act on the middle cohomology H?>. These opera-
tors play well with the sl(2)-mixed Hodge structure. Compared with the situation
in the total cohomology in Section [, the neutral operator Y; is like the Y-
operator, which determines the subspaces with pure weights; here Y; diagonalise
on H?, and the eigenvalue runs over [ = —3,—2,...,+3, while the eigenspace of
Y; with eigenvalue [ is a pure Hodge structure of [ + 3,

@ IP9 is the eigenspace of Y3 with eigenvalue [ + 3.
p+q=Il+3

The N; operators are like the dual Lefschetz operator A, which moves the weight
down by two,

N;(IP9) ¢ 1P=hat (1.4.27)

while the N;‘ operators are like the Lefschetz operator L, which moves the weights
up by two,
N (1P9) c prhatd, (1.4.28)

So the middle cohomology H? becomes an s[(2)"-representation. We can re-
late the commuting s[(2)-operators to useful geometric operators that appear in
Calabi-Yau geometry, and use the link between geometry and the effective four-
dimensional physics to study the swampland conjectures. Among the connections,
let us mention here the most prototypical one, that is the estimate of the Hodge
norm in the limit. For a differential three-form « living in H3, we would like to
know the growth behaviour of

a2 :/ o A*E, (1.4.29)
Y

as the moduli t; — ico are pushed towards the limit. Since the particular expression
of this norm depends on the geometry, we have to resort to answering some general
questions, such as whether the norm is vanishing, tending towards a constant, or
blowing up in the limit? Such questions can be answered precisely by the sl(2)-
orbit theorem. The way to do it is simple, once one has the data of the s[(2)-mixed
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Hodge structure, and the commuting sl(2)-triples. Namely, we decompose the
differential form « into the eigenspace of the Y;-operators,

a= Y ., (1.4.30)

where
Yiau, .1, = liouy,..1, - (1.4.31)

And the Hodge norm estimate [73,76] tells us that

y 15 y lo y ln—1
9 1 2 n—1 .
e ~ | — — o 1.4.32
oy, | (y) (y) (y) ok (1.4.32)

in the limit ¢ — ico, where the f ~ ¢ symbol means that f and g are bounded by

a constant multiple of each other. Moreover, every eigenspace of Y; with different
labels (I3, . ..,1,) are orthogonal under this estimate, so taking a linear combination
of everything does the job. An example would be an oy, .. ;, with all {; < 0, so
that its Hodge norm is vanishing in the limit.

The subspaces IP4, and the s[(2)-triples N,Y, NT are constructed out of the
limiting mixed Hodge structure (Fjjm,Ni,...,N,). The precise construction is
non-trivial, and is briefly reviewed in the Appendices in Chapter B. For a nice

physical review, see [92, Section 3].

Appendices

1.A Convention

In this appendix we list some conventions adopted in this chapter. We write R
to denote the four-dimensional Minkowski spacetime with signature (—, 4+, +, +).
We use extensively the language of differential forms, because of its succinctness
and compatibility with the geometric picture. But practical computation often
requires working with local coordinates. On a (pseudo-)Riemannian manifold of
(real) dimension n with metric g, in a local patch U, we write a p-form A € Q4 ,(U)
as

1

A= EAILI"':U'pdl.Nl A Adatr (1.A1)

and the Hodge dual x4 € Q},”(U) is defined to be the unique (n — p)-form
satisfying
1
AN*A = EAM..MAM“'M/| det gldz* A --- A da™. (1.A.2)
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1.A Convention

In particular,
x1 = /| det gldz* A --- A da"™ (1.A.3)

gives the volume form.
Next we list our conventions adopted in regards with the curvatures. The Levi-
Civita connection coefficients are

1
Fll/Lp = iglt)\(augp/\ + 8pg>\u - aAng) . (1A4)

In the moving frame formalism, choosing the natural coordinate basis dz* € Q3,(U)
of one-forms and let w” € Q},(U) be the associated connection matrix, then

wh =T, dz”. (1.A.5)
The Riemann curvature tensor is given by

Rt = 0,T%, — 0T, +Th TS, —TH T, (1.A.6)

which corresponds to the curvature matrix Q¥ € Q32,(U)
O = dwl — w;) = LRe, e ndet LAT
V—wy—wu/\w)\——a vpodx? N dz? . (1.A.7)

Note the extra minus sign at right-most part of this expression. Note also that,
although we write down local expressions of the connection and curvature forms,
they are actually defined on the whole manifold M.

The Ricci curvature tensor and Ricci scalar curvature are then defined by suc-

cessively tracing out indices in the Riemann curvature tensor
R, =RY,,, and R=g"R,,. (1.A.8)

Finally, in n-dimensional spacetime, the gravitational interaction strength k,
and Planck mass Mp , are related by

1
— = M2 (1.A.9)

Kn

A nice comparison of all different conventions can be found in [19, Appendix A]
and [I®, Appendix CJ.
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1.B Details of 5D compactifications

In this appendix we present some details of the Kaluza-Klein circle compactifica-
tion discussed in Section 2. The computation is most simply done with Cartan’s
moving frame method/tetrad method. For review, see [04,95]. For its particular
application to Kaluza-Klein compactification, [96,97] are some original sources.
In this appendix, we present the necessary steps in the computation. For physi-
cists familiar with the tetrad formalism, the method presented here differs from
the traditional tetrad formalism in that we do not use orthonormal basis along
all directions. In other words, the tetrad formalism is only applied to the extra
dimension.

Let us repeat the metric (IZ24) here for convenience. Everything with a *, such
as d3?, denotes a quantity in the 5D cylinder spacetime. The infinitesimal line
element is given by

ds? = gunda™da™ = g, da"da” + 2r%(x) A, (z)d2dO + v (2)d6? . (1.B.1)

The cross-term among the dx* and df is particularly unpleasant. The first step
in the calculation is to change basis in the tangent space such that the cross-term
goes away. Our choice of basis e (A = p,4) is

et == dat, et = r(z)(df + A, (z)dz"). (1.B.2)
So the metric becomes
ds? = gapete? = g datdz” + (e*)?. (1.B.3)

Next, we need to find out the Levi-Civita connection matrix &4 under the e
basis. This is done by solving the Cartan structure equations

de? = A N eP
) R (1.B.4)
dgap = ap +@Ba,
where we have lowered the index
A . AC
WAB ‘= Wa4CB - (1B5)

Please pay attention to the position of the contracted indices. The first equation
means that the connection is torsion-free, and the second means that the connection
is compatible with the metric.
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1.B Details of 5D compactifications

Using the metric (CB33) and the choice of e in (CB), we solve for the connec-
tion matrix @. It is given by

1 )
@) = SrFuda” + %64,

1 o
_irFNV dx¥ — o'r re4, (1.B.6)
r

T
Wy

1
[T Rl )
u*wu 2Fu67

&>

where F,, = 0,4, — 0, A, as usual, and w! is the connection matrix of the 4D
Levi-Civita connection associated with the metric g, so

wh =T ,dz". (1.B.7)

The next step is to compute the anti-symmetric curvature matrix N B, Which
is defined as
QAB =dap +@g/\of)Bc. (1.B.8)
Please pay attention to the location of the summed indices. Using the expression
for the connection matrix (ICBM), it is straightforward to compute
2
A r
Q#y == Ql“’ + Z

1
+§(Tvaxw +2F,,0,r — O, F,, + 0,7 F,,)dzf A et

(FywFpo + FupFyo)da? A dx?

(1.B.9)

N

1 -
Q= 5(a,,rFW + 10, Fuo + 8urFpe — 1T Frg)da? A dx

702
4

where V is the 4D Levi-Civita connection. The curvature matrix is related to the

1
+ (Tv#a,,r - —F FM,) dz? A e,

Riemannian curvature tensor, expressed under the e basis, as follows.
A 1

Oap = 7§EABCD€C/\CD, (1.B.10)
so that (after antisymmetrisation on the indices C' and D) the curvature tensor™
is given by

N 1, r2

Ruupo = Ruypa - 5’/" F;,LIJFPO' - Z(FM,OFIJU - F[LO'FVP) )

~ r 1 1

Ryvps = =5V oFuw = 0prFuy + 50urFyp = 50,7 Fyp (1B.11)

1 1
RM4P4 = —;V,ﬁpr + ZTQF/\H F,\p .

15To really check that the resulting curvature tensor satisfies the usual symmetries, the Bianchi
identity 0, Fvp 4+ O Fpp 4+ 0pFpuw = 0 should be used.

41



1 Introduction

Contract twice to get the Ricci scalar R and we have finally arrived at
A 2 r? y
R=R- fV,LV“T — ZFNVFM y (1B12)
r

where we have used 0,r = V,r since r is a scalar field. Note that the second
term contributes a total (covariant) derivative under the action integral, so it is
not present in the 4D action (I"27) since the spacetime R!* is boundary-less.

For the Weyl rescaling, we record the relevant formula below. If g, = e2(x) v
in D-dimensions, then their Ricci scalars are related by

R=ec¢*(R-2(D—-1)V?*Q— (D - 1)(D - 2)9,Q0"Q), (1.B.13)

while their Laplacian operators are related by V2 = e~ 22,

1.C An example of the N/ = 2 symplectic formalism

We would like to present a toy example to exemplify the general discussion about
N =2 D = 4 supergravity in Section I'23. This example is taken from |19, Exer-
cise 20.18]. There is ny = 1 vector multiplet with the complex scalar denoted z =
x + iy with z, y real scalar fields, so the symplectic vector v(z) = (Z°, Z1, Fo, F1)T
consists of four components. The theory is defined by a prepotential

F(Z)=-iz"Z", (1.C.1)
and we choose the so-called special coordinates, which means selecting Z° = 1, and
Z' = —iz is a constant multiple of the scalar z. Then the symplectic vector is
given by

v(z) = (Z2° 2" Fo, F)T = (1, —iz, —2, )T, (1.C.2)
where F; = %. Computing the Kéhler potential, we get
K(z, %) = filog(ZIfI - ﬁfl) = —log2(z — %), (1.C.3)
so that the kinetic matrix for the scalar z is
1 1
zézazaEK:_i_:7>O- 1.C4

To compute the gauge kinetic matrix Ny s, we first list the relevant matrices

- .F() Dg?o —Z —=
F1,DiFp) = iy =0
1, DeF1) (]-'1 sz1> <—i )

— 79 D70 1 L
z’p;z7)y =7, 2= . %7
Zt DzZ —iz =

(1.C.5)
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And note that det(Z T D77 ) = % # 0 as long as z # 0 so it is invertible with

2 2z

1 i
(ZJ7D;ZJ)—1 — <Z2Z i(QZZ)> ) (1.C.6)

Then

(N1s) = (F1, DsF)(27,D;27) 7 = <_OZ 132> : (1.C.7)

Finally, the bosonic action for this theory is given by
S 1R 1 L dx A *d ! dy N xd
= —R*x1— —dx AN*dx — — *
R3.1 2 4y2 4y2 Y 4
+%F0 A*FO 4 gFO A FO (1.C.8)
Y 1 1 €z 1 1
— — F ' A*xF" — ————F " NF".

) N T )

Note that, had one been presented directly with the above action, it would be hard
to observe that it is the bosonic part of a theory with extended supersymmetry.
This demonstrates the effectiveness of the symplectic formalism.

1.D Technicalities about mixed Hodge structures

In this appendix, we list several elementary definitions related to mixed Hodge
structures. If the reader is really interested in using asymptotic Hodge theory, we
strongly recommend learning it from mathematical literatures. Nice review articles
include [i77, 79,80, 88-104]. The books [71,[78,[I05] can be useful to consult. If the
reader is addicted to the linear algebraic yoga about filtrations, the papers [106-
10] are definitely worth reading. Finally, the original papers on asymptotic Hodge
theory are [75,[76], and the general estimate of the Hodge norm is independently
developed, without using the multi-variable s[(2)-orbit theorem, in [I07].

1.D.1 Mixed Hodge structure and Deligne splitting

We would now state the definition of a mixed Hodge structure. Fixing a rational
vector space Vg, and its complexification Ve = Vp ® C, a mized Hodge structure
(V, Ve, W, F) consists of the following data

1. A finite increasing weight filtration W on the rational vector space Vg

0Cc---cWiCcWoCcW, C---C Vg, (1.D.1)
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2. A finite decreasing Hodge filtration F' on the complex vector space V¢

0Oc--CcF'cF'crtc---cVg, (1.D.2)

where an increasing filtration being finite means that Wy = 0 for sufficiently small
k and W}, = Vg for sufficiently large k. Similar notion holds for finite decreasing
filtrations. These data satisfy the condition that, over each graded piece

Wi

GrYV = , 1.D.3
. ( )
the induced filtrations
FPN Wy
FPGr)/ = —— % 1.D.4
Grk FrnN Wk:—l ) ( )

defines a weight £ Hodge structure on GrZV, i.e. it satisfies the k-opposed condition
FPGr) @ Fk+1-pGr)Y = Gr)” | for all p. (1.D.5)

We would like to point out that, in order to support pure Hodge structures on
the graded pieces Gr,‘;v, it is necessary to have the increasing filtration W) defined
over a vector space that is fixed by the complex conjugation, which is the rational
vector space V.

It is also possible to replace the rational vector space Vg by a real vector space
V&, or a lattice (Z-module) V7 and the definition goes in parallel with our definition.
In our physical application, we usually have V as cohomologies. So it would be
useful to think Vz, Vi, Vr, Ve as the (free part of the) integral, rational, real, and
complex cohomologies of a Kédhler manifold.

Following [99, Section 2], it is instructive to list some common ranges of indices on
the filtrations that appear in mixed Hodge structures. Let X be a quasi-projective
variety and let V' = H™(X) be the degree n-cohomology , then one has the Hodge
filtration

0O=F"t'cF"c..-CF'CcF'=1. (1.D.6)

Moreover, it is shown by Deligne [(06,11] and Schmid [75] (See [79, Section 9] for
historical remarks) that the weight filtration on H™(X) takes the following form:

o If X if smooth and projective, for example if X is a torus, or a smooth
compact Calabi-Yau manifold, then

0=Wn_, CW, =H"X), (1D.7)

so that H™(X) carries a pure Hodge structure of weight n. This is the familiar
story.
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1.D Technicalities about mixed Hodge structures

e If X is projective, but not necessarily smooth, for example if X is a pinched
torus, or a compact degenerate Calabi-Yau manifold where some cycles shrink
to zero, then

O=W_,CcWyC---CW,=H"X). (1.D.8)

o If X is smooth, but not necessarily projective, for example if X is a punctured
torus, or an open Calabi-Yau manifold, then

OZWn,1CWnC"'CWQn:Hn<X). (1D9)

o If instead of a single space, we have a family X; of Kéhler manifolds labelled
by ¢, where for ¢ # 0 the X} is smooth and compact, while ¢ = 0 corresponds
to a singular fibre Xy. The limiting mixed Hodge structure on H™(X;) with
t ~ 0 will carry a weight filtration that is a combination of the above types

o=W_,cWyC---C Wy, = Hn(Xt) . (1D10)

This is in fact given by the monodromy weight filtration that will be discussed
later.

It would be useful to have an analogy to the Hodge decomposition for a mixed
Hodge structure, so that one can work directly with a direct sum decomposition
of Vg, instead of a filtration. Such a decomposition would look like Vi = @ HP9,
and satisfy the following property

Wy= € H", and F*=(PH"", (1.D.11)
p+q=k r>p
where in the second equation, the omitted index s is implicitly summed over its
possible range. In fact, there exists many such splittings, and any such splitting
satisfies

HP =H% mod @ H", (1.D.12)

r+s<p+q—1
which generalises the usual property that conjugation exchanges HP? and H9P
for pure Hodge structures. The above two problems, the non-uniqueness and the
complex conjugation issue, can be both cured by the so called Deligne splitting
[2], 76, Theorem (2.13)], which for clarity is often denoted by Ve = @ IP?. It
is the unique splitting of a mixed Hodge structure (Vg, Vi, W, F) that satisfies the

properties in (D) which we reproduce for clarity

Wy= € 1", and F*=EPI", (1.D.13)
p+q=k r>p
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together with an upgraded conjugation property
me=T7 mod P I, (1.D.14)

r<p,s<q

where the expression means that any vector in I”? can be written as the conju-
gation of a vector in I%P plus some corrections living in the big direct sum. The
Deligne splitting can be explicitly constructed out of the W and F filtrations by
the following formula [76, Equation (2.12)]

P = FPAW,y o N(FINWyy g+ FI N Wyt go + FT 2N Wyig3+---). (1.D.15)

Please be careful about every symbol in the above equation when applying it.
Note the jump in the levels in the weight filtration between the first term and the
remaining terms in the bracket. We also stress that the subspaces in the bracket
are summed, instead of directly summed, because there might be non-zero overlaps
between different summands. Moreover, we would like to warn the reader that, in
general, the intersection of vector spaces does not distribute over the summation,
so for U, V, W vector spaces,

UNn(V4+W)£UnNV)+{UNW)! (1.D.16)

If the Deligne splitting of a mixed Hodge structure (W, F') satisfies

174 =Tap (1.D.17)

)

then the mixed Hodge structure is called R-split. Such mixed Hodge structures
are particularly pleasant to study, because it can be just understood as a direct
sum of a series of pure Hodge structures of different weights, like the mixed Hodge
structure on the total cohomology on a Calabi-Yau threefold discussed in section
2.

Not all mixed Hodge structures is R-split, but for any mixed Hodge structure
(W, F), Deligne [f12], [i76, Proposition (2.20)] constructs an operator ¢ such that
the modified mixed Hodge structure (W, e’ F) is R-split.

The works by Schmid [75] and Cattani-Kaplan-Schmid [[76] start from the limit-
ing mixed Hodge structures coming from a degenerating variation of Hodge struc-
ture, apply the Deligne §-construction to make it R-split, and construct another
R-split mixed Hodge structure called the sl(2)-splitting. It is this s[(2)-splitting
that enables one to regard the middle cohomology as a representation of a set of
commuting sl(2)-algebras. There is a simple algebraic way to classify all possible
R-split limiting mixed Hodge structures on the cohomology H™(X) [113,014] and
the degeneration patterns among them. This classification will be reviewed and
used in Chapter 2 and B.
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1.D.2 The limiting mixed Hodge structure

We work in the context of 22 and let V = H™(X;) be the cohomology of the
non-singular Calabi-Yau manifold nearby the singular fibre. The initial data for
the definition of a limiting mixed Hodge structure is the limiting Hodge filtration
Bl defined in Section 4. Namely, define

Fiw = lim ¢~ 2"V a(1), (1.D.18)
t—ioo

where ® is the lifted period mapping, and N; are the log-monodromy operators.
We assume that a base transformation is already made so that the monodromy
operators are unipotent. The Fj;,, will be the decreasing Hodge F-filtration in the
defining data of a limiting mixed Hodge structure. The next step is to define the
increasing weight W-filtration.

The construction of the W-filtration is purely algebraic. Note that the operators
Nj; are actually nilpotent with

N} =0, for all 7, (1.D.19)

because of the unipotency (IZ419) with m = 1 of the monodromy operators. Then
the W-filtration is constructed by a theorem of Jacobson-Morosov. The theorem
works as follows. Starting with any nilpotent operator IV, satisfying N™ = 0, acting
on a vector space V, there is a unique increasing Jacobson-Morosov filtration W (N)
centred at zero

0=W(N)_p-1 CW(N)_,C---CW(N), =V, (1.D.20)
such that
N(W(N)) € W(N)j—2, and N*:Gr} = Gr", (1.D.21)
for all k, where the latter map is an isomorphism. Recall that GrkW = WVka -

Coming back to the asymptotic Hodge theory setting, we have a series of nilpo-
tent operators Ny, ..., N,, acting on the cohomology V = H"(X}), and it is shown
in [I05] that any positive linear combination a1 Ny + - - - a, N,, with aq,...,a, >0
is nilpotent of order n, and that the filtration W (a1 Ny + -+ + a,N,,) does not
depend on the choice of aq,...,a,. So we define the monodromy weight filtration
associated to Ni,..., Ny, by W(Ny,..., Ny)[—n], where

W(Nl, RN Nn)[—n]k = W(CllNl + -+ anNn)k_n R (1D22)
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for all k. The monodromy weight filtration is a shift of the Jacobson-Morosov
filtration by minus the weight of the cohomology n, and its non-trivial indices runs
over k = 0,...,2n, realising the previous discussion around equation ([TIIO).
When the data Ni,..., N, is clear from the context, we will also write W for
the long expression W (Ny, ..., N,)[~n]. Concrete expressions for W (™ in Calabi-
Yau three-folds can be found in equation (Z=238).

A fundamental result in asymptotic Hodge theory [75,[76] then says that the
filtrations (Flim, W (N1, ..., Np)[—n]) defines a limiting mixed Hodge structure on
the cohomology V = H™(X}).
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2 Infinite Distance Networks in Field Space
and Charge Orbits

This chapter is based on: T. W. Grimm, C. Li and E. Palti, Infinite
Distance Networks in Field Space and Charge Orbits, JHEP 03
(2019), 016, [arXiv:1811.02571].

In this chapter, we study the swampland distance conjecture for the complex
structure moduli space of Calabi-Yau manifolds. In this context, we uncover sig-
nificant structure within the proposal by showing that there is a rich spectrum
of different infinite distance loci that can be classified by certain topological data
derived from an associated discrete symmetry. We show how this data also deter-
mines the rules for how the different infinite distance loci can intersect and form
an infinite distance network. We study the properties of the intersections in detail
and, in particular, propose an identification of the infinite tower of states near such
intersections in terms of what we term charge orbits. These orbits have the prop-
erty that they are not completely local, but depend on data within a finite patch
around the intersection, thereby forming an initial step towards understanding
global aspects of the distance conjecture in field spaces. Our results follow from a
deep mathematical structure captured by the so-called orbit theorems, which gives
a handle on singularities in the moduli space through mixed Hodge structures, and
is related to a local notion of mirror symmetry thereby allowing us to apply it
also to the large volume setting. These theorems are general and apply far beyond
Calabi-Yau moduli spaces, leading us to propose that similarly the infinite distance
structures we uncover are also more general.

2.1 Introduction

The Swampland Distance Conjecture (SDC), states that infinite distances in mod-
uli space lead to an infinite tower of states becoming massless exponentially fast
in the proper field distance [67]. As reviewed in Section =3, if we consider two
points in field space P and @, with a geodesic proper distance between them of
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d (P, Q), then upon approaching the point P there should exist an infinite tower
of states with characteristic mass scale m such that

m (P) ~m(Q)e 7P a5 d (P,Q) — oo . (2.1.1)

Here ~ is some positive constant which depends on the choice of P and @ but
which is not specified in generality.

The conjecture, as stated in (EZI0) is rather coarse. It does not say anything
about properties of the tower of states beyond their mass, and in particular, about
what is the overall structure of different infinite distances in the field space. In
order to build up intuition about these questions, and evidence for the conjecture,
it is useful to study large rich classes of field spaces in string theory. In [5] such a
systematic study was initiated for the complex structure moduli space of Calabi-
Yau manifolds in compactifications of type IIB string theory to four dimensions.
We will retain this setting in this chapter.” The conjecture was shown to hold for
a large class of infinite distances without referring to any specific example. The
reason such a general approach is possible is because infinite distance loci in moduli
space have some very general properties. In particular, they have a discrete set of
data associated to monodromies when circling them, and this data determined the
local form of the moduli space as well as the spectrum of charged states. In this
chapter we will build on these ideas and uncover more of the structure contained in
this discrete data. In terms of the distance conjecture, this structure will ‘resolve’
the infinite distance divergence into a fine classification of different types of infinite
distances, and begin to shed light on how such infinite distance types can intersect
and form a complex network of infinite distance loci. It will also determine how
the towers of states can arise and be inter-related within such a network.

First, we recall the local aspect of the data. The results of [5] showed that infinite
distance loci are singular loci in the moduli space and have an associated discrete
monodromy transformation, denoted by 7. This transformation determines the
local geometry of the moduli space. It also picks out an infinite tower of states
where it acts as the transformation moving one step up the tower. This general
picture is illustrated in figure EZ. The presence of such a universal structure
allowed for a very general analysis and so to proofs of very general results. It
was also proposed that the infinite distance is itself induced by integrating out the
tower of states. In this sense, it is quite natural that the same object T controls
both the tower of states and the infinite distance behaviour.

1See [IC16,I17] for a general analysis of weak gauge coupling limits in compactifications of F-theory
to six-dimensions.
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Mass

Figure 2.1: Figure illustrating the relation between the distance conjecture and mon-
odromy. The point P is at infinite distance and the monodromy about it is denoted by
T. The monodromy determines the local singular geometry of the moduli space, which
leads to the exponential behaviour of the mass of the tower of states. The monodromy
also acts on the spectrum of states picking out a specific infinite set of states.

So far we have only considered a single point P at infinite distance. But the
moduli space is a high-dimensional space, and P actually belongs to a continuous
set of points which together form an infinite distance locus. This full locus can
be characterised by discrete data related to T. The locus can also intersect other
similar infinite distance loci. Together, all these loci form a network of infinite
distances. This structure is perhaps best illustrated with an example. In figure
we present an example field space, the complex structure moduli space of a
particular Calabi-Yau manifold. Each locus of infinite distance in the moduli space
is denoted by a solid line, and the full structure of the network is manifest. The
loci in figure B2 are labelled by a type, which (for Calabi-Yau threefolds) can be I,
II, ITI, or IV. Type I loci are at finite distance in moduli space. Type II, III or IV
loci are at infinite distance and the increasing type denotes a sense of increasingly
strongly divergent distances. In [H] a generic point P on one of the infinite distance
loci was assigned a type inherited from the locus type.? This was done away from
the intersection points and is in this sense a purely local analysis.

In this chapter we will begin to explore the global structure of the infinite distance
network. The first thing we will introduce is a more refined classification of the

2The notation in [H] is that types I, II, III, IV are labelled by d = 0,1, 2, 3 respectively.
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Conifold

Orbifold

Figure 2.2: Figure showing an example field space with multiple infinite distance loci.
The example is the (resolved) complex structure moduli space of the (mirror of the)
two parameter Calabi-Yau P1+%22(8] as studied in [I1X]. Each infinite distance locus is
denoted by a solid line and assigned a type labelled by II, III, or IV. We also show special
finite distance loci with dashed lines, and these are associated to type I. Some well-known
loci are labelled explicitly, the finite distance conifold and orbifold loci, and the infinite
distance large complex-structure point.

infinite distance loci which takes into account important additional data. The type
will now be supplemented by a numerical sub-index, so for example, will take the
form II,. This more refined type can then change, or enhance, at points where
the loci intersect. In figure 23 we give a different example of an infinite distance
network where we now focus in on the intersection structure in a particular region.
We see that the loci are assigned a more refined data type and also each intersection
locus has an associated type which may differ from the generic point on the locus.
We will explain what the more refined data captures, and how it can be calculated
from the monodromy 7.

The next step will be to understand the distance conjecture when approaching
the intersection points themselves. The whole notion of the nature of the infinite
distance is vastly more complicated at the intersection points. In particular, the
finiteness of the distance itself, as well as the masses of states, become path depen-
dent questions. So whether a state becomes massless or not at the intersection loci
depends on how one approaches them. We will show how to incorporate this path
dependence into the formalism.

The refined discrete data not only gives the properties of the infinite distance loci
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Figure 2.3: Figure showing an example intersecting network for the (mirror of the) Calabi-
Yau P11 16-9[18] as studied in [IT9]. In this case we focus in one a particular region of
the network, within the box, and show the more refined data for each locus including the
sub-index. At the points of intersections the type of a locus can be modified. We show
the types associated to each intersection point in the focused region.

but also the rules for which types of infinite distance loci can intersect each other
and what are the possible types to which they could enhance on the intersection
points. We therefore find rules for what type of infinite distance networks could
be built. These intersection rules have deep mathematics behind them, as initially
developed in [76] and studied recently in [I13]. The rules can be expressed in terms
of which types of infinite distance loci can enhance to which types over certain
sub-loci corresponding to intersections. Expressed this way the intersection, or
enhancement, rules for two example classes of networks are shown in figure 4.
The example network in figure 23 falls into the type h%! = 2. One can then readily
check that the enhancement of the locus types at the intersections indeed follows
the general rules.

In [A] the tower of states was identified as generated by an infinite action of the
monodromy matrix 7" on some BPS state charge. In this chapter we will introduce
a more general notion of such a tower that is associated to the monodromy action,
which we term a charge orbit. A crucial aspect of the charge orbit is that it will
not be associated to a point on an infinite distance locus, but to a patch, which
means that it can capture the structure of intersections. This will therefore form a
first step towards connecting the towers of the different infinite distance loci into a
network. A non-trivial result which we will be able to prove already is that if the
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2 Infinite Distance Networks in Field Space and Charge Orbits

Figure 2.4: Graphs of allowed type enhancements for field spaces with h%! complex fields.
In terms of Calabi-Yau geometries, h®! is the associated Hodge number. An arrow
denotes that a starting type of locus may enhance over a sub-locus, corresponding to an
intersection, to the end type. Note that the enhancement relations are not transitive. For
example, in the K2l =29 case, there is a chain of IIp — II; — IV2 enhancements, but
there is no direct enhancement from Iy to IVs.

type of the infinite distance increases at the intersection, then there is an infinite
charge orbit of states which become massless approaching the locus even away
from the intersection point itself. We call this an inheritance of a charge orbit by
a locus from its intersection point. It is important to note, however, that in [G]
the monodromy induced tower was shown to be populated by BPS states, while
in this chapter we will identify the charge orbit but will be unable to prove that it
is populated by BPS states. Nonetheless, we propose that it indeed captures the
tower of states of the distance conjecture, while leaving a proof in terms of BPS
states for future work.

The chapter is structured as follows. In section 222 we introduce the formalism
and underlying theorems which we will use in the chapter. In section 223 we show
how the data of the type of infinite distance locus can be used to form a complete
classification of such loci, and how this type can be extracted from the discrete
monodromy. In section 24 we utilise these results to define the charge orbits
at intersections of infinite distance loci. We summarise our results, and discuss
extensions and interpretations of them in section EZ3. In the appendix we present
a detailed analysis of some example intersection loci as well as collect some of the
more technical formalism.
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2.2 Monodromy and Orbit Theorems in Calabi-Yau
Moduli Spaces

In this section we introduce, and develop in a way adapted to our needs, the crucial
mathematical theorems and structures associated to so-called orbits. As briefly
discussed in Section I, the central elements are the nilpotent orbit theorem, the
S1(2)-Orbit theorem and the growth theorems. The theorems lead to a detailed
and powerful description of the moduli space locally around any singular loci.
In particular, we will utilise their multi-variable versions which will allow for a
description of a patch of moduli space that can include intersections of infinite
distance loci.

2.2.1 Complex Structure Moduli Spaces and Monodromy

The focus of this chapter lies on a particular sector of Type II string compacti-
fications on Calabi-Yau threefolds and we will develop the concepts reviewed in
Section 273 further. More precisely, we will investigate the geometry of the field
space spanned by the scalars in the N' = 2 vector multiplets arising in these com-
pactifications. These scalars correspond to complex structure deformations of the
Calabi-Yau threefold in Type IIB string theory and complexified Kéhler structure
deformations in Type ITA. Since these two compactifications are deeply linked via
mirror symmetry, it will often suffice to address only one of the two sides. In par-
ticular, it is important to recall that the complex structure side captures the more
general perspective and hence will be the focus for the first part of our exposition.
Later on, we will address aspects of the Kéhler structure side by discussing large
volume compactifications.

To begin with, let us denote the complex structure moduli space by M5 and
introduce the Weil-Petersson metric gwp that arises in the Type IIB string the-
ory comactification. The space M, has complex dimension h?!, where h?? =
dim¢ (HP(Y3)) are the Hodge numbers of the Calabi-Yau threefold Y. In a local
patch we can thus introduce complex coordinates z!/, I = 1,...,h%!, which are
called the complex structure moduli. The metric gwp on Mg is special Kéhler
and determined by the complex structure variations of the holomorphic (3, 0)-form
Q on Y3 [00,21,020]. Its components g;; = 0,:10;sK can locally be obtained from
the Kéhler potential

K(z,2) = —log [1/ Q/\Q} = _log [iﬁfnwnj} : (2.2.1)
Y-

3
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2 Infinite Distance Networks in Field Space and Charge Orbits

In the second equality we have expanded (2 into a real integral basis vz, Z =
1,...,2h%t + 2 spanning H3(Y3,7Z). More precisely, we introduced

O=TFrz, nzg= —/ YT AT - (2.2.2)
Y3

In order to simplify notation we will introduce bold-faced letters to denote coefli-
cient vectors in the three-form basis vz, i.e.

M= (I',... 2" +2) T (2.2.3)

The complex coefficients IT* can be shown to be holomorphic function and are called
the periods of Q. Let us stress that z!, IIZ, and 7 are adapted to the considered
patch in M and can very non-trivially change when moving to different patches
in Mgg.B

It is important to discuss the possible transformations preserving the above
structure. To begin with, we note that n = (nz7) is an anti-symmetric matrix. It
defines an anti-symmetric bilinear form

S(v,w)ES(v,W):anWE—/ VAW, (2.2.4)
Y3
where v, w are three-forms in H3(Y3, C) and v, w are their coefficient vectors in the
integral basis yz. We will use the notations S(v,w) and S(v,w) interchangeably.
One shows that the group preserving 7 is the real symplectic group Sp(2h%! +2, R)
acting as

M™gM =5, M € Sp(2h*! +2,R) . (2.2.5)

The action of this group thus corresponds to actions on the basis that preserve
S(v,w) = S(Mv,Mw). Crucially, we stress that they do not correspond to a
symmetry of the effective theory, but rather to a choice of frame in which to
consider the fields. The true symmetry of the effective theory is encoded by the
so-called monodromy group T' C Sp(2h*! + 2), which we will discuss next.

A crucial fact about the complex structure moduli space M is that it is nei-
ther smooth nor compact. It generally admits points at which the Calabi-Yau
manifold becomes singular. These form the so-called discriminant locus. Clearly,
it is non-trivial to show general results about these discriminant loci and we first

3Furthermore, there is the freedom to rescale the whole vector IT with a holomorphic function
f(z), which corresponds to a Kéhler transformation of (EZ20). While one should keep this
freedom in mind, we will not mention it again.
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2.2 Monodromy and Orbit Theorems in Calabi-Yau Moduli Spaces

summarize some of the main abstract results. Later on we will give a more de-
tailed classification of what actually can happen at this locus. Firstly, we note
that the moduli space of smooth Calabi-Yau threefolds is quasi-projective [IZ1],
which roughly implies that as long as one removes a divisor A corresponding to
singular Calabi-Yau manifolds it can be embedded into a projective space. The
discriminant locus A; can have a very non-trivial structure, since it will generi-
cally consist of many intersecting components. Crucially the singularities of the
Calabi-Yau manifolds can get worse when moving along A;. A cartoon picture of
this is shown in figure P23 and we already gave a more realistic description of an
actually occurring moduli space in the introduction, see figures 2 and EZ3. It was

=) (=<

Figure 2.5: Two normally intersecting divisors of the discriminant locus A. The singularity
of the Calabi-Yau threefold, here depicted as genus-two Riemann surface, worsens at the
intersection.

divisors Ay that intersect normally. This result is crucial to justify the local model
that we employ to describe the individual patches of the moduli space. Hence, in
the following we will always work with the desingularized discriminant locus A. Tt
will also be convenient to introduce a shorthand notation for the intersection of [
divisors we define

Akl...kz = Akl Nn...N Akl . (226)

Another important aspect of the above description of Mg is the fact that IT
can be understood as being multi-valued and experience monodromies along paths
encircling the divisor components Ay of A. To make this more precise, let us
introduce local coordinates 2!, such that the divisor Ay, is given by 2*¥ = 0 for some
k € {1,...,h*'}. The intersection of divisors Az and A; can be parametrized if
one introduces several vanishing local coordinates z*¥ = 2! = 0. We encircle Ay
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2 Infinite Distance Networks in Field Space and Charge Orbits

2mizk . In general the periods will non-trivially transform with a

by sending z* — e
matrix Ty. When defining the monodromy, especially when writing T} as a matrix,
there is a choice between whether the T}, is defined to act on the homology 3-cycles
or the cohomology 3-forms. Our convention in this chapter is to let the monodromy
act on the integral basis of the 3-forms. Explicitly, with a multi-valued integral
basis of 3-forms chosen to be {yz}, the monodromy operator T} induced by the

loop 2F — €2™2F is defined by
yz(oo @@k ) =y, 2R ) (Tk)g , for all Z. (2.2.7)
In terms of the period vector Il, under our convention, we have
(..., ™k )y =T P I(..., 25, . (2.2.8)

The monodromy matrices are shown to be quasi-unipotent [75,123], i.e. they sat-
isfy an equation of the form (7™ — Id)"*! = 0 for some positive integers m,n.
Furthermore, the monodromies arising from intersecting divisors Ay, A; commute
[Tk, T;) = 0. This fact remains true for each pair of monodromy matrices if one
considers higher intersections. Collecting all T}, from all components of A one ob-
tains a group I' known as the monodromy group. It preserves the pairing 7, such
that by (222H) we have

I C Sp(2h** +2,R) . (2.2.9)

More abstractly, the monodromy group can be defined by considering representa-
tions of the fundamental group m (M,s) acting on the period vectors. In general,
the elements of I' will not commute. However, in this chapter we will restrict
ourselves to the commuting monodromies arising at intersections of divisors Ay.

In the next section we will have a closer look at the singularities occurring along
the Ax and their intersections. In order to do that it will be important to extract
the unipotent part T,gu) of each Tj. We define

1
Nip = — log(T™) = 1og(T,§“)) , (2.2.10)
my,

where my, is the smallest integer that satisfies (T}"* — Id)™**! = 0. This implies
that the Ny are nilpotent, i.e. that there exist integers ny such that

NPl =0, (2.2.11)

Since each T}, preserves the bilinear form S introduced in (2224), i.e. S(T}-, Tk-) =
S(-,-) one finds
S(Npv,w) = —=S(v, Nyw) , (2.2.12)
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and since T,gu) € Sp(2h*! + 2,R) we have N € sp(2h*! + 2, R), where sp(n,R)
is the Lie algebra of Sp(n,R). The nilpotent elements Ny will be the key players
in much of the following discussion. Therefore, it is convenient to make a base
transformation and pick right away coordinates for which the monodromies are
unipotent. This can be achieved by sending 2* — (2¥)™*. We should stress that
this implies that we lose information about certain types of singularities, such as
orbifold singularities. We will see below that it is the unipotent part of T} that
encodes whether or not a point on A is at finite or infinite distance. In fact, one
checks that the above coordinate change does not alter the discussion relevant to
this chapter.

2.2.2 Approximating the periods: Nilpotent orbits

In this section we discuss the first important tool which is used in establishing the
mathematical structure that we will explore throughout this chapter. The gen-
eral important question one wants to address is: Are there simpler functions that
approximate the periods IT introduced in (2222) and capture some of their key fea-
tures? In the following we will introduce a set of such functions known as nilpotent
orbits following [I75]. These not only approximate the periods, but also share their
transformation behaviour (2228) under local monodromy transformations. We will
also comment on the importance of nilpotent orbits in the context of variations of
Hodge structures.

To begin with, let us note that the periods IT of 2 are in general very complicated
functions on the moduli space Ms. This can be already expected from the figure
2. Hence, at best one can hope to approximate the IT locally. The nilpotent orbits
approximate IT in a local patch denoted by £ containing points of the discriminant
locus A. The local patch is chosen to be of the form

£ = (D*)"e x Dh™"' —ne | (2.2.13)

i.e. a product of punctured disks D* = {z € C |0 < |z| < 1} and unit disks D =
{¢ € C||¢| < 1} so that the singular point “lies in the puncture”. In other words,
we approximate the periods near points at the intersection of ng discriminant
divisors A;, i = 1,...,ng, but away from any further intersection. The introduced
local coordinates 2/ = (2%, ¢*) parametrize the ng intersecting discriminant divisors
A, given by z* = 0. The coordinates ¢* parametrize additional complex directions
and do not play an important role in the following discussion. We have introduced
the nilpotent matrices IV; in (22210). It was then shown by Schmid [i75] that locally
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2 Infinite Distance Networks in Field Space and Charge Orbits

around the point P with 2* = 0 the periods take the form

ne

II(z,¢) = eXp[Zf%(long)Nj}A(z,c), (2.2.14)
j=1
= e){p[igj—tj]\fj}A(.e%it,C)7
j=1

with A being holomorphic in 2%, (" near P. Here we have also expressed the result
in the coordinates 1
th=a) +iy! = — log2’ . (2.2.15)
27i

This implies that crucial information about the singular behaviour of the periods
IT near the point P is in the matrices N;. Furthermore, the second essential
information is the leading term in the vector A(z, (). Since it is holomorphic it
admits an expansion

A(z,¢) = ao(¢) + a;(¢)2 +a; ()22 + ajm ()72 2" + ..., (2.2.16)

with the ag((), a;(¢) ,... being holomorphic functions of ¢**. The nilpotent orbit
theorem underlies the statement (2221d). Namely, it establishes the fact that the
periods IT are well-approximated by the nilpotent orbit

ne ne

I, = exp[; —%(log 2)Nj|ag(¢) = exp[zg —thJ} ao(() (2.2.17)
j= i=

where an estimate how well the orbit (E22I7) approximates the actual period II
was given in [75] and [76]. We stress that the nilpotent orbit drops the exponential
corrections in the coordinates t, i.e.

I, ¢) = exp[37 = 07N (a0(¢) +0(™) ) (2.2.18)

nilpotent orbit IT,j

This result is crucial, for example, in evaluating the leading form of the Kahler
potential (222).

Having defined the nilpotent orbit, one immediately sees that it shares the trans-
formation behaviour of the periods under the shifts t* — t* — 4%, i.e.

(.. t =1, ) =M (. 65, ) =T T, t5, ) . (2.2.19)

Here we stress again that Ny defined via (22210) only captures the unipotent part
of the monodromy transformation, which is the only relevant part since we assume
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2.2 Monodromy and Orbit Theorems in Calabi-Yau Moduli Spaces

a coordinate transformation t* — myt* as at the end of subsection 2221 have been
performed.

Let us close this section by recalling some basic facts about Hodge structures
and Hodge filtrations and their relation to nilpotent orbit. Recall, that the third
cohomology group splits for a given complex structure as

H3(Y3,C)=H* o H*' 9 HY? @ H*® . (2.2.20)

This (p, q)-split for a smooth geometry Y3 defines a so-called pure Hodge structure
of weight 3 (see appendix P7Al for some additional details). The changes of this
split as one moves in complex structure moduli space are captured by the study
of variations of Hodge structures. In order to make this more explicit, we first
combine the HP¢ as

F3 = g30 F?2 = B30 g g1

F'= g3 ¢ g2 @ H'? FO— 30 @ B2 @ 52 @ 5P (2.2.21)

These complex spaces vary holomorphically with the complex structure moduli z”.
Introducing a flat connection V; = V9.1, known as the Gauss-Manin connection,
one has V;FP C FP~1, For Calabi-Yau threefolds one furthermore finds that all
elements of the lower FP, p < 3 are obtained as derivatives of F'® spanned by the
holomorphic (3,0)-form. Roughly speaking this implies that all information about
the filtration F = (F3, F2, F1, F?) is encoded by Q.

Since the periods of 2 are approximated by the nilpotent orbit given in (222117),
we can also obtain a filtration by taking derivatives of Il,;; when IT,; is represented
in a flat frame. Concretely, we evaluate

0,4 0,j
IL.; — N; I ;) NiNanil i S (2.2.22)

and note that the derivatives with respect to (" are encoded by V.ag, V.Vaag,
etc. Due to the nilpotent orbit theorem the derivatives of Il,; approximate the
elements in spaces F'2, F'*, F° up to corrections proportional to 27 = e2mit’ Clearly,
when moving to the points on A by sending ! — ico the elements (Z2222) are
singular. However, this singularity arises in I1,; and all its derivatives only via the
exponential prefactor exp( , t'N;). As we discuss in the next subsection, we can
characterize singularities after dropping the singular prefactor, e.g. by replacing
(=222) with

ag —— N;ag —— N;Njap — ..., (2.2.23)
and considering in the ("-directions the derivatives Vag, Vag, etc. The limiting
Hodge filtrations FX spanned by these vectors will be discussed in more detail in

the next subsection.
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2.2.3 Characterizing Singularities in Calabi-Yau Threefolds

We now have a closer look at the arising singularities at the divisors A; and their
intersections. In subsections 231 and ZZ32 we summarize a recent classification
of singularities and allowed enhancements carried out in [IT3]. This chapter builds
on many important and deep mathematical results about so-called limiting mixed
Hodge structures. This subsection aims to give the reader a somewhat condensed
summary of the underlying mathematical tools with some additional details de-
ferred to appendix EZAL

The basic object that one associates to the points on A is a limiting mixed
Hodge structure. For our purposes, rather then introducing in detail the con-
cept of a mixed Hodge structure, it turns out to be useful to directly work with
the so-called Deligne splitting. We will introduce this splitting in the following.
Roughly speaking it captures a finer split 1”7, p,q = 0,...,3 of the third coho-
mology group H3(Y3,C) as one moves to a singularity of Y3. In other words the
(p, q)-split (E2220) for a smooth geometry Y3 splits into this finer Deligne splitting
schematically depicted as

I3,3
13,2 12,3
[3,1 12,2 11,3
move to A
(];13,07 H2’1, H1’2, H0,3) 1'370 1'2,1 11,2 IO’3
[2,0 Il,l 10,2
Il,O IO,l
IO’O

(2.2.24)
To introduce this splitting we follow the filtration F' = (F?, F?, F1 F) given in
(1) to a point in A. As pointed out already in the previous subsection the
form will become singular in this limit. However, we can remove these singularities
as we discuss in the following.

We begin our consideration with the simplest situation, namely consider points
on a divisor A; that are not elements of any other Ay, i.e. we are away from any
intersection locus Ay; = A; N'A;. We denote this set of points by AS, generally
setting

p=Ar—JAn- (2.2.25)
1#k

To reach the locus A; we have to send 2z* — 0, which by (E22718) is equivalent to
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t! — ioco. For points on A$ one shows that

FP(A}) = lim exp [—t'Ny] F?, (2.2.26)
tl—ioco
is well-behaved. In this expression we let Nj act on the basis vz in which all
elements of F? can be expanded. Clearly, FP(AY) is defined on A} and still depends
homomorphically on the other h%! — 1 complex structure moduli.

Let us next move towards the intersection of A; with another divisor, say A,
in A, i.e. let us consider the surface Ao = A; N As. This requires to send both
21,22 — 0 or t},#? — ico and one shows that the spaces FP(A$) are also not
generally well-behaved in this limit. To remedy this problem, we consider the

locus A, generally defining defined as

A = Ay — U Asim - (2.2.27)
m#k,l

Hence, AY, consists of points on Ao away from any further intersection. On this
locus one considers
FP(ASy) = lim  exp [—t'Ny — t*No] FP . (2.2.28)
tl,t2—ioco
The FP(A$,) now depend on the remaining h*! — 2 coordinates and are non-
singular. We have depicted the assignment of the FP(AY) and FP(A%,) to the

points in A in figure 28. From this discussion it should be clear that one can
proceed in a similar fashion for higher intersections.

Ay

FP(AT) —_ \
FP(AF,) A,

Figure 2.6: Association of a limiting F'* to the points on the discriminant locus.
Let us now turn to the finer split arising at the points of the discriminate locus
A. This is known as the Deligne splitting and encoded by complex vector spaces

I™% with r+s € {0,...,6}. The data defining the splitting at each point of A are
a limiting FP, such as FP(AS) and FP(AJ,) introduced in (22228) and (Z22R),
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and an associated nilpotent matrix. The simplest case are again points that are
on A§ defined in (B2225). The associated nilpotent element is simply N7. In other
words, one associates

(F(A(E%Nl) = {Ipvq(AT)}p,q:O,...B 3 (2229)

where we denote F(AS) = (F3(AY),..., FY(A$)) More involved are points that lie
on the intersection locus A{, of two divisors, since here the immediate question for
the associated nilpotent matrix arises. It turns out [[75] that one is actually free to
choose any Njps in the cone

O‘(Nl,NQ) = {a1N1 + asNo | a; > 0} . (2.2.30)

It is crucial to note that each choice of ay, as in (222230) yields the same I”7(A¢$,)
and we can pick the most convenient combination, such as N1 + Ns. In summary,
at the intersection A, and away from any further intersection, one associates

(F(AT2), N1+ Na) = {I""(A%)}pg=0....5 - (2.2.31)

It should be clear how to generalize this discussion to even higher intersection loci
Ay, ..k, introduced in (ZZ24). The associated nilpotent element are now elements
of the cone

O’(Nkl,...,Nkl) = {aklNkl —|—...—|—ak1Nkl | a; > O} . (2232)

For example, let us consider the intersection of A;, i = 1,...,[, away from any
further intersection and denote this space by A ;. By an appropriate relabelling
this is the general situation. The limiting Hodge filtration for points on such
intersections are given by

FP( (l)l) - tl,...lyitrlnﬁioo P~ Zé:l tiNi FP (2-2-33)
Then the map to the Deligne splitting is
(F(AT. ), Nw) = {I"U(AT )} pg=o,..3 - (2.2.34)

Here N(;) is an element of (222232) and we have chosen a simple representative by
picking

l
Noy=> N;. (2.2.35)
i=1
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This also allows us to introduce a notation which will be used throughout the
chapter, namely that an index (I) in brackets on a matrix indicates that we add
the first [ elements of an ordered set, i.e. (N1,...,Nj,...). Indeed, we will often
denote (EZ234) this way

= 179(A3 ). (2.2.36)

With this information at hand we are now in the position to introduce the Deligne
splitting I”? and discuss its properties. To keep the notation simple we will study
the map

(Fa,N) = A{I"}pg=0,...3 (2.2.37)

with Fa = (F3,...,FR). The FR is the limiting F? and the N stands for the
nilpotent element associated to the considered point on A. In other words (272-37)

can correspond to the cases (222229) and (222231) or any higher intersection. In order

to define the IP'?7 we first note that there is a natural set of vector spaces associated
to a nilpotent N known as the monodromy filtration W;, i = 0,...,6 . The most
natural spaces associated to a given N acting on H?(Y3,C) are constructed from
the images Im NP and kernels Ker N9. These allow us to define

We =V,

U

Ws = Ker N3,

U

Wy = KerN?+ImN,

U

W3 = KerN +ImN NKer N2 (2.2.38)
U

Wy = ImNNKerN +ImN2,
U

W, = ImN?nKerN,

U

Wy = ImN3.

The properties of the so-defined W; will be discussed in more detail in appendix
DAL Tt is a crucial fact that this filtration W; associated to higher intersections does
not depend on the precise element chosen among the ), a; N; with a; > 0 [T13].
For example, on Af,, the associated spaces W do not depend on which element
Nis in (222230) one picks.
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We now have all the required information to define the Deligne splitting
179 = FE 0 Wyq 0 (FL O Wyg + D FET 0 Wyig ) (2.2.39)
j>1
At first, this definition looks rather involved and somewhat arbitrary. However, it
has many remarkable features, such as being the unique definition satisfying

R=@pr:, w=gr:, Pi=I"mud H I".

r>p § p+q<l r<g,s<p
(2.2.40)

While the details of this definition are important in our explicit constructions,

within this section it often suffices to view 1?7 as spaces obtained from FX, N and
use the features that we will discuss next. Let us note that it is often convenient
to use the shorthand notation (F, W) to summarize the relevant data for the map
(=2239). Here F is a vector containing the spaces F3, ..., F relevant at the point
in A, and W is the weight filtration relevant at this point. This data (F, W)
also determines a limiting mixed Hodge structure as described in appendix 2ZAL
However, it will be more convenient in the following to work with the Deligne
splitting.

As a first important property of (222239) one checks that the spaces indeed define
a splitting of the total vector space. In fact, at any point of A one needs to replace
the split (22220) by

3
H3(Y3,C)= @ 177, (2.2.41)
P,q=0
where we remind the reader that the I”¢ crucially depend on the location of the
point, as indicated in (Z2229) and (222=31). One of the most important features
of the Deligne splitting arises from the fact that N acts as NFA C F £71 and
NW,; C W;_o. Applied to (E2239) we find

NP4 c ppmtat (2.2.42)

We note that this does not mean that the whole lower (p, ¢)-spaces are obtained
by acting with N. In fact, there is a natural way to split each IP? into a primitive
part PP that is not obtained by acting with N on a (p + i,q + i)-element and a
non-primitive part. Explicitly one defines the primitive parts to be

PPa — P4 N Ker NPT22 (2.2.43)

Clearly, the primitive part PP¢ of IP>4 contains the core information in the Deligne
splitting, since all other elements are obtained by the action of Ni. One shows
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that
7 =P NI (preoath) (2.2.44)
i>0
The primitive elements satisfy another remarkable feature, namely, their norm is
positive and non-vanishing for non-vanishing elements. More explicitly, one has

S(PP4 N'P™)=0for p+q=r+s=1+3and (p,q) # (s,7),(2.2.45)
P75 (v, NPT1735) > 0 for v € P70 #0, (2.2.46)

where we use the bilinear form introduced in (E224). These properties give us a
powerful tool to analyse positivity and vanishing properties of forms at A. As we
will discuss in the next subsection they are actually key in systematically classifying
the allowed singularities and enhancement patterns.

In summary, we have now explained the following picture. As we change the
complex structure moduli from a smooth Calabi-Yau threefold to a singular three-
fold on the discriminant locus on A, we need to replace the splitting of H3(Y3,C)
as in (Z224) with the IP9 defined via (E22239) or (2=240). The occurring splits
characterize the singularity at P € A. In subsection 2231 we will focus in detail on

such splits and explain how these can be classified systematically for Calabi-Yau
threefolds.

From the above construction it is clear that the precise form of IP*? depends on
the considered point on A and will generally differ for points, for example, on A}
and points on the intersection Af,. This implies that we could also move from a
generic point on AY to the intersection locus AS,. In this case we expect that the
IP9(AS) change to the IP1(AY,). We write this as

IPIAY) —  IPYUAL,) (2.2.47)

with an arrow indicating the enhancement direction. It is crucial in this step to
ensure that the polarization conditions (E222H), (E240) are transmitted correctly,
which in fact imposes severe constraints on the form of the enhancement. As
stressed in the introduction it is crucial for us not only to classify all the allowed
splittings IP-9, but also all the allowed enhancement. This formidable task was
carried out in [113] and will be the subject of the next two subsections.

2.2.4 Commuting sl(2)s and the SI(2)-orbit

While the nilpotent orbits are useful, for example, in approximating the periods
they are, in general, not a simple representation encoding the information about
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the asymptotic limit when approaching A. However, there is a foundational result
of Cattani, Kaplan, and Schmid [76], which shows that there is asymptotically a
special representation of the data contained in the nilpotent orbit (222T7). Roughly
speaking, one is able to replace (N;,ap) with (N, , &) such that the N, are part
of commuting s[(2, C) algebras and &y splits into subvectors affected by the action
of these s[(2,C). In this representation many of the asymptotic properties of the
setting are rather easy to show and can then be translated back into the represen-
tation (N;,ag). For example, the growth properties of the Hodge norm discussed
in subsection =23 are proved in this way. For us the existence of the commuting
5[(2, C) algebras will be of crucial importance when constructing the infinite charge
orbit relevant for the Swampland Distance Conjecture as we describe in detail in
section 4.

We begin our exposition by introducing the commuting sl(2, C) algebras in more
detail and introduce the steps required to explicitly construct them. In order to
do that we consider a local patch £ of the complex structure moduli space that
intersects ng discriminant divisors A;, i = 1,...,ng, which non-trivially intersect
each other. In other words, we assume that the highest intersection in £ is Ay, n,
which is obtained by intersecting all ng divisors. Clearly, all other intersections of
a smaller number of A; can also be considered. As usual we denote the monodromy
logarithms associated to A; by N;. Crucially, we will choose an ordering of the NNV;:
(N1,...,Np.), and all the results presented below will depend on this ordering.
Clearly, one still is free to pick any other ordering, but then has to adjust the
statements below accordingly. Furthermore, we will assume that the patch £ is
chosen such that the nilpotent orbit

ng
M = exp| Y —t/N; |af") (2.2.48)
j=1
approximates the periods in £. Starting from this data we want to construct as-
sociated commuting s[(2, C) algebras. Each of these algebras sl(2, C); is generated
by three elements, and we denote these triples by

commuting s((2,C); triple: (N, ,N;",Y;) . (2.2.49)
These elements satisfy the standard sl(2)-commutation relations [V;, N] = +2N*
and [NZJr ,N;] = Y;. Furthermore, the triples are pairwise commuting, i.e. all

elements in the ith triple commute with all elements of the jth triple for ¢ # j.
Together these triples define a Lie algebra homomorphism

pe: EPsl(2,C); — sp(2hn>' +2,C) (2.2.50)
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where p gives the map of the corresponding Lie groups. The S1(2)-orbit theorem
of [i76] states the properties of the triples in relation to a given nilpotent orbit.

Given a nilpotent orbit (ZZ2Z248) around the highest intersection Ay ., one can
read off the filtrations (Fa, W) with F} defined in (22233) and W;(N(,,,)) discussed
in (Z2238). Here we recall that the W; are induced by N,y = >_1*; N; or any
other positive linear combination of the N;. The corresponding Deligne splitting
I?9(Ay. ) is determined via (22239) or (22220). A splitting IP7 is called R-split,
if it obeys

Ira = %7 for all p,q . (2.2.51)

It is crucial that the limiting FX do not generally induce an R-split Deligne split-
ting. The SL(2)-orbit theorem of [76]* remedies this problem by assigning two
matrices J,( and a Hodge filtration F = eSe MF to (F,W) such that the new
Deligne splitting IP¢ derived from (F‘ , W) is R-split. This new structure (F , W)
is called the S1(2)-splitting of (F,W). We will review its construction in appendix
PB. The SI(2)-splitting is central to the construction of commuting s((2)-triples as
we discuss in appendix EX. In particular, both are linked via the relation

Yooy IP9(AT ) = (p+q—3)IP(AS ), (2.2.52)

where Y{;) = Y1 +...+Y}, and IP9(A$_,) is the S1(2)-splitting associated to A .

Note that for Calabi-Yau threefolds we have discussed after (E2222) that all
information contained in FX can be inferred from ag and its (*-derivatives and the
nilpotent elements. Hence, the existence of an S1(2)-splitting can be reformulated
to the statement that there exists a special

a9 = eSe Va . (2.2.53)

The &, for the highest point of intersection A; _,, will serve as a starting point
for the construction of the sl(2)-triples (22229). Let us denote this by

a5 = ap(AS L) - (2.2.54)

One then constructs the ay relevant at the lower intersections stepwise as we sum-
marize in appendix PZ0. The crucial point for our later discussion is the fact that the
initial step for constructing the commuting S1(2)-triples always requires to start at

((an) = éO(Acl)...np

the highest intersection. The & ) relevant for a point P € A

o
1...’n.p

4More precisely Proposition 2.20 and Theorem 3.25 of [78].
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is given by [76] 8
&' = exp (<IN, ) ATV = L =exp (<iX0)5, L N A5 (2.2.55)

This implies that considering such a point P on a lower intersection also the data

of the highest intersection AY is relevant. This non-local information will be

L..ng
crucial in section P2 when constructing an infinite charge orbit. An explicit con-
struction of the triples (N, , Nf, Y;) for a two-parameter example is presented in
appendix 211.

Another important statement of the SI(2)-orbit theorem is that the nilpotent
orbit can be written in terms of yet another orbit, namely the SI(2)-orbit ITg ().
However, in contrast to the above discussion of the nilpotent orbit approximating
the periods, the S1(2)-orbit should be viewed as an alternative description capturing
the main structure of the limiting variation of Hodge structure. Explicitly the

relation between the nilpotent orbits and the SI(2)-orbit are given by

ne ne
Il = exp{z —th]} ag(¢) = exp[z —xij} - M(y) - g9 (2.2.56)
=1 =

where the S1(2)-orbit is given by

ne

g (o) = eXp[Z—lyjN } 5 5)(C) , (2.2.57)
j=1

and we recall the notation t = % + iy’. It is crucial here to introduce the y'-
dependent matrix M (y). The S1(2)-orbit theorem states that M (y) can be written

as
y"
ng(r+l7...,yr+1> , (2.2.58)
where g,.(y',...,y") are Sp(2h*! + 2, R)-valued functions. Furthermore, functions
gr-(yt,...,y") and g t(y',...,y") have power-series expansions in non-positive
powers of y*/y%, y?/y>, ..., y" with constant term 1 and convergent in a region
5 y' y?
Rln'r:{2>)\, =>A, y’“>)\}, (2.2.59)
Y Yy

for some A > 0. In other words, writing IT,; in terms of an SI(2)-orbit ILg )
depends on the considered region ﬁl.._r in moduli space. Of course, we can always

5Note that there is an additional minus sign in the exponent compared to (4.56) of [76]. This
arises from the fact that we let N, act on the coefficients in an integer basis, rather then the
basis itself.
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reorder the y* sending y* — () to be in a region 7@0(1).__0“) that satisfies the
above conditions. This implies that the SI(2)-orbit will then be adapted to this
ordering.

2.2.5 Growth of the Hodge norm

In this subsection we introduce an important result that follows from the corre-
spondence between nilpotent orbits and commuting S1(2)s. Namely, we discuss the
asymptotic behaviour of the Hodge norm of general three-forms near the discrimi-
nant locus A. The Hodge norm on a smooth space Y3 is defined as

o] = ||v]|* = / vAxv =S5(Cv,v) , (2.2.60)
Y3

where v is a complex 3-form, * is the Hodge star operator, and v are the components
of v in the integral basis ;. In the pure Hodge decomposition (222720) the Hodge
operator acts as xv = i~ % for v € H?9(Y3). Let us note that the Hodge norm
can also be written in terms of the bilinear form S defined in (2224) and the Weil
operator C. The Weil operator acts as i?~2 on (p, ¢)-forms and is used in [75,786].
The definition (E280) implies, for example, that the Hodge norm of the unique
(3,0)-form Q on Y3 is given by

HQHQEHHHQ:i/ QANQ =K, (2.2.61)
Y3

where we have expressed the result using the Kéhler potential (2221) on the com-
plex structure moduli space.

Extracting the behaviour of ||v||? when approaching a point on A is, of course, a
very non-trivial task. In fact, at first, it seems impossible that this can be done at
all; since it appears to be a highly path-dependent question. To highlight this point
further, let us consider a two-dimensional moduli space, locally parameterized by
two coordinates z',z2. We consider two divisors A; and A, intersecting in a
point (see also subsection E23). Clearly an intersection point P = Ay N Ay can
be approached on many different paths, as indicated in figure EZ0. Recalling the
discussion of subsection ZZ3-3 the points on A and A§ can be at finite or infinite
distance, and one expects that the growth of the norm |[v||? can differ greatly
when approaching a finite or an infinite distance point. Considering, for example,
[[2]|? the growth of the Hodge norm corresponds to the growth of the Kihler
potential which clearly is connected to the distance of the point. The issue becomes

particularly eminent when P is at this intersection of divisors with A of type I and
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A$ of type IV, i.e. using (E=31) one at finite distance and one at infinite distance.
The growth of the Hodge norm along the paths in figure 22 then should differ
significantly. Remarkably, the growth theorem proven in [i76] takes into account
this path dependence and nevertheless gives a universal result. We present this
results for v being a flat section under the Gauss-Manin connection V briefly
discussed at the end of subsection and briefly comment on generalizations in

To begin with let us state the growth theorem for the case that we consider points
at a single divisor A at t! = ioo, i.e. a point on A; away from any intersection.
We consider a three-form v that satisfies

ve WiN), W)= P 1"ay), (2.2.62)
p+a<j

where we recalled that W;, defined in (Z2238), can be decomposed into the Deligne

splitting 7”9 associated to the locus AS (see (22221)). Here j is corresponding to

the smallest value 0,1,...,6 such that (22262) holds. This is relevant due to the

fact that we have W; 1 C W;. Then the growth theorem [75] states, that for

Im ¢! > X and Re t' < §, with ), § being sufficiently large constants, one finds the
dominant growth

[[v]|* ~ ¢ (Tm ¢1)773 c>0. (2.2.63)

Here and below the ~ indicates that there are generally terms that grow slower than
this leading term. In particular, one can have terms proportional to (Im ¢!)J —3-k

for k > 0 or exponentially suppressed terms proportional to e~™ ¢

. Clearly, in
this one-parameter case, path dependence is not an issue.

Let us next consider the two-parameter situation, i.e. we consider a point P on
the intersection of A; and As, located at t' = ico and t? = ioco, but away from
any further intersection within A. Then the growth theorem depends on the path
taken towards the point P at t* = t? = ico. We can think of this as corresponding
to the two ways we can reach the singularity type at point P. Namely, we can first
enhance to the singularity at A} and then move to AJ, or we can first enhance to
the singularity at AS and then to Af,. This corresponds to paths 1 and 3 in figure

0. The relevant nilpotent elements are then

(1) A7 — Afy: (N1, N1+ N2, (2.2.64)
(2) AS — Afy: (N3, N1+ No) .

Let us start with the case (1) and consider a three-form v satisfying

v € Wi, (N) N Wi, (N1 + Na) (2.2.65)
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where Wi, (N1) can be split as in (22262), while W;,(N; + Na) is associated to
N; + Ny and hence splits into the Deligne splitting on A, as Wi, (N1 + No) =
D, 4<1, I7"?(Af,). Note that here /; and I5 are the lowest values for which (22253)
is satisfied. The growth theorem of [[76] now states that this v has the leading
growth

Im t!

l1—3
[Jv]|? ~ ¢ <W> Im )23, ¢>0, (2.2.66)

when approaching the intersection point ¢t' = t? = ico. In order for this to be true,
however, one has to restrict to paths in the region

Im t!
Rig=4 —— >\, Imt?>\ 2.2.67
12 { Im 22 > A, Imi™ > } ) ( )

for any constant A > 0 and demand that Re t!,Re t* are bounded by some con-
stant. We will denote such a restriction as a growth sector, so that all paths in
R12 are in the same growth sector. We have depicted this condition in figure 274.
Let us stress that the growth in (222860) is polynomial as long as [; < l5. This will
always happen, for example, for the growth of the Kihler potential e ¥ as we will
see below.

Clearly, in order to discuss the case (2) we simply have to exchange N7 and No
and t! and ¢? in all formulas. One thus finds that for

v o€ I/I/ll (NQ) N WlQ(Nl +N2) ) (2268)

one has the leading growth of the Hodge norm

Im 2\ 7° Im #2
2 1\lo—3 . _ 1
[|v]] NC(Imﬂ) (Im t')* in Rgl—{lmt1>)\,Imt >)\},
(2.2.69)

for any constant A > 0 and bounded Re ¢!, Re t.

While having only discussed the two-parameter case, the reader might anticipate
the form of the general growth theorem for any number of intersecting divisors.
We summarize this important result of Cattani, Kaplan, and Schmid [76] and
Kashiwara [I07] in the following. Let us consider the leading growth when ap-
proaching a point P on the intersection of np divisors Ay,... A, , in A located
at t! = ... = t"? = ico. To simplify the notation we recall that we introduced in
(1H) that t' = 2% + iy’. The sectors are specified for fixed \,§ > 0. The np!
orderings give different overlapping sectors. We pick for the N; the ordering

chosen ordering: Ny, Na, ..., Ny (2.2.70)
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. T T 1122
0.0 0.2 04 0.6 08 e 10

Figure 2.7: Real slice through two intersecting divisors located at z' = ™t — 0 and
2% = e¥™* = 0. The intersection point is the origin P = {|z!| = |2?| = 0}. The shaded
areas show the two overlapping regions (Z22141), (2269) a path to the singularity at the
origin can pass through, in order that the growth can be evaluated using (Z2268), (Z269)
for the constant A set to A = 0.1. Three paths of different nature with respect to this are
shown.

with all other orderings obtained by exchanging N; and t* in the following formulas.
Next we consider a v with

v € Wi, (Nay) NWi, (Ni»y) N-.. 0 Wi, (Nnyp)) (2.2.71)

where N = 25:1 N; and [; are the lowest values for which this is true. The
leading growth of the Hodge norm is then

yl 11-3 ynp_l lr,;,Pfl—S
o2 ~ ¢ () ( ) (g3 (2.272)
Yy

ynr

for some ¢ > 0. Associated to the ordering (Z22270) the growth sector for the
allowed paths takes the form

yne

. 1 np—l .
lenP:{t’: LA - S\, 4 > A, :v’<6}. (2.2.73)

It might be interesting to stress that the proof in [76] of this theorem uses funda-
mentally the S1(2)-orbit theorem briefly discussed in subsection 2224 and much of
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the technology reviewed in this section. In particular, the relevant sector (222ZZ3)
for allowed paths arises due to the convergence properties of the S1(2)-orbit and
agrees with (Z2259) in its y’-part.

As an application of this growth theorem, let us evaluate the growth of ||©2||? and
hence via (E22%1) of the Kihler potential e=#. The first step is to approximate
the periods II by the nilpotent orbit II,;. The nilpotent orbit II,; then can be
approximated by the S1(2)-orbit as in (E2258), when restricting to the appropriate
sector (ZZ209). The latter is defined using the 5(()”5) introduced in subsection 224.
While the relation between the nilpotent and SI(2)-orbit contains non-trivial y*-
dependent terms, one can show that they are bounded and do not alter the growth.
In fact, one has that the growth of both IT,;; and 5((]"5) agree such that [76]%

T2 ~ ||l ~ [[&5]]7 (2.2.74)

where the symbol ~ as above indicates that we are only considering the leading
growth near the point P on the discriminant locus. We can now infer the growth
by using the location of ag in the filtrations WZ(N(;)), where N ;) = Zle N in
analogy to (ZZ233). We note that ®

8" € Warss(NG) N Warss (Nig)) 0 Wy s (NG) - (22.75)

The integer d; is defined by

—\di z(ne) —\ditlz(ne) _
(Npy) 8" #0,  (Ny)" & =0. (2.2.76)
In other words it labels in which 177 the é(()"g) resides at the various intersection
loci. Denoting the SI(2)-split Deligne splitting on A® , by IP9(AS ,) one has
58”5) € I3 (AS ) for k =1,...,np. Later on in subsection =31 we will also

see that d; labels the type of the singularity at the intersection, i.e. one has
singularity on A7 , is Type I, I, III, IV «<— d, =(0,1,2,3) .  (2.2.77)

This will become more clear with the classification of singularities that we will
present in the next section. We will also show that there are restrictions on the

61n fact, it was shown generally in [76] that the growth result (EZ2-72) also hold if one multiplies
v by either exp(zi ' N;), exp(zi t'N;), or even the matrix relating IT and ag.

"This can be inferred by using (ZZZ53) extended to all a(()i). The aéi) are the vectors spanning
the SI(2)-split £3 = [3:9i on the intersection loci A? ;. The fact, that the location of a(()i) and

a(()ng) follows from the commutativity of the s[(2)-triples, as we will discuss in a slightly different
context when we study the charge orbit below.

(0]



2 Infinite Distance Networks in Field Space and Charge Orbits

allowed enhancements and in particular that d; < d;y;. Using (22273), together
with the fact W(N(;)) = W (N(;)) in the SI(2)-orbit theorem of [76], and the general
growth result (222-72) we thus find

e K o ||5[()n5)||2 ~c (y1)d1 (y2)d2—d1 ...(y’ﬂp)dnpfdnp,l ) (2.2.78)

This expression gives the general growth of the Kéhler potential for any path
approaching P in the sector (B22273). Other sectors can be obtained by exchanging
the N; and y*.

2.3 Classifying Singularities in Calabi-Yau Moduli
Spaces

In this section we summarize some general classification results that highlight the
power of the mathematical tools introduced in section ZZ2. More precisely, we will
discuss a classification of Calabi-Yau threefold singularities in subsection PZ3,
their allowed enhancement patterns in subsection E=332, and make some comments
on the classification of infinite distance points in subsection EZZ33. A special em-
phasis is given to the discussion of the large complex structure and large volume
configurations, where the presented tools and classifications are of immediate use.
We stress that the results of this section are relevant in many different contexts that
are not related to a discussion of the Swampland Distance Conjecture. Therefore,
this section can also be read independently of the main motivation of this chapter.

2.3.1 A Classification of Calabi-Yau Threefold Singularities

Having summarized the relevant mathematical background we are now in the po-
sition to present a classification of Calabi-Yau threefold singularities and allowed
enhancement patterns. While we will mostly discuss the results of [IT3], we will add
some additional new insights that are particularly useful for explicit computations.

The basic idea to classify the arising singularities of Y3 is to classify the allowed
Deligne splittings I7-?. As we described in subsection 2223 these Deligne splittings
non-trivially depend on the objects FX and N associated to the considered point on
A. The IP9 package this information in an intuitive and useful way. In particular,
one can introduce to each point of A a limiting Hodge diamond containing the
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dimensions of the I”9 given by
i3’3
2'3,2 ,L'2,3
3,1 22 13
30 %1 it? i%3 P9 = dime IP9 . (2.3.1)

Since the IP”? represent a finer split of the cohomology near the singularity, we
can decompose original Hodge numbers for the smooth geometry at the considered
point on A into the Hodge-Deligne numbers as

3
WP =N e p=0,...,3. (2.3.2)
q=0

Furthermore, one can deduce several properties of a limiting Hodge diamond ®

Pl = 0P = 303 P for all p,q , (2.3.3)

Z'pfl’qfl é ip’q, for D + q S 3. (234)

Given these properties, a first step in classifying singularities is to classify all pos-
sible Hodge-Deligne diamonds.

For Calabi-Yau threefolds the classification of limiting Hodge diamonds is greatly
simplified by the fact that one has h3? = 1. Using (2232) that there are four
possible cases %% = 1, d = 0,1,2,3, which we label by Latin numbers following
[13], I, II, III, IV. Furthermore, due to the symmetries (22333) there are just two
independent Hodge-Deligne numbers, which we pick to be %! and i>2. In table
0 we will use a more pictorial way to represent the limiting Hodge diamonds. For

example, the limiting Hodge diamond for d = 2 is depicted as

0
1 1
0 2 0 o = 2.2
0 7/2 1 ) 2i2’1 0 o~ o — 7:2’1
0 1 0
1 1
0

8A detailed discussion of these properties can be found in section 5.2 of [IT3].
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Furthermore, we will index the singularity type with i%? writing

L2z, Il22 I1L,2.2

. IVpo . (2.3.5)

)

The allowed values for %2 are obtained form (2232) and differ for the different
singularity types as summarized in the third column of table X1 In total we thus
find 4h?! possible limiting Hodge diamonds depicted in the second column of table
2.

name Hodge diamond labels Young diagram rank(N, N2, N3),n
(a7 07 0) )
I +|-] ®a NN has
“ ®2a’ +2 a negative
eigenvalues
(2+5,0,0),
+|—| ®b nN has
11, —|+]®2 b negative and
/
L] ®2b 2 positive
eigenvalues
c
®2
Kc’< +cd=m—1 ‘
111, cre=m = ®c (44 ¢,2,0)
>y 0<c<m-2 [ ] ®2c — 2
d
— -+ ®1
d d+d =m
I b ®d—1 (2+d,2,1)
1<d<m [ ] ®2d’

Table 2.1: The 4m possible limiting Hodge diamonds with Hodge numbers h*' = m. The
label next to a dot at a point (p, q) represents the value of i”?. A dot at (p,q) without a
label represents i¥’7 = 1.

In addition to enumerating the allowed limiting Hodge diamonds one can also
characterize the associated nilpotent elements N. In order to do that one has
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to classify conjugacy classes of nilpotent elements that are invariant under basis
transformations. Recall that N is an element of the Lie algebra sp(2h%! + 2, R)
as discussed after (ZZ212). The Lie group Sp(2h%! + 2,R) acts on its Lie algebra
sp(2h%! 4 2 R) via the adjoint action, i.e. N — gNg~! for g € Sp(2h?! + 2, R).
Classifying the conjugacy classes of nilpotent elements obtained by this equivalence
is a well-known problem and it was shown in [(24,125] that it is equivalent to
classifying signed Young diagrams. While not very involved, we will refrain from
presenting the details of this classification here, but only list the relevant result in
the fourth column of table 7. The result is that to each singularity type 1, 11,
IT1,, IV, there is a unique associated signed Young diagram which characterizes
the form of N and 7. This information allows one, for example, to associate a
simple normal form of N, n to the singularity type. In order that the reader gets
an intuition for such normal forms, we give a possible choice in table Z2. In order
to obtain the complete NV, n one needs to use the building blocks of table 222 and
combine them in the canonical way to a higher-dimensional matrix.

We should stress that in many of the applications and explicit computations the
normal forms of table 222 play no role. Rather, it is often useful to have a more
basis independent way to determine the singularity type for a given N, n. In the
last column of table Z71 we have included such a distinguishing criterion. To begin
with we note that the ranks of N*, k = 1,2, 3, often differ for the various singu-
larity types, as one deduces from (22222), (22224)) and the polarization condition
(pr2s), (=228). However, there are (h?! — 1) pairs of I, and II,_5 that cannot
be distinguished by only comparing the ranks. In this case one can use again the
polarization condition to show that these cases differ by the sign of the eigenvalues
of nIN. Taking this feature into account indeed the singularity type for a given N,
7 is uniquely fixed. Clearly, the same conclusion can be reached from using the
normal forms combining table 220 and EZ2.

2.3.2 A Classification of allowed Singularity Enhancements

Having classified the allowed singularity types, we next turn to the discussion of
allowed singularity enhancements. More precisely, let us assume that on the locus
A$ the singularity type is specified by Type,(A7). We then want to answer the
question to which singularity types Type,(ASy ) this type can enhance further
when moving to A§{,, i.e. we consider

Type (A7)  —  Types(Aly) , (2.3.6)
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2 Infinite Distance Networks in Field Space and Charge Orbits

(signed)
Young N 7
diagram
0 0 0 -1
H 0 0 1 0
= 0 0 0 -1
1 0 1 0
= 0 0 0 1
1 0 -1 0
0O 0 0 O 0 O 0O 0 0 O 0 -1
1 0 0 O 0 O o o0 0 o0 -1 0
0 1 0 O 0 O o 0 0 -1 O 0
0 0 0 O 0 O 0O 0 1 0 0 0
o 0 0 -1 0 O 0O 1 0 O 0 0
0O 0 0 0O 1 0 1 0 0 O 0 0
o 0 0 O 0 0O 0 1
== 1 0 0 O 0 0 1 0
o 1 0 O 0O -1 0 O
0O 0 -1 0 -1 0 0 O

Table 2.2: List of all relevant signed Young diagrams and their associated N, n in some

normal form. The complete signed Young diagram and N, n that classify a singularity
type are composed out of these building blocks.
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2.3 Classifying Singularities in Calabi-Yau Moduli Spaces

where in the following we will denote the allowed enhancements by an arrow. It was
argued in [I13] that imposing consistency of the polarization conditions (Z243),
(2zZ28) on A and Aj, leads to non-trivial constraints on possible enhancements.
The resulting rules are shown in table P23, and their derivation is outlined later in
this section and in appendix PEZEl. It should be stressed that the enhancement rules
are actually general and apply to any higher intersection and not only to the case
of two divisors Ay, Ag intersecting in Af,.

starting singularity type enhance singularity type

I, fora <a

IT; for a < 5, a < h®!
II1; for a < &, a < h?!
IV, for a < d, a < h21

I, <

IT; for b < b
1T, < I, for 2 < b < é+2
M —=——_

IV for1<b<d-—1

III; for e < ¢
IV ; for c+2§cz

Vg IV, ford <d

Table 2.3: List of all allowed enhancements obtained by imposing consistency of the po-
larization conditions (2243), (2248). These have been shown in [IT3] and the details of
their derivation are given in appendix EZ7H.

Using the enhancement rules of table EZ3 one obtains an instructive picture of
the singularity structure of a Calabi-Yau threefold Y3 for a given h%!. In figure 22
we display the two cases h?! = 2 and h*' = 3. It is interesting to note that, as
of now, it is not known whether all allowed enhancements of table =3 are actually
realized in some Calabi-Yau threefold.

In order to deduce the allowed enhancements one has to use a substantial amount
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2 Infinite Distance Networks in Field Space and Charge Orbits

of mathematics. We will limit ourselves to some essential facts and refer the reader
to appendix PTH, where further details on the underlying constructions are pre-
sented. The main focus of this investigation lies on the primitive parts P4 C [P»4
that were defined in (ZZ243). We note that by using (ZZ2Z3) one deduces that
I33 = P3J and '3 = P73 for j = 0,1,2,3. Furthermore, we can apply (2-224)
to infer that the P9 split into the PP? as

P3’3
P32 P23
P3,1 P2’2 e NP3’3 P1,3
P3’0 P2A,1 &) NP3’2 PLZ &) NP2’3 P073 .
N P31 NP22 @ N2p33 NP3
N2P3’2 N2P2’3
N3P3,3
(2.3.7)
The primitive subspaces are thus given by
pé = p33 | P5 = p32 g p23 | (2.3.8)

P4 _ P3,1 EBP2,2 @PLS , P3 _ P3,0 D P2,1 D P1,2 @PO,B ,

where the single superscript on P” is the weight » = p + ¢ of the contained PP:4.
One of the most fundamental results about this construction is that each PJ with
j =3,...,6 can be shown to define a pure Hodge structure of weight j. Recall that
also the decomposition (22220) on a smooth Y3 provided a pure Hodge structure,
which was the starting point of the construction of the splittings relevant at the
singularities. The main idea for looking at enhancements moving from A to an
intersection A$, is to view PJ(AJ) as defining the starting pure Hodge structures
that then splits into even finer mixed Hodge structures. Representing the mixed
Hodge structures by Deligne splittings, one thus has

PI(AY) — 1P (AS,) with 0 <p+q<2j. (2.3.9)

One can rearrange the spaces [I79)7 (A$,) to form the Deligne splitting I79(A$,) of
the enhanced type. To identify the rules when this is possible makes it necessary to
use the full technology of the SI(2)-orbit theorem [76] as done in [IT3] and outlined
in appendix E27H.

As a rather simple application of the classification we can evaluate the growth
of the Kahler potential e~ % for the 10 possible enhancements of table Z=3. Using
the general result (Z278) and the link (2Z2271) of d; to the singularity type one
reads of table 2.
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Type di dy Leading behaviour of e~ ¥

LI, 0 0 const. or e~ m?
m,—1, 1 1 Tm ¢!
I, —» 100, 2 2 (Im ¢*)*
v, =1V, 3 3 (Im 1)’
L1, 0 1 Im ¢2
I, » 10, 0 2 (Im 12)°
I, -1V, 0 3 (Im 2)°
M, -1, 1 2 (Tm ¢') (TIm £2)
m,—»1v, 1 3 (Tm ) (Im #2)?
m, -1V, 2 3 (Im 1) (Im #2)

Table 2.4: Leading growth terms of e~* when approaching the singular locus t' = t* = ico
obtained by using (E22-71) and (22-7R).

2.3.3 On the Classification of Infinite Distance Points

Having introduced a classification of singularities and singularity enhancements
arising in general Calabi-Yau threefold geometries, we next turn to the discussion
of infinite distance points. To define such points let us pick a point P in the complex
structure moduli space Mg including A. P is said to be an infinite distance point,
if the length measured with the Weil-Petersson metric gwp of every path to this
point is infinite. Accordingly, we would call P a finite distance point if there exists
at least one path to this point that has finite length in the metric gwp. In the
following we will discuss the classification of finite and infinite distance points using
the classification of singularities presented in subsection P23

To begin with, we note that any two points P, () that are not on the discriminant
locus A are connected by a path of finite distance in the Weil-Petersson metric.
This implies that in order to have an infinite distance point, at least one of the
points has to lie on A and we chose this to be P. One then has to distinguish
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2 Infinite Distance Networks in Field Space and Charge Orbits

two situations: (1) P lies on a divisor Ay away from any intersection locus, (2) P
lies on an intersection locus Aggs of two (or more) divisors Ay and Ay In the
following we will discuss the two cases in turn.

Considering a point P on a divisor Ay that does not lie on any intersection
with other divisors corresponds to considering a one-parameter degeneration of the
Calabi-Yau manifold Y3. In this case one can prove a simple criterion when such
a point is at infinite distance. More precisely, it was shown in [126] that a point
on A is at finite distance if and only if NF?(Af) = 0. Using the nilpotent orbit
(1) this is nothing else then the condition

P € A7 at finite distance <= Nag=0. (2.3.10)

It is not difficult to translate this condition to the statement that the singularity
on A is Type I. Thus one concludes

P € A} is finite distance point = Type I, (2.3.11)
P € A}, is infinite distance point — Type II, Type IIT, Type IV .

This shows that the classification of singularities is sufficiently fine to separate
infinite and finite distance points A?. In fact, it clearly contains more informa-
tion, since the index on the type, as introduced in (EZ33), is not relevant for this
distinction.

Let us now turn to the more involved case that the considered point lies on an
intersection locus Ay,,. This implies that one is not considering a one-parameter
degeneration and path-dependence becomes a very important issue. It is currently
not known an equivalent condition to (2Z311) is true. The directions that are not
difficult to prove are

P € A}, is finite distance point = Typel, (2.3.12)
P € A}, is infinite distance point = Type I, Type III, Type IV .

To see this we note that in order to show that Type I implies that the point is finite
distance, it suffices to find a single path that is at finite distance. This path can
be easily chosen such that the question reduces to a one-parameter degeneration
with nilpotent operator Nj + Ny and one can use (22311). Clearly, the statement
in the second line in (EZZ3T3) is just equivalent to the statement in the first line.
Note that (22312), and its obvious higher-dimensional generalizations, can also be

stated as [I27]

P is infinite distance point =— 3JIN;ag #0, (2.3.13)
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where ag is associated via (2ZZ12) to the point on A;, ;. Attempting to prove

L
a one-to-one correspondence as in (EZ31) requires to carefully deal with a path
dependence.! We believe that this is a very important problem that, however, goes

beyond the scope of the current chapter.

2.3.4 The Large Complex Structure and Large Volume Point

A prime example of an infinite distance point in complex structure moduli space
is the so-called large complex structure point. To begin with, we first have to
more formally define such points. General definitions have been discussed in [I28].
However, with the classification of singularities presented in subsection ZZ3, we
can give a very elegant general definition. We call a point a large complex structure
point if it is a type IVj,2,1(y;) point on A that arises from the intersection of h**(Y3)
divisors Az, I =1,...,h%1(Y3) each being of type II, III, or IV. By this we mean
that a generic point, i.e. a point on A¢, on these A; has these types. While we did
not show the equivalence of this definition with the ones in [I28], we will see that
it is in perfect match with the expectations from mirror symmetry.

The large complex structure points are of crucial importance in the first mirror
symmetry proposals [I29]. More precisely, mirror symmetry states that the large
complex structure point is mapped to large volume point by identifying complex
structure and complexified Kéhler structure deformations in Type ITA and Type
IIB compactifications. One thus has a mirror Calabi-Yau threefold geometry Vi
associated to Y3. On this mirror one defines the complexified Kéhler coordinates
t!, I=1,...,hb(Y3) by

By +iJ =tlw; | (2.3.14)

where Bs is the NS-NS two-form field and J is the Kéhler form. The large volume
point is given by
th — doco, I=1,...,h0(Y3). (2.3.15)

In other words the large volume point arises from the intersection of h'!(Y3) divi-
sors in the Kéhler moduli space that are individually given by ¢! = ico. We depict
this in figure 8. Clearly, in order to consider the complete mirror moduli space
to Mcs we have to investigate the allowed values of t!. These are encoded by the
Kahler cone, which we will briefly introduce next.

In order to define the Kahler cone it is easiest to first introduce the dual Mori
cone. The Mori cone is spanned by equivalence classes of the irreducible, proper

9Tt was conjectured in [T27] that a statement equivalent to (EZ3I) is true.
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t? = ico

th =ioo large volume point

Figure 2.8: The large volume point arises on the discriminant locus of the Kéhler moduli
space at the intersection of h*!(Y3) = 3 divisors ¢! = ico.

curves on Y3, i.e. one can form positive linear combinations >, ailC, a; > 0 of
homology classes [C?] of such curves. The dual cone is obtained by

Jec HY (Ys) / J>0, (2.3.16)
C

for all curves C in the (closure of the) Mori cone. Hence, when picking a Kéhler
form inside the Kéhler cone one ensures that all proper curves have positive vol-
ume. For the following discussion it is important to point out that the Kéhler cone
is in general not simplicial. Roughly speaking this implies that we cannot repre-
sent the cone by picking h'!(Y3) generating two-forms w; and consider the linear

combination af

wr, a' > 0. In order to connect to the discussion of the previous
subsections, we will now make a crucial simplifying assumption. More precisely,
we will consider only situations that admit a simplicial Kdihler cone. While many
of our formulas are valid generally, this assumption will help us to interpret our
results more easily.

Our starting point will be the local form of the mirror periods at the large volume
point. These can be computed in various different ways, for example, by evaluating
the central charges for a set of D0-, D2-, D3-, D4-branes by using the T'-class (see,
e.g. refs. [35-8%8,30]). For these branes one can introduce an appropriate K-theory
basis

(0y,,0p,,C7,0,), (2.3.17)

where D are h''(Y3) divisors, p are points and, for A" (Y3) curves C7, the K-
theory basis are C/ := 4,0¢ (Ké/f) (see [BA], section 2.3 for their precise defini-
tion).
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2.3 Classifying Singularities in Calabi-Yau Moduli Spaces

We require that the curves and divisors are dual, i.e. that C”/ - D; = §7, and
that the Poincaré dual two-forms w; to Dj span the Kéahler cone. Furthermore,
we define

1 -
=7 [ wr AN CQ(Y},) s (2318)
24 Vs

KIJK:/ wr Nwj ANwgk by
Y3

where Ky are the triple intersection numbers and 02(}73) is the second Chern
class of Y3. Using these abbreviations one finds the mirror period vector

1

tI
QI
(i) = LKLt 5 4 LKt — by + O(e2mi) > (2:3.19)

%KUKtltJtK o (éKUI + bI)tl + iC(Sg);cg(ﬁa) + 0(627rit)
where y(Y3) = ff,g c3(Y3) is the Euler number of Ys.
Having determined the local form of the periods near the large volume point, we
use them to compute the monodromy matrix T4. Note that by (222H) the action

of T is induced by sending t4 — t4 — 1, when taking 24 = e2mit? Explicitly we

find the (2h%! +2) x (21! + 2)-matrix

1 0 0 0
—d0Ar o1y 0 0
Tx = , 2.3.20
4 0 —Kars or; 0 ( )
0  $(Kaas+Kays) —6ay5 1

where the upper left corner corresponds to the element Oy — Oy, in the ba-
sis (22314). It is interesting to point out that due to the basis choice (22314)
the T4 only depends on the intersection numbers with no b; appearing. Given
these monodromies one checks that they are unipotent and we can determine the
log-monodromies N4 by simply evaluating N4 = log T4 following their definition
(z1m). We thus find

0 0 0 0
—0Ar 0 0 0
—3Kaar —Karg 00
tKaaa  3Kajy —6a; O

Ny = (2.3.21)

This rather simple expression determines all large complex volume log-monodromies
about single divisors in the discriminant locus of the Kéhler moduli space specified
by t4 = ioco. As discussed above in (222230), log-monodromies around intersecting
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divisors are determined by positive linear combinations of these N4. For exam-
ple, the log-monodromies relevant for the discriminant locus given by t4 = ioo,
t4" = ico are given by alN4 + bNy4 with a,b > 0.

In order to also classify the corresponding singularity types using table 271, we
still need to determine the polarisation n. This can be done by evaluating the
negative of the Mukai pairing [85,87,8%8,030]. On the K-theory space the Mukai
pairing of branes £ and £’ is defined by

(.6 = /Y ch(¢¥)eh(€/)T(Y3) (2.3.22)

where —V is the dual operation, ch(—) is the Chern character and Td(—) is the
Todd class. In the basis (EZ314) one finds

0 —tKy50—2b; 0 -1
1Yy 2%; (K —-K 1) 0
n=| © 11 +20r 5 (Kprg 177) 617 , (2.3.23)
0 —017 0 0
1 0 0 0
and it always satisfies detn = 1. The inverse of n is also computed
0 0 0 1
_ 0 0 —01J 0
nt= L . . (2.3.24)
0 015 5(Kirg—Kryy) —5Krr—2br
1 0 %KJ.].] + 2by 0

These expressions now depends both on the intersection numbers, as well as the
second Chern class. As a side remark, let us note that the complete set of Ny’s
together with 5 and the Hodge numbers h?'(Y3), h'1(Y3) contain the relevant
information for Wall’s classification theorem of homotopy types of complex compact
Calabi-Yau threefolds [£31]. It is interesting to combine this fact with the following
classification of singularities.

Given the explicit forms (E237211) and (E23723) of N4, 7 it is now straightforward
to determine the singularity type using the last column table 2. Due to the lower-
triangular form of N, its powers N5 and N3 are easily computed. We immediately
see that N3 is only non-zero if K444 is non-vanishing. This is thus precisely the
condition for a type IV, singularity. Similarly, if and only if K 445 is non-vanishing
for one or more I we find that N3 is non-vanishing. Hence, the Ny is of type 111,
if Kaaa =0 and K445 non-vanishing for some I # A. The precise type III,. and
IV, are now determined by evaluating the rank of the matrix K 457 with the result
listed in table 3.
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It remains to discuss the cases I, and II, that occur if all K447 = 0. As we have
discussed in subsection =3 they can, in general, only be distinguished if we also
consider 7. In fact, we can compute /N4 and determine its number of positive and
negative eigenvalues. Explicitly, we find that

204 —3Kass 0as 0
1
LKyan— Kira) —Ka 0 0
T I (2.3.25)
0 0 0 O

where we need to impose Ka4; = 0 for all I. It can be now easily seen that
this matrix has positive eigenvalues. In fact, evaluating VInN,V = 2 for V =
(1,0,...,0,(1 — ba)da7,0)T we find a positive direction. Hence, the case I, is
actually never realized for the N, n given in (2237211), (223=23). We thus conclude
that we can distinguish also the precise type II, by evaluating the rank of the
matrix K 475 as listed in table 223.

name rtank(Kaa4) rank(Kaar) rank(Kary)

1T, 0 0 b
I, 0 1 c+2
IV, 1 1 d

Table 2.5: This table list the conditions on N4, 1 given in (EZ321) and (E=323) that ensure
a certain singularity type on the discriminant divisor t* = ico for a single coordinate.

Note that rank(Kaa4) and rank(Kaas) are either 0, 1 depending on whether these
quantities are trivially zero or non-zero.

To conclude this section, let us note that the large volume point ¢4 = ico for
all A=1,...,h"(Y3) has precisely the properties mirror dual to a large complex
structure point defined at the beginning of this subsection. To see this, let us first
show that it is a point of type IV,1,1. In order to do that we have to analyse the
sum of all N4 with positive coefficients. A convenient choice is to pick the Kéhler
coordinates v4 = Im ¢, which are positive in a simplicial Kéhler cone. Hence we

consider
0 0 0 0
—v! 0 0 0
N=S"vAN, = Y 2.3.26
EA: —3v K a1 —v*Kar; 00 ( )
s K a4 §Kass  —v7 0
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If we now compute N3, we simply find a matrix which only has a single entry
proportional to the volume %K]JKUIUJUK. Hence, the rank of N3 is 1 and we
conclude from the last column in table 273 that the singularity is type IV4. To deter-
mine d we need to evaluate the rank of N itself. However, the contraction VAK Arg
is crucial in defining the metric on Kéhler moduli space and is full rank [33]. So
indeed, we find that the singularity t4 = ioco is of type IVy11(y,)- Furthermore, all
the intersecting divisors have type II, III, or type IV as discussed above.

2.4 Charge orbits and the Swampland Distance
Conjecture

In this section we analyse the Swampland Distance Conjecture (SDC) using the
powerful geometric tools about the complex structure moduli space introduced so
far. To begin with, let us first recall the statement of the SDC adapted to our
setting. It implies that when approaching any infinite distance point P along any
path + one should encounter a universal behaviour of infinitely many states of the
theory sufficiently close to P. More precisely, picking a point Q' in a sufficiently
small neighbourhood of the infinite distance point P, and then moving along the
geodesic towards P onto a point P’, the SDC asserts that one should be able to
identify an infinite tower of states with masses M,,,, m = 1,..., 00, behaving as

My, (P') & My, (Q') e 4@ (2.4.1)

where M,,, (P'") and M,, (Q’) are the masses of the states at P’ and @, respectively.
Here d(Q’', P') is the distance along the geodesic in the Weil-Petersson metric de-
termined from the K&hler potential (22270) and 7 is some positive constant. In
other words, the SDC not only asserts that there is an infinite tower of states be-
coming massless at P, but also that this has to happen exactly in an exponentially
suppressed way (221).

The goal of this section is to identify such a candidate set of states. As in [§], we
propose that these states arise from BPS D3-branes wrapped on certain three-cycles
in the Calabi-Yau space Y3. In the case of one-modulus degenerations studied in [5]
arguments were presented, by using walls of marginal stability, that the proposed
tower is actually populated by BPS states. In this chapter, we will focus solely on
identifying the tower of states, and will not be able to show that they are indeed
populated by BPS states. We leave such an analysis for future work, and for now
will assume that the identified tower of states is indeed populated by BPS states.
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Asserting that the constructed tower indeed consists of BPS states with charges
Q, we can use the central charge Z(Q) to compute their mass M = |Z(Q)|. The
explicit form of Z(Q) is given by ™

Z(Q)=e> | HAQ=¢> SII,Q), (2.4.2)
Y3
where H is the three-form with coefficients Q in the integral basis ~;, the € is
the (3,0)-form introduced in (2222) with periods I, and K is the Kéhler potential
given in (2227).

We construct the infinite set of states relevant for the SDC by introducing, what
we call a charge orbit. In the one-parameter case this is the same as the monodromy
orbit of [6]. It will be obtained by acting on a seed charge vector qg with the
monodromy matrices relevant in a local patch around the infinite distance point
P. Due to the multi-parameter nature of our analysis, we will change notation
with respect to reference [6] and denote the infinite charge orbit by

Q(q0|m17"'7mn) ) (243)

where mq, ..., m, is a set of integers labelling the considered states, as we discuss
below. The charge orbit will be infinite, if there are infinitely many allowed values
for my,...,my,.

2.4.1 Single parameter charge orbits

To give a comprehensive introduction of the charge orbit, we will first discuss a
single parameter degeneration ¢! — ico, where we consider only the divisor A; C A
disregarding any further intersections. In other words we consider a local patch £
intersecting A1, but not containing any other component of the discriminant locus
(see figure ). Such one-parameter degenerations have been discussed at length
in [5]. We will introduce a slightly modified description in the following which will
then match more seamlessly unto the multi-parameter analysis.

In analogy to a one-parameter nilpotent orbit (22217) and a one-parameter SI(2)-
orbit (ZZ231), we define the charge orbit as

Q(qo|m1) = exp [m1N1] qo , (2.4.4)

where m; is an integer. Note that since the monodromy matrix 77 = exp [N7] the
Q are simply the charges obtained by acting with the monodromy matrix 77".

10Note that we have exchanged IT and Q in S in order to absorb the minus sign in (ZZ=Z4).
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'— charge orbit Q

Figure 2.9: Associating a charge orbit to a point P € A; in local patch £ in moduli space.
In this single parameter degeneration no intersection locus of A; within A is in £.

Since we consider an infinite distance point P the results of subsection =33 imply
that N; is non-trivial and thus 77 is of infinite order, i.e. there exists no m such
that 77" = Tj. In order that the orbit is actually infinite, we further have to
demand that

Niqo # 0. (2.4.5)

Hence the definition of an infinite charge orbit agrees with the one in [f].

Let us next consider the second crucial part of the distance conjecture, namely
that the infinite tower of states becomes exponentially light towards the infinite
distance point. As mentioned above, we will assume that the considered states
are BPS D3-branes, such that their masses are measured by |Z|, with the central
charge Z given in (Z272). Near the point P we can use the one-variable nilpotent
orbit I,y = exp [t'N1] ag, to approximate the behaviour of the central charge

Zosy(Q) = €% S(IL1, Q) . (2.4.6)

Note that using the results of subsection 222 the asymptotic central charge
Zysy(Q) differs from Z(Q) by terms proportional to the exponential 627Tit1, which
are strongly suppressed in the limit Im #! — oo. Inserting (223) into (ZZ1), we
realize that |Z(Q)| = | Zasy(Q)| — 0 is equivalent to demanding

| Zasy(do)| — 0 . (2.4.7)

This can be deduced by moving the exponential ¢™* N1 onto IT,; and absorbing it
by a shift Re{tl} — Re{tl} — 1. Hence, in order to find an infinite massless charge
orbit Q we have to demand that the seed charge qg satisfies (2273) and (22=7).
Let us now construct the seed qg for an infinite massless charge orbit Q. We
first note that there is a particular set of charges that is massless which in [4] were
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termed to be of type II. They are obtained as elements of the space
Mu(ILy) = {quz € H3(Y,Z): S(q,NFag) =0, Vk} : (2.4.8)

where we have considered vectors q over the integers Z. Note that this space
depends on the data (N7, ag) defining the nilpotent orbit. Stated differently, these
are precisely the states that are orthogonal to the nilpotent orbit IL,;. Their
asymptotic central charge (E2) vanishes trivially, which implies that the full
central charge Z vanishes by exponentially suppressed terms e2mit’

BPS states which become massless as Im t' — oo, but which are not of type
II, are called type I states. In [6] arguments were presented for why, given a one-
parameter degeneration, the populated BPS states are of type I, and therefore the
tower of states of the distance conjecture should be composed of an infinite number
of type I states.

It was also shown in [6] that the mass of type I states decreases exponentially
fast for one-parameter variations approaching infinite distance. This can be easily
seen since the states become massless as a power law in Im ¢!, while the leading
behaviour of the Kéhler potential (Z22%53) is logarithmic in Im ¢!. This matches
the behaviour predicted by the distance conjecture.

Let us now determine a the set of states that become massless at P. To begin
with we give a sufficient condition for a charge q to become massless at P. In
order to do that we note that the central charge Z(q) can also be written with the
help of the Hodge inner product S(Ca,b) = ng a A *b, which is the inner product
associated to the Hodge norm (2200). Using the fact that CII = —iII together
with (222351) we find that Z(q) can be written as

|S(CTL q))

2@ = gy

<lall (2.4.9)
where we have used the Cauchy-Schwarz inequality |S(Cv, )| < [|v||||u]]. We
thus conclude that if the norm ||q|| goes to zero at the singularity, the charge q
yields a massless state. Now we can use the growth theorem (Z257), (222BH3) to
infer that

lg|| =0 <= qeWwlfori<2, (2.4.10)

which identifies vector spaces that contain massless states. It is important to stress
that the condition (EZ) is a sufficient, but not necessary condition that a charge
q is massless.

Finally, we relate the result (22710) to the classification of singularities discussed

in subsection 2Z31. We use the fact that WJ(-C =& 1P and apply the clas-

p+q<j
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2 Infinite Distance Networks in Field Space and Charge Orbits

sification of Hodge diamonds for the singularity Types I, II, III, and IV given in
table 2. Using (2234) and (223R) we realize that

Type I: Wy C My, WL =0, WE =0,
Type II : Wi = N, P, wE =0, wE =o, (2.411)
Type III : WE = N, P* @ N2P? WE =N2P5 WE =0, o

Type IV : Wi = Ny P* @ N2PS @ NP PS, W = N3P Wt = N} PC.

We stress that only for the Type IV singularities all spaces WY, W and ng
are always non-zero due to the existence of the non-trivial vectors N7ag, j < 3.
Finally, combining this with the requirement that Nqo # 0 as well as the fact that
N1W; C W;_s we find that only Type IV singularities straightforwardly admit an
infinite massless charge orbit Q.

Let us have a closer look at the qg in the case of a Type IV singularity. From
the above discussion we require qo € WQQ Furthermore, we note that Wy =
I @ 190 = Ny P22 @ N2P33 and stress that

S(N,P*% Nfag) =0, (2.4.12)

for all k, since ag spans P33. The latter condition shows that N; P22 is a type II
state. Since we require the orbit to be composed of type I states, we can therefore
determine that qg must have a non-trivial component in N2 P33, so qo ¢ N1 P%?2.
In fact, we propose a particular element of the R-split P33, which can be written
as

qo ~z N2alY . (2.4.13)

Here we have introduced new notation ~z which is rather involved but has a precise
definition as follows.

Consider an element a in W), where [ is the smallest possible index. If it is
possible to add to a some other elements in VVl(C N Ker N such that one obtains an
element in WlQ, then ~z a is defined as the associated element of V[/l@. If it is not
possible, then ~7 a is defined to vanish.

In utilising ~z in (ZZ13), we will assume that defined this way qo is non-
vanishing. This is true in any example we have studied, but we have no proof that
it is always the case. Note that for the particular case of the one-parameter example
(z213), acting with N7 on qo will only receive a contribution from the piece NZa,,
but the other components may be necessary in general for quantisation purposes.
Note also that we have utilised &y, rather than ag, as introduced in subsection
DZ4. Finally, it is important to emphasise that in general a; may depend on the
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2.4 Charge orbits and the Swampland Distance Conjecture

coordinates along the singular locus &g (£), and so the combination of elements
involved in defining ~7 can vary with &.

This conclusion seems to imply that the SDC cannot be shown using this con-
struction for the cases Type II and Type III. We know from the discussion of
subsection PZ33 that points on these loci are at infinite distance. In examples with
h%! =1 the classification of table 220 shows that Type III can never be realized.
However, Type II singularities do occur in explicit examples and have been dis-
cussed in more detail in [5]. These constitute interesting cases that require further
investigation. For higher-dimensional moduli spaces, we will now show that the
above construction can be generalized yielding a remarkable way to satisfy the
SDC if intersection loci of divisor A; appear.

2.4.2 Defining the general charge orbit

Having discussed the one-parameter degenerations, we next propose a general form
of the charge orbit Q(qg|m1, ..., m,) labelling the states relevant for the SDC close
to an infinite distance point P. We stress that this requires that Q labels infinitely
many states that become massless at the point P. Hence we have to carefully
define an appropriate orbit that ensures these properties. We first give the general
expression and then show that it has the desired features.

To begin with, let us stress that the definition of Q is, at first, not global on
M.s. Rather we have to adjust the orbit according to the location of P in the
discriminant A. Nevertheless, the definition of Q also is not only depending on
the location of P, but rather takes into account two additional features:

(1) the intersecting patterns and singularity enhancements of the A; in some
sufficiently small neighbourhood £ containing P,

(2) the sector R of the path that is traversed when approaching the point P.

While the first condition will be used in showing when Q labels infinitely many
states, the second condition is crucial to ensure that they become massless. It
will be an important task to carefully spell out these two properties of Q in the
following. The reason that these features occur stems from our construction of
Q using the SI(2)-orbit theorem introduced in subsection 224 and the growth
theorem discussed in subsection ZZ23.

To display our proposal for the charge orbit, it is convenient to recall some
more notation from subsections 2222 and 22Z4. We consider a patch £ around
the point P € A which might contain any type of higher intersections of divisors
A;. This patch is defined by requiring that the nilpotent orbit (22212) provides
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2 Infinite Distance Networks in Field Space and Charge Orbits

a good approximation in £ to the full periods. In other words, we can drop the
exponential corrections in £ as discussed in detail in subsection ZZ22. Let us
denote the divisors intersecting in the patch £ by A; with ¢ = 1,...,ne. As usual
we denote the monodromy logarithms associated to A; by N;. Furthermore, we
will consider a point P on the intersection of the first np divisors Ay, i.e.

PeAS (2.4.14)

1...7’Lp I

where we recall that ° indicates that we consider points away from any further
intersection as introduced in subsection 2Z273. In order to use the growth theorem
for the norm of Q when approaching P we introduce the sectors Rry.rp, a8 before.
They are defined by first setting

;. Imt! Im ¢"P~! ;
Riomp=4t: 2l a2 SN\, Imt"™ >\, Reti <4y,
Im ¢2 Im tnp
(2.4.15)

for some fixed A,d > 0. The other orderings of the indices on R ., are defined
by simple permutations of the indices in all of (221F). In this chapter we will

only consider paths that traverse a single sector R,,. Completely arbitrary

T
paths cannot be analysed so easily and might require tg patch together sectors
of the form (2Z713). It should, however, be stressed that this is a very mild path
dependence. We do not expect that our conclusions change for more general paths.
The setup is illustrated in figure EZ10.

Let us now turn to the proposal for the charge orbit Q. Given a path to-
wards P that traverses a single sector er___rnp we fix an ordering of np matri-
ces N; as (N, ... ernP)- By a simple relabelling we can pick this ordering to
be (N1,...,N,,) without loss of generality. The ordering of the remaining N,
i =np,...,ng does not need to be fixed as of now. For convenience we will pick
the simplest ordering such that we have in total (Ny,...,N,.). In analogy the
S1(2)-orbit (ZZ2257) we now define the charge orbit as

ng
Q(qo|m1,...,mg) Eexp(ZmiNi_)qo , (2.4.16)
i=1

with integers m;. The first non-trivial part of the construction is the use of the
matrices IV, in (2218). These are part of the commuting sl(2)s discussed in
subsection 2222 and are non-trivially constructed from the N; given in a particular
ordering. Clearly, we pick the ordering introduced before, which was partly dictated
by the considered path towards P. Note that the construction of N;,” depends on
all other N; with j > 4. If one considers situations with np < ng this implies that
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. /

l.np—1

B >

PeA

o
1l..n¢g

o
l..np

Figure 2.10: Illustration of the general setup showing a patch £ around a point P which
lies on the intersection of np singular divisors, but away from any further intersections
P ¢ A}, .. Within the patch, there is also a further enhancement due to an intersection
of additional divisors at A .

they contain information about the other divisors intersection in £ even though P
can be away from them. Also note that for a one-parameter case one trivially has
N; = Ny, such that (EZ00) is a natural generalization of (2Z4).

In order to fully specify the charge orbit (B218) it is crucial to determine the
properties of the intersections in £ such that a seed charge qg exists that ensures
that Q(qg|m, ..., mg) yields an infinite set of charges that become massless when
approaching P. Let us thus consider a general enhancement chain within £ of the
form

Type Ay — ... = |Type A, |— ... = Type A, _, (2.4.17)

location of P

where we list the singularity types on the intersection loci A7, Af,, ...
A
Note that we have fixed an ordering of the first np elements N; according to the

(o)
y=1..np>°

7 containing P.

1...1‘LP

and indicated by a box singularity of the locus A

o]
1l...ng
considered path.

Let us now summarize the results that we will show in this section.

Existence and construction of a charge orbit. We find an infinite charge orbit Q

o

1..np if one of the two

that becomes massless at the location of a point P € A

conditions are satisfied:
(R1) P is on a locus Af ., carrying a Type IV singularity. In other words, if

Type A,,, =1V in the enhancement chain (2Z717).
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2 Infinite Distance Networks in Field Space and Charge Orbits

(R2) P is on a locus A

l..np

carrying a Type II or Type III singularity and there

exists a higher intersection, A7 , .1,..., A on which the singularity

1l...ng»
type increases. In other words, we have Type A, , = Il or Il and the en-
hancement chain (ZZT17) contains either one of the enhancements IT — III,
II — IV or IIT — IV after the singularity type at P.
Importantly, as indicated at the beginning of this section, these results are true
for any path approaching P that stays within the growth sector (EZIH). We
will generally show these statements employing the full power of the mathematical
machinery introduced in section 22 and section ZZ3. Furthermore, we will explicitly
construct the seed charge qq for all of the enhancement chains allowed by (R1) and
(R2). Given a chain (Z212) satisfying (R1) and (R2), we show the existence of a

seed charge qp with the following simple features:
N, qo=0 for all i with 1 <i<np,
Type A, | £1IV (@0 ST
r N(j)qo #0 for some j with np < j < ng ,
N qo=0 for all s with 1 <7< np,
Type A, |=1V : { (0% L =P
N(nP)CIO # 0, (N(np)) qo = 0.

We will show that together with the fact that P is on an infinite distance locus,

(2.4.18)

this ensures that qq is massless along any path within the growth sector (2213).
To systematically establish these claims we first discuss in subsection ZZ2=3 some
general facts about the mass of the states associated to Q and q¢ when approach-
ing P. We then turn to our main tool and discuss in detail in subsection 222
configurations which consists of two intersecting divisors in &, i.e. we will study
the general ng = 2 configuration. We will not only see that (R1) and (R2) are
true in this case, but also describe how a given qg can be tracked through an
enhancement. Concretely we will consider two types of enhancement chains

np=1 : Type A|— Type B, (2.4.19)
np=2 : Type A — | Type B, (2.4.20)

where, as above, the box indicates the location of the point P. In this simpler
situation we will easier to construct the relevant seed charges qg and explain how in
the cases stated above induce an infinite, massless orbit when approaching P. The
general case of having an arbitrary enhancement chain (22—12) will be subsequently
studied in subsection PZ273.

Note that while this covers many possible singularities and singularity enhance-
ments in the Calabi-Yau moduli space, there are a number of enhancements that
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2.4 Charge orbits and the Swampland Distance Conjecture

do not lead to a simple charge orbit that is both infinite and massless for any path
in a sector. For example, we will see that if the chain (2Z—I7) ends on an enhance-
ment IT — III with P being at the Type III locus, a natural candidate orbit with
the desired features exists only if one excludes certain paths in the sector. More
generally, we find that all chains (2Z212) of the form

Type Ay — ... = Type A, | — ‘ Type IT or Type IIT |, (2.4.21)

do not lead to a natural infinite and massless orbit that is path-independent within
a sector by using the methods presented in this chapter. We will discuss possible
extensions to tackle these cases in more detail in subsection 2277

2.4.3 Masslessness of the charge orbit

Let us first discuss the conditions on the charge orbit Q defined in (ZZ1H) such
that it consists of states that become light at P and can serve as the states of SDC.
To do that we have to determine the behaviour of the central charge |Z(Q)| when
approaching the point P. In other words we have to ensure that

M(Q)=12(Q)] — 0. (2.4.22)

To identify sufficient conditions for (B222) we use the general growth theorem
(=72) for the Hodge norm ||Q||. In order to do that we note that the central
charge Z(Q) can also be written with the help of the Hodge inner product S(Ca, b)
associated to the Hodge norm (E2280). Using the fact that CTI = —iIl together
with (22261) we find that |Z(Q)| can be written as

_|S(CIL Q)|

<11Qll - (2.4.23)

where we have used the Cauchy-Schwarz inequality |S(Cv, )| < [|v||||u]]. We
thus conclude that if the norm ||Q|| goes to zero at the singularity, the charge
orbit Q yields massless states.

The general discussion of subsection 2223 provides us with a powerful tool to
determine the behaviour of ||Q|| near the point P. More precisely, we introduced
the multi-variable growth theorem, which allows us to evaluate the asymptotic
behaviour of Q from its location in

Wi, (N(l)) N w, (N(Q)) n...N VVlnP (N(np)) , (2.4.24)

with the N(;) introduced in (22235). Given our definition of Q, the restriction to
a growth sector and ordering as discussed in subsection 272, we would rather like
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to work with the N constructed from the commuting s[(2)s containing N, . Here
another fact from the S1(2)-orbit theorem of [76] can be applied, which states that

Wi(N@) = Wi(Ng)) - (2.4.25)

Hence, we can apply the results of subsection (2223) by simply replacing N¢;) —
N @) when staying in the ordering of the IV; used to determine IV, .

The next step is to establish that the growth of ||Q|| is identical to this of ||qg]]-
In order to do that we have to show that the location of Q and qg in the spaces

Wl1( (1))lez( (2))m~-~ﬂVVlnP (N_ ), (2.4.26)

(np)

agree, where we recall the notation N = Y, N7 . Now the existence of ng
commuting sl(2)-triples (22229) contalmng the N~ becomes relevant. In fact, each

of these triples contain the operators Y; that gives the location of a vector v in
Wl( ) Using (22252) and (22220) one has

}/(]')V = le = VE Wl]+3(N(;)) R (2427)

where Y(;) = Y1 4 ... + Y] as in (2252). Crucially, the location of qo and N; qo
agree, which implies that if qg is massless also exp(my, ,+1 N, npt1 et Mng N,jg)qo
is massless. Concerning the growth and the masslessness thus only the terms
exp(miNy + ...+ my,, N, ) are relevant. However, due to the exponential the
location of the highest [;-components of Q and qq agree. In fact, it was already
shown in [76] that the growth does not change upon multiplying by this exponential

term. We hence conclude that with respect to the leading growth one has

QI ~ [laoll , (2.4.28)

and hence Q is massless for all values of m1,...,mg as long as qp is massless.

Let us finally give a sufficient condition for having ||qo|| — 0 along any path
in the considered growth sector. Using the general growth theorem (2-2-72) with
(=), it is not hard show that ||qg|| — 0 is true if one has

Qo € Wi (Ny) NWi,(Ng) 0.0, (N, L) (2.4.29)
with lnp <3, lla~-->lnp—1 <3.
This condition uses that if [; < 3,i=1,...,np — 1 then we can estimate Im ¢

t7r
A~1 in (2213) and hence find that ||qo| Vanlshes for any path. Let us stress that

this statement of masslessness can only be obtained on the sector R;. ., defined
in (EZ11), due to the path dependence in the growth theorem.
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While we have discussed in detail the masslessness of the orbit at infinite dis-
tance, the distance conjecture further states that the states in the orbit should
become massless exponentially fast in the geodesic proper distance. This is much
more difficult to prove generally for multi-parameter settings since one must calcu-
late geodesics. We leave a detailed analysis of this for future work, but will give
some evidence that it is natural to expect that the exponential behaviour is uni-
versal. First we note that the masses of the BPS states are still power-law in the
Im t*, as was the case for the one-parameter case. Therefore, if the geodesic proper
distance grows only logarithmically in the Im ¢ the states will becomes massless
exponentially fast.

To see evidence for the logarithmic behaviour in the multi-parameter cases we can
approximate the behaviour of the field space metric through the leading behaviour
of the Kéhler potential. The growth theorem applied to the Kéahler potential
implies as shown in (E22278) that the asymptotic leading behaviour within a given
growth sector takes the form

Koy = — Zr,- log (Im ') , (2.4.30)

K2

where the r; = d; — d;—1, with dyg = 0, are positive integers no larger than 3. The
Kahler metric derived from this asymptotic Kéhler potential, which we emphasise
may not necessarily be the leading behaviour of the metric, takes the form

gi; ~ diag <r> . (2.4.31)

(Im ti)*

The proper distance d., (P, Q) along a path + in field space with affine parameter s
then take the form
dtt dt’
d(P = i7—— ——ds . 2.4.32
'Y( ’ Q) /y g J ds ds s ( )

If we restrict to a path with fixed Re t* we can write this as

dlogIm #1\?]?
| —— . 2.4.
Zrl ( T ) ] ds (2.4.33)

i

4.0 - |

Y

For sufficiently simple paths this manifestly grows logarithmically. The distance
d(P, Q) along a geodesic path is relevant for the exponential behaviour (221) of
the SDC and we expect that it shares the logarithmic behaviour in the asymptotic
regime.
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2.4.4 The two-divisor analysis

Most of our general arguments about enhancement chains and charge orbits will be
built on the case of just two singularity loci intersecting. To study this canonical
situation, we will consider a patch £ in which two discriminant divisors Aj, Ag
with associated monodromy logarithms Ny, Ny intersect. This is depicted in figure
D10. The point P under consideration now can be at different locations in this
configuration. We can have either P € AY, P € Ag, or P € AS, = (A1 N Ag)°.

Figure 2.11: The canonical case of two singular divisors intersecting on a local patch £ in
moduli space. The considered infinite distance points P can be located either on A}, A3
or Af, as exemplified by Pi, P>, and Ps.

The restriction of (ZZR) to the two-dimensional case ng = 2 is given by
Q(qp|m1,m2) = exp(mlNl_ + m2N2_>q0 i (2.4.34)

Recall that the definition of N;, N5 requires to fix an ordering. We thus distin-
guish three cases

(1) PeA7: ordering (N1, N2) — (N; = N1, Ny ), (2.4.35)
(2) PeAs: ordering (N2, N1) — (N; = Na, Ny ),

and the sector-dependent case

(N1, Na) = (N7 = Ni,Ng)  path { 25, m 2>},

Im t2°

(3) PeAly:

(Na, Ny) — (N[ =N, Ny)  path { Im 0 Ty ¢l > )\ } .

(2.4.36)
Note that the construction of N, is a rather non-trivial task, as outlined in the
appendices. Our aim is to identify the possible enhancements for which a qg exists
such that the charge orbit is massless and infinite.
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2.4 Charge orbits and the Swampland Distance Conjecture

We can choose, with generality, to focus on the ordering (1) above and corre-
spondingly focus only on the upper growth sector in (Z2=36). We go through each
enhancement chain Type A — Type B and track candidate charges qg through the
enhancement. In particular, we will check the conditions (R1) and (R2) and iden-
tify the qp that induces an infinite massless orbit. Moreover, we will show how
our construction does not necessarily yield an infinite orbit that is massless on any
path within a sector if (R1) and (R2) are violated. We show that the enhance-
ment of type — Type B do not admit infinite orbits by examining the example

I, — IV4. The path dependence will be discussed for the example 1T, — .
Finally, we will also examine chains with no type enhancement by discussing the
example II; — II..

For every enhancement Type A — Type B, we denote the SI(2)-splitting of
the limiting mixed Hodge structure of Type A and Type B by (F(l),W(l)) and
(F(g),W(Q)), respectively. Then we have a pair of commuting sl(2)-operators
(N7, N, Y1) and (N5, N5, Y2). The Deligne splitting of (Fi;), W) is denoted
by

(@ @ (@)

H (Y;,0) = @ 17 e =@ (Ng) PRt (NG )L (24.37)
p,q k>0

where we have also displayed the decomposition (22224) into primitive parts. The
bracket notation matches that introduced in (Z22235) and (E2=2238), so for example
Wi = Wi (N + ).

2.4.4.1 The enhancement I, — IV,

Let us first discuss the enhancement chains — IV4g and I, — , i.e. where
we consider P at either on a I, locus or a IVy locus. This will also allow us
to introduce the strategy on how we relate the Hodge-Deligne diamonds along
enhancements.

Focusing first on — IVy, we recall that the conditions (E2312) imply that
a divisor of type I, is at finite distance. Hence we do not necessarily expect any
infinite tower of massless states as we approach the type I, divisor in our formalism.
We will check that we can indeed not identify an infinite charge orbit associated
to this locus.

We first spell out the decomposition into primitive parts (22374) associated with
the mixed Hodge structure (F(1), W®) of type I,

H3(Y3,C) = P*(Ny ) @ [ & Ny PY(Ny)] (2.4.38)
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where the P*(N; ) are the primitive spaces defined in (22338). Note the we have used
different colours for later expositional convenience. We depict the decomposition
into primitive parts also in the Hodge-Deligne diamond in figure 2Z12.

Figure 2.12: The Hodge-Deligne diamond of type I, with its decomposition into primitive
parts (E2=38). The action of N; are labelled by arrows, and we use colours to highlight
the primitive subspaces P*(N; ), P*(N;) and their images under the action of N . Since
the two sl(2)-triples are commuting, the primitive subspace P*(N; ), P*(N; ) and their
images under IN; are preserved by N, .

As discussed in section =332, the P¥(N; ) carry a pure Hodge structure of weight
k on AY, while at A, these degenerate into mixed Hodge structures. Specifically,
we have a pure Hodge structure of weight 3 with Hodge number (0,d’,a’,0) on
P3(N; ), and a pure Hodge structure of weight 4 with Hodge number (0, 0, a, 0, 0)
on P*(Ny). Then the second sl(2)-triple (N, , N5, Ys) induces polarised mixed
Hodge structures polarised by N, coming from variation of Hodge structures on
P3(N; ) and P*(N; ). We show the Deligne splitting of these two mixed Hodge
structures and thelr images under the action of N; in the figure ZI3.™ The sum
(22=3R) of the mixed Hodge structures then gives a mixed Hodge structure, I%; (2),
of type IVy4 with d = r + a where r > 1 is an integer.

We can now identify an element qg in I, g)q that looks similar to the one occurring
in the one-parameter case (2213). The relevant qq is shown in figure 213, and it
can be written as

2
a0~z (Nj) &l . (2.4.39)

We can see also from figure ZZT3 that qo is not in the kernel of N5, and so the

M Note that we do not depict the full grid for the higher weight Hodge structures, see for example
appendix ICH for this.
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N
N

a

N

P3(NY) P4(NY) N; PA(NT)

Figure 2.13: The left picture shows a mixed Hodge structure, determined by some integer
r > 1, on P®(N; ). The middle picture shows a mixed Hodge structure on P*(N;). The
right picture shows the image of the middle picture under the action of N; . In these
diamonds, the coloured arrows label the action of N, . The colourings are in agreement
with equation (Z2=38) and figure EZT2. The sum of these three Hodge-Deligne diamonds
is the diamond of (F(2), W(Q)), associated to the mixed Hodge structure I7?, of type IV.

(2)°
The circles around the dots in the first diamond indicate the location of qo and 5((]2).

charge orbit (22=32) is indeed infinite and given by
Q(qo|mi,m2) = qo + m2N5 qo, for my,mq € Z. (2.4.40)

Next we would like to check if this infinite orbit is indeed massless on A{. This
can of course be checked by using condition (EZ=29), but in this section of two-
divisor analysis we will also spell out the growths of Hodge norm explicitly to
familiarise the reader with the formalism. To do this we follow a similar procedure
to the one-parameter case in section Z271. We first determine the location of qq,
ie.qo € Wy, (Nf) N W, (Nf ) The grades [; and [y can be read off from figures

(2)
T2 and 213 as the height of the position of qg. This then readily gives

qo € W3 (N7 ) NW2(N,) - (2.4.41)
Since approaching a point P € A$ requires to send Im ¢! — oo while keeping Im ¢2
finite we use the growth theorem (E2263) to read off that

llao|| ~ ¢(Im¢)?, (2.4.42)

which implies that ||qo|| does not tend to 0 at P. Hence Q(qo|m1,m2), the charge
orbit, is not necessarily massless. In terms of the condition (22=29), we see that
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the grade relevant to the type I, divisor is I; = 3 and it obviously does not satisfy

Let us now turn to the enhancement I, — , i.e. to the case that P is located
at A95. We now have to utilize the multi-parameter growth theorem as outlined
in section 2224. Using the location (22=21) in the two-parameter growth (2-268)
we find

llaol| ~ (2.4.43)

“Ime2 -
From this growth we can easily see that the qo defined in (22=39) indeed generates
a massless charge orbit, which is infinite due to (22=20). In order to discuss the
path dependence of this result, we first recall that we have fixed the upper sector
in (22=38). It is now obvious form (ZZ23) that qq is massless along any path in
this sector approaching P at ! = 2 = ico. This confirms that (R1) applies in this

case.

2.4.4.2 The enhancement II;, — IV,

The other enhancement cases where the type increases can be analysed in the same
way. The case we discuss next is the enhancement II, — IV, again considering
the two possible locations for P.

We first consider placing the P on the type II, divisor, i.e. — IV,4. The de-
composition into primitive parts of the type II;, mixed Hodge structure (F(l), W(l))
is

H?(Y3,C) = P*(N; ) @ | & Ny PY(NT)] . (2.4.44)
We depict this decomposition in the Hodge-Deligne diamond of II, in figure 214,
The enhancement 11, — IV is equivalent to a decomposition of the Hodge diamond
of IV, as shown in figure EZT3.

We can now identify the element in I (’)2’;1 which gives qq as

a0 ~z Nas" . (2.4.45)

Again from figure 213 we see that qg is not in the kernel of N5 and so we have
an infinite orbit
1

Qm% (N;)qu, for mi,me € Z.  (2.4.46)

Q(qo|mi, m2) = qo +maNy qo +
The location of qg is determined as well from figure 213 to be

qo € W2 (N7 ) "Wy (N,) - (2.4.47)
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b/

Figure 2.14: The Hodge-Deligne diamond of type I, with its decomposition into primitive
parts (B224). The action of Ny are labelled by arrows, and we use colours to highlight
the primitive subspaces P*(N; ), P*(N; ) and their images under the action of Ny . Since
the two s[(2)-triples are commuting, the primitive subspaces P*(N; ), P*(N; ) and their
images under IN; are preserved by N, .

<P
0“

PY(N;) Ny PY(Ny)

Figure 2.15: The left picture shows a mixed Hodge structure on P3(Nf ), the middle
picture a mixed Hodge structure on P*(N; ), and the right picture shows the image of
the middle picture under the action of N; . In these diamonds, the arrows label the
action of Ny . The colourings are in agreement with equation (E224) and figure EZ14.
The sum of these three Hodge-Deligne diamonds is the diamond of (F(z), W(z)) of type
IV4. Again, qo and 5(()2) are denoted explicitly.

Considering a path towards P in the Type II locus A amounts to keeping 2 finite
and sending ¢! = ico. The growth theorem (ZZ2H3) thus implies ||qo|| ~ ¢ 1.
In accord with the condition (22=29) we thus find that qp is massless at P. We
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2 Infinite Distance Networks in Field Space and Charge Orbits

therefore deduce that the full infinite charge orbit is massless on Ay. This case
belongs to the condition (R2) in section 242 and exemplifies one of the key results
of our work.

Having identified the orbit we can return to the point discussed in section 22,
that the orbit should not only contain an infinite number of type II states. This
can be easily checked to be the case. In particular, the orbit contains an infinite
number of elements with non-vanishing components in P%2 (A$), which have non-
trivial contraction with éél). The fact that the orbit is still infinite, even after a
quotient by type II charges as proposed in [5], will hold for all the cases where we
identify such an orbit.

We can also change the position of P, considering II;, — instead. Following

a similar analysis as above, we find that the choice of seed charge
— A= =(2

do ~z N(1)N(2)a(() ¥ (2.4.48)
yields an infinite massless charge orbit Q(qo|m1, ma) at AJ,. It is useful to notice
that we have used the N (;) which is at the type IV, divisor, and the IV 6) which is at
the type I, divisor just before the enhancement. This fact is crucial in defining the
corresponding general version of the charge orbit in table EZ8. We also remark that
such a qg always exists, because the enhancement condition (B33) for II, — IVy
requires that b > 1. This case belongs to the condition (R1) in section ZZ72.

2.4.4.3 The enhancement III. — IV,

Turning to the case III, — IV, we follow the same procedure as the previous two
cases, first considering — IV,4. The decomposition into primitive parts of the
type 111, mixed Hodge structure (F(;), W) is

H?(Y3,C)=P* (N, )@ | ® N, PH(N; )]

@ [PP(NT) @ Ny PPN ) @ (N7)* PP(NT)] (2.4.49)

We depict this decomposition in the Hodge-Deligne diamond of III. in figure Z18.
The enhancement III, — IV, is equivalent to a decomposition of the Hodge dia-
mond of IV, as shown in figure ZZT4.
In this case we have that qq is given by
Z\2.(2
Qo ~z (NG) & . (2.4.50)
and we see that there is an infinite orbit

Q(qo|m1,m2) =qo + mgNQ_qo, for my,mq € Z . (2451)
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2.4 Charge orbits and the Swampland Distance Conjecture

Figure 2.16: The Hodge-Deligne diamond of type II1. with its decomposition into primitive
parts (E229). The action of N; are labelled by arrows, and we use colours to highlight
the primitive subspaces P*(N; ), P*(N;), P®(N; ) and their images under the action of
Ny . Since the two sl(2)-triples are commuting, the primitive subspaces P*(N; ), P*(N; ),
P®(Ny) and their images under N, are preserved by Nj .

P3N )® N, P°(N, )

P3(N7) PY(N;7 )@ N; PA(N;) 9 .
( 1 1 1 1 EB(N;)ZP"(N;)

Figure 2.17: Pictures showing the mixed Hodge structures induced on P*(Ny), P*(Ny)
and P°(N; ), together with their images under the action of N;” and (N7 )2 In these
diamonds, the coloured arrows label the action of N5 . The colourings are in agreement
with (22=29) and figure 8. The sum of these three Hodge-Deligne diamonds is the
diamond of (Fi, W®) of type IV4. As before, qo and 5(()2) are denoted explicitly.

The location qg € W1 (N7 )N WQ(N(_Q)) implies by using (E22153) the asymptotics
llaoll ~ ¢ (Im tl)_2 in the limit ¢! — ico. Therefore, again for P € A} we have an

infinite massless charge orbit. This case belongs to the condition (R2) in section
i)
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We can also explore the candidate qg for the enhancement III, — and
we find the same seed qp as in (EZ50). The orbit stays massless approaching
A1, along any path in the considered growth sector. It is useful to notice that
in defining the seed charge qg around IV,, we are using the N(_l) which is at the
type III. divisor just before the enhancement. This fact is crucial in defining the
corresponding general charge orbit in table Z8. This case belongs to condition
(R1) in section A2

2.4.4.4 The enhancement II, — III.

Let us next consider II;, — III. and first focus on m — III.. Following the
same procedure as the previous cases, we refer to equation (2224) and figure 214
for the decomposition into primitive parts of the type II, mixed Hodge structure
(F (1) W(l)). Then the enhancement II, — III, is equivalent to a decomposition of
the Hodge diamond of III, as shown in figure ZIR.

Figure 2.18: The left picture shows a mixed Hodge structure, determined by some non-
negative integer r, on P3 (N7 ). The middle picture shows a mixed Hodge structure on
P*(Ny). The right picture shows the image of the middle picture under the action of N, .
In these diamonds, the coloured arrows label the action of N; . The colourings are in
agreement with equation (2224) and figure 4. The sum of these three Hodge-Deligne
diamonds is the diamond of (F(Q), W(z)), associated to the mixed Hodge structure Ig;ﬂ
of type IIl.. The circle around the dot in the last diamond indicates the location of qo,

and the circle around the dot in the middle diamond indicates the location of "(()2).

In this case, the qq is chosen to be

a0 ~z Nag . (2.4.52)
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and we see that the orbit
Q(qo|m1, m2) = qo + m2Ny qqo, for my,mq € Z (2.4.53)

is indeed infinite.
The location of qg is determined to be

do € W2 (N7 ) NW3(Ng,)- (2.4.54)

This implies that for P on A{, i.e. when taking the limit t! — ioco, we find by
using (Z2Z863) that ||qo|| ~ ¢ (Im ¢')~!. Together with (2253) we have an infinite
massless charge orbit. This case belongs to the condition (R2) in section 2Z72.

We now turn to the situation II, — . As we will show, in this case, the
masslessness of the charge orbit around the type II1. divisor will depend on the path
along which we approach it. For concreteness our choice of qq is still (22=532), but
it is important to note that one cannot find any other qg that generates an infinite
orbit and is path-independently massless. The fate of the orbit as we approach the
point P on the type III. divisor is different from the previous cases. In fact, using
the growth theorem (E=2BR) for the go-locations (22=54) one finds

Im t2
Im ¢!

ol ~ ¢ (2.4.55)

in the upper growth region in (ZZ=3G). We thus conclude that the charge orbit

remains massless at P if we approach it with a path satisfying
9 1 Im ¢2
Massless Path : Im ¢ — oo, Im ¢* — oo, such that i 0. (2.4.56)
m
The only other possible path, compatible with the considered growth sector, is

2

Tm ¢
Massive Path : Im t* — oo, Im t' — oo, such that Imitl = A>0. (24.57)
m

In other words, we cannot claim that the considered qq is actually massless inde-
pendent of the path. Therefore, this case was excluded from the conditions (R1),
(R2) specifying our general construction. Clearly, in this case also the location
(2254) of qp does not satisfy the condition (22=29). This case belongs to the
situation described at the end of section 2-272.

2.4.4.5 A case without type enhancement 11, — II.

To end our two-divisor analysis let us explore a case where no type enhancement
is present. As usual, the decomposition into primitive parts of the type I, mixed
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2 Infinite Distance Networks in Field Space and Charge Orbits

Hodge structure (F(l),W(l)) is given by equation (ZZ=2d), and it is depicted in
figure 14. Then II, — II. is equivalent to a decomposition of the Hodge-Deligne
diamond of type II. shown in figure ZZT9.

N
AN b
/ AN

Ny P4(NY)

Figure 2.19: The left picture shows a mixed Hodge structure on P?(N; ) of weight 3
with Hodge numbers (0,5',b’,0). The middle picture shows a mixed Hodge structure on
P*(Ny) of weight 4 with Hodge numbers (0, 1,b,1,0). The right picture shows the image
of the middle picture under the action of N; . In these diamonds, the coloured arrows
label the action of N5 . The colourings are in agreement with equation (2224) and figure

2124. The sum of these three Hodge-Deligne diamonds is the diamond of (F{z), W(2)) of
(2)
o -

type Il.. The circle around the dot in the middle diamond indicates the location of &,

If we try to find a qg such that the generated orbit is infinite and massless at
either II; or II, following the methods in previous cases, then we realise that such
a qp does not exist. In particular if b = ¢, meaning that there is no enhancement
at all, then the second s[(2)-triple is trivial

(N5, NJF,Ys) = (0,0,0). (2.4.58)

Nevertheless, this case is relevant in the discussion of multi-divisor enhancements
in the following section. To exemplify this we consider the following simple case of

a 3-term enhancement chain
10, — |11, | — III,. (2.4.59)

In this chain we have already considered in (E252) a qg from the last step of
type enhancement. The next step is to estimate the Hodge norm of qp and this
requires the location of qg in every monodromy weight filtration of the mixed
Hodge structures of type II,, 11, and III.. According to the analysis in subsection
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2224, we have qp staying in WQ(N(_Q)) and W3(N(§)). Then the analysis in this
section tells us that generally qg € Wg(N(_l)). It could still be possible that we
have qp € WQ(N(I)). However, either of these two possible locations satisfies the
massless condition (22729) and hence implies that the charge orbit generated by
qo is massless at P located at the type II, singular locus. Analogously we can
also analyse the other cases without type enhancements I, — I, 111, — III; and
IV, — IV,. The results of this analysis are similar to the II, — II, case and
will be used to justify the analysis in the next section. In particular, it will allow
us to introduce the notation (ZZH4), which indicates that all enhancements of
non-changing type will not influence our constructions.

This completes our two-divisor analysis. We will now use these results to perform
the general multi-divisor analysis.

2.4.5 The general multi-divisor analysis

In the previous subsection we have shown when in the case of two intersecting
divisors it is possible to identify an infinite massless charge orbit depending on the
type of singularity of the divisors and at the intersection as well as the location of P.
In this subsection we will generalise the analysis to multiple intersecting divisors.
We will first give all possible enhancement chains and then stepwise apply the two-
divisor result by treating the two intersecting divisors which themselves are loci of
intersection of an arbitrary number of divisors. This is the general setup described
in subsection Z472. By explicitly constructing qo we will thus be able to show
the conditions (R1), (R2) for it to generate an infinite massless charge orbit when
approaching P.

2.4.5.1 Masslessness of the general charge orbit

In this subsection we show that one can construct for each enhancement chain
(2217) an appropriate seed charge qp that defines a massless state when approach-
ing P along any path in a fixed growth sector (EZ—1H). Crucially, as stated already
in subsection 272, such a qg only exists if the singularity type at the location of
P is either II, IIT, IV. These are also the singularities that occur if we demand P
to be at infinite distance.
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We thus have to consider the three following general enhancement chains

Iy, =21 21, = oo - .. (2.4.60)
RIS S § PR | PO | § PR - .. (2.4.61)

Iy, = o= Loy = 1 = = 1L, = 1ML, = o = 1L, » TV, — . = >
(2.4.62)

where the box indicates the singularity at the location of P. Note that k, m, n, and
r are integers and we allow for chains that do not admit all types. For example, in
(Zmn), (22151), and (2452) we can have k = 0, i.e. start the enhancement at type
II. Furthermore, let us stress that we have only displayed the enhancement chains

until the singularity at P. This part will be relevant in studying the masslessness
of the associated qg as we will see below. In order to show that the full orbit Q
is infinite, the enhancements after the singularity at P become relevant. We will
discuss these parts in subsection ZZ47572.

It will turn out to be sufficient to only focus on the type I, II, III, IV without
having information about the index required in the complete classification of sub-
section 223, Since we also want to simplify the expressions, we thus introduce the
shorthand notation

I = I, — ... =1, ,

I = I, —»... =1, , (2.4.63)
nm = I, —... =1L, ,
IV = Vg, —»... =1V, .

Now it is straightforward to display all appearing enhancement chains that can
occur before the singularity at P. We list them in the first column of table 2.

The second column of table B4 lists the seed charge qo that we propose for the
corresponding chain. This charge has been constructed such that it has a universal
location in the spaces W (N (;)) relevant in the growth theorem of subsection P22,
In fact, tracking qq through the various enhancements as in subsection 24 we
find for the three general chains (Z24060)-(22562) the locations

P € Type II locus : qo € W3 (N(;)) N Wsy (N(;I)) (2.4.64)

P € Type III locus : qo € W3 (N(;)) N Wy (N(EI)) N Wy (N(}H)) (2.4.65)

P € Type IV locus : qo € W3 (N(;)) N Ws (N(}I)) N Wy (N(}H)) N Ws (N(;v)) ,
(2.4.66)
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Chain QP location of qo
1] - N 0™ Wa (N )
- [1]— - N Ws (Nigy) 0 W2 (N
ETEE (Neup) 85 | Wi (N
[ ()Y () N ()
11— 11— - (NG ) 85" W2 (Nyy) 0 Wi (N )
I 10— [II] - - (NG ) 85" W (N ) N (N gy ) 0 W (V)
> (Neu,) 85 Wz (Niy)
1-[1V]— - (NG ) ade Ws (Ng,) 0 Wa(Niy,)
0 —|IV] = N, NG a5 Wa(Ngp) 0 Wa (Niy,)
M= [V (N, )8 Wi (Nim) 0 W2 (Ny))
T I = [IV | = N NG 8 Ws (N ) nWe (N ) N Wa (N,
[= = [IV]— - (Niupy) 85" W (Nip) 0 WA (Niiy) 0 W2 (N i)
Mo T [IV] = (NG ) 80 (W) N () 0 W2 (Niy,))

Ws(Ny) N Wa(Nqy)
Wi (N ) N Wa (Niyy)

[ I = [IV] = (N ) e

Table 2.6: The table contains all possible enhancement chains that can arise before the
singularity at P. We use the notation (2Z63) in the first column. The qq associated to
each chain is listed in the second column. Note that N, <:LP7T) is the element associated
to the last type III singularity in the locus, with r as in (22452). The third column lists
the location of qo using the notation introduced in (ZZ57).

where we have introduced the shorthand notation ™

12Note the unusual pattern in Wa (N(_H)), which contains an additional parameter k' with k+1 <
k'’ < k+m. The crucial information here is that if Type AnP = II, then we must have qg €
Wa (N(;P)) to ensure masslessness. Before the end of the type II chain, the location of an qg
could be pushed up by 1 to W3 but this will not affect the masslessness. In W(N&), W(N&II))

and W(N(IV))’ such a phenomenon is not present. This justifies the shorthand notation

(zz57).
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W3 (Ngp)) = Wa(Ny)) 0 N W3 (N, )

Wa(Nypy) = Ws(Njyqy) N N W5(Ng)

W2 (Ngpriyy) 0 D2 (N ) (2.4.67)
Wi (N(;H)) =M (N(7€+m+1)) N..nw (N(7€+m+n)) )
Wa (N(;v)) =W, (N@+m+n+1)) N..NW, (N(;MMM)) )

Note that the Wi(N;) in each line (2-454)-(2400) is always W, (N(:lp)) corre-
sponding to the location of P. The shorthand notation (ZZ11) is also used in the
last column of table 28 giving the location of the listed qp.

We now collected all the information to show that gy becomes massless along any
path approaching P within a growth sector. This is straightforward since we have
already established the general result (22=29), which gives a sufficient condition for
this behaviour. It is easy to check using the last column of table P4 that (22729)

is satisfied.

2.4.5.2 Infiniteness of the general charge orbit

Having shown the masslessness of the charge orbit Q(qg|m1, ..., my.), we will in
this subsection check its infiniteness. The procedure is similar to the one used in
subsection 2. Let us first repeat the definition of the charge orbit (2218) and
expand the exponential

ne
Q(qo|mi, ... ,myu,) =exp (ZmiN[)QO
i=1

ne

i=1
where each m; is an integer, and the ... indicate terms that are at least quadratic
in m;.

Furthermore, we notice that if there exists an IV ) with k taking any value

k=1,...,neg which does not annihilate qg then the orbit is infinite. To see this,
weset my; =+ =mg_1 =my =mand mpy1 = - = my, = 0. The orbit reduces
to

_ 1 N2 1 _\3
Q(qolm, . ..,m,0,...,0) = qo +m N a0 + §m2 (N) @0 + 6m3 (Nxy) o0,
(2.4.69)
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where we have used (N(;))Alqo = 0. If the orbit Q(qo|m,...,m,0,...,0) is not

infinite, then there is an m’ # m such that

Q(qo|m’,...,m,0,...,0) = Q(qo|m,...,m,0,...,0),

hence N(;)qo = 0. This contradiction implies that the orbit Q(qg|m1,...,mp,) is
infinite, provided the existence of an N, @) that does not annihilate qg.

Let us now show that such an IV, (k) €xists for the enhancement chains (2Z212)
satisfying the conditions (R1) or (R2) of subsection Z42. The simpler condition
to show is (R1), which considers enhancement chains for in which P is at a Type
IV locus. In this case the N(;) not annihilating the seed charge qg is simply
N (k) = N(;LP). This immediately follows from the fact that in the Type IV case
one has (N(; P))gé(()ng) # 0, which implies that the relevant qgps given in table @
satisfy N(;P)qo # 0.

Turning to condition (R2), we recall that it states that for every enhancement
chain with P at a Type II or Type III locus at least one further enhancement has
to occur after the location of P. Considering this enhancement to occur from the
(np +j — 1)-term to (np + j)-term the general expressions of the relevant chains
are

e = Iy, = — —>--~—>IIbm—> mr,, —---,

at np at (np+j)

e Iy, — - — —>--~—>Hbm—> Vg — -, (2.4.70)
at np at (np+j)

R e T LI EEREE 11 R A e
at np at (np+j)

We claim that in these cases the N(;) not annihilating qo is given by N(;) =

N, Indeed, since the type of the singularity increases, also the highest

(np+7)”
power of N | not annihilating al"*) increases. Using the relevant definitions of
(i) 0
qo of table Z8 this implies that N(;LP +i) does not annihilate qg. In conclusion we

have found for chains satisfying (R1) and (R2) relevant N, that do not annihi-
late the seed charge qg and thus have shown the infiniteness of the charge orbit

Q(q0|m1, Ce 7mn5).

2.4.6 A two parameter example: mirror of P(1:1:1:6:9)[18]

The discussions so far have been general, but rather abstract. In this section we
show how to explicitly realise our approach to identifying the orbit. We consider the
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degree-18 Calabi-Yau hypersurface inside the weighted projective space P(1:1:1,6,9),
This hypersurface is denoted by Y3 = P(LLL69(18] and has h'!(Y3) = 2. The
Calabi-Yau hypersurface of which we will consider the complex structure moduli
space is the mirror Y3 of Y3. Note that the geometry and the periods of the pair
(Y3,Y3) have been studied in detail in [119] as one of the early applications of
mirror symmetry.

We will consider a patch £ containing the large complex structure point of Y3,
which by mirror symmetry corresponds to the large volume point of Y. Hence we
can use the formulas of subsection 223 to derive the monodromy logarithms Ny, Ny
and determine the corresponding singularity type. The Calabi-Yau threefold Y3
sits inside the toric ambient space with toric data

K 1 0 0 0 0 -6 0
Dy 1 0 0 —1 -1 1 -3
Dy, 1 1 0 -1 -1 0 1 (2.4.71)
D, 1 0 1 -1 -1 0 1
Ds 1 -1 -1 -1 -1 0 1
D1 0 0 2 -1 2 0
D' 1 0 0 -1 1 30

where the first column labels the toric divisors. Restricting all divisors to the
hypersurface Y3 in this ambient space, the generators of the Kéahler cone are chosen
to be

Ji=Dy+3Dy, Jy=D. (2.4.72)

The intersection numbers Kj;;, = J; - J; - Ji, in this bases are determined to be 3

K11 =9, K112 =3, Ko =1, Koz =0. (2.4.73)

13While not relevant later on, we note that the second Chern class for this example yields b; =

1 _ 17 _ 1 _ 3
ﬂCZ'Jl—T,bQ—ﬂCQ'JQ—E‘
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Inserting (22-73) into the general expression (223721) we derive

0 0 0 0 00 0 0 0 0 0 0
-1 0 0 0 00 0 0 0 0 0
0 0 0 0 00 -1 0 0 0 0 0
Ny = 9 ) Ny = 1
-2 -9 -3 0 00 -3 -3 -1 0 0 0
-3 -3 -1 0 00 0 -1 0 0 0 0
32 1 100 0 2 0 0 -1 0
(2.4.74)

Furthermore, using table 223 we immediately determine the singularity types

Ap = {t' =iocc} : N, Type IV, ,
Ay = {t* =ic0} : Ny Type 111, , (2.4.75)
Ay = {t' =ico,t* = ico} : Ni + N, Type IV, ,

where we note that Aio is nothing else then the large complex structure or large
volume point and hence has the maximal enhancement IV2.1.

In order to construct the charge orbits, we next have to explicitly construct
the vector 5(()2), i.e. the limiting vector at Ao, and the two nilnegative elements
Ny, Ny in the commuting s[(2)-pair associated to the enhancements III; — IVy
and IV; — IVsy. The corresponding derivation is lengthy, but follows the steps
outlined in subsection Z224. The details of this computation are presented in the
appendices 7B, X0 and E. Firstly, one uses the large complex structure periods
rotated to an R-split representation to derive

1 T
al? = (1,0,0, —{,—%,0) . (2.4.76)

The commuting s[(2)-pair for the enhancement IV; — IV are then shown to be

0 0 0 0 00 00 0 000
-1 0 0 0 00 00 0000

N- = 09 0 0 0 00) yo | 000000 (247)
-3 -9 =3 0 00 00 0 000
-2 -3 -1 0 00 00 2 000
22 L —-10 0 00 0 0 00
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In contrast, for the enhancement III; — IVy we find the sl(2)-pair

0 0 0 0 0 o0 0 0 0 0 0 O
0 0 0 0 0 o0 -1 0 0 0 0 O
_ -1 0 0 0 0 O _ 3 0 0 0 0 0
Mo=1_1 3 19 0 of M= % 9 5 ¢ oo
2 4 4 2
0 -1 0 0 0 0 -2 -2 -1 0 00
0 32 0 0 -1 0 3 2 i -1 2

(2.4.78)
With these results we immediately compute the infinite charge orbits for this patch
in moduli space. Using (E2=34) for the cases (E2=3H), (ZZ=30) and inserting qo
proposed in table 8 we find

(1) Pe A : Q=1(0,0,0,9,3,—9m;)" ,
(2) Pe A3 : Q= (0,0,0,1,0,—my)" , (2.4.79)
Q= (0,0,0,9,3,~9m1)" for { 125, Tm 2>},

Im t2°

(3) Pe Al,:

Im t1>

Q= (070,0,1,0,—m2)T for { IR A } .

Let us stress that by our general arguments all three orbits are infinite and massless
at the location of the P under consideration. The infiniteness is immediate due to
the dependence on my,mo, while the masslessness can alternatively be explicitly
checked by a tedious but straightforward computation using the results of appendix
P10. Tt is also nice to see that the charges are actually quantized. This is non-trivial,
since ﬁ((f) as well as N;, N, contain rational entries.

We close this section by discussing how the general properties and ideas we have
outlines are realised in the charge orbits (ZZ=9). Firstly, we recall that A$ is a
Type IIT locus and hence the one parameter arguments of subsection ZZ2— and
reference [5] would suggest that there is no infinite orbit. Indeed the orbit Q is
independent of m; and hence not generated by the N; = Ny associated to A$.
However, we see in (2Z-79) that this orbit is ‘inherited’ from the enhancement
locus, i.e. induced by the second monodromy logarithm N, not directly associated
to AS. Secondly, we stress that the expression for Q in case (3) is indeed path
dependent. If one approaches A{, via a path almost touching AY, we find that the
orbit agrees with the one of case (1). This is not surprising, since this is the infinite
orbit of the Type IV, singularity along A which is transferred to Af,. Moving
towards A9, along a path almost touching A§ we find a completely different charge
orbit depending on ma.
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2.4.7 Discussion on properties of the charge orbit

To summarise, in this section we have shown how to identify infinite massless
charge orbits using data which is not completely local but rather associated to a
patch where singular divisors can intersect. In particular, this significantly extends
the infinite charge orbits that were identified in [§]. It also forms a starting point
towards a global understanding of the infinite towers of states associated to the
monodromies in the full moduli space.

A first point to stress is that our current definition of Q and qg vitally uses
the commuting sl(2) algebras (22229). In particular, this fact has been exploited
in subsection ZZ=3 to show that Q and qp have the same Hodge norm growth.
However, the usage of the commuting sl(2) basis containing N;  could be just an
intermediate step to show the desired results. In fact, it is an important strategy
of [76,113] to translate the final statement back to the formulation with the Nj.
It may be that a similar result can be shown for our constructions. Therefore, a
natural candidate charge orbit is then

ne
Q(flo|m1a cee 7mn5) = eXp( Z mZNZ)qo 5 (2480)
=1

which is the natural analogue to (2218). In order to identify the seed charge o,
we would then require that it satisfies the massless condition (ZZ—29) within the
monodromy weight filtration W (N(;)) in order to generate an orbit that becomes
massless when approaching P within a growth sector. This requirement is natural
due to the fact that W(N(;)) = W(N(;)) as already stated in (2Z=25). More
concretely, unpacking the filtration W(N(i)) with definition (22238) and using the
concrete Hodge-Deligne diamonds of singularity types shown in table P, we see

that the seed charge has to obey, for every i =1,...,np — 1:

o If Type A, = I or II, then N;)go = 0;

o If Type A, = III, then there exists charge vectors b; and u; with N¢;u; =0
such that qo = N;)b; + ug;

o If Type A; =1V, then there exists charge vectors w; and x; with N;w; =0
and (N(i))gxi = 0 such that o = w; + N;)x;.

Furthermore, the following conditions are imposed at position np:

o If Type A, = II, then there is a charge vector a such that qo = N, )a;

o If Type A,LP = III, then there is a charge vector u,, with (N(np))QunP =0
such that Go = N(pp)Unp;
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2 Infinite Distance Networks in Field Space and Charge Orbits

o If Type A, =1V, then there are charge vectors ¢ and w,,, with
() "W = 0. such that o = (Nupy) e + NogyWe

Finally to ensure infiniteness, we require the existence of an N(;) withnp < j < ng
such that N(;)qo # 0. Applying the growth theorem as before we see that the seed
charge qo satisfying the above properties becomes massless when approaching P
within a growth sector if either of the two conditions (R1), (R2) of subsection
D22 are satisfied. Moreover the resulting Q is infinite by the same reasoning
in subsection EZ52. We would then claim that this Q becomes massless when
approaching P within the same growth sector as qg. Let us stress, however, that
establishing full equivalent to the results of subsections 473 and 2273, including
the explicit constructions of table @, without using the commuting basis would
require more work and will be left for the future.

We have discussed how the intersection points can be utilised to build the infinite
distance networks in moduli space, which follow the rules of enhancement in table
3. If we consider such a network we can identify orbits in patches which contain
type IV loci or intersections which enhance the singularity type.™ Once such an
orbit is identified, it will retain its identity along any finite distance along the
singularity curve moving away from this local patch. This is because the limiting
Hodge structure is defined over the full singular locus. If we move an infinite
distance away, so towards a different intersection with some other infinite distance
locus, then it is more difficult to track this orbit. We actually expect that the
charge orbit can be ‘transferred’ between singular divisors which intersect even
when there is no enhancement of the singularity type. By this we mean that a set
of charges identified by a charge orbit on one divisor has a corresponding set on
the divisor which intersects it. This is supported by tracking the Hodge-Deligne
diamonds from one divisor to the other through the intersection. Should we be
able to track the orbit this way, we would be able to identify an infinite charge
orbit over a full intersecting infinite distance network. However, we leave a detailed
study of this possibility for future work.

In [5] it was shown that the monodromy charge orbit is fully populated by BPS
states as long as one of the charges corresponds to a BPS state. This was shown
for the only case where such an orbit could be identified, which is for type IV
singularities. In this chapter, we are not able to show such a connection between
the charge orbit and BPS states. This is not unexpected, the argument of [5] was
based on walls of marginal stability. While being away from a wall of marginal

14Note that this implies the identification always holds in the large volume regime of the mirror.
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stability ensures that a BPS state remains in the spectrum, this is not a necessary
condition, i.e. there are many examples of BPS states which by, charge and energy
conservation alone, could decay to other BPS states. So one expects that the
spectrum of BPS states has some finer underlying structure. The utilisation of
the charge orbits in this chapter amounts to a proposal that this finer structure
includes the population of charge orbits by BPS states, at least asymptotically
towards infinite distance.

2.5 Conclusions

In this chapter we studied aspects of the Swampland Distance Conjecture in the
complex structure moduli space of Calabi-Yau manifolds. In this context, the
set of infinite distance loci in field space can be understood both generally and
precisely. We utilised the powerful mathematical tools of the orbit theorems and
mixed Hodge structures to analyse infinite distance points in complete generality,
so any infinite distance point in any Calabi-Yau threefold. We showed that any
infinite distance point is part of a locus in moduli space to which we can associate
a set of discrete topological data, its Hodge-Deligne diamond, that defines its key
characteristics. We also showed how to extract this data from the monodromy,
associated to axion-type shifts, about the infinite distance locus. The data can
be used to completely classify infinite distance loci in the moduli space, and this
classification includes an understanding of how different infinite distance loci can
intersect and change their type. In this way, the different types of infinite distance
loci form a rich intersecting infinite distance network. We showed that there are
rules for how such intersections can occur and so for which kinds of infinite distance
networks can be built. These rules and networks therefore are uncovering a new
perspective on the distance conjecture where global structures in the field space
are emerging.

The intersections between different types of infinite distance loci are clearly cen-
tral to this global perspective, and so naturally most of the investigation was fo-
cused on them. Within a local patch in field space containing such an intersection,
we were able to reach a significant number of results regarding the nature of the
infinite tower of states of the distance conjecture. More precisely, to each infinite
distance locus one can associate a nilpotent matrix N, and when the loci intersect
the different matrices commute. However, a remarkable result of [76], known as
the general S1(2)-orbit theorem, shows that the nilpotent matrices can further be
completed into fully commuting s[(2) algebras. This can be thought of as a type of
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2 Infinite Distance Networks in Field Space and Charge Orbits

factorisation of the infinite distance loci, and greatly simplifies the analysis of the
intersections. In particular, it allows for a rather precise identification of an infinite
tower of states in terms of a charge orbit. This orbit generalises the monodromy
orbits presented in [8] by utilising the commuting structure of the s[(2) algebras.
Importantly, it can be generalised recursively to any number of intersecting infinite
distance loci. We then established general conditions when such a charge orbit can
define an infinite tower of states that become massless when approaching the infi-
nite distance point. More specifically, we have explicitly constructed a candidate
charge orbit for any infinite distance point that has another infinite distance locus
of higher type in its vicinity. This non-local construction allowed us to identify the
tower of states of the distance conjecture for a more general set of infinite distance
loci than was done in [5], thereby making progress towards a complete identifica-
tion of the tower of states globally on the moduli space. However, it is important
to state that in [5], by utilising walls of marginal stability, the monodromy orbits
were shown to be populated by actual BPS states in the spectrum. We are not
able to reach such a result for the more general charge orbits introduced in this
chapter. We therefore leave a study of the precise relation between charge orbits
and BPS states for future work.

One particularly interesting new aspect of the distance conjecture in the context
of intersecting infinite distance loci is that the mass spectrum of BPS states picks
up a dependence on the path of approach to the intersection. The results of
[76] allowed us to quantify this path dependence rather precisely, showing how to
classify paths into different growth sectors, and to determine how the masses of
the tower of states behave within each growth sector. We find the encouraging
result that the particular form of the infinite charge orbit of states is such that
the states become massless independently of the path of approach, within a given
growth sector. This lends further evidence to the proposal in [6] that the tower of
states associated to the monodromy action induces the infinite distance divergence,
since there are no infinite distance paths of approach whereby the tower remains
massive.

Our results show that there is a rich structure at infinite distances in field spaces
of theories of quantum gravity. While we made significant progress at uncovering
some of this structure, we believe that there is much more to discover. The close ties
to the existing rich and deep mathematical framework of nilpotent orbits suggest
that much of this structure is general. By this we mean that many of the results can
be formulated just by an association of a nilpotent matrix to an infinite distance
point. Such an association is rather natural from the perspective of quantum
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gravity as discussed in [5]. There are two ways to motivate this. The first is
that the nilpotent matrix is associated to a discrete gauge symmetry, an axion
shift, which is promoted to a continuous global symmetry at infinite distance.
The infinite distance and infinite tower of states can then be understood as a
quantum gravity obstruction to the global symmetry limit. The second way is in
the context of emergence of infinite distances, so the idea that the infinite distance
is itself induced by integrating out the tower of states. Then the nilpotent matrix
associated to it is a remnant of the structure of this tower. The appearance of
nilpotent matrices, associated to axion transformations, was also found in [32].
This ties in nicely also to the ideas of [63] where potentials on field spaces are also
controlled by the towers of states. Motivated by these results, we believe that it
is a natural expectation that nilpotent elements, and the rich structure associated
to them which we have been exploring in this chapter, may underlie much of the
universal behaviour of quantum gravity theories at large distances in field space.

While our work was motivated by the distance conjecture, the results are signif-
icant also purely as a study of Calabi-Yau moduli spaces. We have adapted the
recent results on relations between polarised mixed Hodge structures [I13] to the
moduli space, expanded on them and developed their connection to distances in
the space. We have also presented the first, to our knowledge, computation of
the commuting s((2) triples of matrices at intersections of infinite distance loci, or
from the Hodge-theoretic perspective, at degenerations of polarized mixed Hodge

structures.

Our analysis was focused on the complex structure moduli space, but we have
also discussed the mirror dual configuration in some detail. More precisely, we
have explicitly determined the monodromy matrices relevant in the complexified
Kahler cone when encircling the large volume point in a higher-dimensional moduli
space. We showed that by only using the triple intersection numbers and the sec-
ond Chern class of the mirror threefold one is able to classify the monodromies and
the arising infinite distance singularity types in this large volume regime. In this
large volume regime we can then directly apply our findings on the charge orbit.
They immediately imply that we have shown that to every infinite distance point
in the large volume regime we can identify an infinite charge orbit that becomes
massless at this point. Crucially the considered point does not have to be the
large volume point itself, but rather any partial limit will also share this feature.
Let us stress that we expect that our construction of the charge orbit is also valid
relevant in string compactifications that are not directly the mirror to the consid-
ered Type IIB configurations [81]. Moreover, it is interesting to point out that this
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2 Infinite Distance Networks in Field Space and Charge Orbits

perspective gives a new way to systematically classify allowed triple intersection
numbers and hence allowed Kéhler potentials. In fact, the associated polarized
mixed Hodge structure incorporates more canonically the positivity conditions on
various couplings, while the growth theorem ensures that possible cancellations are
ruled out. It would be very interesting to systematically explore the power of this
new perspective for questions beyond the distance conjecture.

Appendices

2.A Monodromy filtrations and mixed Hodge
structures

In this appendix we give a short review of some further mathematical concepts
relevant for this chapter. We first introduce a pure Hodge structure and its asso-
ciated Hodge filtration. A pure Hodge structure of weight w provides a splitting
of the complexification Vg = V ® C of a rational vector space V by the Hodge
decomposition

Ve=H"oH" M g.. . oH "W ToHYY, (2.A.1)

with the subspaces satisfying HP? = H%P with w = p + g, where the complex
conjugation on V¢ is defined with respect to the rational vector space V. Using
the HP'? one can also define a Hodge filtration as FP = @;>,H"" ™" satisfying

Ve=F"> F' 5 ... > Fv! 5 Fv=H"0, (2.A.2)

such that HP9 = FP N F4. A polarized pure Hodge structure requires addi-
tionally the existence of a bilinear form S(-,-) on Vg, such that the conditions
S(HP1, H™*) =0 for p # s, ¢ # r and i~95(v,v) > 0 for any non-zero v € HP+?
are satisfied.

The crucial extra ingredient relevant to define a (limiting) mixed Hodge struc-
ture, is the so-called monodromy weight filtration W;. It was defined in (272238)
using the kernels and images of the nilpotent matrix N. The rational vector sub-
spaces W;(N) C V can alternatively be defined by requiring that they form a
filtration

W_i=0cC Wog € Wy C ... C Woy1 C Wh,=V, (2.A.3)
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with the properties

2.) N7:Grys; — Gry,_j is an isomorphism, Gr; = W;/W;_; . (2.A.5)

The quotients Gr; contain equivalence classes of elements of W; that differ by
elements of W;_;. When V¢ also admits a Hodge filtration F? as in (E2A73),
we require that IV is compatible with this structure and acts on it horizontally,
ie. NFP C FP1,

We are now in the position to define a mized Hodge structure (V, W, F'), induced
by the filtrations W; and F'? on the vector space V. The defining feature of this
structure is that each Gr; defined in (ZZA7H) admits an induced Hodge filtration

FrGr§ = (FPNW;)/(FPNWS,) (2.A.6)

where GT;C = Gr; ® C and WE = W; @ C are the complexification. In other words,
in the notation of (ZZAT) we spilt each Gr; into a pure Hodge structure 1?7 as

Gri= @ ",  HPI=FrGr;nFiGr; (2.A.7)
p+q=j
where we recall that w = p + ¢ is the weight of the corresponding pure Hodge
structure. The operator N is a morphism among these pure Hodge structures.
Using the action of N on W; and FP?, we find NGr; C Grj_p and NHP? C
HP~14=1 Note that this induces a jump in the weight of the pure Hodge structure
by —2, while the mixed Hodge structure is preserved by N.

2.B Construction of the SL(2)-splitting

In this appendix we review the construction of the matrices § and ¢ that are used
to construct a special R-split mixed Hodge structure (V, F , W), first discussed in
subsection 24, via

F=ceF . (2.B.1)

The mixed Hodge structure (V, F, W) is called the SL(2)-splitting of the limiting
mixed Hodge structure (V, F, W). Here we denote by (V, F, W) a vector space V
with filtrations F'P and W;, see appendix EZAl. As in subsection E223 the latter
is induced by some nilpotent N. Using (E2239) and (2=240) we can determine a
Deligne splitting Ve = € IP? from the data (F,W). On this splitting there is
a semisimple operator T', called the grading operator, that acts on the subspace
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@p 4q=1 177 as multiplication by I. Let T be the complex conjugate of the grading
operator T' defined by

T(v) :=T(v), (2.B.2)
for all v € Ve. Then T and T are related by a conjugation by e~21
T = e 20720 (2.B.3)
where the real operator ¢ sends every IP? to its “lower parts”:
o(IP9) C @IT’S, for all p, q. (2.B.4)
r<p
s<q

Thus we can solve equation (2B=3) with an Ansatz satisfying (EZB4) for the opera-
tor §. Furthermore § commutes with IV and preserves the polarisation § Tn+nd = 0.
Such an operator 4 is unique. Let

F:=eVF, (2.B.5)

and the mixed Hodge structure (V, F, W) is R-split. For a mathematically precise
discussion we refer to Proposition 2.20 of [I76].

The second operator ¢ further builds another R-split mixed Hodge structure out
of (V,F,W). Its construction is indirect and we refer to section 3 and Lemma
6.60 of [i76] for the full original discussion. Also section 1 of [I33] contains a good
review of the ¢ operator and in its Appendix the authors worked out some explicit
expressions that will be used in our computation.

To find ¢, we first compute a ‘Deligne splitting’ of the operator 0: Let Vg =
@ I be the Deligne splitting of the R-split mixed Hodge structure (V, F, W),
then this Deligne splitting induces a decomposition of ¢

5= 0 p g (2.B.6)

p,q>0

where each component 6_, _, precisely does the following:
§_p—q(I™®) C I"P*74 for all 7, s. (2.B.7)
The operator ¢ admits the same kind of decomposition

¢= Z C—p—q> (2'B'8)

p,q>0
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and its relation with § is given by the equation in Lemma 6.60 of 78]

—i)k
el = et Z ( k!) adk (Gr) | , (2.B.9)

k>0

where every §i is an real operator preserving the polarisation 7 of the real vector
space V and ady(—) = [N, —] is the adjoint action. The main outcome of this
formula useful for us is that, upon decomposing 6 and ¢ into their (—p, —¢) com-
ponents and solving for ¢, _4, we get a polynomial in 6_, _, and the iterated
commutators among various components 6_, _q.

Specialising to weight-3 degenerating variation of Hodge structures, the possible
non-vanishing components of (_,, _, are restricted to 1 < p,q < 3. Then according
to the Appendix of [33], we have the following explicit expressions

_3
1

1 1
0_2,_3 — §[571,71»5—1,—2]7 (3,3 = —§[571,71,572,72L

i
(-1,-1=0, (-1-2= —5571,—27 (—1,-3= d_1,-3, (—2,-2=0, (2.B.10)

3i

C_9_3=— A

while the remaining ¢_, _, are obtained from (_, _, by replacing all i by —i and
0_p—s by d_s _r. Summing all (_, _,, we get a formula for ¢ that is valid in
weight-3 degenerating variation of Hodge structures given by

i 3i 31
¢ 25(5—2,71 —0_1,-92)+ 2(573,71 —0_1,-3) + §(573,72 —0_2,-3)

1
— §[5_11_1,5_17_2 +5_27_1 +5_21_2]. (2B11)

2.C General procedure to construct the commuting
sl(2)s

The construction of commuting sl(2)s is part of the multi-variable SL(2)-orbit
theorem in [I76]. We summarise its construction in this section for completeness.
Finding the commuting sl(2)-triples associated to the intersection Ay __ ,, needs
ng-times iteration. One starts with the mixed Hodge structure (F, W), where
F is the limiting Hodge filtration extracted by nilpotent orbit theorem, and W™

is the monodromy weight filtration associated to the nilpotent cone o(Ny, ..., Ny,)
generated by the monodromies Ni,..., Ny, i.e.,
wne =W (Ny+ -+ Np,). (2.C.1)
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The limiting mixed Hodge structure (F, W"¢) will be used as the input of the
first iteration of the construction. Let the index & = ng, which will be counted
downwards after each iteration.

For each iteration with index k, we denote the input mixed Hodge structure by
(F’,W*). Then one computes the SL(2)-splitting (Fj, W*) of (F’, W¥). Further-
more, one finds the Deligne splitting of the mixed Hodge structure (F},, W*)

Ve =15 - (2.C.2)
p.q
Record the semisimple grading operator Y,y which acts on each subspace by mul-
tiplication
Yyv = (p+q — 3)v, for every v € I?i«“(i,wk)' (2.C.3)
And set the mixed Hodge structure (e'N* F},, W*~1) as the input of the next itera-
tion, which carries index k — 1.

The loop stops once kK = 0. In the end, we get a bunch of grading operators

Yine)s - -+ Y(1) associated with R-split mixed Hodge structures

(Frg, W), ..., (F,Wh.

For convenience, set Y(5) = 0.

The next step is to find the nilpotent elements N, in each triple (N, , N;",Y;).
Every N;~ is determined by diagonalising the adjoint action of ¥(;_;): Decompose
N; into eigenvectors of the adjoint action of Y;_1)

Ni =Y Nf, (2.C.4)

where N{* satisfies [Y(;_1), N{*] = aN{*. Then the nilnegative element is extracted
N;” := N}. Note that one always has N; = N; since ¥(g) = 0.
The neutral elements are set to be

Yi=Yu —Yi-1)- (2.C.5)

Since Y(g) = 0, we have Yy = Y(q).
Finally, we complete the triples by solving the equations defining an sl(2)-triple

[YHN;F] = 2Nz'+a [N;F’Nii] =Y (2.C.6)
for the nilpositive element Nf , which is required to also preserve the polarisation
(N +nN;" = 0. (2.C.7)

We have thus found the commuting s[(2)-triples (N, , N;7,Y;) for i = 1,...,ng
according to theorem (4.20) of [I7G].
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2.D An example: commuting s[(2)s in the mirror of
P(1,1,1,6,9) [18]

This section aims to exemplify the structures of section 22 and P4, by analysing
the periods and Hodge structure of an explicit Calabi-Yau threefold geometry.
More precisely, we will denote by Y3 the degree-18 Calabi-Yau hypersurface inside

L1,1,6.9) and denote by Y3 its mirror. We show in

the weighted projective space P(
detail how the associated commuting s[(2)-pair for the variation of Hodge structure
on Yj arises from the study of its complex structure moduli space. We also illus-
trate several abstract constructions introduced in the previous sections, including
the Deligne splitting (222239) and the associated canonical SL(2)-splitting MHS in
SL(2)-orbit theorem of appendix EEB. Note that the geometry and the periods of
the pair (Y3, Y3) have been studied in detail in [I19] as one of the first applications
of mirror symmetry.

2.D.1 Introduction to the example

Aq (IVl)

\

Aqg (IVy) Ay (TT1p)

Figure 2.20: Two singular divisors A; and A, intersect at the large complex structure
point A1z, where the corresponding types of degenerations are also labelled. The coloured
divisor shows one of the possible ways of approaching the large complex structure point,
namely moving along the type-IIly divisor towards the type-IVa intersection. This choice
is equivalent to a choice of the ordering of the monodromies as (N2, N1), so that we have
the singularity enhancement from A3 to Af,.

We focus on 2-moduli degeneration in this section. The geometric setup is that
we sit near the large complex structure point, where locally the moduli space
contains two copies of punctured disk as shown in figure 220. From the period
vector around the large complex structure point, we extract the limiting Hodge
filtration F(A$,), whose top component F3(AS,) is generated by a(()2). Then
(F(A5), W(Ny + N3)) is a limiting mixed Hodge structure. In accordance with
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appendix P10, we denote F,, := F(A$,) and W2 := W (N; + N») in the following
discussion.

2.D.1.1 The periods of Y3 around the large complex structure point

In this section we give the periods of Y3 around the large complex structure point
following the method described in section E234. The toric and relevant topological
data of Ys is given in section 248 and we remark that the Euler characteristic of
Y3 is x(Y3) = —540.
Furthermore, the generators of the Mori cone Cy,Cs dual to Jy, Jy are chosen
to be
C1=JaNJy, Cy = Dy N Jg, (2.D.1)

so that the following K-theory basis for branes
(OX‘))OJl»OJQ,ClaCQ»Op) (2D2)

yields the asymptotic period vector around the large complex structure point and
the polarisation matrix:

t1
t2
Bt g 4 3R 4 4 T |
%(t1)2+t1t2+%t1—%+"'
%(t1)3 4 %(tl)QtQ 4 %tl(t2)2 _ %tl _ %t2 _ 185ic(3) | .

(¢!, ?) =

273

(2.D.3)

0 —10 -3 0 0 -1

0 0 1 10 0

3 -1 0 01 0
_ 2D.4
1o -1 0 00 o] (2.D4)

0 0 -100 0

1 0 0 00 0

where t' is the coordinate on the Kéhler moduli space of Y3, under the mirror map
it corresponds to the coordinates z* on the complex structure moduli space of Y3
via 8 = % log z* + ---. The full period can be acquired by solving the Picard-
Fuchs equation on the space Y3 and matching the leading logarithmic behaviour of
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the solution with the above asymptotic period. We do not give the full instanton-
corrected period vector since it is not relevant to our discussion.
The monodromy operator T; is then induced by sending ¢ — ¢* — 1:

1 0 0 0 0 0 1 0 0 0 0 O

-1 1 0 0 0 0 0 1 0 0 0 O
T, = 0 0 1 0 0 0 , T = -1 0 10 0 O 7

0 -9 -3 1 0 0 0 -3 -1 1 0 O

0 -3 -1 0 1 0 0o -1 0 0 1 O

0 9 2 -1 01 0 2 0 0 -1 1

—

2.D.5)
and they are already unipotent. Their corresponding logarithms N; := logT; are

given by
0 0 0 0 00 0 0 0 0 0 O
-1 0 0 0 00 0 0 0 0 0
0 0 0 0 00 -1 0 0 0 0 O©
Ny = 9 ) Ny = 1
-2 -9 =3 0 00 -2 -3 -1.0 0 0
-3 -3 -1 0 00 0 -1 0 0 0 0
52 1 -10 0 0 2 0 0 -1 0
(2.D.6)

According to the classification in table E, we especially find that the degeneration
types shown in figure 2Z20.

To find the commuting sl(2)-triples, we need the full characterisation of the
Hodge filtration 0 C F3 C F? ¢ F! C F° = V. According to special geometry,
the period generating Hodge flags lower than F' can be obtained by taking various
derivatives with respect to t*. We make the following choice

1 1
(¢, %) = (nﬂ,aﬂnﬂ, 0,212, §6311'19,8321'19, 98311'19) , (2.D.7)

where the coefficient % is chosen for convenience. Each entry in II(¢!,t?) is under-
stood to be a column vector, representing the Hodge basis in terms of the multi-
valued integral basis {;}. Further explanation of the period matrix representation
can be found in the next subsection.

2.D.2 The commuting s[(2)-pair associated to III, — IV,

In this subsection, we compute the commuting s[(2)-pair arising from a degenera-
tion from type Il to IVg, which amounts to an ordering (N2, N1). We also denote
N(Q) = Ny + N;.
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2.D.2.1 Initial data: the mixed Hodge structure around the large volume
point

Let (75, V4, ¥3, 72,71, Y0) be the multi-valued integral basis in terms of which the
Hodge basis are represented as the period matrix. Upon looping 2! ~ €27z
counterclockwise, they experience the monodromy transformation (vys,...,v) +—
(s, - - - ,70)T; which is equivalent to sending ¢* — t* — 1 in the period matrix. We
first define a set of untwisted basis elements by setting

42
(€5, €4, €)1 2 == (Y5, Yas- - Y0) 1 g2 NI (2.D.8)

where the subscript ¢!, 2 reminds us that all the base vectors are (¢!, #?)-dependent.
The basis {e;(t!,#?)} are invariant under the monodromy transformation. Then
the limiting Hodge filtration is extracted by sending ¢!, % — ioo:

I = lim ethl+t2N2H(t1,t2)
t! —ico
t? —ioco
w3 W1 W22 | W11 W12 | Wo
es 1 0 0 0 0 0
ey 0 1 0 0 0 0
= es 0 0 1 0 0 0 , (2.D.9)
ea | -4 S 301 1]o0
° 1;5%(3) %23 03 % ’ )
e 53 - -3 0 0 1

where the constant {e;} basis are now understood as the limit of the untwisted
basis {e;(t!,t?)} as t!,1? — icoc.

For clarity, we explain the meaning of the period matrix: A Hodge filtration
0 C F3C F? C F! ¢ FY = V¢ is characterised by a Hodge basis (w3, ..., wp)
generating the Hodge flags. In our 2-moduli example whose Hodge numbers of the
middle cohomology H?(Y3,C) are always (1,2,2,1), we have

F? =spanc{ws}, F? = spanc{ws,war, war}, (2.D.10)

1 0
F* = spanc{ws, war, wag, w11, wiz}, F° = spanc{ws, w1, wa, w11, w2, Wo}.

Then the period matrix representing a Hodge flag consists of column vectors ex-
pressing the Hodge basis {w; } in terms of the single-valued integral basis {e;}. For
example, in the above period matrix I, the basis wos = e3 + %62 — %eo. In the
following, every operator acting on F' will be regarded as transforming the {w;}
vectors, whose action is computed as right multiplication on the period matrix.
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2.D An example: commuting s(2)s in the mirror of P(1:1.1.6:9)[1§]

While the above usage of nilpotent orbit theorem is regraded as a change of the
integral basis so we have the (inverse) action of e~ t"Ni=t*N2 o1 the left. For clar-
ity, we have labelled the column and rows in every period matrix representing the
Hodge filtration in a limiting mixed Hodge structure.

We also need the monodromy weight filtration W2 := W (N(g)) associated to
the cone (N7, N3). It is simply given by

W = spang{es,eq,e3,e2,61,€0}

@]
W52 = VV42 = spang{es,es, ez, e1,€0}

U (2.D.11)
W?? = W22 = spang{ez, e1, e}

@]
Wi = W§ = spang{eo}

One can check that this filtration indeed satisfies the following conditions:

Nip : W2 — W2, for every i,

k w2 w? . . .
Nis : Grg'yp — Gr3” , is an isomorphism for every k.

From now on, it is helpful to forget the geometric origin of this limiting mixed
Hodge structure and only regard it as a construction in linear algebra. To clar-
ify: We fix a 6-dimensional real vector space V with a distinguished real basis
(es,...,e0) and two nilpotent matrices N7, No expressed in the {e;}-basis. The
mixed Hodge structure to work with is then (V, Fo,, W?).

2.D.2.2 First round: finding the SL(2)-splitting of (V, Fo, W?2)

Firstly we need to find the Deligne splitting of (V, Fso, W?2). Denote the Deligne
splitting by Ve = @ I2? and it can be computed by directly applying the definition
(2239). The result is given in the Hodge diamond in figure 22211 and we note that
the shape of the Hodge diagram clearly shows that at the large complex structure
point Aj5 the degeneration type is IVs.

We can further check that the splitting satisfies the conjugation property that
09 = IZP for all p, q except

3,3
33 =1%° mod I%°,

hence the mixed Hodge structure (F,,, W?) is not R-split.
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2 Infinite Distance Networks in Field Space and Charge Orbits

N AVA

Wo

Figure 2.21: The Hodge diamond of the mixed Hodge structure (V, Foo, W?), in which
each dot near the (p, ¢)-site represents a base vector of the corresponding subspace IZ7.
The arrows show the action of N().

The grading operator 7' and its complex conjugate T defined in appendix I8

expressed in the Hodge basis (ws, ..., wp) can be directly read out from figure 2221
6 0 00O 0O O 6 00 0 0 O
040000 0 4 0 0 0 O

— 4
T 0 04000 ’ T 0 0 0 0 0 (2.D.12)
0 00 200 0 00 2 00
0000 20 0 00 0 2 0
000000 8B 90 0 0 0

Then the 0 operator written in the {w;} basis is solved to be

0 00000
0 00000
0O 00000

5= 2.D.13
0 00000 ( )
0 00000
~15¢3) 9 0 0 0 0

It is easily seen that the 6 operator only has the 6_3 _3 component, hence the ¢
operator is simply ¢ = 0.
Computing Fy = e~ F, we have found the SL(2)-splitting (F», W?) of (Fuo, W?2).
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2.D An example: commuting s(2)s in the mirror of P(1:1.1.6:9)[1§]

The filtration F5 is represented by its period matrix

1,

wg? [yl w)) [l wg)) | g
es| 1 | 0O 0 | 0 0[O0
es| O/ 1 0| 0 0[O0
es| 0O/ 0O 1 | 0 0|0
e | X 5 3 1 1 |0
er| =21 2 0 £ 0] o0
e| 0 [-2 21 0 0 1

(2.D.14)

And it is clear that this mixed Hodge structure (Fy, W?) is R-split

2.D.2.3 The second round: finding the SL(2)-splitting of (F’, W1)

We now proceed to the second round of the computation. The starting point of
this round is the mixed Hodge structure (F',W1), where W! = W(N,) is the
monodromy weight filtration associated to Ny, and F' = V1 F,. One can check
that the weight filtration is now given by

W¢ = W2 = spang{es, es,es,ea,e1,60}

@]
W} = Wi = spang{es, ez, e1,€0}

U (2.D.15)
W4 = Wl = spang{es, eo}

@]

Wl o= 0

wg wy, Wag wiy Wiy | wy

es 1 0 0 0 0 0

€4 i 1 0 0 0 0

Ir = es3 0 0 1 0 0 0 (2.D.16)

e 35 4 9 1 9 49 1 H 1

2 TS5 | 5+9% 43| 1 0

er| —3+% | 3+3i i o0 o

e | -F | -4 =3 | i il

Denote the Deligne splitting of (F’, W) by Ve = @ I'"9. Using the formula
(=239) we find the Deligne splitting of (V, F’, W) shown in figure 2=22.
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’ .y . /
wy — 2iwy; + Jiwy w3
!/ o s/ /
Wag — 61“}11i3”~”1 Waz
/ i /
Wi — 2iwy) Wi

Figure 2.22: The Hodge diamond of the mixed Hodge structure (V, F’, Wl), in which each
dot near the (p, q)-site represents a base vector of the corresponding subspace I'”?. The
arrows show the action of Na. The diamond is clearly of type IIlp.

We further remark that this splitting satisfies ' = I':P for all p, q except

II3,2 — 1/2,3 mod 112,1 D I/l,O o) 1/0’17

1/2,1 — 11172 InOd I/l,O.

The Deligne splitting in figure 2222 yields the following grading operator 1" and

|

its complex conjugate T” expressed in the Hodge basis (w}, ..., w))
5 0 0 0 0 O 5 0 0 0 0 O
0O 5 0 0 0 O 0 ) 0 0 0 O
|0 33 0 00 _ 6i -3 3 0 00
1o o0 o0 3 00| "~ [ 0o -8 0 3 00
0 0 0 -1 1 0 18 —18 —-6i -1 1 0
0 0 0 0 01 —24i 18 0 -2 0 1
(2.D.17)
The operator §’ written in the Hodge basis (w4, ..., w}) is solved to be
0 0 0 0 0 O
0 0 0 0 0 O
3
y—|z2 9 0000 (2.D.18)
0 2 00 00
R EE
3 -2 0 1 00

This matrix does not seem to be real because we are working in the complex basis
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2.D An example: commuting s(2)s in the mirror of P(1:1.1.6:9)[1§]

{w}}. If we transform it into the (es,...,ep) basis using the period matrix II’ then
all of its entries are real numbers. Hence ¢’ is indeed a real operator.

Let F/ = e W' F’ , and we have found the first R-split mixed Hodge structure
associated with (F', W'). Let (@5, ..., @) = (ws,...,we)e 9 and we have a new
set of Hodge basis {@}}. The Deligne splitting of (F”’, W!) is the same as in figure
222 with all w] replaced by w}. Then the decomposition of the operator ¢’ is found
to be

0" =014 4 +0 g o+0ls_y+0Ly s, (2.D.19)
where 6’ , _ maps I'™% to I'"~P=4_ The components are given by, in the W} basis,
00 0 000 0 0 0000
00 0 0 00 0 0 0000
, 2.0 0 000 , 0 0 0000
=l o 20000 %2270 0 0000 |
2
00 2 000 3 g_ 0000
000 2 00 0 -3 00 0 0
(2.D.20)
0 0 0000 000000
0 0 0000 000000
, 0 0 0000 , 000000
573,71 = ) 571 -3 =
0 0 0000 000000
3 1 0000 020000
3 =300 00 00 0O0O0O
(2.D.21)

Furthermore, all components are commuting with each other [0”, _,,d", ] =0.
The operator ¢’ given in terms of its decomposition ¢' = >3 (", _, only has two
non-vanishing components ¢’ ; _3 and ¢’ 3 _;, hence, written in the (@3, ..., @)

basis

(2.D.22)

o O O O

[ee]Ne)
o O O o o o

oo O O O O O
O O O O O O
O O O O O O
O O O O O O

9i
4

Finally, applying the operator e to F’, we arrive at the SL(2)-splitting (Fy, W)
associated to (F',W1'). The period matrix II; representing the Hodge filtration
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’ Y .
Fi=eS e WF is

w! | ) ey [l wdy) | e
es 1 0 0 0 0] o0
es i 1 0 0 0 | 0
I = | e —3 0 1 0 0 0
e | - FL+B 12+ 14311 1| 0
er | =343 1343 o0 ] o0
A A A

2.D.2.4 Final output: the commuting sI(2)-pair

(2.D.23)

With the two SL(2)-splittings (F;, W*) we can now compute the commuting s[(2)-

pair. First we read out the semisimple grading Y(;

multiplication by p + ¢ — 3. Writing now everything in the real basis (es, . .

for convenience, we have

2 0
0 2
0o -3
212

-3 3
0 ¥
3.0
0 1
0 0

-17 9

-6 3
6 —23

O = O O O

O = = O O

—6

so the neutral elements in the sl(2)-pair are
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S O O o o

0

o O = O O

which acts on Ifig,Wi)

O O = O O O

o O O o O

o O O o O

as

'760)

(2.D.24)

(2.D.25)



2.D An example: commuting s(2)s in the mirror of P(1:1.1.6:9)[1§]

In addition, N, = Nj is already one of the nilnegative elements. We kindly remind
the reader that the particular ordering (Na, N1) of the monodromies is adopted so
as to study the degeneration 111y — IV,.

To find the other nilnegative element N5 , we compute the decomposition of Ny
into the eigenvectors of the adjoint representation [Y(;), —]. Denote the decompo-
sition Ny = ) N{*, where [Y(;), N{*] = aN{' is the component corresponding to
the eigenvalue a. Bearing in mind that any component N{* must also preserve the
polarisation (N&)Tn + nNg = 0, we find that

Ny = N4+ N2+ NY, (2.D.26)
where

00 00 0O 0 0 0 0 0 0
00 00O0O 0 0 0 0 0 0

N = 0 09 0000 ) N2 = —% 09 03 0 0 0 ’
0 -2 0000 -3 -9 20 0 0
00 0000 0 -3 0 0 0 0
00 0000 o 2 o0 0 -2 0

(2.D.27)

and the N} is what we need for the nilnegatives

0 0 0 0 00
-1 0 0 0 00
3
Ny =N, Ny =N/ =[ 3 _Og _03 8 8 8 (2.D.28)
4 4 2
-3 -3 -1 0 00
P8 g

The last step is to find the nilpositive element N;r . Solving the equations

Vi, NifT=2N;", [NF . N7]=Yi, (N)Tn+aN; =0,
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simply yields the following unique pair of matrices

0 -3 -2 0 0 0
-3 3 0 0 -2 0
1
L0 1 -2 6 0
M=l % g 9 4 5 3|
o s ¢
P S
3 & 3 3 3 0
2 v 2 (2.D.29)
0 -1 0 0 0 0
0 0 0 0 0 0
Nt -3 3 0 0 -1 0
=
I B LIRS
o 2 0 0 0 0
P10 0 3 o

One can finally check that the (N, , N;',Y;) with matrices in the (es,...,eq)
basis given by (Z028), (E1024), (1D 2H) are indeed two sets of sl(2)-Lie algebra
elements and the two sets of operators commute with each other. This completes

our computation of the commuting s[(2)-pair arising from the 11Ty — IVy degener-
ation in the complex structure moduli space of the Calabi-Yau threefold Ys.

2.D.3 The commuting s[(2)-pair associated to IV; — IV,

The other singularity locus A; in the moduli space of Y3 has the type IV;. In
this subsection we also work out the commuting sl(2)-pair as we move along A;
towards the large complex structure point of type IVs. This amounts to switch
the ordering of the monodromy cone to (N7, N3). The computation is essentially
the same as the Il — IVy degeneration, so we only list the results here without
explanation.

2.D.3.1 The two SL(2)-splittings
The starting point (F.., W?2) is the same as the starting point of ITIy — IV, hence

also its SL(2)-splitting is the same (Fy, W?2) with the period matrix (Z01d). Now,
we consider the limiting mixed Hodge structure (F', W) where F' = iV F, and
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2.D An example: commuting s(2)s in the mirror of P(:1:1.6:9)[18]

W1 =W(N;y). The period matrix of F’ is now given by

wg wy, wyy | Wiy wiy | wy
es 1 0 0 0 0|0
€4 0 1 0 0 0|0

I'=| e i 0 1 o o |0 [,
e | —24+115+31 I4+il 1 1|0
er| -3 541000 i 010
3i 25 3 i

€| —3 % 2|35 0]1

and the monodromy weight filtration W' has now the form

(0
!

Way

—why + 3wk, + 6iw!<— 6iw —w} k wh,
21 22 11\ 1 21 22

!

Wiy
!

Wo

spang{es, €4, €3,€2,€1, €0}
spang{eq, es, €2, €1,€0}
spang{—e4 + 3es, e2,€1,€0}
spang{3es + e1,€0}

spang{eo}

(2.D.30)

(2.D.31)

Figure 2.23: The Hodge diamond of the mixed Hodge structure (V, F/, '), in which each
dot near the (p, g)-site represents a base vector of the corresponding subspace I'??. The

arrows show the action of N;. The diamond is clearly of type IV;.
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This structure is again far from R-split, and we can check that [P = 4P for
all p, q except
%3 =133 mod I'? @ I'?a* o1t (2.D.32)
I'*? =722 mod I''t & I'°°,
"' =112 mod 1",

"' =151 mod I'°°.

Reading out the grading and solving for §’, we find, in the (wj, ..., w}) basis
0 0 0 0 0 O
0O 0 0 0 00
1 0 0 0 0 O
§ = , (2.D.33)
i 3 1 0 00
-i 0 0 0 0 O
Fo b b0

which consists of real elements once we transform back to the {e;} basis.
The operator ¢’ now admits the following Deligne splitting

o' =0y g+0y y+0y 4+, o, (2.D.34)

where various components are given by

000 000 0 0 0 0 0 0
00 00O0OUO -+ 0 0 0 0 0
5 000000 5 _ 10 0 0 0 O
—3,~3 0000UO0TO0]’ —2-1 i 0 0 0 0 o[’
000 000 -i 0 0 0 0 0
200000 0 0 -+ 0 —% 0
000 0 00 0 000 0 0
£ 000 00 -5 000 0 0
s | 000000 5,:%00000
—h-l 03100 0| —1-2 0 000 0 0
000 0 00 0 000 0 0
000 % £ 0 0 000 —¢ O
(2.D.35)
with the only non-vanishing commutator
! ! 3iI
[572,71%571,72} = _5573,73- (2.D.36)
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2.D An example: commuting s(2)s in the mirror of P(1:1.1.6:9)[1§]

Then the only non-vanishing components of (" are ¢’ ; _5 and ¢’ 5, _;, hence they

sum to the ¢’ operator

0 0 0 00O
0 0 00 0O
, i, y 0 0 0 00O
=—(0 -4 = 2.D.37
¢ 2( Lo 1= 00 ) 10000 0] ( )
£ 00000
0 0 ¢ 000
where the matrix is written in the {w’} basis.
The Hodge filtration F; = e e 1 By s given by its period matrix II;
1 1 1 1 1 1
o [l ) [l ) | l?
es | 1 0 0 0 0 0
ey 0 1 0 0 0 0
I =] €| O 0 1 0 0 0 ; (2.D.38)
G-l 3 11 1o
3 3 i 1
el -3 35 -3 3 00
el 0 [-2 -2 0 0 1

thus we have arrived at the SL(2)-splitting (Fy, W) of (F/,W1).

2.D.3.2 The commuting s[(2)-pair

For convenience we express everything in the (es, ...

We read out the grading elements

3
0
0

—17
71

12
0
3
0
0
—-17
—6
0

0 0
1o
0 0
9 2
302
-23 -T7
0 0
1 0
0 1
9 1
30
—-23 —6

0 0
0 O
0 0
-1 0
_% 0
0 O
0 0
0 0
0 0
-1 0
0 -1
0 0

, €

o) basis in this subsection.

O O O O O

(2.D.39)

o O O o O
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so that the neutral elements are given by

0 0 0 0 0 O
0 0 -3 0 0 0
6o 0 1 0 0 O
Yi=Yy, Yo=Ye9 —Yy = 2.D.40
1=Ya), Y2=Yp Yy 0 0 1.0 0 0 ( )
S
0 0 <5 0 0 0
Decompose Ny = > N3* into the eigen-components of the action [Y{1), —] and
we have
Ny = Ny 3 4+ Ny 2 4 NY, (2.D.41)
where
0 0 0 0 0 O 0 0 0 0 00
£ 0 0 0 0 O -2 0 0 0 00
-1
Ny S = 0 0 0 0 O Np?= O3 0 0 0 00 ’
10 0 0 0 O -5 =3 -1 0 00
%1001(1)00 —15—31—%0100
-3 0 -5 3 -1 O 3 z 5 —3 00
(2.D.42)
and the remaining NY together with IN; constitute the nilnegative elements

Ny =Ny, Ny =NJ= (2.D.43)

Quw—= O O O O

o O O O o o
o O O O o o
o O O O o o
O O O O o O
o O O o o o

Finally we can complete the (N, ,Y;) into the complete s[(2)-triples (N, , N;",Y;)
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2.E Deriving the polarised relations

with nilpositive elements

0 -3 -1 0 0 0
17 2 4
5 2 5 5 00
0O 0 0 0 0 0
NE=1 s s -2 0 -3 |’
53 1 5
PR TV B
% 2 w9 000 (2.D.44)
0O 0 0 0 0 0
1 1
s 0 —1% 10
1 L
N = 4 ! % oY
R T
8 0 Aoz 0
w 0 55 -5 1 0

This completes our computation of the commuting s[(2
from IV; to IVs,.

~—

-pair for the degeneration

2.E Deriving the polarised relations

In this section we summarise the definition of polarised relation proposed in [I13]
and exemplify the derivation of the relation III, — IV ; in table P=3.

For the ease of notation, we follow [I13] to consider an entire Hodge-Deligne dia-
mond at once. Given a Hodge-Deligne diamond consisting of Hodge-Deligne num-
bers {i”?}, we can define an integer-valued function {(p, ¢) := i*'? on the lattice Z x
Z. On the other hand, we define a Hodge-Deligne diamond of a variation of weight-
w Hodge structure polarised by N with Hodge numbers (h*:°, h*=51 .. h0w) to
be any integer-valued function (p,q) on the lattice Z x Z such that

Z O(p,q) = hPY7P, for all p, (2.E.1)
q=0
and satisfying the usual symmetry properties
<>(p7q) = <>(Q7p) = <>(w_Q7w_p)7 for all b, q, (2E2)
Olp—1,¢—1) < 0(p,q), for p+ g < w. (2.E.3)

In this fashion the sum ¢ = {1 + O2 of two Hodge-Deligne diamonds {; and {5
is naturally defined pointwise

O, q) = 01(p, @) + O2(p, q). (2.E.4)
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And also the shifted Hodge-Deligne diamond ¢[a] of ¢ is defined to be

Olal(p,a) = O(p + a,q + q). (2.E.5)

Now it comes to the enhancement relation [(13]. Let (Fy, N1) and (Fz, N2)
be two nilpotent orbits with limiting mixed Hodge structures (Fy, W (Nyp)) and
(F2, W(Ns)). Denote O(Fy, N1) and O(Fz, No) respectively their Hodge-Deligne
diamonds. Considering a possible degeneration relation (Fy, Ni) — (Fz, N2) there
is the following equivalent condition:

Every primitive subspace P*(Ny) (3 < k < 6) of (F},W(Ny)) carries a weight-
k Hodge structure P*(N;) = @D, 4= PP(N1). Denote its Hodge numbers by
Jv? = dime PP9(Ny). Let O(F}, Nj) be a Hodge-Deligne diamond of the variation
of weight-k Hodge structure polarised by S(-, N¥-) on P*(N;) with Hodge numbers
(j#0, jE11, L 0k
decompose ¢(Fy, N3) as

) where S is the polarisation bilinear form (2224). If one can

O(Fy, No) = > O(F;,Np)al, (2.E.6)
3<k<6
0<a<k—-3
where O(F}, Ny )[a] is the shifted Hodge-Deligne diamond defined above, then the
degeneration relation
(F1,N1) = (F2,N2) (2.E.7)

holds. The converse is also true.

We refer the reader to [I13] for details.

We exemplify the above condition on the relation I, — IV ;. Firstly we list
the primitive Hodge-Deligne sub-diamond of III. containing only primitive Hodge-

Deligne numbers ji"? and the Hodge-Deligne diamond of IV ;:

[prm IV,
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2.E Deriving the polarised relations

For the relation III, — IV ; to hold, we need to find three Hodge-Deligne di-
amonds with Hodge numbers (0,¢ — 1,¢ — 1,0), (0,0,¢,0,0) and (0,0,1,1,0,0)
that sums (with proper shifts) to IV ;. The following are three such Hodge-Deligne
diamonds

S S ot
X

>

O(F3, N3) with r > 0 O(Fy, Ny) O(F35, N3)
for (0, —1,¢ —1,0). for (0,0,¢,0,0). for (0,0,1,1,0,0).

Then we consider the sum

O(F3, N3) + O(Fy, Ny) + O(Fy, Ny)[1] + O(Fy, Ng) + O(F5, N3)[1] + O(Fs, N5)[2]
(2.E.8)
which can be depicted as

and we expect that this diamond agrees with the Hodge-Deligne diamond of IV ;.
This is possible if the condition

A

d=c+r+2, (2.E.9)

together with the usual r > 0, 0 < ¢ < A2l —2and 1 < d < h21 are satisfied.
Hence we have derived the condition ¢ + 2 < d for the relation III, — IV in table
3.
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3 Asymptotic Flux Compactifications and
the Swampland

This chapter is based on: T. W. Grimm, C. Li and I. Valenzuela,
Asymptotic Fluxz Compactifications and the Swampland, JHEP 06
(2020), 009, [erratum: JHEP 01 (2021), 007], [arXiv:1910.09549].

In this chapter, we initiate the systematic study of flux scalar potentials and
their vacua by using asymptotic Hodge theory. To begin with, we consider F-theory
compactifications on Calabi-Yau fourfolds with four-form flux. We argue that a
classification of all scalar potentials can be performed when focusing on regions in
the field space in which one or several fields are large and close to a boundary. To
exemplify the constraints on such asymptotic flux compactifications, we explicitly
determine this classification for situations in which two complex structure moduli
are taken to be large. Our classification captures, for example, the weak string
coupling limit and the large complex structure limit. We then show that none
of these scalar potentials admits de Sitter critical points at parametric control,
formulating a new no-go theorem valid beyond weak string coupling. We also check
that the recently proposed asymptotic de Sitter conjecture is satisfied near any
infinite distance boundary. Extending this strategy further, we generally identify
the type of fluxes that induce an infinite series of Anti-de Sitter critical points,
thereby generalizing the well-known Type ITA settings. Finally, we argue that
also the large field dynamics of any axion in complex structure moduli space is
universally constrained. Displacing such an axion by large field values will generally
lead to severe backreaction effects destabilizing other directions.

3.1 Introduction

The asymptotic de Sitter conjecture [63] (see [62,134] for previous formulations)
reviewed in Section IZ32 claims a universal bound on the potential that forbids
de Sitter vacua when approaching any infinite distance limit in field space and
hence implies that there is a sort of Dine-Seiberg problem [135] for any scalar field

151



3 Asymptotic Flux Compactifications and the Swampland

near any infinite distance limit. The universality claim is motivated in [63] by a
connection to another conjecture, the so-called Swampland Distance Conjecture
[@,57], which asserts the universal existence of an infinite tower of massless states
at any infinite field distance limit. Crucial to this present chapter will be the
fact that in the search of evidence for the Swampland Distance Conjecture the
works [5,81,[36] uncovered a universal structure in any large field limit in geometric
moduli spaces. It turns out that this structure also constraints the form of the
flux-induced scalar potentials and provides us a tool to systematically classify such
potentials at any large field limit and promote the above conjectures into precise
statements linked to this universal structure. We will not only provide significant
evidence for the asymptotic de Sitter conjecture [63], but also bring a new angle to
the origin of the set of seemingly infinite number of Anti-de Sitter vacua of [137] and
get general constraints on axion scalar potentials relevant for backreaction issues
in axion monodromy [IT38-140] that are related to the refined Distance Conjecture
[67,58)].

To answer systematically questions about the scalar potentials arising in string
theory, we initiate the general study of flux compactifications in any region of
field space that involves a large field limit. We call such settings asymptotic fluz
compactifications in the following. These compactifications will share the common
feature that they capture limits that occur when approaching the boundary of
the field space which, however, is not constrained to be of infinite distance in the
field space metric. Asymptotic flux compactifications often describe an effective
theory in which, at least in a dual description, a small coupling constant ensures
that the leading perturbative expansion suffices to study the properties of the
system. Two famous examples are Type IIB orientifold flux compactifications
carried out at small string coupling, and Type ITA flux compactifications studied
in the large volume regime [[@,8,41]. We argue in this chapter that also the flux
scalar potential in more general asymptotic limits can be systematically studied
by using F-theory compactified on a Calabi-Yau fourfold with G4-form flux. The
complex structure moduli space of such fourfolds has a very rich structure, which
allows us, among others, to recover flux potentials encountered at weak string
coupling or large volume. Clearly, interpreting the various limits might require
to move to a dual frame, as we will show by relating the flux scalar potentials in
F-theory, Type IIB orientifolds and Type IIA orientifolds via mirror symmetry.
Although, in general, such a dual description does not necessarily correspond to a
perturbative string theory. It turns out that considering all possible asymptotic flux
compactifications of F-theory goes beyond these well-known settings and yields a
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3.1 Introduction

set of new characteristic scalar potentials. These insights then allow us to generalize
the no-go theorems for flux-induced de Sitter vacua to more general asymptotic
regimes beyond string weak coupling. Let us remark that our results also go beyond
the Maldacena-Nufiez no-go theorem [I41] as the F-theory potential also includes
the contribution from higher derivative terms and more exotic seven-branes, such
as the ones combining into orientifold planes.

The mathematical machinery that we will employ is part of asymptotic Hodge
theory, which in particular implies that there exists a so-called limiting mixed
Hodge structure at any asymptotic limit to the boundary of the moduli space.
These mixed Hodge structures encode crucial information about the behavior of the
(p, q)-decomposition of forms on the compactification manifold in the asymptotic
limits in complex structure moduli space. In particular, asymptotic Hodge theory
provides an asymptotic expression of the Hodge norm [76] that we will use heavily
in this chapter. It also allow us to discuss the conditions on self-dual fluxes in
the asymptotic regime. Furthermore, it is crucial that all allowed limiting mixed
Hodge structures can be classified by using the underlying sl(2)-representation
theory [13], as has been done for Calabi-Yau threefolds in [I36]. Our analysis aims
to give the first steps towards a classification of asymptotic regimes in Calabi-Yau
fourfolds and subsequently all asymptotic flux-induced scalar potentials induced
by Gy4-flux. Let us note that this machinery has been proven useful to test the
Swampland Distance Conjecture and the Weak Gravity Conjecture [142] in Calabi-
Yau string compactifications [6, &1, 82, 136, 143]".

In this chapter we will study asymptotic flux compactifications with G, with
a focus on asymptotic limits given by only two fields becoming large. In other
words, we will consider regions near codimension-two boundary loci in the com-
plex structure moduli space and leave the generalization to higher codimensions
for future work. We classify all possible asymptotic two-variable large field lim-
its in general Calabi-Yau fourfolds, both at finite and infinite field distance. We
then focus on the strict asymptotic regime in which two fields and their ratio are
large. Physically this implies a suppression of certain perturbative corrections,
while mathematically it corresponds to using the so-called sl(2)-orbit approxima-
tion. It is then possible to explicitly derive the asymptotic scalar potential for all
such strict asymptotic regimes (see table BH). This allows us to study the struc-
ture of flux vacua and obtain a no-go theorem that forbids the presence of de Sitter
vacua at parametric control near any large field limit of two fields parametrizing

1See [BO, 16, 17, [38-047, T43-153] for other works testing the Swampland Distance Conjecture
in the context of asymptotic string compactifications.
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3 Asymptotic Flux Compactifications and the Swampland

complex structure deformations. The details of the no-go and assumptions can be
found in section BB4. The list of scalar potentials also allows us to explicitly test
the asymptotic Sitter conjecture of [63] and to show that it is satisfied if we are
dealing with infinite distance limits. Note that we do not discuss the stabilization
of Kéhler structure moduli. Remarkably, our findings can be interpreted as stating
that a subsector of moduli, which one aims to stabilize near the boundary, already
imposes strong constraints on the vacuum structure. This becomes more apparent
when considering the flux scalar potentials in a more general context in which it

yields a generalization of the Type ITA no-go of [I54].

Crucially, we therefore also consider a more general class of flux scalar potentials
that capture, in particular, the potentials found in Type ITA flux compactifications
[[6]. These potentials are, in contrast to the standard F-theory flux potentials
not positive definite and hence can admit Anti-de Sitter vacua. In particular, it
was argued in [I37] that a seemingly infinite series of flux vacua exists in Type
ITA at weak string coupling and large volume. We identify the special fluxes
that are necessary to generate such sequences and check if they can exist at the
various limits in moduli space. More precisely, such fluxes are necessarily having
vanishing Hodge norm in the asymptotic limit and drop out from the tadpole
constraint. This implies that they cannot correspond to self-dual fluxes and hence
would induce a backreaction on the geometry in the F-theory context. Remarkably,
their construction and existence seems deeply related to the infinite charge orbits
presented in [8,036] in the study of the Swampland Distance Conjecture.

Our approach also allows us to generally analyze the backreaction effects of
axion monodromy inflationary models in Calabi-Yau manifolds, in which the role
of the inflaton is played by an axion with a flux-induced potential. It was shown
in [C38-140] for particular examples that displacing an axion for large field values
implies in turn a displacement of the saxionic fields which backreacts on the kinetic
term of the axion such that the proper field distance grows only logarithmically
with the inflaton vev. This further implies that the cut-off scale set by the infinite
tower of states of the Distance Conjecture also decreases exponentially in terms
of the axionic field distance and invalidates the effective theory. It was argued
[[3%-140] that for closed string axions with a flux-induced potential generated
at weak coupling and large volume, these backreaction effects cannot be delayed
but become important at transplanckian field values, disfavoring certain models of
large field inflation. However, it remained as an open question if the backreaction
can be delayed in other setups by generating a mass hierarchy between the axion
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3.2 Flux compactifications on Calabi-Yau fourfolds

generality that the backreaction cannot be delayed for any axion belonging to the
complex structure moduli space of F-theory Calabi-Yau compactifications in the
asymptotic regimes analyzed in this chapter, as long as we move along a gradient
flow trajectory. The reason is that the parameter that controls the backreaction
becomes independent of the fluxes at large field for any two-moduli asymptotic limit
of the moduli space of a Calabi-Yau fourfold. Interpreted in the Type IIB context
this result implies that neither closed string complex structure deformations, nor
open-string seven-brane deformations can provide axions where backreaction effects
can be made small. This provides new evidence for the refined Distance Conjecture
[67,68].

The outline of the chapter goes as follows. We start in section B2 by reviewing
the scalar potential of N' = 1 compactifications of M/F-theory on a Calabi-Yau
fourfold with G4 flux, and the chain of dualities that reduce the setting to four
dimensional Type IIB and ITA flux compactifications. In section B33, we will intro-
duce the machinery to study these flux compactifications in the asymptotic regimes
of the moduli space. Key results are the asymptotic decomposition of the fluxes
adapted to the different limits and the asymptotic behavior of the Hodge norm,
which allow us to determine the universal leading behavior of the flux-induced
scalar potential at the asymptotic limits. In section B2 we explain this structure
in the context of an N' = 1 supergravity embedding and its relation to the dual
description of the scalar potential in terms of three-form gauge fields. A com-
plete classification of all possible two-moduli asymptotic limits in the Calabi-Yau
fourfold is performed in section B2 together with the flux-induced scalar potential
arising in each case. In section B we analyze the vacua structure of this poten-
tial and get a new no-go theorem for de Sitter as well as new insights regarding
infinite sets of families of AdS vacua. The analysis of the axion dependence of the
scalar potential and the implications for axion monodromy models are discussed
in section BZA, while section B contains our conclusions.

3.2 Flux compactifications on Calabi-Yau fourfolds

In this section we introduce the setup that we investigate in detail in this chap-
ter. Concretely, we will be interested in flux compactifications of F-theory and
Type IIB orientifolds that can be studied via the duality to M-theory. We will
thus first recall in subsection B2 the scalar potential V31 of M-theory compacti-
fied on a Calabi-Yau fourfold with G4 flux and introduce the tadpole cancellation
condition [158,059]. We briefly comment on how Vj lifts to a four-dimensional
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3 Asymptotic Flux Compactifications and the Swampland

scalar potential of an A' = 1 compactification of F-theory on an elliptically fibered
Y,. In subsection B2 we then recall how the F-theory setting reduces to a four-
dimensional flux compactified Type IIB on an orientifold background. Restricting
the allowed background fluxes we also show how a specific scalar potential (B=218)
in Type ITA flux compactification can be described within this setting and we
will later on analyze generalizations of such potential by loosening the correlation
between the coefficients in the remaining sections.

3.2.1 Four-form flux and the scalar potential

In this section, we elaborate on the contents reviewed in Section 2. As recalled
in Section I™Z4, compactifications for M-theory, or rather eleven-dimensional su-
pergravity, on a Calabi-Yau fourfold leads to a three-dimensional effective super-
gravity theory with N/ = 2 supersymmetry. This theory is characterized by a
Kéhler potential, determining the metric of the dynamical scalars, and a super-
potential, inducing a non-trivial scalar potential for these fields. In case one is
considering a smooth Calabi-Yau fourfold the superpotential is only induced by
four-form fluxes G4, which parametrize non-vanishing vacuum expectation values
of the field-strength G, of the M-theory three-form Cs through four-cycles of the
internal space Y3. Such fluxes G4 can also induce a gauging of the theory [42,160],
but we will not discuss this part of the effective action in any detail in the fol-
lowing. We will also be not concerned with the quantization of fluxes, since this
discreteness property will not be of significance in the later analysis.

Performing the dimensional reduction the three-dimensional scalar potential in
the Einstein frame takes the form

Var GinxGy— | GuA G4) (3.2.1)

Vi ( Ya Ya
where V), is the volume of Y, and * is the Hodge-star on Y. Note that the derivation
of Vi1 requires to perform a dimensional reduction with a non-trivial warp-factor
and higher-derivative terms [I61-166]. The warp-factor equation integrated over Yy
furthermore induces a non-trivial consistency condition linking flux and curvature.
This tadpole cancellation condition takes the form
1 x(Ya)

- Gy NGy =
2Y44 4 247

(3.2.2)

where x(Yy) = fy4 c4(Yy) is the Euler characteristic of Yy. The condition (B™23)
has to be used crucially in the derivation of (B2) and leads to the second term.
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3.2 Flux compactifications on Calabi-Yau fourfolds

The scalar potential (82) depends via the Hodge-star and V, both on the
complex structure moduli and Kéhler structure moduli of Y. Since our main target
will be to investigate the vacua in complex structure moduli space, it is convenient
to split the scalar potential with respect to these two sets of moduli. We will
do that by demanding that the flux under consideration satisfies the primitivity

condition

JANGy =0, (3.2.3)

which should hold in cohomology and defines the primitive cohomology Hg(Y4, R).
This condition forces the scalar potential induced by this flux to only depend on the
complex structure moduli and the overall volume factor. In fact, one shows [[G7]
that it then can be written as

Var = eXG D WD, W (3.2.4)

where K is a Kéhler potential, determining the metric G and its inverse G’ J ,
and W a holomorphic superpotential. The derivative appearing in (8-24) are given
by DiW = 0;W + (0; K)W, with J; are derivatives with respect to the complex
structure moduli fields of Y. Note that a term proportional to |WW|? does not arise
due to the no-scale condition for the Kédhler moduli.

Let us introduce the various quantities appearing in expression (824) in more
detail. Firstly, we have introduced the Kahler potential K = —3log V,+ K, which
absorbs the overall volume factor and depends on the Kéhler potential K. The
latter determines the metric G;7 = 09,1057 K on the complex structure moduli
space M of Y. In general, K is a very non-trivial function of the complex
structure moduli 27, I =1,...,h%1(Y}). Explicitly it can be written as

K®(z,z) = —log . Qz2) A Q(2) , (3.2.5)

where Q is the, up to rescalings, unique (4,0)-form on Y;. Note that € varies
holomorphically in the fields z7. Secondly, we have used that the superpotential
depending on the complex structure moduli takes the form [51]

W(z) = /Y Gy ANQ(2) . (3.2.6)

In order to simplify the notation, let us introduce a bilinear form (-, -) and the
Hodge norm || - || by defining

{(v,v) E/ v AV, [|v||? E/ VAKD , (3.2.7)
Y4 Y4
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3 Asymptotic Flux Compactifications and the Swampland

Note that (-, -) is symmetric for Calabi-Yau fourfolds. Using this notation one
finds that (B224) and (B=24) reduce to

K™ = —log(,Q) = —log |22, W = (Gs, ) , (3.2.8)

where we have used that xQ = Q. Furthermore, we can write the scalar potential
(B22) elegantly as

1
Vi = 55 (IGall? = (Ga. G) |Gy — +Ga . (3.2.9)
4

1
— ﬁ'

It will be crucial for our later discussion to recall some well-known features
of the vacua of (B22I), (B=24). If we look for supersymmetric vacua one has to
demand D;W = 0 and W = 0, where the later condition arises when considering
a W independent of the Kéhler structure moduli. Hence, in the (p,q)-Hodge
decomposition of the primitive cohomology H}(Yy,C), defined by the vanishing
of the wedge product of these forms with J as in (8233), supersymmetric fluxes
are of type (2,2). Clearly, the potential (B224) is vanishing for these vacua. In
fact, it is important to stress that if one demands that the equations of motion for
a background solution are strictly satisfied, one has

Gy =%Gy , (3.2.10)

and the scalar potential (B221) vanishes identically. Therefore, in order to obtain
non-trivial Anti-de Sitter or de Sitter solutions we have to violate (B2211) in the
vacuum. In order that this does not destabilize the solution, this has to be done
in a controlled way, as we discuss in more detail below.

Let us close the recap of the fourfold compactifications by noting that the scalar
potential (B229) admits a lift to four-dimensional F-theory compactifications if
Y, is elliptically fibered with a threefold base Bs [d0]. In order to discuss this
up-lift in some more detail, we note that the restriction to primitive fluxes Gy is
important in the following discussion. In fact, in contrast to some of the K&hler
moduli, the complex structure moduli of Y; will equally be complex scalar fields
in a four-dimensional F-theory compactification. Therefore, for primitive flux the
combination ||G4||? — (G4, G4) in (B229) will lift directly to four dimensions. The
overall volume, however, has to be split into a volume of the base B3 denoted by
V, and the volume of the fiber as discussed in [d4]. Identifying the fiber volume
with the radius of the circle connecting M-theory and F-theory, we then obtain the
F-theory scalar potential

1
Vi = 7@<”G4”2 — (G1,G1)) - (3.2.11)
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3.2 Flux compactifications on Calabi-Yau fourfolds

Crucially, this result contains the volume V}, of a Type IIB compactification per-
formed in ten-dimensional Einstein frame and no further dilation factors appear in
the overall prefactor. In the next subsection we will discuss how (B=21) reduces
to the flux potential of a Type IIB orientifold compactification. The latter then
relates to a Type ITA flux potential via mirror symmetry.

3.2.2 Relation to flux vacua in Type IIB and Type IlA orientifolds

In this section we briefly discuss how the G4 flux compactifications introduced
in section B2 are linked with flux compactifications of Type IIB and Type ITA
orientifolds. In particular, we will recall the well-known results about Type ITA
flux vacua following [I,137,054]. This will make it easier to compare later on our
results to previous no-go theorems found in the literature.

Let us first discuss how the first term in the F-theory scalar potential (B=211)
given by the Hodge norm of G4 reduces to the well known flux induced scalar
potential of Type IIB Calabi-Yau orientifold compactifications. This requires to
perform Sen’s weak coupling limit [I68], which is a well-know limit in complex
structure moduli space and will arise as a special case of the more general discussion
introduced in the next section. Concretely, it requires to send the imaginary part of
one of the complex structure moduli, namely the one corresponding to the complex
structure modulus of the generic elliptic fiber of Yy, to be very large. Denoting this
modulus by S one then identifies S = Cy +ie~?®, where ¢p is the ten-dimensional
dilaton. This implies that Im .S > 1 is indeed the weak string coupling limit. The
flux G4 splits as G4 = Hz A dy + F3 A dx, where dx and dy are the two one-forms
on the generic elliptic fiber and H3 and F3 are NS-NS and R-R fluxes in Type IIB,
respectively. Inserting this form of G4 into the F-theory potential (8211) and
using the standard torus metric, one finds that Type IIB orientifold flux potential
takes the form

3¢B
ViiB = ——5w [€_¢B

€ ®
TRIE Hs AxHs +e B/

F3/\*F3—/ F3/\H3:| . (3212)
Ys Ys

Y3
Note that VB is the volume of the Calabi-Yau threefold emerging in the orientifold
limit in the ten-dimensional string frame. The volume is related to V), via VB =
Vpe??8/2 and one has Bz = Y3/Zy. This implies also that the Hodge norm in
(B2132) now only includes the dependence on the complex structure moduli of the
threefold Y3, which were part of the complex structure moduli of the fourfold Y.
It is straightforward to express (B2212) in terms of the complex flux F5 — SHs and
then determine the well-known orientifold flux superpotential.
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3 Asymptotic Flux Compactifications and the Swampland

Let us now turn to discussing Type ITA orientifold compactifications with fluxes.
Their effective action can also be determined by direct dimensional reduction from
massive ITA supergravity [I6]. However, we can alternatively use mirror symmetry
to derive the effective theory of Type ITA on the mirror Calabi-Yau orientifold.
By mirror symmetry, the complex structure moduli are mapped to Kéahler moduli
in Type ITA, while the four dimensional Type IIB dilaton eP® = e?8/ \/VTB gets
mapped to the Type ITA dilaton eP2 = e‘bA/\/ﬁ. It will be convenient for us to
define 2
_oa (VD2

Q4]
where we defined |Q4? = i st QA A QA The mirror identification of the fields
implies

u= (VM3 (3.2.13)

sS=e€

e o s, VE o 0472, Q812 VA (3.2.14)

with the definition [Q7[* =i [, QB A OB,

The different components of the R-R three-form fluxes map to Type ITA R-R
p-form fluxes with p = 0,2,4,6. The NS-NS flux, though, can yield different
components mapping to NS-NS flux, metric fluxes or non-geometric fluxes in ITA.
For simplicity in this section, let us illustrate the result only for the R-R fluxes
and the NS-NS component which maps to a NS-NS flux in ITA. Using (B213) and
(B221d) the Type ITA scalar potential dual to (B-212) reads

1 s 1

Viia = 7453|QA|4 <u3|QA|2/YS H3 AxH3 + P XP:/YB Fy, ANxEFy, — /OG/DG F0H3) .

(3.2.15)
In performing this duality one has to realize that also the Hodge star maps non-
trivially under mirror symmetry (see e.g. [i6,069] for a more detailed discussion).
Interestingly, not only all these fluxes have the same M-theory origin in terms
of G4, but also the contribution from O6-planes can be derived from the second
term in (B=2l). Since the orientifold planes are geometrised in M-theory, they
will contribute to the Euler characteristic of the fourfold which appears in the
tadpole cancellation condition (B222). This term is topological so the only moduli
dependence arises from the overall volume factor. Hence, there is an additional
factor 1/s3 when comparing the Type IIB/F-theory scalar potential (B=211) and
Type IIA scalar potential (B21H) arising from the change to the string frame and
the use of the mirror map. For later reference it will be useful to write (B2213) in

2Note that s = Re CZ? in the notation of [If]. The factor zf Q A Q was not included in [I54].
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3.2 Flux compactifications on Calabi-Yau fourfolds

a more compact form in the case one has only one volume modulus, namely u. In
this case one show that [y Fj, A %[, oc u%7?P and (B=2IH) becomes

ud

1 /s » . u 1. 1 . .
— ($AH3 + AR+ AR+ A+ AR - Aloc) , (3.2.16)

Viia =
4s s 3

where we have absorbed |Q4|* in the definitions in the coefficients Ajoe and the

non-negative Ag,, Ap,,...,Ar, > 0.

The typical advantage of working using the M-theory language is that, as we
have seen, Type II objects with different nature are described in a unified way
in M-theory. However, this is not the only advantage. Notice that the volume
and dilaton fields in Type IIA map to complex structure and dilaton in Type IIB
respectively, and both lift to complex structure of the fourfold in M-theory. By
studying different points in the complex structure moduli space of the fourfold we
are, therefore, considering different limits for the volume and dilaton in Type ITA.
Only a very special point in this complex structure moduli space corresponds to
the large volume and small coupling limit in Type ITA, and only near this special
point we can follow the chain of dualities by staying within the regime in which
the Type ITA supergravity description is under control. Therefore, another clear
advantage of studying these effective theories in the M-theory language, is that
we can in fact move to other points in the complex structure moduli space of the
fourfold in a controlled way, which allows us to study the effective theory beyond
the large volume and weak coupling limit of Type ITA.

The question that drives our work is whether the conclusions and no-go’s ob-
tained from studying the structure of flux vacua at large volume and weak cou-
pling limits are also valid when exploring other infinite distance limits of the mod-
uli space. For this purpose, we will introduce a mathematical machinery that
will allow us to compute the asymptotic splitting of G4 into different components
adapted to each type of infinite distance singularity. In the well known case of the
large complex structure point, this asymptotic splitting of G4 corresponds to the
different components that map to the RR and NS fluxes in Type ITA. However, this
may vary at other special points of the moduli space. Together with this asymp-
totic splitting we will provide the moduli dependence of each component, which
will allow us to study the asymptotic structure of flux vacua in general grounds in
section 3.
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3 Asymptotic Flux Compactifications and the Swampland

3.3 Asymptotic flux potential

In this section we discuss flux compactifications restricted to the asymptotic regime
in the complex structure moduli space of a Calabi-Yau fourfold Y;. The moduli
space regions of interest are near limits in moduli space in which Y, becomes
singular. To begin with, we first explain in section BZ31 how the moduli dependence
of the the (4,0)-form € can be approximated in each asymptotic regime when
knowing the monodromy matrices and a limiting four-form a( associated to the
singular locus. We also briefly discuss how this data can be used to classify the
limits. Furthermore, we then sketch in section B33 that the same data defines, very
non-trivially, an orthogonal split of the fourth cohomology group, and hence the
flux space, into smaller vector spaces Vy with certain remarkable properties. In fact,
in section BZ373 we show that it can be used to give an asymptotic approximation
to the Hodge norm in (B=2) and hence the flux scalar potential itself. Using
these insights, we are then able to show in section B=34 that self-dual fluxes take
a particularly simple form in the strict asymptotic regime. In addition we define a
certain new class of fluxes in section BZ33, which are relevant in determining the
scaling limits of the scalar potential.

3.3.1 Asymptotic limits in Calabi-Yau fourfolds

In the following we will discuss the considered limits in the complex structure
moduli space M®(Yy). The limits of interest are taken to reach the boundary
of M(Y,) at which Yy becomes singular. Of particular interest will be the ones
which lead us to points that are of infinite geodesic distance in the metric G
derived from (B2H). A well-known example of such a degeneration point is the
large complex structure point, but the following statements apply to all infinite
distance points that can also lie on higher-dimensional degeneration loci. One
describe the degeneration loci of Yy locally as the vanishing locus of n coordinates
2t = ... = 2" =08 We can also introduce new coordinates t/ = ﬁ log 27, such

that the limits of interest are given by
= oo, j=1,...,1n, (3.3.1)
with all other coordinates (* finite. In the following we will set

th=¢ +is? | (3.3.2)

3This equation describes the intersection of # divisors in a blown-up version of the complex
structure moduli space.
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such that (B3 corresponds to sending s/ — oo, while the ¢/ approach any finite
values.

Since we will be interested in the region close to the degeneration locus of Yy,
we will consider large values of s',...,s™. In this case we can use a result of [75]
that the limiting behavior of 2 is approximated by the so-called nilpotent orbit
Quil which takes a much simpler form than the general €2 and will be introduced
next. Firstly, Qi depends on the monodromy matrix 7 associated to the th =00
point. To define the monodromy matrix, one needs to choose a flat basis for the four-
form cohomology H; (Y3, R) and identify the (4,0)-form ©Q with its period vector
IT under such an integral basis. This period vector II solves the Picard-Fuchs
equations associated to the complex structure deformation. Then the monodromy
matrix appears if one asks how the period vector IT transforms under ¢/ — 7 + 1,
i.e. it is defined via

O, 70 +1,..) =T, 'TI(...,t/,...) (3.3.3)

where the appearance of the inverse of 7T} is purely conventional. In the following
we will use a shorthand notation writing a matrix action on a form. This is always
understood as having the matrix acting on the integral basis of four-forms. For
example, equation (B=33) is then expressed as

QL. +1,..) =T .., t7,...), (3.3.4)

where the inverse arises due to the action on the basis rather than on the coefficient
vector.

If T; possesses a non-trivial unipotent part, it defines a nilpotent matrix a
N;j =logT; . (3.3.5)

The N; form a commuting set of matrices and one has (N; -, -) = —(-,N;-). The

nilpotent orbit theorem of [75] states that 2 is approximated by the nilpotent orbit
8

Qt,0) = e Miag(¢) +O(e*™) (3.3.6)
Qi (,6)

4In the following we will assume that we have transformed the variables 27 and tJ, such that only
the unipotent part of T} is relevant in the transformation (B=33). This procedure causes us to
lose some of the information about the monodromies of orbifold singularities, but the aspects
crucial to the infinite distances are retained.

5Note that this statement is true up to an overall holomorphic rescaling of Q. Such rescalings
yield to a Kéahler transformation of K given in (8=23). Unless otherwise indicated the following
discussion is invariant under such rescalings.
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where we sum in the exponential over ¢ = 1,...,7. Here ag is a holomorphic
function in the coordinates that are not send to a limit (823). Note here that
the exponential yields a polynomial in t?, since the N; are nilpotent matrices.
The important statement of (82338) is that the vector Q,; approximates @ up

2mitd

to corrections that are suppressed by e in the limit of large s',...,s". The

nilpotent orbit is the starting point for our analysis of the asymptotic regions in
M.

Let us note that all possible nilpotent matrices N, defined via (833), arising
from the degeneration limits (8=3) of Calabi-Yau fourfolds can be classified sys-
tematically [I13]. This classification proceeds analogously to the one of singularity
types occurring for Calabi-Yau threefolds discussed in [113,136]. In the fourfold
case one distinguishes five general types denoted by I, II, IIT, IV, and V. Following
a similar strategy as for Calabi-Yau threefolds we enumerate all singularity types
of the primitive middle Hodge numbers (1,231 1, h31, 1), where 1 denotes the
dimension of the primitive part H2?(Y}) of H*?(Yy).

One way of distinguishing these cases is by asking what the highest power of N
is that does not annihilate ag, i.e. one determines the integer d satisfying

Nlag#0, N¥lgy=0. (3.3.7)

Since d < 4, one finds exactly five cases, d = 0,...,4 corresponding to the singu-
larity types I, ..., V. As for Calabi-Yau threefolds each of these types has further
sub-types. For fourfolds one can label them by two indices and write:

Lo 0<a<a <h?! 2a’ —a <1
I} 4 0<b<V <h3 -1 20 —b <
e 0<c¢<d <k -1 2¢ —c<m—2 (3.3.8)
Vg a 1<d+1<d <h¥' -1 2d—-d<m
Ve,er 1<e<e <hdt 2¢' —e<m

The precise connection of N to the singularity type is summarized in table BT

3.3.2 Asymptotic split of the flux space

In the following we want to introduce a basis of G4 fluxes, which is adapted to the
limits (B233) discussed in the previous subsection. It turns out that in order to use
the mathematical machinery that we will introduce next, one has to first divide
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Action on ag Rank of

Type

highest d : N%ay # 0 N N? N3 N4
| P d=0 2a' —a a 0 0
IT, 4 d=1 20’ —b+2 b 0 0
I, . d=2 2¢ + 4 c+2 0 0
IVga d=3 2d' + 4 d+4 2 0
Ve,er d=4 2¢’ +2 e+2 2 1

Table 3.1: Classification of the arising limits and singularities occurring in the complex
moduli space of Calabi-Yau fourfolds.

the space into growth sectors. One such growth sector is given by

n—1

. . . 1 ~ .
Rig..h = {tJ = ¢’ +1is’ 2—2 >, o >q,8" >,¢7 < (5} , (3.3.9)

where we can chose arbitrary positive 7, d. Other growth sectors can be obtained
by the same expression but with permuted s/.

Let us now introduce a basis for the G4. It will depend on the following set of
data: (1) the monodromy matrices N; and the vector ag appearing in (B=38), (2)
the growth sector (8239) which one considers. Given this data it was shown in [76]
that one can always find an associated set of

commuting s[(2, C)-triples : (N7,NY)), i=1,...,7, (3.3.10)
which captures the asymptotic behavior of the (8238) and its derivatives. These
triples satisfy the standard commutation relations

Vi, N*] = 42N | NS N =Y. (3.3.11)

In practice it it non-trivial to construct these s[(2, C)-triples starting with the data
defining the nilpotent orbit (B23M). For Calabi-Yau threefolds an explicit example
was worked out in [£36]. In the following we will assume that the steps summarized
in [I36] have been performed and the commuting triples to the considered limit
are known.
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3 Asymptotic Flux Compactifications and the Swampland

The sl(2, C)-triples can now be used to split the primitive cohomology group
H (Y4, R) into eigenspaces of Y;. Let us introduce

HAY,R) =P Ve, £=(l1,....0la), (3.3.12)
Lce

where ¢; € {0,...,8} are integers representing the eigenvalues of Yo =Y1i+---+Y;,
i.e.

ve € Vo — Y(i)vg = (éz — 4)112 . (3.3.13)

In writing (B=312) we have introduced the set £ of all possible vectors £ labelling
non-trivial V and collecting all eigenvalue combinations of (Y(1),...,Y(5)). The
allowed vectors in £ are determined by investigating the properties of the singu-
larity occurring in the limit (B3) and we will see in more detail below. The
5[(2, C)-algebra allows to derive several interesting properties of the vector spaces
Ve. For example, one finds that

dim Ve = dim Va_g , (3.3.14)

where we abbreviated 8 = (8,...,8), which implies that V; = Vg_,. Furthermore,
the spaces Vg satisfy the orthogonality property

(Vo,Vgr) =0 unless £+ € =8, (3.3.15)

as can be inferred by using the fact that (-, Y(;)-) = —(Y{;) -, -). In other words us-
ing (B312) one finds a decomposition of an element H (Y}, R) into sets of pairwise
orthogonal components.

Applied to the fluxes G4 € H;‘;(Y4, R), this decomposition implies an asymptotic
split of the flux space into orthogonal components

Gi=) G  where Gf € Vg for every £ € £. (3.3.16)
Lcé

This flux splitting will be the key of our starting program to classify possible flux
scalar potentials in string compactifications.

3.3.3 The asymptotic behavior of the Hodge norm

In the following we will introduce one of the most non-trivial consequences of the
splitting (B3312), by arguing that it determines the asymptotic behavior of the
Hodge norm. To begin with let us recall some facts about the Hodge star operator
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3.3 Asymptotic flux potential

*. To define its action on the primitive middle cohomology Hé‘(Y;;,(C) we can
introduce the Hodge decomposition

H)(Y4,C)=H"Y o H*' @ H}* © H"® ® H** . (3.3.17)

As long as the manifold Y} is non-singular the action of * is simply given by xvP"? =
P~9yP 4 for any element vP? € HP9. Clearly, since the (p,q)-split in (BZ317)
depends on the choice of complex structure, it will vary when changing the complex
structure moduli. This is the origin of the complex structure moduli dependence in
(B8=2). Close to a degeneration point of Yy we expect that also x takes a simplified
form, just as the (4,0)-form Q simplifies as discussed in section B=3. In fact, we
stated around (B=38) that Q simplifies, when dropping exponentially suppressed
corrections, to the nilpotent orbit £2,;. This approximation can also be applied to
the Hodge star operator x as we will discuss in the following.

Let us start with a general element of G4 € H}}(Yy,R), which we can consider to
be our G4-flux. We want to evaluate the Hodge metric by using €,; rather than
the complete (4,0)-form Q. This can be done systematically, when extending the
nilpotent orbit construction to the whole cohomology as we discuss in appendix
BRB. In this way one finds

1Gall? = /Y Gi ANxGy = (CrnGy, Gy) + 0(62””) , (3.3.18)

where Cpi(t, (), the Weil operator associated to the nilpotent orbit, captures the
moduli dependence on the fields ¢/ through terms involving et'Ni ag appearing
in the nilpotent orbit (B23M@). We will introduce Cl; properly in appendix BB.
Crucially, due to the fact that the ¢t/ dependence of Cyy is simplified due to the
nilpotent orbit approximation, we find that its dependence on the axions ¢* = Ret?

can be made explicit by writing
Coit(t,¢0) = e NiCye ™™ N | Gy = Con(6' = 0) . (3.3.19)

We can use this identity by defining p(Gy4, ¢) = e~*NiG, and deduce that (B3IR)
becomes

Gl = / Ga A %Gy = (Coip, p) + O(2™Y | (3.3.20)
Y
where crucially all ¢ dependence is now captured by p(G4, @) when neglecting

the exponentially suppressed corrections. Let us note that we can expand the ¢’-
dependent vectors p in any basis v4, A =1,..., dimef(Y;;,R) as p = pav?. If we
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also give the basis expression Z48 = <C’nilvA,vB ) for the inner product, we can
write (B3320) as .
1G4l? = 24P 0408 + O(™) . (3.3.21)

It turns out that there is a clever choice of basis v#, which allows us to also make
the field dependence on the scalars s* = Im¢* explicit. This basis is adapted to the
splitting (B312) as we will discuss in the following.

Let us consider the real four-form G4 and determine its split into vector spaces
Ve by expanding G4 = Y, GY as in (B3300). These vector spaces further satisfy
to be orthogonal with respect to the inner product

(CocVe, V) =0, for € #£. (3.3.22)
where C is the Weil operator inducing a natural limiting Hodge norm
[v]loe = (Coov,v) (3.3.23)

which is defined using only the structure at the limiting locus (B=3). It is there-
fore independent of the coordinates ¢!, ..., ", while non-trivially varying with the
remaining coordinates (. The operator Cy, will be introduced in more detail in
appendix BB. We also point out that equation (BZ31H) and (B322) imply the
following behavior of this Weil operator

Coo : Ve = Va_s, (3.3.24)

for all £, i.e., C, exchanges Vp and Vg_g. For the purpose of this section, it is
enough to remark that the flux norm satisfies the following direct sum decomposi-
tion on the split (B3317),

I1Gal% = IGEI1% (3.3.25)
Ja<r

thanks to the orthogonality property (B23322) which forces all non-diagonal terms
to vanish.

The next step is to move a bit away from the singular loci in order to recover
the dependence on the scalar fields of the Hodge norm. First, in order to explicitly
keep the axion dependence, we use (B2319) to also include the exponential e Ni
and expand

PG d) = NG =Y pe(Ga9) . pe(Gad' =0)=GE,  (3.3.26)
Le€

where pg is the restriction of e o' Ni G4 to the vector space V. Notice that the com-
ponents pg satisfy the same asymptotic orthogonality properties as G%, regardless
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3.3 Asymptotic flux potential

of the value of the axions. We can then use this expansion to get an asymptotic
expression for the Hodge norm |78, [07] with all dependence on ¢* and s® being
explicit. More precisely, one has

siyt1—4 shINtai—4
IGal? ~ NGl =Y (5) " - (5) T M leelGu 9% -

Lee s"
(3.3.27)
where we have introduced the Weil operator Cy(2) by setting
1GallZ2) = (Ca2)Ga, Ga) - (3.3.28)

More detailed discussion on the operator Cy(2) can be found in appendix BB.
This operator captures the leading dependence on the saxionic coordinates s* but
neglects all sub-leading polynomial corrections of the form s?/s**! for the corre-
sponding growth sector (B=39). Hence, it is only a good approximation once a
growth sector is selected and provides the asymptotic form of the Hodge norm
along when considering the s’ in the growth sector with v > 1. From now on,
we will denote this regime of validity the strict asymptotic regime, in opposition
to the asymptotic regime which captured all polynomial corrections and neglected
only the exponentially suppressed terms of order O(e%“'i). In the mathematical
terminology, the latter corresponds to the nilpotent orbit result while the strict
asymptotic regime is given by the sl(2)-orbit approximation. We have summarized
the different approximations of the Hodge operator and their regime of validity in
table B2.

This strict asymptotic behavior of the Hodge norm is a very powerful result that
will allow us to classify all possible flux scalar potentials and their vacua arising
in the asymptotic regions of string compactifications. All we need is to provide a
list of all possible values of the integer vector £ = (¢1,0s,...,¢;) € & associated
to the different singular limits. This classification will be performed in section
B2 for the case of two moduli becoming large in a Calabi-Yau fourfold. Notice
also that the operator Cy(y) still satisfies the same orthogonality properties as C
with respect to the vector spaces Vp, implying that the flux scalar potential will
be simply given by a sum of squares, simplifying enormously the analysis of flux
vacua.

We close this subsection by stressing that the symbol ~ in (B3324) indicates
that this expression displays the strict asymptotic behavior of the Hodge norm. In
fact, this statement is actually well-defined. The expression (B=324) implies that
for s1/s2,...,5"71/s" > v, i.e. in a growth sector (823), there exist two positive
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3 Asymptotic Flux Compactifications and the Swampland

constants a, 8 such that
0‘||G4||§1(2) < ||G4||2 < 5”04”51(2)- (3.3.29)

The constants «, 8 do, in general, depend on ~y, but are independent of G4. Note
that this inequality has the immediate consequence that we have to be careful
when approximating the Hodge norm [|Gy[* with |G|, since it limits our
ability to infer detailed information about ||G4]|> from the much simpler norm
||G4||§1(2). In general, only in the limit v — oo the constants «, 8 will approach
each other and the norm ||G4||? converges to ||G4||§1(2). However, there can be
particular situations in which ||G4||§1(2) provides the full result for the Hodge norm
up to exponentially suppressed corrections, as we will explain more carefully when

discussing the supergravity embedding in section BZ.

Regime of Asymptotic Strict asymptotic At boundary
validity: st large Ri..i with vy > 1 st =00
Approximatin
& Chil CSI(Z) Coo

Hodge-operator:

Corrections: drop O(ezmtj) drop sub-leading Sf%—polys t'-independent

Table 3.2: Weil operators and their regime of validity.

3.3.4 Self-dual fluxes in the strict asymptotic regime

In this subsection we discuss a first way of finding vacua of the potential (B21) by
restricting to asymptotically self-dual fluxes. Note that this potential is positive
definite when written in the form (B2H) and vanishes when considering vacua
in which the flux G4 satisfies the self-duality condition (B211). Recall that the
self-duality condition is a necessity if we want the vacuum to solve the equations
of motion of the eleven-dimensional supergravity. This condition fixes the moduli,
since it involves the moduli-dependent Hodge star x. As in the previous subsection,
we can thus ask the question if, at least in the asymptotic regime, one can give
an explicit moduli dependence of the self-duality condition and eventually fix the
moduli explicitly.

In order to study moduli stabilization we thus replace x with its asymptotic
counterparts Cy1, defined in (B318), and Cy(2), defined in (BZ3328). In the former
case one neglects exponentially suppressed corrections in the variables ¢! that are
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3.3 Asymptotic flux potential

taken to the limit. Using (82319), we find that the self-duality condition (8=210)
is approximated by

Cnil p(G47 (b) = p(G47 (b) . (3330)

Expanded into a basis this equation gives still a very complicated set of equations
even in the t*. To further decouple these equations we will move deeper into the
asymptotic regime as in section BZ373. Let us thus consider the asymptotic expres-
sion of (B=Z1M) using Cyj(2). In this case we can exploit the fact that everything
splits into the Vp and we can extract the explicit ¢! moduli dependence. We thus
consider the asymptotic self-duality condition

Ca2)Ga =G . (3.3.31)

In order to separate this condition into multiple equations we introduce a basis
for the V; as
vt SpanR{vf7 . ,vﬁimvl} =Ve, (3.3.32)

ig
where £ € £ is a vector as before. We normalize these basis vectors with respect
to the inner product, such that

(W, 08 7E) = 0igjay s (WEVE ) =0 for ££8—1, (3.3.33)

ie ’
where we recall that the orthogonality (82313H) of the V4 enforces all other products
to vanish. We also abbreviate the inner product between the basis vectors as

KE;, = (Cucth, vh) . (Coovh vf)) =0 for €£2, (3.3.34)

ieje Je i)

where we note that (Cw -, - ) is block-diagonal on the V4 as noted in (B33723). Now

we can expand
Gi=) Gi=> > gt , (3.3.35)
LeE LEE g

with gz‘ being the ‘flux quanta’ of the G.

With these preliminaries we can now split (BZ3331) into scalar equations. We
first evaluate the product of (BZ3Z3W) with the basis {v}? } introduced in (B=3232).
Using the orthogonality conditions (B=3=33) and (B=3=3d) we find

1 n—1

()™ ()™ e (Coopme i) = (o) - (3:3.30)

In order to interpret this expression, we set for the moment ¢’ = 0, which implies
that this expression reduces to

1\ 4-m A1\ dma_y im jom
(%) L (S = ) 1(5”)4*’"*‘ = gmj&, m not summed, (3.3.37)
5 s gSTm
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3 Asymptotic Flux Compactifications and the Swampland

with O ; and gpp defined in (83323d), (8333, respectively. Note that the right-
hand-side only depends on the fluxes giy, gg= ,, and, via ™ i (€), the coordinates
(" not taken to a limit. This implies that the combination of the s* appearing on
the left-hand side are fixed when imposing the asymptotic self-duality condition
(82331). Whether or not this fixes a particular s?, or even all of them, depends on
the vectors £ € &, and we will determine all possible sets for two s', s? in section

B3

3.3.5 Unbounded asymptotically massless fluxes

In this subsection we want to define a specific type of four-form flux that will be
relevant in finding vacua in an asymptotic flux compactification. The basic idea is
to identify a flux G, that does not contribute to the tadpole cancellation condition
(B232) and thus, at lease taking into account only this constraint, can be made
arbitrary large. However, it is clear that such a flux cannot satisfy the self-duality
condition (BZ1M) and hence violates the equations of motion. We therefore also
require the flux to have an asymptotically vanishing norm ||G4||2. As we will
discuss in detail below, precisely such fluxes enable us to construct vacua that are
under parametric control.

Let us stress that the complete flux under consideration will be of the form
Gy =G4+ GY. (3.3.38)
Here the flux G, is defined to have the following properties

(1a)  (G4,Gi) =0, (1b) (G4,GY =0, (3.3.39)
(2)  ||G4ll = 0 on every path with ¢!, ... t" — ico in (B3M).(3.3.40)

while the rest of the fluxes will be part of G§. In the following we will call the
fluxes satisfying (1a) and (1b) to be unbounded, since they are not restricted by
the tadpole condition (B=22). The fluxes satisfying (2) will be called asymptoti-
cally massless in the following. As explained above, this latter condition has been
introduced to ensure that the self-duality condition (B=21M) is only violated mildly
and restored in the limit. In fact, (G’4, G‘4> = 0 implies that 04 cannot be self-dual
at any finite value of the moduli, since otherwise (G4, G4) = ||G4/|? > 0. In the
following, we will explain how to identify these unbounded asymptotically massless
fluxes G4 in complete generality.

The split of the fourth cohomology into Vp as in (B2312) and the general growth
property of the Hodge norm (B33721) gives us a powerful tool to specify the fluxes
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that satisfy the condition (8=32M). Recall that the asymptotic form of the Hodge
norm was given in (82327) and takes the form

1,¢,—4 A—1 ¢, _,—4
2 S 1 S -1 AN, —A
Gl ~ Y (5) " ()T T A (3.3.41)
Lc€
where we have set
A = ||pe(Ga, 9) 1% >0 . (3.3.42)

Let us use this to identify the asymptotically massless part G4. Since by defini-
tion pg(Ga, @) € Vg we directly infer from (B332T) that a sufficient condition that
|G4l|?> — 0 on all paths with ¢!,...,#* — oo in (83) is that G4 has only compo-
nents in the Vp with ¢1,...,44_1 < 4 and ¢; < 4. To see this one can use that in
(8239) all fractions (s'/s?)71,... (s"7!/s™)~! are bounded and the power (s")% 4
ensures that ||G4||? vanishes asymptotically.

Note that this analysis suggests that it is natural to split the vector space

H}(Y,,R) into three vector spaces as

Hﬁ(sz, R) = Vlight 2 Vheavy 2] VYrest ) (3343)
where we define
View = P Ve, Eighe = {01, loy < 4,0 <4}, (3.3.44)
LE Eright
Viewy = €D Ve, Eneavy = {01, la_1 > 4,0, >4} (3.3.45)
Zeé‘hcavy

Using the growth result (3327) one infers that G4 € Viigns is equivalent to the
statement that ||G4]| — 0 on every path with t!,... " — ico in (B239). Similarly,
one sees that G4 € Vieavy is equivalent to demanding ||G4|| — oo on every path
to the limit in the considered growth sector. It is not difficult to see from (BZ313)
and (BZ3T4) that

<‘/iight7 Viight> =0 ) <Vheavya Vheavy> =0 ) (3346)

and that WVigne and Vieavy can be identified as vector spaces. With these observa-
tions at hand the asymptotically massless fluxes satisfy

G4 € Viigns - (3.3.47)

Note that this identification immediately implies also condition (1a). In contrast,
condition (1b) should be read as a constraint on both G4 and G9. In fact, we will
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see that for a given choice of fluxes in G§ we will have to switch off components in
G4 to select only those asymptotically massless fluxes G4 which have a vanishing
inner product with GY to find a solution to both (1), (2).

Finally, let us notice that the condition (BZ3Z1) is equivalent to the condition
imposed over the charge lattice of BPS states in [8,&1,[136] to find a tower of states
that become massless at the singular loci, as predicted by the Swampland Distance
Conjecture. Analogously, the condition to be unbounded resembles to the condition
of stability [G]. A BPS state in a monodromy orbit cannot fragment into two BPS
states if they are mutually local, i.e. if the inner product (1b) vanishes. Therefore,
the same element in Hg(Y4, R) that generated a tower of massless stable BPS states
at the singular loci gives rise here to an unbounded asymptotically massless flux
which is necessary to construct vacua at parametric control. This puts manifest an
intriguing relation between the Swampland Distance Conjecture and the presence
of vacua at parametric control which deserves further investigation in the future.

3.4 Supergravity embedding and three-forms

In this section we will study the N = 1 supergravity embedding of the scalar poten-
tial at the asymptotic limits of the moduli space. We will provide the asymptotic
form of the Kéhler potential and superpotential arising in these limits in section
B2 and explain what the strict asymptotic approximation taken in the previous
section means for these supergravity quantities. In section BZ2, we will relate
our results to the dual field theory description in terms of three-form gauge fields
commonly used for axion monodromy models. This will allow us to provide a geo-
metric meaning to the underlying structure revealed by the the three-form gauge
fields in string flux compactifications. The reader only interested in the results of
our analysis of flux vacua can safely skip this section.

3.4.1 Asymptotic limits and the N/ = 1 supergravity data

Equivalently to studying the asymptotic limits of the scalar potential we can also
determine the asymptotic behavior of the Kéhler potential (323H) and flux super-
potential (83221). This analysis will highlight various properties of the asymptotic
limits and clarify our approximation taken in the strict asymptotic regime.

Let us begin by investigating the Kéhler potential (B224), which can be written
in a more compact form as indicated in (B228). The moduli dependence in K on
', (" arises through the appearance of ). As a first approximation when taking
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the limit ¢* — ico, we will replace Q with the nilpotent orbit Q,; as discussed
around (B=3M). Inserting the expression for Q,; we can use the properties of N; in
(-, ) to write

o = —log (i1, Qnpt) = —log(e%ijao(C),éo(C» . (3.4.1)

Since NN are nilpotent operators, the exponential in (82) can always be expanded
to get a polynomial with a finite number of terms. This implies that K, in the
2mitd

nilpotent orbit approximation with all exponential corrections e dropped, is

the logarithm of a polynomial in the s* and is independent of the axions ¢’. K
still depends on a considered variable s’ if N;ag # 0. This latter condition is a
necessary condition for the limit to be at infinite distance in the metric derived from
K. The appearance of the continuous shift symmetries ¢* — ¢* + ¢* at infinite
distance singularities was recently discussed in [6] in the context of the Swampland

Distance Conjecture. It is important to stress that K¢ given in (BZ) is not yet
the strict asymptotic expression obtained by using the growth result (8233=21). In

fact, to apply this growth estimate one first has to fix a growth sector (8339) and

expand (BZ) in powers of the ratios s*/s**! to obtain
styd shindar _
Koy ~ —log [(;2) ( o ) (s")d"f(C,C)} , (3.4.2)

where d; is the highest power of N7 4+ --- 4+ N; acting on ag that is non-zero as
in (8337). In other words, the estimate (BZ2) extracts the leading power of the
coordinates s’ from the general expression (BZ) in a sector (B=39). This implies
that not only exponential corrections are omitted, but also sub-leading polynomial
corrections in the coordinates s°.

In a next step we look at the flux superpotential W introduced in (8-28). The
approximation of neglecting exponential corrections is again implemented by replac-
ing Q with ,; in the asymptotic regime. Using the shorthand notation (B23) we
thus find

Wait = (G4, Qi) = (p(Ga, 0),¢™ Miag) | (3.4.3)

where p(Gy4, @) was defined in (B3328). Despite the fact that we have dropped
exponential corrections, this expression captures the field dependence in a non-
trivial way. Let us expand p into some basis. To be concrete we use the basis
associated to the splitting of Hg(Y4, R) given by the Vg, and denote it by

vf, o spang{vf, ... vy, = Ve, (3.4.4)

e
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where £ € £ is a vector as before. We thus write p = g” ¢ such that (B2=3) takes
the form

Wait =3 > 0f(Ga, 9)TE(5,¢),  TE = (vf,, e Niag) . (3.4.5)

LEE g

The remarkable fact about this expansion is, on the one hand, that we succeeded to

separate the ¢ and s* dependence. On the other hand, we have done this cleverly,
e . . 7 .

such that the I';, are polynomials of a highest s’-power determined by £, and the

singularity type. Concretely they admit the expansion

1 2

) _ ) _ _  ANde —d- . mp (S8 5
Ffe — (Zsl)dl 4444 (ZSQ)dQ di+la—Ly | (an)dn da—14+lp—La_1 I‘e <5727 873’ RN S” ,
(3.4.6)
~ 1.2 A\ . . . .
where Ffl (:—2, R R s”) involves subleading polynomial corrections in the coor-

dinates s°. To determine the sl(2)-approximation, denoted for us as the strict
asymptotic result, we have to further drop out the subleading polynomial correc-
tions in the coordinates ratios s/s**! in (B2m), so that ffl becomes just a constant
I‘e ~ c and the superpotential reads®

Waa) = 35 300 (Gas0) (5, st 04 32t tambi i) —oa to o,
LEE g

(3.4.7)

This, together with (B272), will give rise to the leading growth of the scalar
potential given in (B23=274). We will see in section BZ2 that this expansion also
allows us to extract the crucial information when formulating the theory using
Minkowski three-form gauge fields.

To sum up, the strict asymptotic approximation consists of neglecting, not only
the exponentially suppressed corrections, but also subleading polynomial terms in
the coordinates s®. This can be done in a consistent way near any singular limit of
the moduli space and provides the leading behavior of the scalar potential for each
growth sector (B239). In terms of the supergravity embedding, it corresponds to
considering a factorizable Kéahler potential that keeps only the leading term, i.e.
the logarithm of a monomial of degree dj;, and a superpotential where each axionic

It is possible to get the same result for the superpotential if first extracting the leading depen-
dence on the coordinates s* and denoting

00 = <p(G4’¢)7Nl(dl*4+ll)/2N2(d27d1+l27l1)/2 o N;Ldﬁ*dﬁ,—1+1n*lﬁ,—l)/2a0> )
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function QZZ is multiplied by a single saxionic monomial of degree d; — 4+ ;. This
yields a scalar potential that can be expressed as a sum of squares as in (82321).

Let us close this section by noting that the expressions arising in the strict
asymptotic approximation can have a clear physical interpretation as neglecting
some perturbative and non-perturbative corrections. This is for example the case
in the famous Sen’s weak coupling limit in Type IIB and the mirror Type ITA duals
at large volume, in which the dependence on the dilaton can be factorized in the
Kéihler potential to leading order in o/. Hence, the sl(2)-norm provides the correct
dilaton-dependence of the scalar potential at tree level and neglects a’-corrections
that will mix the dilaton and the Kdhler moduli. However, such an interpretation
fails in other types of limits, where the subleading polynomial corrections have
nothing to do with o’-corrections. It remains as an open question for the future
to study how sensitive to this approximation our results are for the flux vacua
presented in the next sections.

3.4.2 Relation to Minkowski three-form gauge fields

The asymptotic flux splitting and the nilpotent orbit result for the scalar potential
at the large field limits derived in section BZ3 have a very intuitive physics inter-
pretation in terms of the dual formulation of Minkowski three-form gauge fields,
as we will explain in the following.

First, let us notice that each infinite distance limit of the form (823) is charac-
terized by the appearance of some axions ¢’ = Ret’ whose discrete axionic shift
symmetry is inherited from the monodromy transformation 7; around the singular
locus located at s* = Imt’ — oo. In the context of the complex structure moduli
space of Calabi-Yau compactifications, the axions can receive a flux-induced scalar
potential which is multi-branched, i.e. only the combined discrete transformation
of the axion and the fluxes leave invariant the effective theory.

The scalar potential of an axion can always be described in a dual picture by
means of a coupling to the field strength of a space-time three-form gauge field
Fy = dC5 [T70-172]. Allowing for the presence of multiple axions and three-forms
gauge fields, the scalar potential reads

V = —Zap(sYF{FP + F{loa(¢)) (3.4.8)

where A, B run over the number of three-form gauge fields. Here Zap(s) is the
kinetic matrix of the three-form gauge fields and is parametrized by the saxions,
while all the dependence on the axion appears only through the shift symmetric
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3 Asymptotic Flux Compactifications and the Swampland

functions p4(¢). In particular, it has been shown in [I73,174] that the flux in-
duced scalar potential of Type II compactifications can always be brought to the
above form, where Zsp and ¢4 were derived by dimensional reduction from ten-
dimensional Type II supergravity to four dimensions.” The functions o4 are a shift
symmetric combination of the internal fluxes and the axions that can be generically
expressed [137] as

oa = ("% qp (3.4.9)

where N; are nilpotent matrices associated to the discrete axionic symmetries and
gp a vector of internal fluxes.
Upon integrating out the three-form gauge fields via their equations of motion,

*Ff = 748 (3.4.10)
the scalar potential becomes

V =245 (s)oa(¢)op() (3.4.11)

which corresponds to a quadratic form on g4. It was also shown in [I'73] (see also
(32,74, 78-182]) that the above scalar potential reproduces the usual form of the
scalar potential derived from the N' = 1 supergravity formulae in four dimensional
flux compactifications when combined with the contribution of localized sources.
Interestingly, the form (BZI) is the same expression for the scalar potential
found in (BZ321) upon applying the nilpotent orbit theorem in the asymptotic
regime. Fach flux component in (B3320) corresponds to the on-shell result of a
four-form (BZ1M) and the nilpotent matrices in (B2d) are the same nilpotent
operators N; = logT; of (B=3H) in which the entire formalism is based on. This
is expected from the fact that both formalisms rely on the presence of axionic
shift symmetries inherited from the monodromy transformations and, therefore,
become manifest in these asymptotic regimes. Let us remark that, even if the
discrete shift symmetries are valid everywhere in the moduli space, the notion of
an axion as a scalar field enjoying an approximate continuous shift symmetry is
only valid in these asymptotic regimes. Let us also notice that this dual description
in terms of four-form fields is independent of supersymmetry and can in principle
even describe non-perturbative potentials [83]. It would be thus very interesting to
further explore how the asymptotic Hodge theory approach can be interlinked with

"Note a three-form with action (BZJ) naturally arises when computing the Type IIA scalar
potential [I6]. Furthermore, three-forms are essential when studying the couplings to D-branes
[l‘/bfl’/‘/}.
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3.4 Supergravity embedding and three-forms

the use of four-forms and how much of the structure derived with the four-forms
has in fact a geometric counterpart. To give another example, the flux sublattice of
dynamical fluxes found in [I81] has a deep relation with the massless components in
the asymptotic flux splitting of section BZ32 which would be interesting to further
investigate in the future.

Finally, we would like to remark that the strict asymptotic approximation taken
in (B3321) allows us to further express the potential as the sum of asymptotically
orthogonal flux components at the large field limit. In other words, it is always
possible to find a basis such that the kinetic matrix Z4? of the four-forms is nearly
block-diagonal in the sense that the non-diagonal terms are subleading with respect
to the diagonal ones. The strict asymptotic approximation consists of neglecting
these non-diagonal terms so that the potential becomes a sum of squares,

V=3 Zs)llpe(Ga, d) > =D D" 7L, () o (d)er(9) (3.4.12)

Le& LEE ig,je

with the exception of a possible remnant coming from tadpole cancellation. Here,
we have used again the expansion (824) into a basis of vectors associated to the
flux splitting into orthogonal V; vector spaces, such that p = g“’ g[ Using the

growth theorem (B=327) we can infer the leading behavior of each block diagonal
piece of the inverse metric Z4B(s),

n—1

o (B) () e,

ieje sn

where ICfI_, was defined in (82323d). This is something that could not be determined
only in terms of the four-forms. Hence, our classification of the asymptotic flux
splittings at the large field limits of Calabi-Yau manifolds can allow us to derive the
three-form gauge field metrics and with them, the axionic monodromic potential,
at other types of singularities beyond the typical case of the large complex structure
limit. Furthermore, this monodromic potential written a la Dvali-Kaloper-Sorbo
in terms of four-forms is useful to construct axion inflationary models and study
the viability of large field ranges. In section B2 we will exploit our formalism to
derive general conclusions about backreaction issues and large field ranges in axion
monodromy models.

Let us finally mention that this bilinear form of the potential has been proven
to be very useful to minimize the scalar potential of weakly coupled Type ITA flux
compactifications and study the vacua structure in a systematic way [139,082]. In
fact, the ansatz assumed in [I82] is precisely guaranteed by the strict asymptotic
approximation yielding (B23). In this chapter, we will exploit the algebraic
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3 Asymptotic Flux Compactifications and the Swampland

structure arising in the strict asymptotic regime to study the vacua structure at any
asymptotic limit of the complex structure moduli space of a Calabi-Yau manifold.

3.5 General two-moduli limits

In this section we apply the machinery introduced in the previous sections for
two-moduli families of Calabi-Yau fourfolds. More precisely, we investigate the
limits (B33) with 72 = 2 in the complex structure moduli space of any Calabi-Yau
fourfold Y, with h*! = 2. We first set up notations in order to get familiar with
the asymptotic splitting of HS‘(Y4, R) in the two-moduli setting in subsection Bl
Then, in subsection B33, we list all possible limits and corresponding singularity
types that can occur in this moduli space. As a consequence, we are able to infer
the asymptotic splitting of the flux space for each limit. To exemplify the use of
these results, we focus in subsection BZ53 on a particular limit and discuss all pos-
sible decompositions G4 = é4 + GQ, with @4 being an unbounded asymptotically
massless flux. This data will be used in the next section to establish universal
no-go results on flux vacua.

3.5.1 Asymptotic flux splitting and scalar potential

Let us consider the complex structure moduli space of a Calabi-Yau fourfold Y, with
h31 = 2. We are interested in the case 7 = 2 in (B23) sending both coordinates
to a limit. Around such a limit we introduce local coordinates t*,t? denoted by

tt = ot +is | 2 = ¢ +iu (3.5.1)

such that Y, becomes singular at s,u — oo. For any chosen positive v,d we can
consider two growth sectors (8239) given by

Rig = {(tl,tQ)’f >y,u >, ¢ < 5} . Ro1= {(tl,tQ)‘E >5,8> 7,4 < 6} :

! ’ (3.5.2)
The first sector R12 can be interpreted as capturing paths in which s grows faster
than v when approaching the limit s,u — oo, while R4; exchanges the roles of s
and u. Let us consider Ris, after possible renaming, and divide the limit into two
steps. We first go to the singular locus s — oco and call the arising singularity type
Type A, where we necessarily find one of the types listed in (B23R). In a second step
we send u — oo arriving at singularity type Type B from the list (823=). In this
situation, we say that the sector R12 is associated to the singularity enhancement

Type A — Type B . (3.5.3)
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3.5 General two-moduli limits

Importantly, we are able to classify all possible singularity types, as already dis-
cussed in section BZXl, and determine all allowed enhancements, as discussed in
section B2

Associated to an enhancement Type A — Type B, there is an asymptotic splitting
of H}(Yy,R) introduced in (B312). In the two-moduli case it takes the form

Hi(ViR) = P Vi, (3.5.4)
L=(m,n)e€

where we explicitly spelled out the indices on the subspaces V,;,,,. The set £ depends
on the enhancement Type A — Type B and will be given explicitly in subsection
B52 for each possible enhancement. Using (854) a general flux G4 can be decom-
posed as
Gi= Y G, G eV, (3.5.5)
(m,n)e€

and we also introduce the expansion

e NGi= 3" puns P € Vinn s (3.5.6)
(m,n)€eE

Then the growth of the norm [|G4||? can be inferred from (B321) and reads

s\m—4
IGaE ~ X (3) W Ann(Ga) (3.5.7)
(m,n)eE
where we defined A, = ||pmnl||%, > 0. Inserting this asymptotic growth into the

M-theory scalar potential, we have

Var ~ id( s A, - A10C>, (3.5.8)

V4 (m,n)e€

where we have set Ajoc = (G4, G4), which is independent of the moduli. The scalar
potential (B58) will be the starting point of our study of flux vacua in section B®.

In the next section we aim to establish no-go results for vacua of (858) that
are under parametric control. This control is encoded in the fluxes and hence the
coefficients A,,,. Whether or not a flux can be made very large is determined
by the tadpole constraint (B22). In section BZ3A we have introduced a type
of flux, denoted by G, that does not contribute to the tadpole constraint and
has an asymptotically vanishing contribution to the scalar potential. Clearly, the
determination of the allowed splits C?4, GY depends crucially on the set of possible
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3 Asymptotic Flux Compactifications and the Swampland

indices £ appearing in the asymptotic splitting (854d). In particular, we recall
from (B=3272) that

GA(4 S ‘/light = @ an ) (359)

(m,n)EEight

and hence the vectors in &jigpy crucially determine the allowed é4. It is the power
of the used formalism that we can classify systematically all possible singularities
and hence all possible splits (8554). In the next subsection, we will show a full clas-
sification of singularity types of Calabi-Yau fourfolds with A%! = 2. We determine
all possible singularity enhancements, the associated asymptotic splittings, and the
form of the sets £ and &jgng. For each of these cases one can then determine all
possible G4 as we exemplify for an example in section BZ53.

3.5.2 Classification of two-moduli limits and enhancements
therein

In this section we summarize the classification of all possible singularity types that
can arise in a Calabi-Yau fourfold with k3! = 2, when both complex structure
variables tend to a limit (833). Following a similar strategy as for Calabi-Yau
threefolds, as discussed in detail in [I13,I36], we enumerate all singularity types
of the primitive middle Hodge numbers (1,2, 7,2,1). Here we denoted by m the
dimension of the primitive part H>?(Y}) of H*?(Y}). As explained in section B3,
there are five major types I, IL II[, IV, and V. Each type is supplemented by two
indices as shown in (B33R). The classification is summarized in table B3. In fact,
the appearance of each type depends on the primitive Hodge number /. When
0 < m < 3, not all types can occur. To avoid singling out special cases, we will
assume M > 4. The cases dropped with this assumption admit the same features
as some of the cases we consider here and thus will not alter our conclusions.
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3.5 General two-moduli limits

I Ioo, Tog, Top, L1, T2, oo

I I, o1, s

I Iy, Moy, 110, 4

IV IVo,

Vo Vi, Vig, Vapo

Table 3.3: Table showing all 16 singularity types that can occur in a two-moduli family
of Calabi-Yau fourfolds with primitive Hodge number > 4.

Given the list of allowed singularity types in table B33, we can now check which
singularities can occur in an enhancement where we send s,u to infinity succes-
sively. As in (B2533) we can send s — oo to get a singularity type Type A and then
u — 00 to get a singularity type Type B. We say Type A gets enhanced to Type B.
There are intricate rules guarding the possible enhancements among different sin-
gularity types. And these rules determine the asymptotic splitting directly. These
rules are described in [(13] following the classic work [i76], and its application in
Calabi-Yau threefold degenerations can be found in [113,136]. Following the same
procedure as in [I36], we determine the enhancement network among the types
given in table BZ3. The result is shown in figure 8.5

81t was recently pointed out in [83] that this strategy, applied to the Kdhler moduli side, can be
employed to classify Calabi-Yau manifolds.
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3 Asymptotic Flux Compactifications and the Swampland

Figure 3.1: The enhancement network of Calabi-Yau fourfolds with primitive middle
Hodge numbers (1,2,77,2,1) with m > 4. In this graph, an edge Type A — Type B
indicates an enhancement of singularity type from Type A to Type B. Note that the en-
hancement relation is not transitive, as can be easily checked in, e.g., the enhancement
chain H()7() — HO,l — III(L().

It is worth pointing out that the type II enhancements occur, for example, at
the Sen’s weak coupling limit when the Calabi-Yau fourfold is used as an F-theory
background. This has been discussed in detail in [i84]. In a two-moduli limit
as discussed here, one can combine the weak coupling limit with another limit
in complex structure moduli space. In fact, as we will discuss below an example
enhancement that occurs when combining Sen’s weak coupling limit with another
limit to reach the large complex structure point of Y;. Concretely one finds in this
case

Iy, — Vaqo, (3.5.10)

where we have displayed the enhancement for which we first send s — oo and
then u — oo as required for the growth sector Ri2 in (B52). The limit s — oo
corresponds to the weak coupling limit.

Having determined all possible enhancements we can also compute for each case
the associated asymptotic splitting (B-54d). The results are shown in table Bd. We
will demonstrate the usage of this table in the following subsection in which we
discuss one case in detail and determine the allowed unbounded asymptotically
massless fluxes Gy.

Given the data summarized in table B4 it is not hard to derive the corresponding
scalar potentials V) using (B558). For completeness, we list the results in table B3.
It is interesting to point out that all potentials obtained in this way actually come in
pairs. There are two ways we find agreeing potentials, which we listed in table B3.
Firstly, note that some of the sets £ in table B2 are simply identical, as, for example,
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3.5 General two-moduli limits

Enhancements Elight Erest Eneavy
Io2 (3,3),(4,3) (4,4) (4,5), (5,5)
I, (3,2) (3,4),(4,4), (5,4) (5,6)
ol 6.2,(43) (34,444,064 (4.5).(5,6)
Ulia (3,3),(4,2) (4,4) (4,6),(5,5)
Io, Iy (3,2),(4,2) (3,4),(4,4),(5,4) (4,6),(5,6)
I (3,3),(4,3) (4,4) (4,5),(5,5)
I, (3,2),(4,3) (3.4),(4,4), (5,4) (4,5), (5,6)
My, (3.3),(4,2) (4,4) (4,6), (5,5)
111, 1 (3,2),(4,2) (3,4),(4,4),(5,4) (4,6),(5,6)
Vi (3,3),(4,0),(4,2) (4,4) (4,6),(4,8),(5,5)
Voo (3,2),(4,0),(4,2) (3,4),(4,4),(5,4) (4,6),(4,8),(5,6)
Lo (3,2),(3,3) 3,4),(4,4), (5,4) (5,5), (5,6)
foz <112_,2 (3,2) (3,4),(4,4), (5,4) (5,6)
Iio (2,2),(4,3) (4,4) (4,5),(6,6)
- Ipo (2,2),(4,2) (4,4) (4,6),(6,6)
' 10, (2,2),(4,3) (4,4) (4,5),(6,6)
1115 4 (2,2), (4,2) (4,4) (4,6),(6,6)
Voo (2,2),(4,0),(4,2) (4,4) (4,6),(4,8),(6.6)
Lip——Iss (2,2),(3,2) (3,4),(4,4),(5,4) (5,6),(6,6)
1lo,1 (3,3),(4,3) (4,4) (4,5),(5,5)
o <nl,1 (3,3),(4,2) (4,4) (4,6),(5,5)
I 4 (3,2),(3,3) (3,4),(4,4), (5,4) (5,5), (5,6)
1, <Hlﬂ.o (32) (3,4).(4.4).(5.4) (5.6)
Voo (3,0),(3,2) 34,06, EZ)’ (4.4), (5.6), (5,8)

(5,2), (5,4)
111 (2,2),(4,3) (4,4) (4,5),(6,6)
111,

o <IHM (2,2),(4,2) (4,4) (4,6),(6,6)
My, ——I1T (2,2),(3,2) (3,4),(4,4), (5,4 (5,6),(6,6)
M, ——— Vs (2,0),(2,2), (4,2) 2,4),(4,4), (6,4 (4,6),(6,6),(6,8)
Vo ————Vos  (1,0),(1,2),(3,2) (3,4), (4,4),(5,4) (5,6),(7,6),(7,8)

Viz  (0,0),(2,2),(4,3) (4,4) (4,5),(6,6),(8,8)

Vi
" <sz,2 (0,0),(2,2), (4,2) (4,4) (4,6),(6,6),(8,8)
Vis———Vao (0,0),(2,2),(3,2) (3,4),(4,4),(54) (5,6),(6,6),(8,8)

Table 3.4: Asymptotic splittings of all enhancements shown in figure Bl. We assume
M > 4, otherwise not all enhancements can occur. A boldface (m,n) indicates that Vi,
contains some highest weight form a}'" defined around equation (B=Zd). Note that we
did not include the 16 cases Ip,0 — Type B, since these are simply the one-modulus
enhancements with all elements in € of the form (4, m). The enhancement Io; — I 2
has two different £ set configurations, and we distinguish them by adding small labels a

and b on top of the arrows.
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3 Asymptotic Flux Compactifications and the Swampland

for the enhancements Ip; — Illp; and IIgo — II; ;. Secondly, two potentials
might agree if we exchange the names s > w. This happens, for example, for
the enhancements Il ;1 — Va2 and IV ; — V2 2. Recall that all enhancements in
table B4 are determined for fixed growth sector Rz defined in (852), which allows
for the limit of sending first s — oo and then u — co. However, we can also look at
the other sector Ro1, in which the roles of s and u are exchanged. This implies that
a certain form of a potential can arise from two different enhancements depending
on the considered growth sector, the chosen names s,u, and thus the order of
limits. The physical significance of such phenomenon is not completely clear, but
it appears to be partially related to the possibility of realising the combinations of
enhancements that yield identical scalar potentials in geometry. This topic will be
studied more systematically in future works.

3.5.3 Main example: enhancement from type II singularity

In this subsection we focus on an enhancement from the type II singularity, i.e.
ITp,1 — V22. This is one case appearing in table B2 and we already noted around
(Bx1m) that it plays a special role, since it involves Sen’s weak coupling limit. In
fact, we will see later that it precisely reproduces the potential and de Sitter no-go
result of [I5H4].

WVight Viest Vheavy
E (3,00 (3,2) (3,4) (3,6) (4,4) (5,2) (5,4) (5,6) (5,8)
Vi Vao Va2 Vaa Vie  Via  Vso Vea  Vig  Vas
dimV,,, 1 1 1 1 m—-2 1 1 1 1

Basis V30 V32 CRY V36 v Us52 Us4 Us6 Us8

Flux number fe Ja f2 fo I ho h1 ha h3

Table 3.6: The data of the asymptotic splitting of the primitive middle cohomology
Hf, (Y, R) associated with the enhancement IIp1 — Va2. The basis and flux numbers of
the subspace Va4 are denoted by g, and v" with k = 1,...,7 — 2. Note that we assume
m > 4, so all the subspaces are present in the asymptotic splitting.

Let us first record the asymptotic splitting associated to this enhancement. Ac-
cording to table B4, we have &ighy = {(3,0),(3,2)}, Eneavy = {(5,6), (5,8)}, and
Erest = {(3,4),(3,6),(4,4), (5,2), (5,4)}. The asymptotic splitting is then explicitly
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Enhancements

Potential Vp

I(),I\V
Vl,l’/ 1,2

S+ 848 4eu+ou' +os—co

IOYI\*’Vz 2
Vip— 7

c c ca o cau | ess 4 2 4 o4 o
mtE TR+ S Feu” Fou +esus — ¢

11’1\)\72 2
Vig— 7

S+ %+ %+ egu’ + cut +ces” — o

HOJ\)\L 5
Vo ——— 22

3 .
£ 2 cau cqu C58 C6S 3e
Sttt o+ fous+csu’s — oo

I0.1\I
IDVZ/—? 1,2

LM\*’II] .
My, —  °

L+ 2 R A csutceus — ¢

10,1\"*}1
11,1’/ 1,2

To,1
’ 111,
IHl),l]> 0,1

G4 L4 ocqu 4 g5 — g

Y
Lyp— ©

I0,1\I
I] yz/—-) 2,2

foa— iy, |
My, —

us

oy G opoeu s 4 oeny? o cgus — co

TIpj————3lo»

T, =—=lp1

1lp,o—31Iy,

L+ 2 cgutcas—co

i —
Myo— >

Toj=—=i1

Tppo=——=>

I, ———=31llyp

1 cau €3s US —
ws T 5 T o Feaus —co

Lj———l,

Liy————=1lL

Iy o ——==111; 4

I
e — 1) O
Mlyg—

%+%+03u2+04s2—co

I j=—=Vy

§ 2 ) , 5
S+ G+ S+ U 4S5 4 cgul 478t + su’s® — oo

Table 3.5: Enhancements and their associated asymptotic scalar potential VAr. In this
table, we group together the enhancements that are simply identical or identical as we
exchange the growth sector Ri2 and Ra1, i.e., exchange s with u. In each box there are
two arrows with the upper one valid for the growth sector R12 and the lower one valid for
the growth sector R21. The double-arrow cases, e.g. III;,1 — Va2 in the last row, have
the scalar potential Vi1 symmetric in s and u. The coefficients ¢; with ¢ > 0 are positive,
while the sign of ¢y is undetermined.
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given by
H) (Vi R) = Vao @ Vao @ Vay @ Vag @ Vg © Vi @ Vay @ Vog ® Vas ,  (3.5.11)

where the dimension and basis of each subspace is summarized in table B3 and we
have also recorded our choice of notation for the flux numbers in the enhancement
IIo,1 — V2,2. The flux numbers are defined to be the coefficient of a flux G4 in the
basis shown in table B8 to the asymptotic splitting, i.e.

G4 = fevzo+ favsa + fav3a+ fovse + gxv"™ + hovsa + hivsa + hovse +havss . (3.5.12)

The particular names of flux numbers are chosen for convenience of our discussion
in section B3 when we show that our formalism reproduces well-known existing
no-go results. Furthermore, taking into account the orthogonality relation (B=313),
we normalize the basis such that

(v30, Us8) = (vs32,Us6) = (U4, Us4) = (Vs6,Us2) = 1. (3.5.13)

The pairing in the basis v of V4 will be denoted by n"*. It is positive, i.e. one
has 7" g.gx > 0 for non-zero g,..

Applying the asymptotic splitting of flux (B512) and table B8 to the asymptotic
behavior of the scalar potential (B53), we have

Afg

1 Afy Appu Ang$
Vi ~ V3 (u35 + us + s +

u3

+

Ajqg u®
s

+ % + Ap,us + Apuls + Agg — Aoc )

(3.5.14)
where Ajo. = (G4, G4) and the coefficients in the growth terms are defined accord-
ing to our notation of flux numbers in table B@ as follows

Ap = llpsollse s Ap = los2llZ . A = llpsalls

Agy = llpssl3e s Ano = llps2llse s Any = llpsall3e

Any = llosslie s Any = llosslie,  Asa = llpaall% -
Note that all A’s are positive and still functions of the axions ¢!, ¢? via the ex-
ponential in (8358). Setting ¢' = 0 one finds that Az o< (f6)?, Af, o (fa)? ete.

With the asymptotic splitting (83512) and the normalization (B5513), the tadpole
condition (822) can be expressed as

Vi) 1 1
X(244) =3 (G4, Ga) = fehs + faha + f2h1 + foho + 577'{/\959» (3.5.15)

Now we discuss the separation G4 = G4 + G2 of a flux G4 into an unbounded
part G4 and a remaining part GY. First we deal with the unbounded component
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G, which belongs to Vignt. By checking table B8, we see that the requirement
é4 € Vijgnt implies that an unbounded flux é4 can contain components fg or fy.
Also the first orthogonality in (83=39) and the massless condition (8320) on Gy
are automatically satisfied because we ask for Gy € Viight -

Once an unbounded part G is identified, the second condition in (B23239) can be
used to restrict the remaining part GY. The general results are displayed in table
B™. We explain its derivation in an example where we take fg as the unbounded
flux, i.e. we set G4 = fevso. Then, subtracting G4 from the splitting (B512) we
have the following form of ég which needs further restriction

GY = fivs2 + favaa + fovse + gev” + hovsa + h1vss + havsg + havss.
According to our normalization (B513), it is readily computed that
<G4, 62> = 2fshs. (3.5.16)
Hence the second condition in (B23=39) implies hg = 0, i.e.
G = favsa + fovsa + fovse + gxv" + hovsa + hivsa + havse. (3.5.17)

In this way, we have separated the flux components in GG4 into an unbounded flux
component fg and the remaining flux components fy, ..., ho, with the condition
that the flux component hz = 0 is absent. Inserting the condition h3 = 0 into the
tadpole condition (BZ5TH), we see that the tadpole condition is then satisfied by
the remaining components

x(Ya)
24

1
Jaha + fah1 + foho + in”AgﬁgA = (3.5.18)

We can now repeat this analysis for all combinations of possible unbounded fluxes
fe and f4, we obtain table BZ. This data will be used in section BM to determine
the vacua of (B514).
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en Q9 Condition on G9  Self-dual Pairs in G9
fe  fas f2, fo, Gk, ho, Ry ho hs =0 (fash2), (f2,h1), (fo, ho)
Jo Je, f2: fos 9wy ho, ha, by he =0 (fo,h3), (f2 ha), (fo, ho)
fos fa f2, fo, sy ho, iy hashs fehs + faha =0 (f2,h1), (fo, ko)

Table 3.7: All possible ways of separating G4 into an unbounded flux Giand a remaining
part GS. The third column, condition on the remaining part, is coming from the second
orthogonality in (B33339). The tadpole condition can be found by applying the third
column to (BZ51H) and it is satisfied by the remaining flux components. The forth column
lists possible self-dual components inside G§ which is introduced in section B3 and will
be used in section Bl

3.6 Asymptotic structure of flux vacua

In this section we will analyze the vacua structure of the flux-induced scalar poten-
tial in the strict asymptotic regimes of the field space. We will focus on asymptotic
two-moduli limits of the form (823) in the complex structure moduli space of a
Calabi-Yau fourfold. These limits are characterized by two scalar fields, denoted
as s,u, becoming large and the choice of a growth sector in (BZ22), i.e. an order
in the growth of the fields. We will select R15 describing paths in which s grows
faster than w, but the results for the other growth sector can be trivially found
after exchanging the roles of s and u and renaming the coordinates.

A complete classification of these two-moduli limits in the complex structure
moduli space of a Calabi-Yau fourfold was performed in section BZ3 together with
the scalar potential arising in each case (see table BH). Our starting point will,
therefore, be the general asymptotic form of the flux potential derived in (BZ5S)
and given by

N
1 1
V= ( Z T i Aloc) =— ( Z Ay, 8™ T Ay Aloc) .

SN e oA
(3.6.1)
where the possible values for (m,n) are given in table B4 and depend on the type
of limit under consideration. Recall that one just has to plug the values (m,n) of
table B into eq. (BTI) to recover all possible potentials shown in table BH. For
later convenience, we have re-labelled the elements of £ as (m;,n;), i =1,..., N,

where N is the number of different pairs (m,n) € £ that can occur in each limit.
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3.6 Asymptotic structure of flux vacua

Notice that the coefficients A,,, are not arbitrary but depend on the integer
fluxes and axions as in (B2322). However, we will leave them as free parameters in
this section except for their sign, since they are restricted to be positive definite in
the strict asymptotic regime (see eq.(82323)). This way, we can keep our analysis
more general and our results will also apply to higher dimensional moduli spaces
with h2! > 2 in which there are more spectator fields in addition to the two moduli
becoming large. In those situations, the coefficients A,,, will also be functions of
these spectator fields, but the moduli scaling of s and u is expected to be the
same. Interestingly, we will be able to formulate a no-go theorem for de Sitter only
based on the scaling of s and v and independent of the concrete value of A,,, as
long as they remain positive. Only in section BZ4 we will specify again the concrete
values for A,,, to study axion stabilization and derive some universal results about
backreaction effects in axion monodromy models.

The reader might have also noticed that we have included an additional overall
factor 1/s“ in (BB) in comparison to (85R). This will allow us to map our
results to Type ITA flux compactifications, in which an additional factor of the
dilaton appears upon performing mirror symmetry and going to the Einstein frame
of Type ITA, as reviewed in section BZZ2. This factor is known to be 1/s? in the
weak coupling limit, but we will leave the power also as a free parameter since its
value is undetermined for any of the other limits of our list beyond weak coupling.

Therefore, the general potential (BT) includes all the asymptotic potentials
arising in M-theory flux compactifications in a Calabi-Yau fourfold (and their cor-
responding F-theory/Type IIB duals) if we set a = 0, but can also describe other
asymptotic string compactifications. The goal in this section is to take this general
form of the asymptotic potential and analyze its vacuum structure. We will be
particularly interested in whether this potential can admit any kind of vacuum at
parametric control. Interestingly, since we have left the coefficients A,,, as arbi-
trary parameters, the above potential can also potentially yield AdS vacua. This
is impossible in F-theory/Type IIB flux compactifications as the coefficients A,
are correlated such that the potential is positive definite. However, it can occur in
Type ITA flux compactifications where Aj,. can receive contributions from other
sources like metric fluxes or other components of NS flux which do not map to Hg
or F3 fluxes in Type IIB. Hence, our general form of the potential will also allow
us to study the conditions to get candidates for AdS vacua at parametric control.
It is important to keep in mind, though, that they are only candidates in the sense
that one should further check that the resulting values for A,,, are compatible
with some top-down string construction.
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3 Asymptotic Flux Compactifications and the Swampland

Since this section contains many different interesting results about the structure
of asymptotic flux vacua, let us add here a short outline of what comes next.
In sections BTG and BBG2 we will describe our strategy to determine the (non-
)existence of vacua at parametric control. We will then apply this strategy to a
particular example corresponding to the familiar Sen’s weak coupling limit and
discuss the existence of dS and AdS vacua in section BG3. Afterwards, we will
apply the same methodology to all possible limits classified in section BZ3 and
present the results for de Sitter in section B4 and for AdS vacua in section BG4.

3.6.1 Flux ansatz and parametric control

In this chapter, we are interested in the presence of critical points at parametric
control, i.e. for parametrically large field values of the scalars s,u. Let us recall
that this is an additional constraint we need to impose as the asymptotic flux
potential of (BB) can in general yield vacua at finite values of s, that are not
necessarily large. Furthermore, we need to require to stay in a growth sector in
order to be consistent with the strict asymptotic approximation, so the ratio s/u
also needs to be large.

As it will become more clear through the following sections, we find that it is
impossible to get any critical point at parametrically large field values of s, u if
all fluxes are bounded by tadpole cancellation. Therefore, it becomes necessary to
add some unbounded flux that can be adjusted to be large in the asymptotic limit.
For this reason, we will assume the following general Ansatz for the fluxes,

Gy =Gy +GY (3.6.2)

where G4 is an asymptotically massless unbounded flux with respect to the remain-
ing background fluxes in GY. This special class of fluxes were introduced in section
BZ3H. We require them to be massless, in addition to unbounded, so that they only
violate the self-duality condition mildly and it is restored in the limit. The fluxes in
GY cannot be scaled to be large, but still must be consistent with generating a crit-
ical point at parametric control. We will consider two options, self-dual fluxes or
more general fluxes with the same asymptotic scaling, as described in the following.

Self-dual fluxes G :

Let us first consider in GY only fluxes that are self-dual in the strict asymptotic
regime. The self-duality condition on the G4-flux in the strict asymptotic regime
was given in (BZ3323M). In order to simplify the discussion and highlight the main
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3.6 Asymptotic structure of flux vacua

properties we assume that every subspace V,,, is one-dimensional, except for V4.
Because of the property (B=324) of the operator C, and its relation to the Cg(2)
operator (BZ3Z1) (see also (BTBA)), given an (m,n) € &, the minimal form of a
non-vanishing self-dual flux should be

Gy = grmn¥™" + gs—mg-nv® "5, (3.6.3)

where v™" is the basis vector of V,,,,, and no sum over m,n is taken in (8B3).
The self-dual condition (B=3=31) on such G4 further specializes for the case of two
moduli into the following form

5m_4un_mgmnlcmn = 0g8—m8—n » (364)

where K, = [[o™"||%,. One realizes immediately that in most cases, if we im-
pose two such conditions then both moduli s and u are fixed and one can find
(finitely) many vacua by just imposing the self-duality conditions. All these vacua
are Minkowski as the vacuum energy vanishes. It remains to check whether solving
such self-dual conditions stabilizes the moduli inside the strict asymptotic regime,
where s/u and u are required to be large. Since the product of flux components
Jmnds—ms—_n contributes to the tadpole condition, we see that it is not possible
to make both s/u and u parametrically large. So there are actually no vacua at
parametric control using only self-dual fluxes.

We now turn on only one pair of self-dual components and allow for an un-
bounded massless flux as in (8B2). In this case, we can rewrite the self-dual
condition (864) into

1
G8—ms—n \" " 3
— n 3.6.5
" (gmnK:mn> o ( )
4—m
n—m

of fluxes that are bounded by tadpole condition. The possibilities for the exponent

where § = . This actually imposes a correlation between two moduli in terms

[ are:

1. 5 <0 The modulus u grows inversely with s, so it is not possible to get
vacua at parametrically large field values of both s and u.

2. =0 The modulus u is completely fixed into a ratio of flux numbers
bounded by the tadpole condition, so it is not possible to make it parametri-
cally large.

3.0 < 8 <1 In this case there is no obstruction to make s/u and u large,
but only one combination is fixed.
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3 Asymptotic Flux Compactifications and the Swampland

4. 8 >1 This case also includes 5 = oo, where s is fixed into a ratio of flux
numbers bounded by the tadpole condition. It is not possible to make s/u
arbitrarily large to be consistent with the strict asymptotic approximation.

We can then see that only case B could yield vacua at parametric control. Since
only one combination of s,u can be stabilized with the self-dual pair of fluxes, the
other combination needs to be fixed by turning on some massless unbounded flux
components so that we can dial both s/u and u into large values. To see this
we substitute u given in terms of s by (BIH) back into the scalar potential and
minimize the remaining one-variable potential with respect to s. The potential

reads
1

Vo Y (AM g HB(a=m) _ /LOC) : (3.6.6)
(rh,n)eé

where the sum only involves now unbounded massless fluxes. Recall that m < 4
and 71 < 4 are required for the flux to be massless. Interestingly, this potential
can never yield de Sitter critical point for case B in which 0 < 8 < 1, since all the
terms involve negative powers of s. In F-theory/Type IIB flux compactifications,
the contribution from Aj,. cancels with the contribution from the pair of self-dual
fluxes such that Aj,e = 0. However, if we insist of keeping Aoe as a free parameter
so that it survives some negative contribution to the potential (as could occur in
Type ITA flux compactifications), the potential (B61) might also have AdS vacua.
We check that, for all potentials in table B, only the enhanced limit IIp; — Va2
could yield an AdS vacuum at parametric control with 0 < 8 < 1. This case indeed
corresponds to the famous large volume and weak coupling limit in ITA. We will
explain in more detail this vacuum in section BH23.

General flux GY :

Next, we will consider a more general situation in which any flux can appear in
GY, but still keeping the condition that the vacuum is at parametric control. Non
self-dual fluxes can arise, for instance, from backreaction effects of localized sources
in the string compactification. A way to implement the condition of parametric
control is to require that all terms in the potential that are necessary to stabilize
the moduli should scale in the same way as s, u — oco. In other words, we will look
for solutions of the form

s~ u~ AT (3.6.7)

with p, ¢ positive such that A can be taken to be parametrically large. Each poten-
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tial term will then scale as
Vi ApN7 ) ri=(my—4—a)p+ (n; —my)q , (3.6.8)

if A; corresponds to a contribution from GY. For massless unbounded fluxes in
G, there is no such a constraint as the flux can always be scaled up to yield the
desired asymptotic scaling with A.

We then require that a solution of the type (86:4) must be found only using
unbounded massless fluxes and terms in GY yielding the same value for r and
therefore scaling the same way with A. This guarantees that the solution will still
exist in the limit A — oo, i.e. at parametrically large values of s, u. As a final check
if a solution is found, we need to require that p > ¢ in order to have the ratio s/u
large and be consistent with the strict asymptotic approximation. Similar scaling
arguments to look for parametrically controlled vacua have also been recently used
us stress that the non-trivial part of our analysis does not lie in applying such
scaling arguments, but rather in identifying the asymptotic potentials that can
arise in a valid flux compactification.

We will show the results for our main example in section B63, and then for all
possible two-moduli limits in sections B4 and BG4 in the case of dS and AdS
vacua respectively. But first, let us discuss our method to solve the minimization

equations in a systematic and convenient way.

3.6.2 Minimization conditions

In order to study the existence of extrema of the potential (BB we will translate
the existence problem into a more convenient formulation using methods from
linear optimization. To begin with, we note that the extrema of V' are determined
by the conditions

N

udy Vo= Y (ni—mi)Vi =0, (3.6.9)
=1
N

sV = > (mi—4-a)Vi+aVy1 =0, (3.6.10)
=1

where we have defined

: (3.6.11)
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3 Asymptotic Flux Compactifications and the Swampland

such that V = Zﬁl Vi — Vars1. We have introduced V41 in order to treat Ajoc
in analogy with other terms by associating it a scaling m = n = 0. We further
define

‘/0 = |V|3V:0 5 (3612)

i.e. introduce the absolute value of the potential at this extremum. The definition
of Vy implies that at the extremum one has

N

> Vi- Vi £V =0, (3.6.13)
i=1

where the positive sign implies an Anti-de Sitter extremum while the negative sign
a de Sitter extremum. The equations (B59), (83611), and (BB1L3) can be packed
into the following homogeneous system Av = 0 with

m —4—a me—4—a -+ « 0
.A = ny —m; N2 — Mo e 0 0 (3614)
1 1 s =1 #£1
and vT = (Vg, Vi, Va,..., Vars1). Notice that we will have as many columns as

contributions V; to the potential with different m;, n; plus one.

We can now use Stiemke’s theorem which states that either a linear homogeneous
system Av = 0 possesses a solution with all variables positive or there exists a linear
combination of the equations that has all non-negative coeflicients, one or more of
which are positive. Applied to our problem, one thus finds that either there exists
avl = (Vy,...,Vas1) such that

Av=0, V,>0,x=0,...,.N+1, (3.6.15)
or there exists a 77 = (a, b, c) # 0 such that
(ATn)e >0, k=0,...,.N+1. (3.6.16)

This second condition will be much easier to prove, and will allows us general-
ize some no-go theorems about de Sitter. Stiemke’s theorem thus implies that
(B3) has no extremum with cosmological constant FVj if the following system of
inequalities is feasible, i.e. has a non-trivial solution,

alm; —4—a)+bn;,—m;)+c > 0, (3.6.17)
aa—c > 0, (3.6.18)
te > 0, (3.6.19)
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3.6 Asymptotic structure of flux vacua

where let us recall that + stands for AdS and — for dS. In other words, there
will not be a dS (AdS) critical point if one can find a,b € R such that (BB6L37) is
satisfied for every pair (m;,n;) and ¢ <0 (¢ > 0). Notice that it only makes sense
to impose the second inequality it if Viiy # 0. Analogously, if no non-trivial solution
is found to (BTT7), then the system has a critical point which is a solution of the
minimization conditions (BBGd). In order to determine whether it corresponds to
a minimum or a maximum one would need to further study the Hessian matrix
0;0;V. However, in this chapter, we will restrict ourselves to analyze the presence
of critical points in general.

3.6.3 Parametrically controlled vacua for the main example

In this section we will analyze the presence of asymptotic flux vacua at para-
metric control for a particular example: the enhancement Ilp; — Va2 in a two-
dimensional moduli space. This enhancement is one of the possible limits appearing
in table B and served as our main example in section BZ533. The importance of
this example arises from the fact that it corresponds to the well known Sen’s weak
coupling limit and large complex structure limit in Type IIB. It can also be mapped
to Type IIA at weak coupling and large volume, which will allow us to recover some
no-go theorems for de Sitter vacua found in Type ITA compactifications |54, 187].
We will not find new results in this section, but it will serve us to exemplify the
methodology that we will later apply to the other asymptotic limits of the moduli
space of a Calabi-Yau fourfold.

The Sen weak coupling limit (s — oo) corresponds to a Type Il ; singular divisor
[TR4,0188]. When intersecting with a Type IV 1 corresponding the large complex
structure point (u — 00), it enhances to a Type V32 singularity of codimension-
two at the intersection. The values of m,n consistent with this type of singularity
are given in table B2 and imply a scalar potential of the form

Vi k(B4 Ay Aoy Arowl | Angs y Ams 4 st A uls + Atoe) |

(3.6.20)
as already stated in (851d). From the perspective of Type IIB perturbative string
theory (a = 0), the fluxes denoted as f;, (hp) correspond to different components
of R-R flux F5 (NS-NS flux H3). as discussed in section B22. When mapping the
potential to Type ITA flux compactifications at weak coupling and large volume
(so a = 3), it is important that we stay in the growth sector with s/u large, so
that the 10d string coupling g, remains small (see (33213)). The R-R flux F5 maps
to R-R fluxes F}, in Type ITA (that is why we have chosen the notation), while
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3 Asymptotic Flux Compactifications and the Swampland

only hg maps to a NS flux in Type ITA. The other components have a more exotic
interpretation in terms of geometric h; and non-geometric ho, hy fluxes in Type
ITA . In fact, the moduli dependence of the term proportional to hy can also arise
as a contribution from the six-dimensional Ricci scalar in case the manifold has
positive curvature, or from KK monopoles. The term Aj,. has the right moduli
dependence of a contribution from OG6-planes. Since only the moduli dependence
matters and not the specific value of the coefficients A,,,, our results will apply to
compactifications involving any of these ingredients or any other object exhibiting
the same moduli dependence as the above terms. See e.g. [IRI-T98] for works
attempting to construct classical de Sitter vacua using these ingredients. Notice
that other types Og-planes or NS5-branes are not captured in this setup, as their
moduli dependence does not have a geometric interpretation in terms of G4-fluxes
in M/F-theory.

First of all, let us prove that in case that all fluxes are bounded, i.e. cannot
take arbitrarily large values, it is impossible to have any AdS or dS extrema at
parametric control. In order to get a solution at parametric control, we will apply
Stiemke’s theorem only to those terms that can scale with the same power of A in
(B1R). The groups of terms that give rise to the same asymptotic scaling are:

p=q: (fasho)s  (fo,h1, Atoc),  (fo,h2) , (3.6.21)
p=2q : (fa,ho) s (fo,h1), (3.6.22)
p= 3(] . (f(), ho, Aloc) . (3623)

In particular, the pairs (fo, ho) and (f2,h1) correspond to self-dual pair of fluxes
that exhibit the same asymptotic scaling that the negative term Aj,.. We can now
check whether (BBI7) can be satisfied for any of the above groups. The answer
is that we can always find a solution to Stiemke’s problem, meaning that there is
no way to solve the minimization conditions at parametric control. Hence, there
is nor AdS or dS minimum at parametric control if all fluxes are bounded.

It is not hard to see, however, that the preceding analysis is too restrictive to
establish a general no-go statement, since it neglects the possibility to also adjust
the fluxes to become large in the asymptotic limit. As explain in section B=33, fluxes
are expected to be bounded if they contribute to the tadpole cancellation condition.
However, there is a special class of fluxes, namely the unbounded massless fluxes
introduced in section BZ3H, that do not contribute to the tadpole condition and
violate the self-duality mildly. For this reason, in section B3, we identified all
possible unbounded massless fluxes compatible with the singular limit taken for
our main example (see table BZ7). In the following, we will consider a total flux
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3.6 Asymptotic structure of flux vacua

of the form (BT2) where we allow for unbounded massless fluxes G in addition
to the group of flux terms (BH2M)-(BH23) denoted as GY. This means that we
can always scale up G4 to achieve the desired asymptotic scaling on A fixed by
the scaling of the fluxes in GY. Schematically, the procedure to find an AdS or dS
minimum at parametric control goes as follows:

1. We select the fluxes in G such that all of them exhibit the same asymptotic
scaling. This imposes an extra constraint in table BZ. In this case, there are
six possibilities given by equations (BH21)-(8H23).

2. We add any massless flux G4 which is unbounded with respect to the choice
of GY, following table BZ2.

3. We check whether the Stiemke’s problem (BBI4) has a non-trivial solution.

GY Gy s*Vy  AdS vacuum  dS vacuum
(fa, o) fo, fa AT No No
(fo,h1, Aoe)  for fa A Yesifa>0 No
(fo, h2) fe A% No No
(f2,ho) fes fa  A79 No No
(fo, h1) fe, fa A No No
(fo,ho, Aioe)  for fa A Yesifa>0 No

Table 3.8: All possible fluxes that have the potential to provide a minimum at parametric
control.

The results are summarized in table B8. Interestingly, the addition of the un-
bounded massless fluxes allow us to find now AdS but not dS vacua. This is
expected from previous results in the literature [[54], since the scalar potential
(B12M) agrees with the one in [06,154] when taking « = 3. Hence, we recover
the no-go theorems for de Sitter 154, 187, 191] in Type ITA flux compactifications
at weak coupling and large volume based on the moduli scaling of the potential,
including RR, NS and metric fluxes, O6-planes and even positive curvature. We
also slightly generalize it by including geometric and non-geometric fluxes yielding
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3 Asymptotic Flux Compactifications and the Swampland

the moduli dependence associated to hi, he and hs. The requirement of keeping
parametric control of the vacuum is what usually fails in previous classical de Sitter

Regarding the AdS vacua, let us recall that they only appear thanks to leaving
Ajo free instead of completing a perfect square. Therefore, they are not exactly
the mirror duals of the Type IIB potentials with G3-flux, but there should be some
additional contribution to Ajs.. In such a case, we find that there are only two
possible candidates for AdS vacua at parametric control as long as « > 0. These
two possibilities indeed correspond to the pair of what would-be self-dual fluxes
in IIB in the case that Aj,. was not a free parameter, but they loose such an
interpretation in ITA.

Let us first consider the group of flux terms (fo, ko, Aloc) With unbounded fy.
This is precisely the combination of fluxes used in [[37] to get supersymmetric
AdS vacua at parametrically large volume and small coupling in massive Type
ITA. Taking As, ~ A% and o = 3, the moduli and the potential energy will scale
asymptotically as
1

 )\3/2 L1z . S o
S~ AT u~ A : " A,V 072 -

(3.6.24)
This implies that if one makes Ay, large enough, A/2 > 4 > 1, the vacua indeed
lie in the growth sector (B52) and the nilpotent orbit approximation (BZ3H) is
valid. Actually, one finds that for this setting one can make ~ stepwise larger
when increasing the flux Ay,. In this limit the strict asymptotic approximation
using the sl(2)-norm (B=3Z7) becomes more accurate, such that the existence of
the considered vacua can indeed be trusted. However, let us stress that there could
be other reasons for which this vacuum cannot be lifted to a true top-down string
theory construction. Here, we are only checking if the scaling of the moduli is
adequate to generate a vacuum at parametric control.

The Type IIA setting has several interesting features that follow from the scaling
behavior (BG24). Firstly, one sees that the Hubble scale H = vV /M becomes
parametrically small when sending A — oo. Secondly, as stressed in [[37] these
Type ITA solutions also enjoy a separation of scales between the Hubble scale and
the Kaluza-Klein scale. The KK scale in Type ITA Calabi-Yau compactifications
is given by

9gs M, M, —7/4

MKK = W ~ stl/Q ~Y )\ 3 (36.25)

— 0. This would go against the strong versions of the

implying H/Mg g ~ X~/

AdS conjectures put forward in [200,200]. In principle, it also seems possible to

200



3.6 Asymptotic structure of flux vacua

get a similar result using the unbounded massless flux fg instead of f; but this pos-
sibility should, however, be discarded when we further impose axion stabilization
as discussed in section B7a.

The other possible candidate for AdS vacuum arises from considering the group
of terms (fa2,h1, Aloc) with unbounded fy or fs (as in [202]). However, in this
case s and u scale the same way, implying that s/u cannot be made large and
the strict asymptotic approximation fails. Hence, this vacuum cannot be trusted
in our setup. Let us mention, though, for completeness, that the vacuum energy
and the KK scale also scale the same way at the asymptotic limit in this example,
H ~ Mgx ~ X\3/? implying that there would not be scale separation unlike in
the previous example.

3.6.4 No-go results for de Sitter at parametric control

The power of using the theory of limiting MHS, is that it allows us to go beyond
the singularities corresponding to large volume and weak coupling and study the
asymptotic vacua structure for any other type of limit in a systematic way. As
explained, the type of limit will determine the moduli scaling of the flux potential
by providing the values of m,n in (85) that are allowed in each case. In this
section, we will generalize our previous results to other types of singularities in
the Calabi-Yau four-fold as long as they can be understood as the singular limit
of only two moduli becoming large. These two moduli can correspond to any
two complex structure moduli of the fourfold, so either bulk complex structure,
dilaton or 7-brane moduli in Type IIB. All possible singular limits of this type
have been classified in table B4 and the potentials have been explicitly written
in table BH. We will take the same ansatz for the fluxes as in (B%2), including
some unbounded massless fluxes G4 in addition to fluxes with the same asymptotic
scaling in G{. This guarantees that the minima of the potential (if any) will occur
at parametrically large field values of the moduli. We find the following no-go

theorem:

No-go statement: There is no dS critical point at parametric control near any two
large field limit of a Calabi-Yau fourfold in the strict asymptotic approximation
if the scalar potential V vanishes at the limit s, u — oco.

Let us recall that this no-go is valid for any possible two large field limit of a
Calabi-Yau fourfold. Hence, our results go beyond previous no-go theorems found
at the large volume and weak string coupling limits of Type II CY compactifica-
tions |54, IR5-IX7, (91,199, 203]. Generically our settings, if they have a Type II
interpretation at all, will yield situations in which one is not at weak string cou-
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pling. The systematics to argue for the validity of our statement, though, is very
similar to the one taken for previous no-go theorems in which the moduli scaling
of individual terms in the potential is exploited.

Our no-go also goes beyond the famous Maldacena-Nufiez no-go theorem [z
in the context of four-dimensional N' = 1 compactifications, which is based on solv-
ing the equations of motion of the internal geometry when there are only p-form
gauge fluxes. Our starting scalar potential in M-theory includes higher deriva-
tive terms, as we also include the term depending on the Euler characteristic of
the Calabi-Yau fourfold (8=22).% Under M/F-duality and the application of mir-
ror symmetry, terms are well-known to map to effects arising, for example, from
O6-planes. Furthermore, a certain G4-flux component maps under this duality
chain to the Romans mass. In addition we have further generalized our discussion
by allowing for independent potential terms. This can prevent cancellations and
correlations between the different terms assumed in the analysis of [41].

To avoid confusion, let us clearly list the assumptions that enter in the derivation
of the above de Sitter no-go theorem. We require:

e Only two fields, denoted as s and u, become large although the moduli space
can be higher dimensional.

e Parametric control: the vacuum should survive in the asymptotic limit as
explained around (B6), i.e. for parametrically large field values of s and w.

e Strict asymptotic approximation: we only keep the leading asymptotic growth
of each term of the potential, as explained below (B=327).

e The potential should vanish asymptotically in the limit s, u — oo.

The first three assumptions will be relaxed in future work. As for the last one,
it should be understood more as a consistency constraint to keep control of the
compactification. Only self-dual fluxes satisfy the equations of motion of the Calabi-
Yau, but have vanishing potential. To keep the analysis as general as possible, we
have allowed for any type of flux that could ever be present, which implies that
we are also allowing for some breaking of the self-duality condition. However, we
impose that the potential should still vanish asymptotically so this breaking is mild
and can be understood as a perturbation over the warped Calabi-Yau geometry.
Otherwise, it seems to us that the potential should not be trusted if it diverges at

9See [IB3-I66] for a complete treatment of M-theory higher-derivative terms relevant at this
order.
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the large field limit. Let us recall that this is a very mild assumption and most likely
not enough to guarantee consistency of the scalar potentials we study. However,
since we already get a no-go theorem for de Sitter, there is no need of reducing
even further the list of examples by imposing further constraints like satisfying the
equations of motion of the internal geometry, which is obviously a much harder
task.

We can conclude that, for the moment, our findings are compatible with a gener-
alized Dine-Seiberg problem [I35], conjectured in [62,63], valid for any asymptotic
limit of a string compactification, forbidding the presence of de Sitter vacua at
parametric control.

Finally, we can also check the (asymptotic) de Sitter conjecture [62] in our set-
ting. This conjecture, not only implies the absence of dS vacua, but goes beyond
it by providing a bound on the slope of the potential that also disfavors slow roll
inflation. More precisely, it was conjectured in [62,63] that there is an order one
constant v such that

IVV| = (0.6 V)GEE (00 V)2 > AV (3.6.26)

In the remaining of this subsection we ignore the axion dependence, and write

all partial derivatives with respective to saxions 9; = %. Let us assume that we

can establish the following bound
F72 > (khs™)Gij(k]s') (3.6.27)

where £} is some constant matrix which we will determine below. Then we can
use Cauchy-Schwarz to show the following estimate

i 99, > ; 9, Kis 1“/@'3 > V(s 3.6.28
VGO V)V = f(0:VGT 0V (ki s")Gij(k,s*)? = 0,V (ks
Therefore, if the following inequality holds

O,V (kls®) > AV (3.6.29)

then also the conjectured de Sitter bound is satisfied.
Let us next recall the Stiemke’s problem we are using to prove for the absence
of dS vacua,

a(m; —4—a)+bn;, —m;)+c

A%
o

(3.6.30)
(3.6.31)

Vv
o

aa — C
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3 Asymptotic Flux Compactifications and the Swampland

If this system of inequalities has a solution with ¢ < 0 (¢ > 0), then the potential
does not have a dS (AdS) extremum. Notice that the first inequality also implies
that

N

Z(a(mi —4—a)+bn; —m;) +c)V; — (c —aa)Vpy41 >0 (3.6.32)

i=1

as Vi, Varp1 > 0. This further implies

asO,V + bud,V > —cV (3.6.33)
which corresponds to (B629) with
=a, Ky =0, c=—/f (3.6.34)

and all others vanishing. Hence, as long as (B521) is satisfied, we can show that
the conjecture (B628) holds by using the Stiemke’s inequality (BH30) again.

Let us then check (8827). The leading behavior of the metric can be computed
from the asymptotic form of the Kéhler potential in (82=2), obtaining

dy dy — dy
It T 30 Gt T T3 (3.6.35)

where dq,ds are integers characterizing the singularity type as discussed after
(BZ32). Therefore, by only using this leading term of the metric, it is trivial to
check that the bound (B1H27) gets saturated for

7% =ady +b(dy — dy) (3.6.36)

The next to leading order terms for the metric will be further suppressed in the
asymptotic regime. Combining this with (B633d) we get that the parameter in the
de Sitter conjecture is given by

v? = |c*/(ady + b(dy — dy)) (3.6.37)

where a,b, ¢ are constrained to satisfy (86:33). We have already checked that it
is always possible to find some values of a, b, ¢ such that the Stiemke’s inequalities
(B130), and thus (BH33), are satisfied for all two-moduli limits of the Calabi-Yau
fourfold. The remaining question is whether this solution implies v ~ O(1). For
this reason we check if the system (8B30) has a solution with v > 1, which is
a stronger condition. Interestingly, we find that there is always such a solution,
implying that the bound (BTi21) is always satisfied for any limit as long as d; # 0
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3.6 Asymptotic structure of flux vacua

and/or do — dy # 0 and @ = 0 in (BB). If dy = dy = 0, then the enhanced
singularity is of Type I, meaning that it is at finite distance, while @ = 0 selects
the potentials coming from Type IIB/F-theory flux compactifications. If a # 0 the
bound (BB29) is only satisfied if both d; # 0 and do —d; # 0. However, this bound
is a stronger condition than (BH2H) so it does not imply that de Sitter conjecture
is not satisfied but only that we cannot determine its fate by considering only the
leading term of the field metric.

To sum up, we find that the de Sitter bound (86:28) is satisfied for any asymp-
totic limit in F-theory flux compactifications which is at infinite distance in the
complex structure moduli space of a Calabi-Yau fourfold. This nicely matches with
the argument in [B3] that relates the de Sitter Conjecture and the Distance Con-
jecture, as the latter only concerns infinite distance regimes. For finite distance
singularities, the bound (BT21) is not necessarily satisfied to leading order so the
analysis becomes more difficult and we leave it for future work.

3.6.5 Candidates for AdS minima at parametric control

Let us analyze the conditions to get AdS vacua at parametric control. First of
all, let us stress again that an AdS vacuum is not possible in Type IIB/F-theory
Calabi-Yau compactifications as the potential is definite positive. Even if there is a
negative contribution coming from localized sources, it always completes a perfect
square when imposing tadpole cancellation. However, an AdS vacuum might ap-
pear when dualizing the setup to Type IIA and assuming additional contributions
to the tadpole cancellation conditions that do not necessarily impose anymore the
completion of the perfect square. These additional sources can correspond for ex-
ample to other fluxes that do not simply map to G3 fluxes in Type IIB. They will
modify the value of the coefficients A,,,, and usually make A, to also depend on
the complex structure moduli, but the moduli dependence of each term on the ITA
dilaton s and the ITA Ké&hler modulus u is expected to be the same. Since we
are not specifying the value of the coefficients A,,, here, this possibility is auto-
matically incorporated in our analysis. Furthermore, there is an additional overall
dilaton factor appearing in the dualization process that makes the negative contri-
bution Vioc to become moduli dependent. This moduli dependence of the negative
contribution is essential to get AdS vacua, as we will see.

The main observation of this section is that, in order to get a vacuum at para-
metric control, it is necessary to have an unbounded massless flux G satisfying the
properties in (B23339) and (8=321). Otherwise, in the absence of this flux, it is easy
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3 Asymptotic Flux Compactifications and the Swampland

to check that the inequalities (B1L7) always admit a solution with ¢ < 0 implying
the absence of AdS vacua at parametric control. In this section, we identify the
unbounded massless fluxes G4 that arise at the different limits of table B3 for a
given choice of GY. Recall that the background fluxes in G are chosen to have
the same asymptotic scaling in order to yield minima at parametric control. From
all possible combinations of fluxes, there are only seventeen yielding a candidate
for AdS vacua at parametric control as long as o > 0, listed in table B9. Notice
that we are only checking for extrema of the potential, so they could correspond to
either minima or maxima. However, even if s and v can be made parametrically
large, we need to also check that s/u is large so that we remain in a growth sector
(B532) and the strict asymptotic approximation is valid.

For this purpose, we need to provide the asymptotic scaling of the moduli at the
large field limit. This scaling of the moduli, as well as the scaling of the vacuum
energy, can be determined even without providing the explicit solution for the
scalars at the minimum, as we explain in the following. Let us denote A as the
flux coefficient associated to G4 and A, . the ones corresponding to GY. The
potential reads

1 A, 1 AY
Vo ( T A10c> 4= Tmani (3.6.38)

s 84—m¢umi—n¢

where all terms must scale the same way asymptotically in order to survive at the
large field limit and yield a minimum at parametric control. Taking into account
that we can scale up the flux A P A2 and denoting the scaling of the moduli as

s~ AP D u~ A (3.6.39)
with p,q > 0, we get that the following equalities should hold true,

2+ p(i —4) + q(d — ) =0 (3.6.40)
(mi —4)p + (ni —mi)g=0. (3.6.41)

This guarantees that all terms scale the same way with A in the limit A — oo.
Furthermore, if an AdS solution exists, the vacuum energy will necessarily scale as

Vol ~ A7 (3.6.42)

Notice that p,q are uniquely determined due to (B540) and (8641), so they
can be determined case by case. In table B9 we have included two columns with
the asymptotic scaling of s and u in each case. Remarkably, only one case allows
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3.6 Asymptotic structure of flux vacua

for s/u large, meaning that the other solutions cannot actually be trusted as they
go away from the strict asymptotic regime. Interestingly, this single solution with
s/u large corresponds to the familiar case with fy, ko fluxes and unbounded f; or
f6 in the enhancement Ilp; — Vg ,. This is the example already found in Type
ITA flux compactifications in [37,202], and was discussed in great detail in section
BH3. It is quite remarkable that there are not other AdS vacua at parametric
control appearing at any of the other limits of the Calabi-Yau fourfold.

It has been recently conjectured that AdS vacua with scale separation are in the
swampland [201,204]. This means that there should be an infinite tower of states
with mass of the same order than the vacuum energy. If this tower corresponds
to a KK tower, it further implies that there is no scale separation between the
external and internal dimensions. In Type ITA Calabi-Yau compactifications at
weak coupling, the KK scale is given by

_ 9sMy M,

-~ ~ \—P—q/2
Mg = TR Sul/2 A (3.6.43)

where we have replaced the asymptotic scaling of the moduli (BB39) in the last
step. This would imply the following ratio with respect to the vacuum energy,

_H ~ \—oP/2+p+a/2 (3.6.44)

Mgk
where we have defined H = \/W /M,. A scale separation would then be possible
if p > q/(a — 2). Unfortunately, we cannot determine « in general. We only know
that a = 3 at the large volume and weak coupling point, which corresponds to
the enhanced singularity of our main example in section B63. In that case, scale
separation occurs since p > ¢, i.e. the dilaton s grows faster than the volume w.
Hence, for a = 3 the condition of being in the strict asymptotic regime is correlated
to exhibit some scale separation.

In table B we have included a column specifying the value of (8624) at each
of the limits yielding AdS vacua. Interestingly, none of them would exhibit scale
separation except for the typical example of weak coupling and large volume of
Type ITA mentioned above and discussed more carefully around eq.(B52d). How-
ever, it is important to remark that the use of the KK scale (8643) beyond the
weak coupling limit is questionable and the results of this last column should not
be taken very seriously. An alternative way to define a cut-off scale valid at any
infinite distance singularity, regardless whether it occurs at weak coupling or large
volume, could be by means of the Swampland Distance Conjecture. At each infinite
distance singularity, there will be an infinite tower of states becoming exponentially
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3 Asymptotic Flux Compactifications and the Swampland

light, and the cut-off of the effective theory is given at most by the species scale
of this tower. This tower has been identified in a systematic way for every infinite
distance singular limit of Calabi-Yau threefolds in [8,81,136] and we leave the anal-
ogous analysis for fourfolds for future work. It would be interesting to check if any
of the examples in table B9 could enjoy a scale separation between the vacuum
energy and this SDC cut-off.

In fact, there seems to be an even deeper relation between these AdS vacua and
the Distance Conjecture. We have seen that an unbounded massless flux is re-
quired to get candidates for AdS vacua at parametric control. The presence of this
type of fluxes has the same mathematical origin than the presence of an infinite
massless tower of stable charged states at the large field limit. The ‘masslessness’
condition for which the Hodge norm ||Gy4||? should asymptotically vanish is equiv-
alent to the condition required in [8] for a charged BPS state to become massless
at the singular limit in a Calabi-Yau threefold. Furthermore, the condition to be
‘unbounded’ resembles the condition of stability for the BPS state [6]. The in-
finiteness of the tower would correspond, though, to whether the flux coefficient
Ay = ||piin (G4, )00 depends on the axionic fields.

3.7 Asymptotic structure of flux vacua: axion
dependence

In the previous section we have discussed the stabilization of the fields s?, corre-
sponding to the imaginary part of ¢ = ¢’ + is’, by studying the potential (351).
The goal of this section is to also include the dependence on the axions ¢*. Firstly,
we will discuss the constraints that arise upon imposing stabilization via fluxes for
the candidate AdS minima discussed in section BB3. Secondly, we will derive some
universal backreaction effects that appear when displacing the axions at large field

values and discuss their implications for axion monodromy inflationary models.

3.7.1 Axion stabilization

So far we have studied the minimization of the potential with respect to the saxions
s' and ensured that the vacua are at large values of s*. The axions do not need
to be stabilized at large field values to have a minimum at parametric control.
Hence, even if we have an axionic flat direction, this could be stabilized by higher
order or non-perturbative corrections to the scalar potential. This implies that,
in order to derive no-go theorems for de Sitter vacua at parametric control, it is
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3.7 Asymptotic structure of flux vacua: axion dependence

Gg G4 S u H/MKK
(3,4),(4,4),(5,4) (3,2) A Al A
(3,4),(4,4),(5,4) (4,3) A2 A2 A
(3,4),(4,4),(5,4) (4,2) At Al A0
(3,4),(4,4),(5,4) (4,0) A/2 \1/2 A0
(3,4),(4,4),(5,4) (3,3) A2 A2 A
(3,4),(4,4),(5,4) (2,2) At Al A
(3,4),(4,4),(5,4) (3,0) A2 \1/2 A
(3,6),(4,4),(5,2) (3,0) AL A3 2713
(3,6),(4,4),(5,2) (3,2) A¥/2 A\/2 \-1/2
(2,4),(4,4),(6,4) (2,0) A/2 \1/2 A0
(2,4),(4,4),(6,4) (4,2) A' Al A0
(2,4),(4,4),(6,4) (2,2) A! Al 0
(1,2),(4,4),(7,6) (1,0) A3 X AL/3
(1,2),(4,4),(7,6) (3,2) A2 \3/2 AL/2
(3,4),(4,4),(5,4) (1,0) A2 \1/2 A0
(3,4),(4,4),(5,4) (1,2) A! Al A0
(3,4),(4,4),(5,4) (0,0) A2 \1/2 A0

Table 3.9: All possible combinations of flux terms yielding an AdS extremum (assuming
a > 0). In the last column we have replaced @ = 3 to relate to Type IIA perturbative
string theory. The notation has been chosen according to table B4 in which we provide
the integers £ = (m,n) € & associated to each flux term. Only the shaded examples
present s/u large, consistent with the strict asymptotic approximation.

sufficient to study stabilization of the saxions. Clearly, if we aim to find a fully-
fledged minimum, it is crucial to study axion stabilization as well. For this reason
it is interesting to study the fate of the AdS extrema found in section BTG upon
studying axion stabilization. It turns out that minimization of the potential with
respect to the axions imposes additional constraints on the values of the limiting
flux norm Ag = ||pe(Ga, ¢)||% that can invalidate some of the AdS extrema found
previously.

Let us repeat for convenience the asymptotic form of the scalar potential in the
strict asymptotic approximation. In the limit of two (saxionic) fields becoming
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3 Asymptotic Flux Compactifications and the Swampland

large with 2 > v, u > v, the potential reads

Vo L(S [omlGa ol e V) 1)

(m,n)eE A,

where ¢ = ¢! and ¢ = ¢? are the axionic partners of s and u respectively, as in
(B5). The ppmy, arise as in (8258) from the split into the vector spaces V. In
this section we will make the replacement N; — N, in (8238), as this will simplify
our discussion significantly. The operator N,  was introduced in (8=31M) as part of
the commuting s(2)-triples in section B32. We note that using N; would induce
new mixed terms that are, however, suppressed in the strict asymptotic regime.
Moreover, we expect that the conclusions of section BZ72 are not altered under the
exchange N; <+ N, . Therefore, we will now consider

p~(Ga,¢) = e ¥ N Gy = Z Prnn - (3.7.2)
(m,n)e€
In order to proceed it will be convenient to use an explicit basis of V,,,, denoted by
v"" as in section B34, We will show in the following how such a basis can be con-
structed by starting with some highest weight states, and applying the successive
action of the lowering operators N, .

Firstly, we recall that given an sl(2)-algebra with generators {N~,Y, NT} as
in (B331M), every (finite dimensional) irreducible representation is isomorphic to
a vector space generated by a highest weight vector aP**, defined by demanding
that (N~)PaP™* # 0 while (N~7)PT1aP** = 0, and its images under N7. In other
words the irreducible representation can be written as

spanc{a!™* N~a*, ... (N7)lal*t}. (3.7.3)

A general representation of this sl(2)-algebra is then given by a direct sum of
irreducible representations. Therefore it suffices to specify a set of highest weight
vectors to fix a representation of the sl(2)-algebra.

In the case of two-moduli case introduced in section B=332, we have two copies
of commuting s[(2)-algebras acting on H;(Yy,R), turning it into a representation
of two s[(2)-algebras. In order to specify a basis for H}(Y4,R), we introduce the
highest weight vectors a+t4atr+d ¢ V4 .4 with p,qg > 0. These states are

characterized by the highest powers p,q of N, and N, that are not annihilating
b, = apthatrtd a5

(Ny )Pa, #0, (N, )P e, =0, (3.7.4)
(N3 )an #0,  (Ny)"*a, =
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3.7 Asymptotic structure of flux vacua: axion dependence

The index & labels how many such highest weight states exist for the considered
splitting. For example, there could be multiple a,, in one V44 g4p+4. In mathemat-
ical terms these highest weight states capture the information about the primitive
part of V414 g4pt+4. Let us next discuss how the highest weight vectors span the
spaces V. Each vector spaces Vp,,, is defined to be the simultaneous eigenspace
of Y1 and Y7 + Ya. Using the s[(2)-algebra we can generate a special basis v of
Vin,n by acting with N and N5 on all highest weight vectors as

{wr j:jgn = {(N )b am+2ant2at2b) (3.7.5)
where we have to use all highest weight states and therefore also collect the pos-
sible choices for the index k. Before using this basis in studying the axions, it
is worthwhile to add two observations. Firstly, in a Calabi-Yau fourfold there is
always a highest weight vector ag which belongs to Vii4, 44d,, Where di,d> are
integers characterizing the singularity type as discussed after (B2=2). Secondly,
we note that the basis given by (BZZH) is not yet compatible with our normaliza-
tion (B3333), and we would reverse some signs for some of the basis vectors to
ensure compatibility. It turns out the that normalization will not be relevant in
this section and it suffices to use the basis (B=Z3).

Let us now return to our discussions of the axion-couplings appearing in (B=Z).

We first expand the p.,, into the basis (B2733) writing

Prn, = Z R R no sum over (m,n) , (3.7.6)

Jmn

j’mn
where 0., (¢, 1) are the axion-dependent coefficient functions. We now show by
using (BZ73) that

D oln = =0l mi2 Oyl = —olmr o (3.7.7)

which holds due to the fact that the axions ¢, appear through an exponential
factor e=¢'Ni in (BZ2). Tt is now straightforward to minimize the scalar potential
(B=ZT) with respect to the axions (¢, ). We first rewrite it in terms of the oy
as in (8212). The minimization conditions then read

2 mn (2 mn
WV == D D 20 O Oi2n2 =0 (3.78)
(m,n)€E tmn

JImn

2
WV ==22 D D ZN G G O =0 (3.7.9)
(m,n)€E tmn

JImn
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3 Asymptotic Flux Compactifications and the Swampland

with the asymptotic from of Z"" , = given in (B2L3). From these conditions
(B2rR) and (BZ9), it is eminent that the stabilization of axions by fluxes imposes

additional relations between the different g}rr-functions and, therefore, in the
coefficients A,,,. For instance, if an axion appears only through one function

olm'™,, the above minimization conditions imply that this ¢/72'") has to vanish at
the minimum. This determines the vacuum expectation value of the axion in terms
Tm!n

“ are absent

of the internal fluxes, but also implies that all terms proportional g, "

when studying the stabilization with respect to the saxions. Therefore, extrema of
the potential that arise from self-dual fluxes found in section BTi3 might disappear
when imposing these further constraints as some flux terms might not be present
anymore.

For concreteness, let us illustrate the implications of these constraints in our

main example of section BB3. Using (B2) and (Bh12) we get

030 = fo — fatr + 5 Jo0? — <ot — hod+ b — Lhad? + Shsg?, (37.10)

1 1
032 = fa — fop + §f01/)2 —h1¢ + haptp — §h3¢7/12 . 056 = ho — hgtp, (3.7.11)
1
034 = fo— fop —hod + hadtp, o054 =h1 — hotp + §h3¢27 (3.7.12)
1 1
036 = fo—h3op, 052 ="ho—hip+ §h2¢2 - gh:ﬂﬂg, 058 = hs, (3.7.13)

which matches with the g-functions coupled to the three-form gauge fields obtained
from dimensionally reducing Type II compactification in [I73]. In section BB3 we
found only two possible candidates for AdS vacua at parametric control, shown in
table B3. It can be checked that if we want to keep the unbounded flux term Vi,
in the last row of the table, then we also need to turn on some hq, hy or hz flux.
Otherwise, (BZ8) implies that 939 = 0 at the minimum. For V,, there are no new
restrictions appearing. The analysis for the other types of asymptotic limits should
be performed analogously. However, as explained in section B4, this example was
the only one leading to an AdS vacua at parametric control consistent with the
growth sector, so we conclude the analysis here.

3.7.2 Backreaction in axion monodromy inflation

It is also interesting to study the implications of the form (BZZ) of the scalar
potential for axion monodromy inflation [205,206]. In such models one axion is
displaced far from its minimum and then rolls down to its true vacuum. In order

that such a model can be implemented, one would like to slowly roll down the scalar
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3.7 Asymptotic structure of flux vacua: axion dependence

potential along an almost purely axionic direction to keep control of the potential
over large field excursions. However, backreaction effects can be very important
and must be properly taken into account [207]. In the context of F-term axion
monodromy models [208-211] in Calabi-Yau compactifications, this constitutes a
significant mass hierarchies. In particular, as pointed out in [I38] and further
analysed in [[39,040], a large displacement of an axion ¢ can severely modify the
saxion vevs which backreact on the kinetic axionic term and substantially reduce
the field range. In those papers, it was found by analyzing various examples that,
in typical F-term axion monodromy models in Calabi-Yau compactifications, the
saxion vev behaves at large field as

(s) ~ Ao (3.7.14)

implying the following backreacted kinetic term for the axion

1
)\2 ¢2

1

LD 5—2(6¢)2 ~ (04)? (3.7.15)
and only a logarithmic growth of the proper field distance A¢ ~ % log ¢. Further-
more, as predicted by the Swampland Distance Conjecture, large field distances
are accompanied by an exponential drop-off of the quantum gravity cut-off due to
an infinite tower of states becoming massless as s — co. Due to (B=14), a large
displacement of ¢ implies necessarily a large displacement on the saxion s, so the
quantum gravity cut-off behaves as

AQG ~ exp{(—/\Aqﬁ)} (3716)

spoiling inflation at distances A¢ > A. It was argued [I3%] that A is an order one
parameter in Planck units if the axion corresponds to the closed string sector of
Type II compactifications. More generally, A might be related to the mass hierarchy
between the axion and the saxion [[39], allowing for some room to get large field
ranges, although this mass hierarchy seems very difficult to get in fully-fledged
global string compactifications and is usually incompatible with keeping the moduli
masses below the Kaluza-Klein scale [140]. It is still an open question whether this
mass hierarchy can truly be obtained in a well controlled string compactification.

Although promising, this analysis of the backreaction in axion monodromy is
very model dependent and is missing some general understanding of the underly-
ing reason for which the minimization of the potential should always imply (B=Z14)
at large field. Interestingly, we can now revisit this issue by taking advantage of
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the universal tools that the mathematical machinery of asymptotic Hodge theory
provides. This will allow us to prove (821d) for most of the two-parameter large
field limits arising in the Calabi-Yau compactification studied in the previous sec-
tions and, more importantly, provide the underlying geometric reason for such a
linear backreaction at large field.

Let us first state the observation that aim to show in the following. We consider
two-parameter field limits with saxion-axion pairs (s,¢) and (u,?). Our main
focus will be on the (u,)-pair, since the arguments are essentially identical for
the (s, ¢)-pair. We first extract the leading potential V(%) obtained by keeping the
term in each A,,, in (B2) that is dominant for large 1. Below we will identify
the two-parameter limits in which V(*) enjoys the following homogeneity property

V) (s, Cus 6, Cy) = ¢" VO (s,u:0,4) (3.7.17)

for some homogeneous degree h. Let us now assume that V(%) has a extremum
(u) > 0, i.e. one demands that

0=0,V"| (3.7.18)

u=(u) "

Then, assuming that the scalar potential V(¥) is a polynomial in u, 1/u, and ¢, we
find that (u) satisfies the linear-backreaction relation

(u) ~ A, (3.7.19)

as in (BZ1d). Therefore, our target is to check the homogeneity property (B=ZL1)
at leading order in v for all possible two-parameter enhancements.

We note that the intuition for the property (B=Z14a) to hold is rather simple.
Notice first that the axion 1 is always accompanied with a power of N, since
it only appears via p~(G4,¢) = e M1 ~¥N2 G, see (B22). Now one can use
the fact that Ny (Vi,n) C Vinn—2, which is a simple consequence of the s[(2)-

algebra, that the image of any basis vector
m,n—2
j7n n—2
proportional to s™~%u™~™ in the scalar potential, the vector Nowi"™ will induce a

v
Gmn
. We then deduce that while a flux along the basis vector v} yields a term

under N, will be proportional to

term proportional to s™~4u"~™~2. In other words, the action of N, reduces the
power of u by 2 in the scalar potential. Since one N5 is accompanied by a 1, in
the scalar potential term will be proportional to 12, which precisely compensates
the reduced u-power. This suggests that the scalar potential indeed can admit
the homogeneity behavior (BZZ11), at least if the potential is not generated by a
too degenerate set of highest weight states a;.::: as we see in the remainder of the
subsection.
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Following the discussion on the s[(2)-representations in subsection BZ71, we now
expand G4 in the special basis generated from highest weight vectors as in (BZ7H),

> Gmar™". (3.7.20)

(m,n)e€

In this expansion we have suppressed the sum over j,,, to simplify the notation.
This simplification will not alter our discussion about axion backreaction. The
crucial point is that the special basis (BZZH) allows us to split G4 into terms as

Gi=)Y Galdx) (3.7.21)

where d,, are the highest weight vectors introduced in (B274d) and G4(a,) is the part
of G4 whose basis elements are only generated by d,. Crucially, the decomposition
(B221) is orthogonal with respect to the norms || - [|oc and || - [[q(2) discussed
in section BZ33. It will therefore suffice to discuss the potential induced by the
individual components G4(d,) and then add the various terms together.

The next step is to carry out the expansion (BZ2) of the flux p~ (G4, ¢) into the
special basis (BZZ3). It is straightforward to compute

“(Gag) =) Z a,b, U g (N (N

a,b (m,n)e€

(_1)a+b a,b m’,n’
:Z Z W¢¢gm/+2a,n’+2a+2bv T (3.7.22)

a,b (m',n')eE

where in the last equality we have shifted the sum over (m,n), so we obtain the
flux component

(_1)a+b a,b
Omn = Y o Y Itz mt2a 42 (3.7.23)
~ ald!

for each (m,n) € €. For each g,,, we now extract the terms that have the leading
growth in ¢ and then determine their contributions in the scalar potential using
(B3327) in the strict asymptotic regime. Let us denote by b,,,, the highest power of
1 appearing in (B2223) for which ¢m42a,nt2a+2b,,, 7 0. This implies the leading
1) contribution in g, is given by

(71)a+bmn a,b
Omn ™~ Z 7'925 ¢ " Im4-2a,n4+2a+2bmp - (3724)

albmn!
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3 Asymptotic Flux Compactifications and the Swampland

In the strict asymptotic regime the leading scalar potential V(*) will then take the
schematic form

VO )= Y gtmegn (3.7.25)

(m,n)e€

where the factor 2 in the ¥-power arises due to the norm-squared appearing in the
asymptotic growth expression (B=3=27). Note that we have omitted all factors that
are not related to ¢ and w. It is eminent that this V(w)(u,t/)) is not necessarily
homogeneous and rather one finds

VO (Cu, ¢y Y R g omngnem (3.7.26)

(m,n)e€

whether or not one can factor out  as an overall scaling depends on the b,,,.

In order to identify the situations in which V() (u, 1)) given in (622223) is actually
homogeneous, we need to further characterize the exponents n — m + 2b,,,,. Here
the split (B=7221) becomes important. Since the potential splits into a sum in this
decomposition it will suffice to discuss one of the terms depending on one of the
highest weight vectors @ = d,/. In other words, we study the potential generated
by the flux G4(a) and later piece all potentials together. It will also be important
to introduce the highest power u = u(G(a)) of Ny that does not annihilate G4(a)
as

(N ) Ga(a) #0, (N )*Gy(a) =0. (3.7.27)

The axion 1 appears in the scalar potential generated by this flux if g > 0. Let us

. entering the leading term in (8=7—24) is associated
m~+2a,n+2a+2bmn

now note that gm+42a,n+2a+20

to the basis vector v . Since we are concerned with the G4(a) part

of the potential, we know that this basis element can be obtained by acting on
the highest weight vector @ by acting with (N; )¢, (N, )¢ for some ¢,d > 0 as in
(B2rH). This implies that & € Viyy2a+2¢,n+2a+2bm, +2¢+24 Such that

pmH2ant2at s — (N)e(N; ) . (3.7.28)

By using the definition (B=74) we know that the highest power ¢ = ¢(a) of Ny
that does not annihilate the highest weight vector a is given by

g=n—m+ 2by,, +2d . (3.7.29)

Since p is defined to be the highest power of N5 that does not annihilate G4(a),
one also has

(]\[2—),uUm+2a,n+2a+2bmn 7& 0 , (]\[2—),qul,Uer2a.,n+2a+2bmn =0 , (3730)
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3.7 Asymptotic structure of flux vacua: axion dependence

since otherwise its flux component will not survive in the leading order of ¢ in g, .
Expressing the basis vector using the highest weight vector @ by inserting (B-728)
and using that (BZ728) contains d additional powers of N5 we infer that (B=7=30)
implies

p+d=q. (3.7.31)

Inserting (B=729) into this expression we find the relation
n—m~+ 2bp, = 2u(G4(a)) — q(a) . (3.7.32)

This equation completely determines the highest power of ¥ appearing in (BZ725).
Note also that the left-hand side of this expression is the scaling of the individual
terms in (BZ28), while the right-hand side depends on the highest power ¢(a) of
N that does not annihilate & and the highest power p(G4(a)) of Ny that does not
annihilate G4(@). In other words, we have translated the question of homogeneity
into a condition on the highest weight state @ and the flux G4(d). By plugging this
into (BZ2M), the flux scalar potential satisfies

Vw)(@; () = Z <2#(G4(é))w(&) V<w>(G4(&K)) ’ (3.7.33)

K

where we have used that we can split the leading flux scalar potential as V() (u; ) =
3. V¥ (Gy(ay)) since the involved norms split orthogonally with respect to the
split (BZ2W). We can now determine under what circumstances the potential
becomes homogeneous at large field as in (B2717).

The simplest case in which the homogeneity property (BZZ2) of V (#) is realized
arises when we assume that G4 contains only flux directions generated from a single
d. This implies that the sum (BZZZ1) only contains a single term. In this case the
homogeneity is immediate from (BZZ232), since there is just a single ¢ = ¢(a) and
each term in (BZ728) has the same power ¢?#~%. Our main example discussed in
section B3 displays such behavior, as all spaces V,,,,, (except for Vy4, which is not
relevant here™) can be spanned by basis vectors built from @ = ag and one has
q(@) = dy — dy = 3™ Clearly, our main example is very special in this respect.
However, the simple homogeneity argument extends to many other fluxes also in

10The constant terms Viq and Vie. always break the homogeneity property. However, it can be
shown that, as long as there is some flux with a growth proportional to a positive power of
u, then these constant terms only involve a subleading correction to (BZ2d) which becomes
negligible for ¢ > 1.

I Strictly speaking one has to transform the ag into its sl(2)-analog denote by ag in [36]. With the
notation defined in (BZZ@) one can also write this element as a?t91:4+492 with (dy,ds) = (1,4).
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3 Asymptotic Flux Compactifications and the Swampland

other enhancements. Interestingly, cases in which there is a single highest weight
state a, can be understood as arising from a superpotential in a two-dimensional
moduli space. In these cases, all the flux terms arise from @ = ay and the linear
backreaction is automatically satisfied.

On the other hand, the homogeneity is not automatic if (BZ—211) contains parts
from different heights weight vectors a,,. This can occur, for instance, when there
are more moduli than those sent to a limit, and whose dependence is typically
hidden in the value of ag. Assuming that the basis elements in G4 are built from
two highest weight vectors a1, do, we need to check whether or not

2u(Galar)) — q(ar) = 2p(Ga(az)) — q(az) - (3.7.34)

In order to check if this condition can be violated we inspect Table B2 and read
of the possible ¢ = y — « (and p = & — 4) of the highest weight vectors a,, = a%¥
in each enhancement. The easiest way to violate (BZ=3d) is to consider the cases
with g = 0, in which some terms of the scalar potential are independent of v, and
pick two appropriate highest weight vectors from Table BA. More involved are
situations in which g > 0. In these cases, one identifies that only special fluxes in
the enhancements Iy — Io 2, I — Iy 1, Io; — Va2 can violate (8=7-32).™

Let us note that violating (827234) does not imply that the linear relation (B=Z1d)
is necessarily violated. In fact, we can proceed to order the terms V(¥)(Gy(ay,))
in (B733) by their scaling with ¢ and denote the highest weight component with
maximal 2u — ¢ by @;. Clearly, if the condition 9,V (%) (G4(a;)) = 0 allows to fix
u to a vacuum (u); then one has a linear backreaction (u); ~ A9 as in (BZZ1d).
The additive terms appearing in the full V(%) are then only yielding sub-leading
corrections that are proportional to 1/¢™, n > 0. In other words, also in these
more involved situations, one cannot avoid a leading term in (u) proportional to
the axion at large field.

It is also important to emphasize that the leading term in the axions for each
flux term has the same coefficient given by the same internal flux, so it can be
factorized out and plays no role in the minimization process. This implies that A
in (BZ1d) becomes a parameter A ~ O(1) independent of the fluxes for the case
of 3! = 2. Hence, in this case, one cannot use the fluxes to tune the parameter
to be small, and the backreaction issues found in Calabi-Yau threefolds seem to
be also present in the complex structure moduli space of Calabi-Yau fourfolds. If
there are more moduli than those taken to the limit, A could also depend on these

2The enhancements violating the to (B223d) analog condition in the (s, ¢) coordinates for > 0
are 11’2 — 12,2, HIO,l — HIl’l, and VLQ — ngg.
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spectator moduli, but its precise numerical value and how much it can be tuned
goes beyond the scope of this chapter. This nicely links to the results obtained
in [056]. Interestingly, these properties remain to be true when replacing N, by
N;, i.e. when returning to the original expression for the scalar potential, since the
leading terms will keep their characteristic behavior. This further strengthens the
deep link of these homogeneity properties to the underlying geometric structure
and deserves more study in the future.

If the homogeneity result persists in general, it clearly has important implica-
tions for axion monodromy inflation. The fact that A ~ O(1) implies that the
backreaction cannot be delayed and that the exponential drop-off of the cut-off
(Bz18) will occur as soon as the axionic field takes transplanckian field values.
In this sense, inflating along an axionic direction does not allow one to travel fur-
ther than inflating along the saxion, and both types of trajectories are sensitive
to the exponential drop-off of the cut-off predicted by the Swampland Distance
Conjecture [67]. This is consistent with the refined Distance Conjecture [68] and
the transplanckian censorship [212]. Let us recall, though, that we are only study-
ing gradient-flow trajectories satisfying (BZZ18), while there could be other type
of trajectories yielding successful inflation for a few times M,. Hence, although
highly constraining the structure of the asymptotic potentials, the phenomenologi-
cal impact of our result is unclear. In any case, we find remarkable that the linear
backreaction found in [I38-140] is indeed tied to a deep underlying mathemati-
cal structure arising at the asymptotic limits, which allow us to check the large
field behavior of gradient flow trajectories in a model independent way and test
in very general terms the swampland conjectures [67, bR, 212, 213] that disfavor
transplanckian field ranges.

3.8 Conclusions

Motivated by the recent swampland conjectures on de Sitter and Anti-de Sitter
vacua in string theory and progress on the Swampland Distance conjecture, we
initiated in this chapter the systematic study of flux compactification at asymptotic
regions in field spaces. Such asymptotic flux compactifications turn out to be
remarkably constrained by the arising universal structure at the boundaries of
geometric moduli spaces. This structure is described by asymptotic Hodge theory
and corresponds to the appearance of so-called limiting mixed Hodge structures
at each limit. While generally these constructions are mathematically involved,
we have exploited two of their features in this chapter that are directly useful
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3 Asymptotic Flux Compactifications and the Swampland

in flux compactifications: (1) the asymptotic expression for the Hodge norm and
the asymptotic flux potential can be determined and systematically approximated,
(2) the appearing regimes and asymptotic behaviors can be classified using sl(2)"-
representation theory. Importantly, these statements are true for any Calabi-Yau
fourfold and hence allow us to infer general conclusions about the validity of the
swampland conjectures and common features of all effective theories arising in these
asymptotic regimes.

In order to systematically study the asymptotic flux scalar potentials we have
focused in this chapter on F-theory compactifications on Calabi-Yau fourfolds with
G4 and then generalized the configurations to allow for non-positive definite poten-
tials as they occur in Type ITA flux compactifications. We classified all possible
two-field limits in such settings and determined all flux induced scalar potentials
that can occur in the strict asymptotic regime. It is important to stress that these
potentials are rather constrained and it seems hard to infer simple rules for their
construction without referring to the underlying asymptotic Hodge theory. With
this set of scalar potentials at hand, we were able to show that none of them pos-
sesses de Sitter vacua, at least, when demanding parametric control and looking at
scaling limits of the coordinates. This allows us to establish a new no-go theorem
for de Sitter in section BB4 extending the existing literature. This no-go is in
accord with the recent asymptotic de Sitter conjecture [63] and we showed that
the latter is indeed satisfied if one focuses on infinite distance limits in F-theory
flux compactifications. We did, however, not show that the bound on the potential
suggested in [62,63,134] is satisfied for finite distance singular limits, but rather
leave this as an interesting task for future research.

It is interesting to highlight that our asymptotic approach sheds new light on flux
vacua that have been investigated in the past [7,8]. We have seen that imposing
self-duality on the fluxes imposes simple conditions on the large moduli in the
strict asymptotic regime, since the associated Hodge operator identifies pairwise
eigenspaces of the underlying s[(2)-structure. Self-duality in the vacuum ensures
consistency with the equations of motion of F-theory and M-theory and leads to
Minkowski vacua in these settings. To violate this condition only minimally, we
introduced the notion of asymptotically massless flux by imposing that its Hodge
norm vanishes when taking the asymptotic limit. Such fluxes can be unbounded
by the tadpole constraint and are crucial when trying to engineer chains of vacua
with parametrically controlled stabilized moduli. In fact, in our generalized settings
these unbounded asymptotically massless fluxes allow to identify infinite chains of
candidate AdS vacua at parametric control, in analogy to the Fy flux component
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in the Type IIA vacua of [I37]. It turns out that the demand for parametric
control actually yields the conditions for being in the strict asymptotic regime
and hence ensures self-consistency of our approximation. However, even if these
candidate vacua seemingly become increasingly well controlled as one approaches
large field values, more work would be required to ensure consistency of the global
compactification. While we believe that our findings illuminate the underlying
structure, which is also key in the Type ITA vacua of [I37], our analysis does
not show the existence of these vacua. In fact, we have pointed out that the
geometric requirements to have infinite chains of candidate AdS vacua appear to
be similar to the ones relevant for the Swampland Distance Conjecture [8,1386],
which puts conditions on the validity of effective theories. We hope that this
refined understanding will eventually help to elucidate the status of such chains of
AdS vacua.

Last but not least, we also analyze the axion dependence on the scalar poten-
tials and obtain universal features about the large field behavior of gradient flow
trajectories. Deeply linked to the underlying mathematical structure, we get that
the potential becomes to leading order a homogeneous function at large field for
any asymptotic limit, implying a linear backreaction on the moduli when displac-
ing the axions. This provides the geometric origin of the backreaction pointed out
in [I38] and extends it to Calabi-Yau fourfolds, so it can also potentially apply to
D7-brane moduli. We also find that the parameter controlling the backreaction is
flux-independent so it cannot be tuned small for 3! = 2, constraining the length of
these trajectories to transplanckian values before the effective theory breaks down.
This sheds new light to the open debate [I38-I40, 145, 155157, 214] about back-
reaction issues in F-term axion monodromy [208-211,215] and provides evidence
for the refined Distance Conjecture [67,58]. It would be interesting to study how
much of this story can be extrapolated to other compactifications [207]. Let us
remark, though, that our current asymptotic analysis does not actually establish
strong constraints on inflation at the moment. Such large field inflationary models
often only require axion displacements of a few orders M,;, which are not necessarily
excluded even if A ~ O(1) [216], in agreement with current experimental bounds.

Our findings immediately suggest several interesting and tractable problems to
address in the future. To begin with, it would be desirable to extend the analysis
of two-field limits to sending more fields to be large. The classification of all
possible appearing structures would then allow one to analyze all possible flux
scalar potentials, at least, in the strict asymptotic regime. It is curious to see
if the no-goes on de Sitter vacua and the constructions of Anti-de Sitter vacua
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can be generalized, possibly by employing inductive arguments. A challenging but
exciting task is to then leave the strict asymptotic approximation and show that
the findings persist. This would require to include corrections containing fractions
of coordinates and induce numerous mixed terms into the flux scalar potentials.
Furthermore, we are not including the effect of the warping on the geometry, so
it would be interesting to study how this warping factor could modify the results.
Eventually it is also desirable to generalize the classification of scalar potentials by
going beyond Calabi-Yau manifolds. Let us stress that the used machinery, based
on asymptotic Hodge theory, is not restricted to Calabi-Yau manifolds. In fact, it
is actually algebraic in nature and not even requires the existence of an underlying
geometric setting.

In conclusion, the presented chapter might be viewed as only a first step to-
wards a much bigger goal of classifying the scalar potentials that can arise in
string compactifications. The universal mathematical structure that emerges in
the asymptotic regimes might not only allow us to test the Swampland Conjec-
tures, but also yield new universal patterns and constraints that any low energy
effective theory should satisfy to be consistent with a UV string theory embedding.
Even if we are restricted to the asymptotic limits of the moduli space, let us recall
that these regions correspond to regimes in which approximate global symmetries,
weakly coupled gauge theories, and an Einstein gravity description typically arise.
If one could show that the realization of these properties is necessarily tied to these
asymptotic regimes, the systematic analysis of these limits could have important
implications for phenomenology. For the moment, this universal structure indeed
hints that there should be an underlying physical reason as of why all the effec-
tive field theories arising at these limits share some common features. This could
be related to the restoration of global symmetries, the notion of emergence, the
ubiquitous presence of string dualities, or something still to be discovered.

Appendices
3.A Brief summary of the underlying mathematical
machinery
In this section, we briefly introduce the mathematical machinery, theory of degen-

erating variation of Hodge structure, behind the asymptotic splitting (B=312) and
the growth estimation (833=27). More information on this theory for physicists can
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be found in [B, 81,82, 36]. The original mathematical papers are [[75, 78, [07] and
the discussion of enhancements among singularity types can be found in [I13].
While the whole machinery is very general, for the sake of concreteness, let us
focus on the primitive cohomology Hé(Y4, C) of a Calabi-Yau fourfold Y;. When
the fourfold Y} is smooth, the cohomology Hg(Y4, C) enjoys a Hodge decomposition

H3(Y;,C) = € H", (3.A.1)

p+q=4

where H%? = HP:4 and we denote by H?? the primitive part of the space of
harmonic (2, 2)-forms. The above decomposition depends on the complex structure
on the fourfold Yy. As one deforms the complex structure while keeping Y, smooth,
one varies the Hodge decomposition (B=A). This is described by the theory of
variation of Hodge structure on the vector space Hé(Y4, C).

As discussed in the main text of this chapter, for interesting physics to occur, one
often needs to push the complex structure moduli to certain limit in the complex
structure moduli space, to the extent that one is left with a singular Calabi-Yau
fourfold Y;. When this happens, mathematicians showed that the cohomology
H é(Y4, C) of a singular Calabi-Yau usually cannot support a Hodge decomposition
like (B=2). Instead, another structure, called the limiting mixed Hodge structure
replaces the role of the Hodge decomposition (BZA). This structure is commonly
defined in terms of filtrations, but here we refer to a characterization of such a
structure showing its similarity with the Hodge decomposition (BZA). A more
precise description in terms of filtrations is provided in appendix BH.

To define a limiting mixed Hodge structure, one first fix the dimension of various
subspaces h*~%% = dim H*~%% in (BZA0). Then a limiting mixed Hodge structure
on the primitive cohomology HS(Y47 C) is given by a decomposition (called Deligne
splitting)

Hy(vy,C)= @ 179, (3.A.2)
0<p,q<4
where a generalized conjugation property given by (BB) on I?*? and I%? holds.
Moreover, certain conditions on the dimensions of the subspaces I”9 in (BZA™)
have to be satisfied. They are

dim 1" = dim I??,  dim I?? = dim I*~%*~P_ for all p, g,

dim 177 < dim IP ™49 for p4+ ¢ < 2, (3.A.3)

4
> " dim 179 = b4, for all g.
p=0
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As discussed in [013] and exemplified for Calabi-Yau threefolds in [I36], the
conditions on the dimensions of the subspaces (BZA-3) are enough to classify all™
possible (R-split) limiting mixed Hodge structures (B-A—4) on the middle cohomol-
ogy H g(Y4, C) up to some change of basis. Since the conditions are about numerical
dimensions, it is handy to record these numbers on a 5 x 5 lattice, with the left-
bottom corner representing p = 0,q = 0, and p grows to the right horizontally
while ¢ grows upwards vertically. These grids recording the dimensions of 7 are
called Hodge-Deligne diamonds. As an example, we show the list of Hodge-Deligne
diamonds in the two-moduli example discussed in section B52. The results are
given in table BI0. Note how the diamonds reflect the conditions in (BA=3).

The enhancement relations of the form Type A — Type B are then derived by
decomposing the Hodge-Deligne diamond of Type A and recombining into the dia-
mond of Type B in a way coherent with the s[(2)-triples (832310M). Precise statements
of the recipe can be found in [13] and exemplified in [36]. For the two-moduli
case, the enhancement network is displayed in figure B. When we derive each
enhancement relation, we obtain the asymptotic splitting (B=312) simultaneously.
Explicit example of this asymptotic splitting in Calabi-Yau threefolds can be found
in [82]. We can also characterize the asymptotic splitting as follows. Let @ Ix?
and @ Ig” denote the Deligne splitting of Type A and Type B, respectively. Then

Vi & ( &b IA”’q> N ( ¢t I§’5> : (3.A.4)

p+qg=m r4+s=n

as complex vector spaces, where V,,, is understood to be the complexification.
Note that in the above expression it is valid to take the intersection on the RHS
as I3? and Ig® are subspaces of the same vector space, H3(Yy,R). This finishes
our brief discussion on the underlying mathematical machinery.

3.B Norms associated with some special Hodge
structures

In this section, we introduce norms associated with various special Hodge struc-

tures, including the asymptotic norm || - ||2,, which appears in the coefficients in

131n fact, these conditions can fully classify the R-split limiting mixed Hodge structures up to some
change of basis on the middle cohomology of a Calabi-Yau threefold. On Calabi-Yau fourfolds,
there might be complications [I13]. We expect that these complications do not change much
of our physical conclusions, and we will address these complications in future work.
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In,o IU,l IU.,Z
(m=0) (m>2) (m=>4)
I
Tia Tio Izo
(m=1) (m=3) (h>2)
1lp0 I, I 1
(m>0) (m>2) (m>1)
II
10 1o, 11, ,
(m=>2) (n>4) (mh>3)
111
IVO,l
(m=2)
v
Via Viz Vao
(m>1) (1n>3) (m>2)
A%

Table 3.10: Sixteen possible Hodge-Deligne diamonds with h*! = 2, corresponding to 16
singularity types given in table B3. We denote h*? = 7 and "¢ = dim I?*?. Then the
number of dots around the lattice point at (p, ) represents the value of i¥9, and the label
at (2,2) represents the value of i>2. The subscripts under a type are recording i** and
i3 + 132 respectively.
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the asymptotic Hodge norm (8=3=21), and Weil operators C, Cq(2) inducing these
norms. We will adopt an approach different from appendix B2, by introducing
everything in terms of filtrations so that the interested reader can compare the
statements with mathematical literature [[75,78].

First we recall the definition of polarized Hodge structure on the primitive co-
homology Hg(Y4, C). To ease the notation, we denote the underlying integral co-
homology Hyz := H}(Yy,Z) and its complexification H := H;(Y,,C). A polarized
Hodge structure of weight 4 on H is given by a decreasing filtration

0OCF'CcF cF’cF'cF'=H, (3.B.1)

such that
FP@F"P=H, forallp. (3.B.2)

We denote this Hodge structure on H by F when there is no danger of confusion.
With such definition of a Hodge structure, one can rewrite it into the form of Hodge
decomposition in (BZA) by setting the subspaces HP¢ = FPNF4, where p+q = 4.

A Hodge structure F' given by (BB) also defines a Weil operator Cr, which is
a linear automorphism of H such that when restricted to the subspace H?*? = FPN
F it acts as a scalar multiplication by ?~%: For every v € HP4, define Cr(v) =
i?P~9%. A polarization form of the structure (BB) is given by an integer-valued
bilinear form on Hy, S : Hz x Hz — 7Z and extended to the whole complexified
space H linearly, such that S(FP, F>~P) = 0 for all p and S(Cr(v),v) > 0 for all
non-zero v € H.

To compare with the existing discussion in section B=33, we see that taking
FP = ®,>,H"*"" in the Hodge decomposition (BZA) gives us a Hodge filtration.
Also the role of the Hodge star operator on the Calabi-Yau fourfold is played by
the Weil operator, and the polarization form is given by the intersection bilinear
form (v, w) = [, v Aw.

When we move into limits in the complex structure moduli space, in general the
cohomology H will not support the existence of a pure Hodge structure. But we
can still study the behavior of the Hodge structure in the limit. The machinery
allowing such study is given by the theory of limiting mixed Hodge structures,
which is developed in [75,76]. The essential tool is a special generalization of pure
Hodge structures, called limiting mixed Hodge structures. Let us briefly introduce
such structures.

To define a limiting mixed Hodge structure on H, one still needs to specify a
decreasing filtration

OCF'cF}cF’cF'cF’'=mH, (3.B.3)
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but we do not impose conjugation property (BB2) on these FP subspaces.

Furthermore, a new ingredient, weight filtration comes into the game. In the
context of limiting mixed Hodge structures associated with limits of Hodge struc-
ture (BB) of weight 4, the weight filtration is given by the monodromy weight
filtration W (N) depending on a given real nilpotent operator N,

0C Wy(N) C Wi(N) C - C Wy(N) = Hg, (3.B.4)

where Hg := H}(Y3,R). The monodromy weight filtration is defined as the unique
increasing filtration on Hg such that

NWi(N) € Wi_a(N), (3.B.5)
Wark(N) ~ Wik (N)
W r (V) — W (V) (3.B.6)

Nk:

for all k. There is a compatibility condition on the filtrations F' and W: On each
graded quotient %, the filtration F induces a pure Hodge structure of weight
k. Precise discussions on the definition of mixed Hodge structures can be found
in [76]. We often denote a limiting mixed Hodge structure by (F, W(N)) or simply
(F,N).

The filtrations F and W are related to the IP¢ splittings discussed in appendix
BA. In fact, the splitting H = € I?? is defined to be the unique splitting [76] such

that, for all p, q, k,

P =PI, (3.B.7)

r>p
We= € 1, (3.B.8)
r+s<k
74 =Ti? mod EPHI*. (3.B.9)
r<p
s<q

The ‘big mod’ in the last condition (BB™) looks annoying and those mixed
Hodge structures without this ‘big mod’ deserves a special name. A mixed Hodge
structure such that its IP9-splitting satisfies I7¢ = I9P for all p, q is said to be R-
split. To every mixed Hodge structure, Deligne [i76,12] constructed a real operator
§ such that the mixed Hodge structure (e~ F, W) is R-split. This operator ¢ is
unique with certain properties, and we refer the reader to [[76] for full discussion.

The limiting mixed Hodge structures and pure Hodge structures in limits are
related by the nilpotent orbit theorem. Recall that locally the limit in the com-
plex structure moduli space is given in local coordinates t',...,t" by sending
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th,...,t" — ioco. To each singular locus t/ — ioo there is an associated nilpo-
tent operator N;, the logarithm of the monodromy operator. We usually record
the change of the (4,0)-form {2 in a variation of Hodge structure on the primitive
middle cohomology of a Calabi-Yau fourfold by period integrals. To describe the
content of nilpotent orbit theorem, one needs to describe the dependence of the
full Hodge filtration F(¢) on the complex structure moduli. The nilpotent orbit
theorem tells us that the varying Hodge filtration F'(¢) in the limit ¢ — 400 can be
approximated by the so-called nilpotent orbit F,;(¢), which is a filtration given by

Fnil(t) = ezi tN; nil, (3B10)

where Fy; is the decreasing filtration defining a mixed Hodge structure, i.e., it
does not necessarily satisfy (BB™). In section BZ3X, the vector generating the
subspace Ffﬂ is denoted by ag. The filtration Fy; and the monodromy weight
filtration W" := W(N; + --- + Nj) together define the limiting mixed Hodge
structure (Fyi, W) associated to the degeneration of Hodge structure F(t). From
the discussion in the last paragraph, there is an operator § associated to this
limiting Hodge structure such that (e=* Fp, W™) is R-split.

In section B33, we also discussed that when a singularity enhancement occurs,
a set of commuting s[(2)-triples with nilnegative elements N;,...,N_ can be
associated to such an enhancement. One conclusion of the sl(2)-orbit theorem
in [76] states that, the filtration defined by

Fo = e 2ia N g0, (3.B.11)

actually satisfies (BB32): FL @ F5;P = H, for all p, and is polarized by the
intersection bilinear form (-, -). In other words, Fi, is a pure Hodge filtration of
weight 4 polarized by (-, -). Let Cy be its Weil operator, then the asymptotic
norm is defined by

o2, = (Coov, D) . (3.B.12)

What remains to be defined is the operator Cg(2). This is the operator that
brings the s'/s*t! scaling into the norm estimate (823=22). It is defined via the
help of another operator

e(s) == f[lexp{;log(sj)yj}, (3.B.13)

where Y; are the neutral elements in the commuting s((2)-triples (83231M), and e(s)
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operates on each subspace Vp as a scalar multiplication by

()T () W

Then the operator Cy(2) is defined as

Ca2) =€ (s)Cuoe(s). (3.B.14)

It is clear that the norm defined under Cy(2) is given by expression (82321). Note
also that for any real vector v one has ||v|\§1(2) = (Ca2)v,v) = (Cooe.v,e0), as e is
an isometry of the polarization pairing. So our condition (B=3=31) on asymptotic self-
dual fluxes G4 with respect to Cy(2) can also be written as a self-duality condition
on e.Gy4 with respect to Fio.

229






4 Universal Axion Backreaction in Flux
Compactifications

This chapter is based on: T. W. Grimm and C. Li, Universal
azxion backreaction in flux compactifications, JHEP 06 (2021), 067,
[arXiv:2012.08272].

In this chapter, we study the backreaction effect of a large axion field excur-
sion on the saxion partner residing in the same N = 1 multiplet. Such config-
urations are relevant in attempts to realize axion monodromy inflation in string
compactifications. We work in the complex structure moduli sector of Calabi-Yau
fourfold compactifications of F-theory with four-form fluxes, which covers many of
the known Type II orientifold flux compactifications. Noting that axions can only
arise near the boundary of the moduli space, the powerful results of asymptotic
Hodge theory provide an ideal set of tools to draw general conclusions without the
need to focus on specific geometric examples. We find that the boundary structure
engraves a remarkable pattern in all possible scalar potentials generated by back-
ground fluxes. By studying the Newton polygons of the extremization conditions
of all allowed scalar potentials and realizing the backreaction effects as Puiseux
expansions, we find that this pattern forces a universal backreaction behavior of
the large axion field on its saxion partner.

4.1 Introduction and discussion

Axion monodromy inflation [[71, 205-20%] is an intriguing suggestion to realize
large-field inflation in string theory. In such models, an axion is initially placed
at a transplanckian distance away from its true vacuum and then rolls down to-
wards the vacuum to drive inflation. The naive axion periodicity is extended in
axion monodromy models by first unfolding the field range of the axion to the real
line, i.e. by extending its field range to the universal covering space of the periodic
axion space. An axion scalar potential is then introduced to break the approxi-
mate continuous shift symmetry of the axion. Such a potential is required to fulfil
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4 Universal Axion Backreaction in Flux Compactifications

a modified realization of a discrete axionic shift-symmetry in the sense that it is
invariant under a combined transformation of the axion and some of the parame-
ters in the potential, e.g. flux numbers. The combined transformation is called a
monodromy transformation. In potentials realizing such monodromy symmetries
one can then hope to implement inflation over multiple periods of the axion in a
controlled fashion.

Early studies [2085,206] of axion monodromy inflation focus on its realization in
non-supersymmetric Type II string compactifications with various NS-branes or
D-branes. To establish such compactifications delicate control issues have to be
addressed to ensure the validity of the reduction. To have from the outset more
control over the stability of the setting, so-called F-term axion monodromy models
were proposed in [I45,207-211]. These models consider axion monodromy inflation
in the context of supersymmetric flux compactifications of string theory and will
serve as the main motivation for this chapter. In these settings the axion scalar
potential is induced by turning on various background fluxes of higher form fields
and the monodromy is realized by simultaneously shifting the axion and some flux
numbers. An apparent merit of the F-term axion monodromy inflation is that
various moduli of the compactified string theory share the flux-induced F-term
scalar potential with the axion inflaton candidates, so that the study of the moduli
stabilization and axion inflation are naturally linked.

The connection between the axion and moduli scalar potential forces one to
consider the backreaction of the axion inflaton candidate on the vacuum expec-
tation value of the moduli fixed by the F-term scalar potential. Since large field
inflation requires a transplanckian displacement of the axion, it is alarming when
such a large-field backreacts on the vacuum expectation value of geometric moduli
of the compactification, since this requires to consider the dynamics of the com-
bined axion-saxion system. This issue is pointed out in [138] and further analysed
in [I39,040], by investigating examples in various classes of string compactifica-
tions. Their findings confirm the worry, that in these examples, a large axion
excursion does indeed backreact on the geometric moduli in a linear fashion, so
that the moduli is pushed towards the boundary of the moduli space at infinite
distance. Invoking the Distance Conjecture [67,58] the axion monodromy infla-
tion program then faces more challenges as studied in the examples of [I3R-140].
More precisely, the Distance Conjecture states that in an effective field theory
consistent with quantum gravity, a transplanckian displacement in field space is
accompanied by additional light degrees of freedom, signalling a breakdown of the
effective field theory. The linear backreaction of the axion onto the saxion can
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thus be responsible for a breakdown of the effective theory. It remains an open
debate [I3R-140, (45, 151, T55-157, 214] whether or not this backreaction can be
avoided or sufficiently delayed to realize F-term axion monodromy models, see also
the recent [R7] where the authors argue that the linear backreaction is the maxi-
mum non-geodesity that would be consistent with the Distance Conjecture from a
bottom-up perspective. The arising problems are also related to the difficulty of

In order to study the axion backreaction problem, it is desirable to identify a
general and controlled setting with a variety of axion-like fields. The complex
structure moduli space of Calabi-Yau manifolds provides such a general arena.
Firstly, it has long been known that the complex structure moduli descent to
complex scalars in the effective theory. Secondly, it became clear in the advent of
flux compactifications that these fields can obtain a scalar potential when allowing
for non-trivial background fluxes [i@,8]. Within such flux compactifications, it
i.e. axion fields, can only arise near certain boundary components of the complex
structure moduli space. Near such a boundary component, the monodromy as one
loops around the boundary descents to an approximate continuous shift-symmetry
of the real part of the considered complex structure modulus, which is broken into a
genuine discrete axionic shift-symmetry by non-perturbative effects. Moreover, by
turning on background fluxes, one gets a scalar potential for the complex structure
moduli which are decomposed into the axionic-like fields and the moduli controlling
the geometry, and it is the very same monodromy transformation generating the
shift-symmetry that is used as the monodromy transformation in the axion inflation

scenario.

A concrete setting that allows us to examine complex structure axions and their
flux-induced scalar potentials arises from F-theory compactifications on Calabi-
Yau fourfolds. As briefly reviewed in Section 24, such compactifications lead to
an A = 1 supersymmetric effective action [41,44] with a classical scalar potential
induced by background four-form flux G4. It is also well-known that a part of G4
induces a non-trivial F-term potential [51] and it will be this part which will be
relevant in the present chapter. The merit of studying complex structure axions
in F-theory compactifications is at least two-fold. Firstly, the complex structure
axions include the R-R zero-form axions of Type IIB string theory and also are
dual to NS-NS two-form axions of Type ITA via duality. Moreover, one consis-
tently incorporates certain axions that are associated to D-branes. Secondly, the
scalar potential induced by the four-form flux in F-theory is particularly amenable
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4 Universal Axion Backreaction in Flux Compactifications

to be studied by asymptotic Hodge theory [75,76] near the boundary of the com-

developed into a powerful tool to address various swampland conjectures in an

example independent way [B, 13, 81, 83-86, 36, 218]. In particular, it has been ob-
served in [21R] that one can systematically analyze the axion backreaction using
asymptotic Hodge theory.

In this chapter we generalize and complete the analysis of [218] and investigate,
in full generality, the backreaction within a single axion-saxion pair arising near
any boundary of the complex structure moduli space. Remarkably, we are now able
to combine the insights from asymptotic Hodge theory and Newton polygons asso-
ciated with Puiseux expansions to establish that there is universally a backreaction
of the axion on its saxion partner which grows when considering large field values
of the axion. To achieve this goal we first note that the asymptotic Hodge theory
provides near every boundary in moduli space an approximation to the all relevant
functions in the effective theory via the so-called nilpotent orbit [75]. The nilpotent
orbit thus gives a near-boundary expansion that, by using the results of [iZ5, 78],
can be encoded by a set of boundary data.” A crucial part of this boundary data
is a set of commuting sl(2)-algebras which decompose the middle cohomology of
Calabi-Yau manifold into different s((2)-representations. Also splitting a general
four-form flux into such representations gives us precise control about the limiting
behavior of Hodge norm and allows us to make the axion and saxion dependence
in the scalar potential explicit. In fact, we find that the underlying s[(2)-structure
ensures that the possible asymptotic scalar potentials generated by four-form fluxes
form a rather constrained set. Systematically going through all allowed cases we
can then study the axion backreaction generally. We do this by explicitly deriving
the saxion vacuum expectation value determined by the extremization equation
of the scalar potential. We evaluate this saxion vacuum value depending on the
axion as a parameter and study the behavior of the solution in the limit when
this parameter becomes large. The solution to this problem is given by Puiseux
expansions, which present the solution as a fractional power series whose leading
power is determined by a handy graphical tool called the Newton polygon. With
the scalar potentials derived using asymptotic Hodge theory the Newton polygon
provides visual guidance to the leading backreaction behavior of the saxion vac-
uum expectation value. This lets us uncover a universal backreaction behavior
generalizing the result of [I3R3-40, 21R] that is present around any singularity in

Tt was recently suggested in [[3] that this is reminiscent of a holographic perspective, with an
actual underlying bulk and boundary theory.
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4.1 Introduction and discussion

the Calabi-Yau fourfold complex structure moduli space.

Now we would like to state our results more concretely. In this chapter we focus
on the backreaction of one complex structure axion field ¢ on the saxion modulus
s in the same N = 1 multiplet. We find that, when a vacuum exists, a large
displacement of the axion ¢ always backreacts on the saxion vacuum expectation
value 5 in the following fashion

5(¢) =co” + 0(;) ; (4.1.1)

where the prefactor ¢ > 0 is a positive number and the exponent 0 < v < 2 is a
rational number. There could be several different sets of ¢ and v corresponding
to one flux configuration. We find that in almost every case, one has a solution
with v = 1, which agrees with the linear backreaction behavior found in [I38-140,
?18]. The cases with v > 1 are rather restricted to the extent that only v = 2
is allowed and they also need to satisfy a technical condition which is discussed
at the end of section B2=3. We find only two flux configurations that generate
v = 2 backreaction and they have no v = 1 branch. In contrast, we do not find
additional restrictions on cases with 0 < v < 1 besides that the exponent v should
be rational. However, we note that for these cases there is sometimes a co-existing
v = 1 branch. Regarding the prefactor c in the backreaction, the possibility that
¢ depends on flux numbers cannot be ruled out. Physically this implies that one
cannot completely exclude a delayed backreaction. In section B4=3 we give a simple
condition on the flux such that the delay cannot occur.

In view of our findings there are several interesting further studies that can
be undertaken. Recalling the relation with the Distance Conjecture, it would be
interesting to study the v # 1 cases and the condition on the delay of a backreaction
in the future. One first extension is to take into account subleading corrections
following the strategy in [I23] and check whether these extend the class of scalar
potentials can arise. Furthermore, in this chapter we have only exploited the
conditions for § to be at an extremum of the potential and not incorporated the
additional constraints that actually is at a minimum. Hence, the relation (A7)
gives the necessary behavior also at minima, but it could well be that some of
the cases with 7 # 1 are not arising in an actual minimum. We would also like
to point out that while for finding extrema it is sufficient to focus on one axion-
saxion pair, the analysis of the conditions for having an actual minimum requires
a more complete treatment of all involved moduli. We have already formulate the
setting and the analysis in a general multi-variable language and we believe that it
is desirable, while technically more difficult, to generalize the study of backreaction
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4 Universal Axion Backreaction in Flux Compactifications

to a multi-variable setting where the vacuum expectation values of all saxions are
considered.

This chapter is structured as follows. In section B4, we introduce the physi-
cal setting of Calabi-Yau fourfold compactifications of F-theory, review variations
of Hodge structures, and rewrite the F-theory scalar potential using Hodge the-
ory. In section B=3, we discuss the reason why only near the boundary of the
complex structure moduli space axions can emerge, review the relevant part of
asymptotic Hodge theory, and provide the asymptotic form of the F-theory scalar
potential near the boundary. In section B, after briefly setting up the notation
for sl(2)-representations and reviewing the notion of Puiseux series and its asso-
ciated Newton polygon, we expand the asymptotic scalar potential and solve the
backreacted vacuum expectation value of the geometric moduli. There we will not
only encounter the general backreaction behavior, but also collect apparent coun-
terexamples. Those counterexamples are then ruled out at the end of that section.
Finally, in appendix EZAl we provide some technical details of asymptotic Hodge
theory used in the main text.

4.2 F-theory on Calabi-Yau fourfolds with G4-flux

In this section we introduce in more detail the context in which we study axion
backreaction and moduli stabilization. More precisely, we will introduce part of
the low-energy supergravity theory arising when considering F-theory compactified
on a family of Calabi-Yau fourfolds Y carrying G4-flux in section =271, We will
then express the induced flux scalar potential depending in terms of the Hodge
decomposition in section =22 and comment on the use of the Hodge filtration.
This chapter repeats certain parts of Section B2 in order to adapt the notations
into the present work.

4.2.1 Scalar potential and its complex structure dependence

As reviewed in Section 24, we first compactify M-theory with G4-flux on Calabi-
Yau fourfolds Y to obtain a three-dimensional N = 2 effective supergravity theory
with a scalar potential for the complex structure moduli and Kéhler structure
moduli induced by the flux [i67]. To connect this setting to an F-theory compact-
ification we assume that Y admits a two-torus fibration. The three-dimensional
action is then lifted to a four-dimensional A" = 1 supergravity theory by shrinking
the volume of the two-torus fiber of Y. This procedure defines the reduction of
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F-theory on the Calabi-Yau fourfold Y to obtain a four-dimensional effective the-
ory [A1,44]. Crucial for our considerations is the fact that the complex structure
moduli of Y reside in chiral multiplets both in the three-dimensional effective the-
ory obtained from M-theory and the four-dimensional effective theory derived by
the lift to F-theory. It was shown in [5,217,218] that within the complex structure
moduli space, fields with approximate shift symmetry, i.e. axion fields, can only
arise near the boundaries of moduli space. These boundaries will have to satisfy
certain conditions, which we will recall below. It is with these axions and their
partner saxions that will be the focus of this chapter.

Let us now discuss the scalar potential induced by a background flux G4 €
H*(Y,Z/2). Tt is well-known [I67] that the three-dimensional scalar potential
arising in the M-theory reduction takes the form

V:lg(/ G4/\*G4—/G4/\G4), (4.2.1)
Vi Uy Y

where * is the Hodge-star operator of Y and V, is the volume of the Calabi-Yau
fourfold Y. Note that the scalar potential depends on complex structure and the
Kahler structure deformations through the Hodge-star operator in the first inte-
gral. Furthermore, in V' there is an additional K&hler structure moduli dependence
through the overall volume factor. Without further inclusion of localized sources
such as M2-branes filling the three-dimensional spacetime, the G4-flux needs to
satisfy the following tadpole cancellation condition [159]

1 _xy)
. /Y GinGy =220 (42.2)

The scalar potential (EZ21) can be cast into a form compatible with A = 2 su-
persymmetry in three dimensions. Instead of reviewing the whole construction of
the characteristic N' = 2 data, we will henceforth focus only on the complex struc-
ture moduli dependence of the Hodge star in (B2270). This amounts to requiring
that our G4-flux lives in the primitive middle cohomology Hé (Y,Z) [i67], which
is equivalent to stating that if J € H%*(Y) is the Kihler class of the Calabi-Yau
fourfold Y the fluxes under consideration satisfy the condition J A G4 = 0. Insert-
ing this condition into (B=270), the resulting scalar potential can be shown to arise
from a Kéhler potential K and a superpotential W [51,067] given by

K:flog/Q/\Q, W:/Q/\G4, (4.2.3)
Y Y

where  is the, up to rescaling, unique (4,0)-form on Y and hence represents
H*(Y,C).
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Let us note that we make a further simplification that will keep our discussion
accessible. In order to not deal with integer cohomology and the many associated
subtleties, we will not be careful about the quantization of the G4 flux [219] and
often write G4 € Hé‘(Y, R). While imposing the quantization conditions on Gy is
important in deriving numerical values and establishing finiteness results [[3, 4]
it will not be altering the conclusions about backreaction that we obtain in this
chapter.

4.2.2 Scalar potential and the Hodge filtration

In order to identify the conditions for axions to arise in the complex structure
moduli space and to study their backreaction effects, we need to put the above
expression for the scalar potential into a Hodge-theoretic context. Let us review
some of the relevant definitions in order to establish notations. For more complete
information, we refer the math article [101] and the recent physics application

To begin with, we note that the primitive middle cohomology of a smooth Calabi-
Yau fourfold Y carries a pure Hodge structure of weight four, which is described
by the Hodge decomposition

H)(Y,C)=H"Y o H*' © H>* @ H"* ¢ H™*, (4.2.4)

satisfying HP = H4%P. Note that the H?? here denotes primitive (2,2)-forms,
ie. it is a shorthand for H?? N H;(Y,C), and all subspaces H?4 different from
H?? are automatically primitive in the Calabi-Yau fourfold setting. In practice it
is more useful to use an equivalent description in terms of the Hodge filtration

OCF'CcF*cF’cF'cF’=H,(Y,C), (4.2.5)

satisfying [P @ F4—p+1 = H;‘(Y, C). One can recover the Hodge decomposition by
setting H?? = FP N F4. On the other hand, given a Hodge decomposition, the
corresponding Hodge filtration is given by

FP=H""". (4.2.6)
r>p

The Hodge structure will change as one deforms the complex structure of the
Calabi-Yau, and the merit of using Hodge filtration is that the filtration will change
holomorphically with respect to the complex structure moduli /. The variation
of Hodge structure is captured by the period map F(t), which records the whole
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Hodge filtration FP, p = 0,...,4, corresponding to the complex structure moduli
tl.

Moreover, the Hodge structure is polarized by the symmetric intersection form
on the Calabi-Yau fourfold

(a, B) = /Yomﬁ, (4.2.7)

for o, 5 € Hé(Y, C). There is also a Weil operator Cr, depending on the Hodge
filtration F', defined by

Cr(a) =", foraec HP1. (4.2.8)

It is a standard result that on the primitive middle cohomology of a Calabi-Yau
fourfold, the Weil operator coincides with the Hodge star operator. With the help
of the polarization form and the Weil operator, we can define the Hodge inner
product and its associated Hodge norm

(alB)p = (Cra.B), (4.2.9)
lallE = (ala)p . (4.2.10)

which depends on the Hodge filtration F.

For later reference, we also need to introduce the symmetry group of the variation
of Hodge structures: It is the group G of linear automorphisms of H;‘(Y, C) that
preserves the dimension of Hodge filtration and the polarization pairing (-, - ).
There is also a real counterpart Ggr of this symmetry group that consists of the
automorphisms of H g‘(Y, R). More concretely, in the case of Calabi-Yau fourfolds,
we have

G=80(2+h2*+2n"? ,C), and Gg=S0(2+h>*2n"?%),  (4.2.11)

where hf;Q = h%2 — hb! is the dimension of the space of primitive (2,2)-forms.
This number follows from the Lefschetz decomposition. Namely, one has

H*?=H2*® JH)' @ PHY", H“' =H}' o JHY, H)°=H"", (4.2.12)

where JHP? = {J A a|a € HPP} C HPTLPHL contains the cup product between
the Kéhler class and (p, p)-classes. Since we are working with Calabi-Yau spaces,
hO0 = 1. From the last two equalities, one finds h%;l = %! — 1. And then
hg’2 = h?2 — b1 follows.

We can now re-express the F-term scalar potential in the Hodge theoretical
language: Note that our Gy is real, so the scalar potential induced by G4 can now
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be written as

V(t) (IGallFy — (Ga.Ga))- (4.2.13)

1
=
The first term contains the Hodge norm of G4 evaluated at the Hodge structure
F(t). This is the term that we will focus on in the study of the backreaction of
axions on the vacuum expectation values of stabilized saxions.

4.3 Complex structure axions and asymptotic Hodge
theory

In this section we explain that in order to identify axionic directions in complex
structure moduli space we have to be at its boundaries, i.e. approach a limit in
which the associated Calabi-Yau fourfold degenerates. Furthermore, we will see
that the considered boundary has to satisfy a set of conditions [5,217, 218]. To
formulate these conditions we have to introduce some additional facts about the
moduli space and, in particular, the behavior of the Hodge decomposition (E=22)
near its boundaries. This forces us to briefly review parts of asymptotic Hodge
theory that is relevant to our study of the axion backreaction problem. In section
2231 we will briefly recall why axions arise near the boundaries of the moduli space
and introduce the so-called nilpotent orbit that describes the asymptotic form of
the Hodge decomposition. In section B=32 we then explain how one can associate to
each boundary sets of commuting sl(2)-triples and a well-defined boundary Hodge
structure. The asymptotic form of the scalar potential is then determined in section
B33. We first introduce the normal form of the period mapping F(¢) near any
boundary and use it to find the asymptotic expression of the Hodge norm. That
asymptotic expression will be used in our study of the axion backreaction problem
in the next section. The aim of this section is to briefly introduce the relevant
results without going into mathematical details. We will supply further details in
appendix EAl. The precise mathematical statements summarized in this section
are contained in the review [ and the original papers [75], [76]. For a more
physical formulation that emphasizes similar parts of asymptotic Hodge theory,

4.3.1 Axions at the boundary of moduli space

In this section we identify the regions in the complex structure moduli space in
which one can find fields that admit approximate continuous shift symmetries and
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hence can be interpreted as axions. In order to do that we first recall that the
discrete symmetries of the moduli space are encoded by the so-called monodromy
group. These monodromy symmetries can then lead to an approximate continuous
shift symmetry near the boundaries of moduli space.

In the following we will introduce stepwise a local description of the region near
the boundaries in moduli space along which the associated Calabi-Yau manifold
Y degenerates. We begin by fixing local coordinates z!, where I = 1,...,h%!,
for a patch around a boundary locus of codimension n in the complex structure
moduli space. We choose these coordinates such that the boundary is located at

Zi=0foralli=1,...,n. It will also often be useful to implement the coordinate
transformation 2 .
th=—logz". 4.3.1
27i 8% ( )

The new set of coordinates ¢ take value in the upper half plane, and the singularity
is now located at t* — ioco, for i = 1,...,n. The coordinates t* can be further
decomposed into real and imaginary parts

th=¢' +is’. (4.3.2)

The real parts ¢’ are the candidate axions if one is close to the boundary s* = oo as
we will see below. In fact, the ¢’ can enjoy an approximate shift-symmetry if the
monodromy transformation associated to the boundary satisfies certain conditions.
In cases in which the ¢° are identified as axions the imaginary parts s® is often
referred to as saxion. We will sometimes use this terminology more loosely, by
referring to the coordinates s, ¢’ as saxion and axion without always stressing
the extra condition on the associated monodromy transformation. Note that from
(B=31) we see that t! takes value in the upper half plane, so we have a basic
constraint s’ > 0. The region close to the boundary is characterized by s* > 1.
The next data one needs to record is the monodromy operators that arise when
encircling the boundary locus z! = 0, i = 1,...,n. There are n monodromy opera-
tors and they are defined as the monodromy of the period map F(t), introduced
after (.28), when one loops around the singular locus: When #* — ¢ + 1 (equiva-
lently 2¢ — €127, the period map changes F(t' + 1) = T; F(t'). In our geometric
setting, where the variation of Hodge structure is induced from the deformation
of Calabi-Yau complex structures and that there is an integral basis of the primi-
tive middle cohomology H;‘;(Y, C), one can choose the coordinates in the complex

2The coordinates t* are actually local coordinates on the universal cover of the near boundary
patch in the moduli space.
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structure moduli space such that the monodromy matrices take the form

T, = e, (4.3.3)
where N; are nilpotent matrices. Note that the operators T; are elements of the real
symmetry group Gr given in (E=211), while the N; are elements of the associated
real algebra gg.

The monodromy matrices T;, or rather the associated N;, are essential in evalu-
ating the Hodge decomposition (E224) near the boundary. In general, the Hodge
structure will degenerate exactly on the boundary s* = co and has to be replaced
by a more sophisticated structure, a so-called ‘limiting mixed Hodge structure’,
which we will describe in section B232. The starting point for construction of this
structure is Schmid’s nilpotent orbit theorem [I5,[76]. It states that around the
boundary locus s* = oo, i.e. when s® > 1, the period map F(t) is well approxi-
mated by the nilpotent orbit of the following form

Fpol(t) ="' NiFy | (4.3.4)

where we sum in the exponential over i = 1,...,n. In fact, the nilpotent orbit can
be viewed as the essential part of the period map that arises by dropping certain
exponential corrections O(e2*), while still keeping a well-defined Hodge decom-
position. Note that this implies that in many limits non-perturbative corrections
are still recorded in F(t) as discussed in more detail in [I3,89]. Note that (E=32)
immediately implies that in order that Ret’ = ¢’ is an axion with an approximate
shift symmetry unbroken by O(e%”j )-corrections we have to consider a boundary
with N; non-vanishing.

While we will bypass using the Kéhler potential and superpotential (=23), let us
remark that we have given these quantities in terms of the holomorphic (4, 0)-form
Q. In order to get the naive nilpotent orbit approximation K,; for K we can now
apply the fact that also F* = H*? admits a representation (E234). This implies
that Q, after possibly fixing an overall rescaling, can be expressed as

Q(z) = e Nigg +O(e2™) . (4.3.5)
Qnil (t)

Here ag can still be a holomorphic function in the coordinates that are not sent to

a limit. Inserting this expression we can now write

Knil = - 1og<Qnila Qni1> = - 10g<€2istja0, C_lo> y (436)
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4.3 Complex structure axions and asymptotic Hodge theory

which is thus a logarithm of a polynomial in the s’ with a finite number of terms.
This implies that K, is independent of the axions ¢, while K, still depends on a
considered variable s’ if N;ag # 0. We therefore conclude that a sufficient condition
that ¢’ is an axion with an approximate continuous shift symmetry ¢* — ¢* + ¢
is that N'ag # 0. This latter condition is a necessary condition for the limit to
be at infinite distance in the metric derived from K [I26]. The appearance of the
continuous shift symmetries at infinite distance singularities was discussed in [5]
in the context of the Distance Conjecture. In the following, we will not restrict
our attention to cases where N;ag # 0, since this restriction is not necessary for
our arguments to go through. While we have not checked that the Kahler metric
indeed depends on the ¢ only through exponential corrections, we will see that in
either case this does not alter our analysis. In the following we will refer to ¢ as
axions whenever N; # 0.

In a related matter, let us stress that, in general, the expression (£=23M) cannot be
used to compute the Kahler metric, since taking the nilpotent orbit approximation
and taking derivatives with respect to the moduli does not commute. Nevertheless,
we can use the full result (B=34) for the nilpotent orbit of the complete Hodge
filtration to compute the Kéhler metric or derivatives of the superpotential. As
mentioned above, we will bypass this issue completely by working directly with the
scalar potential (-213) and apply the approximations to this expression. In the
remainder of this section we will show how starting from the nilpotent orbit (2=32)
we can derive an approximate scalar potential with an explicit dependence on the
axions ¢°.

4.3.2 The boundary sl(2)-structures associated to a
degeneration

In the last subsection we have argued that in order to have candidate axion fields
¢" in complex structure moduli space some of the complex structure moduli need to
be close to the boundary of this moduli space. Furthermore, we have seen that the
N; associated to this boundary have to be non-vanishing. To study the dynamics of
the axions we thus need to evaluate the asymptotic behavior of the scalar potential
(E=213) near the boundary. As will become apparent below the highly non-trivial
SL(2)-orbit theorem developed in [[75] and [76] provides the necessary information
about the near boundary region to attack this problem. In the following we will
briefly review the ingredients of the SL(2)-orbit theorem needed in this chapter.
The main result discussed in section BZ3 is the fact that one can associate to
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4 Universal Axion Backreaction in Flux Compactifications

each boundary in moduli space a nilpotent orbit (E=3). This orbit encodes the
Hodge structure (B=24) near the boundary at s = 00,7 = 1,...,n. In summary, we
have the data (Fyo1, N1, ..., Np), which is regarded as the input of the SL(2)-orbit
theorem. The data constructed by the SL(2)-orbit theorem includes a collection of

commuting s[(2)-triples: (N7 ,N),N;"), fori=1,...,n, (4.3.7)

and a
boundary Hodge structure: Fy. (4.3.8)

The commuting s[(2)-triples satisfy the standard relations
+ + —
[N, N¥| = £2N;- [N;",N; ] = N?, (4.3.9)

and the boundary Hodge structure is again a weight-four pure Hodge structure
on the primitive cohomology H; (Y, C) polarized by the intersection bilinear form
(-, -). Unpacking the definition, this means that one is able to define its associated
Hodge decomposition

H)(Y,C)= €D HZY, where HE'=FLNFY, and HL!=HL,

ptq=4
(4.3.10)
such that the following polarization condition is satisfied
(HE2, H2’) =0, unless (p,q) = (s,7). (4.3.11)

We can also define its associated Weil operator and Hodge norm according to
equations (E228) to (E=21M)
Coo(a) =179, for a € HRY,
(@, B)o0 = (Cocar, B) (4.3.12)
oo = (@)oo,
where we abbreviate the Fi, appearing in subscripts as oo to ease the notational
burden.

To proceed further, it is convenient to denote the cumulated sum by braced
subscripts. For example, we have

Ny =N +---+N;. (4.3.13)

Because the operators N commute with each other, their cumulated sums N(Oi)
also mutually commute [N(Oi),N(Oj)] = 0, thus they have common eigenspaces. In
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4.3 Complex structure axions and asymptotic Hodge theory

other words, the operators N(Oi) define a multi-grading

H(YR)= @ V. (4.3.14)
£=(l1,...,ln)

where each Vp is the simultaneous eigenspace of N(Oi) with eigenvalue ; B, i.e.
N(Oi)vg = lvg, forvoeVopandi=1,...,n. (4.3.15)

The multi-grading (2=3714) is defined on the real cohomology because the operators
N? are elements of gg. In the following, we will also work with complexified multi-
grading by allowing complex linear combinations.

The multi-grading (2314) and the boundary Hodge structure F,, are compatible
with each other in the sense that the multi-grading is orthogonal with respect to
the Hodge inner product (-|-)_, i.e.

(VelVer) . =0, unless £ = £’ . (4.3.16)

Furthermore, this Hermitian Hodge inner product becomes a symmetric positive-
definite inner product after being restricted to the real cohomology HI‘)l(Y7 R), hence
we can always choose a real orthonormal basis {e}} for each Vp:

Ve = spang{ep}, and (ehlel,) = 670 . (4.3.17)

Such choice of orthonormal basis will be used in our analysis of the scalar potential
(2221) near the boundary in section E4.

4.3.3 Asymptotic form of periods and the scalar potential

Now we come back to the study of the asymptotic behavior of the scalar potential
(2213) near the boundary. Our focus will be its first term containing the Hodge
metric evaluated at F(t). We will first introduce a normal form of the period
mapping F'(t), which factors F(t) into nice pieces. Moreover, each factor in the
normal form has a good limiting property near the boundary where s* = co. These
limits combine into each other, yielding an asymptotic form of the scalar potential
that will be the object studied in section .

In order to write down the normal form, we need again the data of the nilpotent
orbit (Fpo1, N1,..., N,) defined in (£233) and (E34). In addition, we require an
extra piece of information: a holomorphic function I'(z) valued in the Lie algebra

3Note that our convention differs from the convention in [ZI8] by a constant shift of four.
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4 Universal Axion Backreaction in Flux Compactifications

gr. This function satisfies certain properties that are reviewed in appendix EAlL
For the moment we only need to know its existence. Then the normal form of the
period map [0] is given by

F(t) _ etiNieF(z)FO _ e(z,iNieisiNieF(Z)Fo , (4318)

where we remind the reader that the t/-dependence in the I'(z)-function is intro-
duced via 27 = 2™ as in (2=3T). The normal form provides a convenient factor-
ization of the period mapping into group elements e Ni ¢ Gr and eiSiNi,eF(Z) € G¢
acting on the filtration Fj.

We will now introduce a natural action of G¢ on the Hodge norm, which will not
only let us factor out the axion dependence in the scalar potential, but also turn
the general study of Hodge norm in the bulk near the boundary into the study of
the Hodge norm induced by Fi, at the boundary. This action is defined as follows.

For every element g € G¢ and form o, 5 € H g(Y, C), there is a tautological relation
(alB)p = (9lgB)gp - (4.3.19)

This relation then equips the following action of g on the Hodge norm of «
ladlgr = llg™"allF - (4.3.20)

These properties of the Hodge norm and the normal form of the period mapping
allow us to factor out the axion dependence in the scalar potential. More precisely,
using the action of G¢ on the Hodge norm we can write

1Gall gy = He“fNiG4 (4.3.21)

eistN; oT'(2)

In accordance with the nilpotent orbit theorem discussed in section B3 (see ap-
pendix EAl for more details) near the boundary s® = oo, the term e'(®) will provide
exponentially suppressed corrections. It is in this sense that near the boundary
the dependence of [|Gy4|| ;) in the axion ¢" and saxion s’ are separated. Note also
that the operator e~ Ni being an element in the group Gr by definition preserves
the polarization form: <e’¢iNiG4,e*¢iNi G4) = (G4, G4). These facts instruct us

to define the modified G4-flux including the axions in [P18]

p(¢,Ga) = e~ NiGy. (4.3.22)
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4.3 Complex structure axions and asymptotic Hodge theory

rather always directly display G4. In summary, the scalar potential expressed using
the split (B2321) takes the form

2

1 in
V() = 35 [He‘¢ e — (G4, G| . (4.3.23)
4

eis?N; el'(2) Fy

Let us now turn to a more in-depth study of the asymptotic form of the scalar
potential (E=323) near the boundary. In higher-dimensional moduli spaces, the
asymptotic behavior can depend on the path along which one approaches the
boundary s* = oo. In order to regulate this, we need to introduce the growth
sector

s

81 Sn—l

where we consider A\ > 1. The definition of the growth sector binds with an
ordering of the variables ¢*. Setting A = 1 one can cover the entire neighborhood
of the boundary by growth sectors obtained by considering every ordering in the
variables t*. In the following we will focus on one of these sectors, namely Ri...,,
after possibly renaming the coordinates. Gluing these sectors together can be a
non-trivial task, but is not of importance in the remainder of this chapter. Note
that eventually we will work in the ‘strict asymptotic regime’, i.e. we will assume
A> 1

In order to analyze the asymptotic behavior of the Hodge norm, i.e., the first
t-dependent term in (E=323), we will introduce an operator e(s) following [T01]. It
is defined by

1
e(s',...,s") =exp {2(log s’")Nf} ) (4.3.25)

where r is being summed from 1 to n. One of the motivations behind the introduc-
tion of the e(s)-operator is the property

; LY N! .
J N, _ _ R
6(8)e¢ NJe(s) L= exp{ E o [Nj + E GI)Q{& 7o )a]: 1/2] } , (4.3.26)
j:1 .. J—

a0 (32 (5

where N; is the log-monodromy operator introduced in (£233), N, ; 1s the corre-

sponding lowering operator in the commuting s[(2)-triples introduced in (E=377).

The operators N, j’ are nilpotent operators living in gg. The derivation of this

1aJ

expression together with the precise definition of the operators N]’, i can be found
in appendix EAl The main point is that if one moves towards the boundary s* = oo
within the growth sector R;...,, while not keeping the candidate axion ¢’ finite,
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4 Universal Axion Backreaction in Flux Compactifications

; are polynomially suppressed. This implies that in

the terms proportlonal to N a,

the limit of large s* we find Wlthln R1...n the limiting behavior

6(5)6¢ij e(s)™! = exp (Z ij;) , (4.3.27)

e(s)el¥ Nie(s)™ %exp( ZN ) (4.3.28)

where the second line can be obtained from the first by formally setting ¢/ = is’.
If we look at the normal form of the period mapping (E=31R), we see that some
limiting expressions related to e'*) and F, are also needed. We state the correct
form of the limits here, and refer to appendix EZAl for their derivation

e(s)em@e(s)™t - 1,
eXp( ZN ) s)Fy = Fy | (4.3.29)

where F, is the boundary Hodge filtration.

Combining the normal form of the period mapping (=31R) and equations (E=3721)
to (B2329) gives us the following limiting expression of the period mapping F(t)
near the boundary s’ = co in the growth sector Rq...,

F(t) = e(s) exp<z¢ ) (4.3.30)

The above result can be applied immediately to the study of the scalar potential
(E323). Combining the action of G¢ on the Hodge norm and the asymptotic
expression of the period mapping (E2330), we have ?

He_‘i’iN’iG4 s)e_¢iN'iG4

eis N el'(2) n H e(s)eiSiN'ieF(Z)Fg

o (32 -Za7 )ets) 6

Jj=1

(4.3.31)

o0

So in the strict asymptotic regime A > 1 in (=324, the scalar potential (E=323)
has the following asymptotic form

exp <Z —ij;) e(s)Gy
j=1

2

— (G4, Gy)

o0

V(t) ~ Vljf [ (4.3.32)

4As usual, the symbol ~ indicates that the quantities on both sides approximate each other
increasingly well as one move towards the considered boundary.
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4.4 Axion backreaction on the saxion vacuum

This asymptotic form of the scalar potential is the main result from asymptotic
Hodge theory that we will use in the following. The important thing to note is
that all dependence in (E23332) on the axions ¢’ and the saxions s is explicit and
given in terms of the boundary structure. In particular, the norm || - || is both
well-defined and independent of ¢!, but can depend still on the coordinates not
considered to be near the boundary. Combined with the underlying sl(2)-structure
we can use this form of the potential to tackle the stabilization of saxions in the
presence of large displacement of axions.

Let us close this section with a short comment on the apparent discrepancy be-
tween (E=3232) and our result in section 7 of [ZIR]. The reason of the discrepancy
is that in [218] we replaced all N; in the expression of p(¢, G4), given in (E=3722),
by their commuting s[(2)-counterparts N, . This was done to simplify the compu-
tation, but it neglected the contributions from the difference between N; and N, .
Had the replacement not been done, the two approaches are equivalent because

exp (zn: ijzv;) e(s) Gy

which is the step deriving (B23231W). The left-hand-side of the above equation is
the object studied in [2TR8] whereas the right-hand-side is the object studied in this

note.

lle(s)p(¢, Ga)l| o ~ : (4.3.33)

o0

4.4 Axion backreaction on the saxion vacuum

In this section we study the backreaction of a large displacement of an axion,
denoted by ¢*, on the saxion vacuum expectation values. This forces us to discuss
moduli stabilization within the general scalar potential (E23332), which is a very
hard problem. In particular, while we know the field dependence of (E=332) on
the fields ¢*, we have no control over its dependence on the coordinates of complex
structure moduli space not considered close to the boundary. Here the power of
asymptotic Hodge theory comes to the rescue, since it allows us to control at least
the positivity properties and the hierarchy of certain couplings that cannot be
further specified. We will then focus on one pair of axion and saxion (¢*, s*) and
study the stabilization of the saxion s* via the potential (EZ3232) to its vacuum
expectation value 5°. To simplify notation we use in this section the definition:

s=sk, b= . (4.4.1)
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4 Universal Axion Backreaction in Flux Compactifications

We then find that whenever we try to fix s and assume that the associated axion
¢ is large, we find the following universal relation

5(¢) ~co” + O(;) ; (4.4.2)

where ¢ is a positive number, and 0 < v < 2 is a rational number. While our
expression is slightly more general, the relation (B272) shows that one always en-
counters the type of backreaction that was found in [[38-0140]. In fact, we will
argue in the end of section BZ=3 that in most cases one indeed has v = 1, and
in general v < 1 can appear if some special choices of parameters are allowed.
The v > 1 cases are even rarer in the sense that only two valid special cases with
v = 2 are found. In other words, the fact that one cannot displace the axion by
very large values without destabilizing the saxion is a consequence of the boundary
5(2)-structure introduced in the last section. We stress, however, that we will not
be able to make statements about the precise value of ¢ and its dependence on the
fluxes and other moduli. While ¢ cannot be made zero, we will not exclude the
possibility that it can be made small by fine-tuning leading to a somewhat delayed
backreaction [39,I55-157]. A short discussion on the dependency of ¢ and the
flux numbers can also be found at the end of section B2=3.

Our study relies heavily on the action of the commuting sl(2)-triples on the
cohomology Hé (Y,R), hence we will start with reviewing some elementary facts
about s[(2)-representations in section BZ7. The boundary sl(2)-structure then
allows us to bring the asymptotic scalar potential into a convenient form and can
be extremized in the limit of large axion. This amounts to solving a one-parameter
family of one-variable polynomial equations and study how the root depends on
the parameter in certain limits. This kind of problem is exactly studied by a
well-known mathematical tool called the Puiseux expansion, whose information
is registered in a pictorial way in the so-called Newton diagram. We will review
the notion of Puiseux expansions and their associated Newton diagrams in section
BZ2. Having introduced these additional tools we turn in section B3 to the
detailed study of the asymptotic scalar potential and its extremization condition.
With the help of the boundary sl(2)-structure and the Newton diagram, we will
show that almost all flux configurations will give an axion backreaction behavior
of the form (BZ=2). We will also enumerate all possible flux configurations that
can potentially generate a backreaction behavior different from (B272). These flux
configurations are then studied case-by-case in section B2. Interestingly, none of
them actually yields a valid solution, in the sense that each case generates a saxion
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4.4 Axion backreaction on the saxion vacuum

vev leading term that is either negative or imaginary. We conclude this section
with a list of bad cases, where some explicit examples are also provided.

Before we start, let us state again the scalar potential (B23=32) focusing only on
a single axion-saxion pair (¢, s), but allowing for a slight generalization with an
overall factor. More precisely, we will consider in the following the scalar potential

2
- Aloc

oo

Vig,s) = sia [ , (4.4.3)

exp ( _ fN>e(s)G4

where we have set N~ = N, and recall that the e(s)-operator is defined in (E2323).
The localized contribution that does not depend on the complex structure moduli
is collectively denoted by Ajo.. Following [2Z18], we have included the overall scaling
1/s%* with an undetermined power «. This factor can be thought of as arising from
Vy in (B23332) and enables a comparison between the F-theory potential and the ITA
scalar potential [16,137]. Around the weak coupling limit of F-theory, the value of
« is known to be 3 when s is related to the Type ITA dilaton as discussed in detail
in [218]. In general it is not known how large « is near other singularities. However,
requiring that the scalar potential (B233) is finite as s — oo restricts the possible
range of a. We will find that after imposing this restriction the backreaction (E2-2)
is universal.

4.4.1 A brief review of representations of the s[(2)-algebra

It turns out that asymptotics of (E2=3) with respect to (¢,s) = (¢¥,s*) only
depends on the behavior of the G4-flux under the action of the k-th commuting
5l(2)-triple, whose lowering and number operators are denoted by (N~, N?), respec-
tively. We will abuse the notation and denote the k-th s[(2)-triple (N, , N2, N;})
just by (N~,N?). In this subsection let us recall some elementary facts of sl(2)-
algebra representations [220]. We work over the real numbers since the sl(2)-triple
and G4-flux are real, nevertheless the theory holds for complex representations as
well. We align with the notation in section 4.2 of [13].

For any integer d > 0, there is a (d + 1)-dimensional irreducible representation
W9 of the sl(2)-algebra (N~, N°). One can specify a special state |d,d) in W4
called the highest weight state of weight d. It satisfies the property

(NT)¥|d,d) #0 and (N7)'|d,d)=0. (4.4.4)

A basis of the representation W% can then be constructed out of the highest weight
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state |d,d) and the lowering operator N~ as follows

W4 = spang{|d,d),|d,d —2),...,|d,—d)}, (4.4.5)

where 1
|d,d —2n) = E(Nf)"kl, dy , (4.4.6)
for n =0,...,d. These vectors are also eigenstates of the N° operator, satisfying
NY|d,l) =1]d,1) . (4.4.7)

We call the eigenvalue I the weight of the state |d, ). This state also satisfy
(N)ZT|d, 1) £0 and (N7)F L |d,0)=0. (4.4.8)

Note that by construction, d 4 [ is always an even non-negative number.

Now we make contact with the boundary s[(2)-structure. In equation (E=371),
a series of commuting s[(2)-triples is introduced at the boundary of the complex
structure moduli space. These commuting sl(2)-algebras act on H;(Y,R) and,
in particular, turn H}(Y,R) into a real representation of the k-th sl(2)-algebra
(N=,N9). According to the above discussion of representations of s[(2)-algebras,
H;‘(Y, R) enjoys the following decomposition

4
HA\(Y,R) = PWid], (4.4.9)
d=0
where
Wi =W e - o Wi, (4.4.10)

consists of ug4 copies of irreducible representations Wldd of dimension d+1. Different
highest weight states with the same d-label are distinguished by the index iy =
1,..., pq: they are denoted by |d,d;iq) € Wzdd and their descendants are denoted
similarly by |d,l4;i4). One also sees that each basis vector in (E273) has a well-
defined eigenvalue under the action of NY. Hence we relate the orthonormal basis
(B=311) adapted to the multi-grading to the basis vectors in (B2H) in a one-to-one
manner. We fix the basis (B275) in this way, so that two basis vectors in (A275)
are orthogonal to each other unless they carry identical indices d, g and i4.

4.4.2 A brief review of the Puiseux expansion

To determine the backreacted saxion vacuum expectation value, we need to study
how the root of a one-parameter family of polynomial equations change with respect
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to the parameter. This type of question can be studied expanding the solution into
Puiseux series. In this subsection we briefly review the use of the Puiseux expansion
and Newton diagram. We will not show any proof of the facts and the interested
reader can find the proof in [221].

For simplicity, we work over the complex numbers in this subsection so that every
polynomial always has roots. When we apply the Puiseux expansion to analyze
the axion backreaction, we will always require the existence of a vacuum. This
means that the polynomial arising from the first derivatives of the scalar potential,
see (BZ223) below, is assumed to have a real root. The method of expanding the
root into a Puiseux series also applies in such circumstances.

The Puiseux expansion studies generalized polynomial equations in two variables
F(s, ngS) = 0, with the variable ¢ being distinguished in the sense that the powers
of (]B are allowed to be negative. The equation F(s, (5) = 0 can also be regarded
as a one-variable polynomial equation with a parameter (Z) Around ngS =0, any s
satisfying F'(s, ngS) = 0 can be regarded as a function of g?) The series representation
of s(é) is given by the Puiseux expansion, which is a fractional power series. More
precisely, let us assume the following form of a generalized polynomial

~ ~ ~

F(s,0) = ao(¢) + a1()s + -+ + an(d)s™ (4.4.11)

where every a;(¢) is a polynomial in ¢ and 1/¢ with complex coefficients

ai(d) = ai;¢ . (4.4.12)
J

Then the Puiseux expansion states that, near (]B = 0, any root of the equation

~

F(s, QAS) =0, regarded as a function s = s(¢), can be expanded as
()= —+ > d/™, (4.4.13)

where ¢ and ¢; are complex numbers, v is a rational number and m is a positive
integer. Our focus is on the leading power . Knowing that any s-root must admit a
fractional power series expansion (B213), the determination of 7 is standard: One
inserts the expansion (B213) back to the original equation (E=211) and solves for
the v that makes the lowest order terms cancel. This whole procedure was encoded
by Newton into an intuitive gadget called the Newton polygon which we introduce
next. We would like to comment that despite determining -~y is straightforward
once one has the Ansatz (E2713), the significance of the Puiseux expansion lies in
the proof of convergence of the fractional series [221].
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To determine v pictorially, we need to first define the Newton diagram A(F) of
F(s, é) as follows

A(F) = {(i,j) €R?|ay; #0 in F(sﬁ)} : (4.4.14)

which simply consists of the dots (¢,7) on the plane such that a term siqASj with
non-vanishing coefficient a;; # 0 appears in the generalized polynomial F'(s, (;AS) By
our assumption on the polynomial F', its Newton diagram A(F) will only occupy
the half plane ¢ > 0. Then the Newton polygon of F is defined to be the lower
convex hull of A(F). To illustrate the definition with an example let us consider

the polynomial
2 al as
F(s,¢) = ﬁ +aps® + ﬁsg + ays®, (4.4.15)
where a1, as, a3 and a4 are non-zero numbers. This polynomial arises in a specific

2-moduli degeneration of Calabi-Yau fourfolds.® The Newton diagram and Newton
polygon is shown in Figure B

-2

Figure 4.1: The Newton diagram A(F') of the polynomial (271H) consists of the four solid
dots shown in this figure. The corresponding Newton polygon, the lower convex hull of
the Newton diagram, is labelled by double lines. The vertical axis labels the powers of quS
while the horizontal axis labels the powers of s.

The Newton polygon consists of several segments. Each segment with slope ~
determines a possible leading exponent « in the Puiseux expansion (E2713). In our
example (E2TH), with Newton polygon shown in Figure BT, the polygon consists
of two segments with slopes 0 and +1. So around é = 0, the equation has the

5The degeneration is classified as of type Ip1 — Va2 with the G4 flux chosen to be G4 = gaovan +
g34v34 in the convention of [ZIX].
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following roots represented by Puiseux expansions

71 + Z it (4.4.16)
5) =co+ Z c2,:0"™ (4.4.17)
i—1

where m,n are positive integers. In our application, the (Z) here actually stands for
the inverse of an axion field 1/¢ and s stands for the corresponding saxion partner
s. Hence the first solution sl(dg) represents a linear-backreacted saxion vacuum
expectation value, while the second solution so(¢) stays finite at large ¢.

4.4.3 Determining the backreacted saxion vacuum

We now have all the tools we need to attack the axion backreaction problem. Using

the s1(2)-basis, we will first expand the asymptotic scalar potential (E2=3) into a

generalized polynomial in (s,¢). Then we will look closer at the shape of the

Newton diagram to deduce the leading term in the backreacted saxion vev $(¢).
Let us begin by decomposing the G4-flux according to (E29) as

4 pa d
= Z Z Z 9d,d—2ng;iq |d7 d— 2”d§id> s (4418)
=013=1nyg=0

where g4,q—2n,:i, is the flux-component of the highest weight representation wé
with weight d — 2n4. Note that the e(s)-operator defined in (E=3723) acts on a basis
state |d, lq;iq) by scalar multiplication

1y ~
6(8) ‘d, lg; ’id> = S7dfd7ld;id |d, lg; id> , (4.4.19)

where fdJ +is can be a non-vanishing function? of all other complex structure co-
ordinates. Then by a direct computation, the asymptotic scalar potential is found
to be

- Aloc

1
V:[
Sa oo

:Sia [ZZ Z Z ( ) d— 2bd¢2 ba— nd)gdd Qnd,zdfdd 2ng3ig Aloc ’

d=0i3=1nqg=0bg=ng

exp ( - ‘fN—)e<s>G4 :

6Note that in our multi-grading notation in [ZI¥], the I here corresponds to the I}, — I _1 index
of |d,lg;iq) in the [ZTR].
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4 Universal Axion Backreaction in Flux Compactifications

where in the last step we have used the orthonormal property of the basis states. We
have highlighted the dependency of V only on the pair (¢, s) and moved the depen-
dencies on the other complex structure moduli into the various f . Note that the flux
number gq q—2n,;i, is always accompanied by the non-vanishing function fd)d_Qn aiia
We therefore introduce the redefinition g4 q—2n,:;, = 9d,d—2n4si4 fd,d_Qnd;id to shorten
the equations. The expanded asymptotic scalar potential now takes the form

d
- 2EE R ()

d=01i3=1ng=0bg=ng

(4.4.21)
With the expansion of the asymptotic scalar potential, we can impose a constraint
on the undetermined exponent a. We require that the potential V (¢, s) does not
blow up in the limit s — co. Physically this means that the boundary of the moduli
space is viable, not obstructed by the potential. This translates to the constraint

that
a>  max o{d —2n4,0}, (4.4.22)

9d,d—2ng;igq

which says that a should not be smaller than the largest weight carrying a non-zero
flux component appearing in Gjy.

Since we are going to study the situation where ¢ is large, it is instructive to
change variable to ¢ = 1/¢ so that the limit ¢ — oo corresponds to ® — 0. In this
coordinate (s, ), we denote the derivative of V with respect to s by F(s,¢). A
simple computation leads to

4 d
~ 8V 1 OlAloc
d=0mngq=0
where we have grouped the summand according to d and ng as
d
Fung(5,0) = Y Cangpys'™2e71¢720amma), (4.4.24)
bd:’ﬂd
and the coefficient is given by
Hd bd 2
Cangsby = Z (—a+d— 2bg) (W) g?l,d72nd;id . (4.4.25)
ia=1

Note that in general Cyn, 5, 7# 0 unless for special combinations of «,d, and bg.
For the sake of discovering the general properties of the solution that are directly
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4.4 Axion backreaction on the saxion vacuum

related to the boundary sl(2)-structure, let us temporarily assume that the value
of a does not make any of the coefficients Cq 5, vanish. We will discuss the
consequence of special choices of o that kill some coefficients Cq .5, in the end of
this subsection.

Now we have the stage set up: In order to study the backreacted saxion vev, we
should solve the extremization condition F' = 0 with the polynomial F' given in
(B2723) by the Puiseux series. In order to find the Puiseux series, we should draw
the Newton diagram of the polynomial F'. It turns out that it is more instructive to
first look at the Newton diagram of every Fy ,, and then assemble them together
into the Newton diagram of F'.

For every d and ng4, we first note that not every power of s in Fy ,,, is positive.
In order to apply the method of Puiseux expansions, we need to pull out sufficient
power of 1/s so that the remaining polynomial has only positive powers on s. So
we define

d
ded = Sd+1Fd’nd = Z Cd’nd;bd82(d_bd)(lg_2(bd_nd) . (4426)

bd:nd

Let us check the shape of A(E,,). Denote the powers of s by a, the powers of
(2) by b, and draw the Newton diagram on the (a,b) plane. It is easy to see that
it has all dots aligned along the line segment of slope +1 intersecting the a-axis
at (2(d — ng),0) and the b-axis at (0, —2(d — ng)). This immediately prompts the
following important observation as we fix a d and perform the sum over ng.

Let us fix a d, and let 7iq be the smallest ng such that gqq—2n,i, # 0. If there
are multiple possible i4 for such flux components, we just arbitrarily pick one since
only the values of d and ngy matter. This flux component corresponds to one of the
highest weight components g4 .q—2s,:, of G4 inside W[d]. The sum over ng with
the fixed d takes the following form

d d
1 -
Z dend = gd+1 Z Fd,nd . (4427)

ng=mngq ng=nq

The Newton diagram of each de , has been analyzed above. We notice that if we
take the lower convex hull to find the Newton polygon of (B2=27) at this stage,
the polygon only depends on the lowest line in the Newton diagram, i.e. the one
generated by Fj;,. This implies that when we further sum over d as in (E2=23)
and aiming to find the Newton polygon of the entire F', only the Newton diagram
of Fy;, matters for every d. This observation instructs us to just focus on the
highest weight component g4.q—2s,::, for every d.
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4 Universal Axion Backreaction in Flux Compactifications

With the above discussion, the derivative of V' (E4723) becomes

4

o oA Fung(s,9)
F(s,¢) = saff + S;ﬁdH e, (4.4.28)
d=0

where we put the summation that correspond to ng > 4 for each d into dots since,
as discussed above, they will not compete for the Newton polygon hence will not
alter the analysis with the Puiseux expansion.

Now we are ready to build the Newton polygon for the polynomial F'. Firstly
we stack all the Newton diagrams of Z*:'dﬁ , on one (a,b)-plane. Generic pictures
coming from a G4-flux containing two different d’s are shown in the left pictures
in Figure B2 and B=3. In order to apply the Puiseux expansion, we need to further
eliminate all negative powers of s in F. Denote the highest d in G4 by d, and note
that

4
F=s"tME = aApes® + ) s Fyn, 4 (4.4.29)
d=0

no longer has negative power of s so we can in turn study the solution of F = 0
by Puiseux expansions. The extremization condition F = 0 is equivalent to F = 0
since we assume s > 0.

The resulting Newton diagram of F is simply a combination of the Newton
diagrams of various sJ*dﬁ'd,ﬁ ., and each of which is itself the Newton diagram of
F(Lﬁ , with a shift towards the a-direction, i.e. along the horizontal axis in Figure B—2
and B33, by an amount of d—d. In particular, the Newton diagram of sd_dﬁd’ﬁd will
have dots aligned along a line of slope +1 that intersects the a-axis at (J—l—d—?ﬁd, 0).
Moreover there will be an extra point (d,0) coming from the term with Ajo. as
coefficient, if a # 0. The Newton polygon is then found by taking the lower convex
hull of the Newton diagram of F. Generic pictures of the Newton diagram and
Newton polygon of F generated by a Gy4-flux containing two different d’s are shown
in the right pictures in Figure B2 and E=3.
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4.4 Axion backreaction on the saxion vacuum

Figure 4.2: One typical configuration of the Newton diagram generated by a G4-flux
containing two different d’s. In the left figure, we superpose all Newton diagrams of Fd’ﬁd.
The solid line corresponds to F i of the highest d, and the dashed line corresponds a
possible lower d. On the right we show the end result. The double lines correspond to
the Newton polygon of F. In the situation shown in this figure, the two segments of
the Newton polygon have both positive slopes, indicating an axion backreaction behavior
(E=Z=3m) that drives one into the regime of the Distance Conjecture.

Figure 4.3: Another typical configuration of the Newton diagram generated by a Gs-flux
containing two different d’s. In the left figure, we superpose all Newton diagrams of Fd’ﬁd.
The solid line corresponds to Fi,ﬁg of the highest d, and the dashed line corresponds a
possible lower d. On the right we show the end result. The double lines correspond
to the Newton polygon of F. In the situation shown in this figure, the segment of the
Newton polygon with positive slope will generate an axion backreaction behavior similar
to Figure B2, while the segment with negative slope will generate a backreaction (£2=33)
that drives s away from the boundary of the complex structure moduli space.

According to the general structure of the Puiseux expansion reviewed in section
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4 Universal Axion Backreaction in Flux Compactifications

022, each segment in the Newton polygon of F with a positive slope v > 0
corresponds to an axion backreaction behavior of the following form

5(¢) =" + 0O (;) ; (4.4.30)

which generalizes the linear backreaction behavior found previously in the literature
[[38-140]. Here c is a constant that could depend on the flux numbers. We cannot
formulate an general condition on the independence of ¢ on the flux numbers,
nevertheless an obvious situation is when there is only a single component G4 =
g|d,la;iq), such that l; > 0. In such simple cases, the flux number g will be
factored out in the equation determining c¢, leading to a prefactor ¢ independent
from the flux-number g. Note that the analogs of such sl(2)-elementary fluzes play
a special role in the analysis of the Weak Gravity Conjecture in [84, 86].

We also find additional constraints on the possible value of v. Recall that our
assumption on the value of « is such that it does not make any of the dots in
the Newton diagram disappear. This implies that the right-most segment of the
Newton polygon will be always of slope +1 when it is not formed by translating
a single dot, i.e. it is neither from a component of the form |d, —d) nor from the
term containing Ajo.. Note that the convexity condition on the Newton polygon
implies that the slope of its various segments increase from left to right. We thus
conclude that the backreaction of the large axion on the saxion vev always satisfy
v < 1. The v = 1 cases exactly agree with the linear backreaction behavior found
in [[38-140]. The 0 < v < 1 cases are more subtle. One can look for these cases
by the method that is used study to bad cases discussed below, and we find that
the 0 < v < 1 cases appear exactly when the right-most segment in the Newton
polygon is a point. The physical significance of such cases still remains unclear.

Until this point we have assumed that « takes a general value such that none of
the coefficients Cq p,.p, defined in (EZ=23) vanishes. Let us relax this assumption
and check the consequences. Following the same arguments above, for every d
that appears in the flux G4, we need to focus on the highest weight component
|d, g;iq) which generates a series of terms in the polynomial Fd,ﬁ , that draw
a segment of dots in the Newton diagram of F. Since we are interested in the
lower convex hull in order to obtain the Newton polygon, only missing dots at
each end of the segment will likely cause trouble. We see from (E2=25) that for a
fixed |d,f4;44), if @ = —d then the leftmost dot of the segment disappears, and if
« = d — 2ng then the rightmost dot vanishes. Let us first check what happens if
a leftmost dot disappears: Taking into account the condition on the range of « in
(BZ=22), we see that only the dot corresponding to the state |0,0) could disappear
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4.4 Axion backreaction on the saxion vacuum

in such a circumstance when o = 0. However this will extend the possible values
of v and we have also checked that it will not invalidate the discussion of the bad
cases in the following subsection, either. On the other hand, when the rightmost
dot disappears, new phenomena do appear. We check all possible cases with the
method that is used to study bad cases discussed below and find two possible cases
that generate backreaction with v = 2. They all require « = 1 and are given by

8 2
GV =g 3 1)+002,0) = 5,(0) = T 2¢2+0<¢>7 (4.4.31)
(B) _ 2h
Gy =hi|L,1)+h20,0) = 35g(¢) = n h2¢ (4.4.32)

where we require that g;,h; # 0, while g2, ho can be switched off. Note that a
missing rightmost dot can surely also generate a backreaction with 0 < v < 1. It
would be interesting to investigate the implication of these v = 2 cases together
with all the aforementioned v < 1 cases.

Having finished the discussion on the cases with v > 0, let us look at its contrary:
each segment with a negative slope —d < 0 corresponds to the following solution

5(0) = é o (w){m) , (4.4.33)
which implies that the saxion will move away from the boundary of the moduli
space as the axion traverse a large field distance. A typical configuration causing
such cases is shown in Figure B33. It remains to rule out the backreaction solution
of type (B2=33). A flux configuration potentially generating solution (BZ=33) is
dubbed as a bad case. In the next subsection we systematically look for bad cases
and show that these solutions (E2=33) are all invalid.

4.4.4 Bad cases and their elimination

In this section, we systematically analyze bad flux configurations that can poten-
tially generate the following backreaction behavior

5(¢) = d)g +0 <¢51+1) , (4.4.34)

where § > 0. The Newton polygon of F' makes a systematic enumeration of these
cases possible.

Let us start by noting that for a root of type (E2=34) to appear, there must be
segment of negative slope in the Newton polygon of F'. Translating this condition to
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4 Universal Axion Backreaction in Flux Compactifications

the G4 flux, one sees that there must be at least two different d > d’, whose highest
weight components correspond to the basis vectors |cz, d— 27 g and |d',d" —2ng),
such that

d —ig >d—nj. (4.4.35)

This instructs us to enumerate the bad cases according to their number of highest
weight components, and there are only three possibilities: two, three and four
further reduce the possible cases by noting that d = 4 and d = 3 components
cannot co-exist. The same argument also shows that bad cases with four different
highest weight components cannot exist, either. Thus we are only listing two- and
three-component bad cases in the following subsections.

4.4.4.1 Bad cases with two different d’s

These are the fluxes of the following form
Gy =g1|d,d —203) + g2 |da, da — 271a,) , (4.4.36)

where d > dy and 71 5 and 7g, satisfy condition (B2=33). There are 16 possible such
fluxes and they are listed in Table B1.
We hereby present an analysis of case 13. We denote its flux configuration as

Gy =913,-3) +9212,0) . (4.4.37)

Such a flux configuration can appear, for example, in a degeneration of Calabi-Yau
fourfold with k3! = 3. Following the notation of the singularity types in [Z18], the
enhancement of singularity type can be Iy ; — V3 3.

The asymptotic scalar potential reads

19t o 29547
V(s ¢) = S (53 ToT T T Aloc | - (4.4.38)
The extremization condition is given by
0= F(s,0) = aAwe — §3)s* — 4 +2)356 s — (a + 3)di . (4.4.39)

Upon inspecting the scalar potential (E2=3R), a necessary condition for it to be
not blowing up when s — 0o is @ > 0. Furthermore, we impose Ajo. > 0, otherwise

there will be a runaway towards s — co. We display the Newton polygon in Figure
2.
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4.4 Axion backreaction on the saxion vacuum

Case 7 go ) c Reason
1 [4,0) |2,2)
2 |47_2> ‘270> 0
3 [4,-4) [2,0) INCEET
(a+2)g3
4 [4,-2) 12,2) 1
5 |4,—4) |2,2) 2
e Imaginary
o+t
4,-2) [1.1) 0 Y~ larms
T 3,-1) [1L,1) 0 \/W
8 |37 73> ‘1, 1> 1 (Ot+l)92
. +4)g?
9 J4-4) [11) 2 Y-EE0we?)
10 [3,1) [2,2)
0
11 13,-1) [2,0)
12 13,-1) [2,2) _(at3)g?
) (a+2)g3
13 [3,-3) 2,0) Negative
15 2,00 1,1
2,0) |11 ey
16 [2,-2) [1,1) 2 e+

Table 4.1: Bad cases with two different d’s. In the ¢ column we have omitted non-essential
normalization factors to display their shared properties. The last column points out the

reason that invalidates the solution to c. Case 9 has three solutions to its prefactor ¢, and
2mi/3

they differ from each other by a factor of w =e

Figure 4.4: The Newton polygon of (B2=39). It has a segment generating backreaction
5 ~ c¢ and another segment corresponding to 5 ~ cé 2.
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4 Universal Axion Backreaction in Flux Compactifications

From the Newton polygon in Figure B4, we read out that there are two possible
solutions, one with leading term proportional to ¢ and the other with leading term
proportional to 1/¢?. More explicitly, they are

_ B 4(a+2)93 1
Sl,:l:(¢) == a(Aloc — g§)¢ + O<¢) )
3)§? 1 1
5y(¢) = m& + 0<¢3> : (4.4.40)

Note that among these three roots, only s; , is positive when Ajpe > g3. We
thus conclude that for the flux (E237), either there is a runaway in s, or there is
a vacuum with the linear backreaction behavior

o | Ma+2)53 1
5=\ ot +o(5): R

when the axion ¢ is large. We would also like to point out the g, is actually a
product between g and a non-vanishing function on the saxions other than s.
Depending on the value of these saxions, the linearly backreacted s could even
disappear. Another remark is that the leading coefficient in 5(¢) depends on the
flux number g5 and the localized contribution A).¢, indicating that the backreaction
effect could be delayed. A further investigation into such cases is left for future
work.

4.4.4.2 Bad cases with three different d’s

In this subsection, we list all essential flux configurations containing three different
d’s that are likely bad. By essential, we mean that the focus will be on the cases
whose leading backreaction coefficient is determined by all three components. In
the situation where this coefficient is only determined by two components, it re-
duces to one of the cases listed in Table B Upon inspecting possible shapes of
the Newton diagram, one sees that we need to find a flux configuration

Gy = g1 |d,d —203) + g2 |da, dg — 20g,) + g3 |d3, d3 — 2724,) (4.4.42)

satisfying the following conditions

d>dy # ds, (4.4.43)
d—ng=dy— g, =ds — g, , (4.4.44)
d—2n; < dy — 204, < d3 — 204, . (4.4.45)
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4.4 Axion backreaction on the saxion vacuum

In the end there are only two bad cases and we discuss them in turn. The first one
is given by
G = g114,-2) +9212,0) + g3 |1,1) | (4.4.46)

which induces a scalar potential of the form

16'\2 2 A2 4 2 22
*Zf) +‘(S%+92+ 5" | 3¢ Aloc) (4.4.47)

Vil = (

The condition one imposes on « is that a > 1. The extremization condition Fl =0
is given by
Fr=(1-)3s” + a(Aioe — §3)s* — (1+ @)§30725 — (24 )57 + 4930 72)s* — 16(4 + )§3¢ 2,
(4.4.48)
whose Newton diagram is given in the left picture in Figure 3. From the diagram
we see that there is a potential bad root with §; = 0. The pre-factor ¢; should
satisfy the following cubic equation

(1+a)gics +4g5(2+ a)cs +16(4 + a)g; = 0. (4.4.49)

Note that the coefficient in every term in the above equation is positive. In other
words, there is no sign-flip in the list of coefficients in the above polynomial equation
with real coefficients. The Descartes’ rule of signs tells us that the number of
positive root of a real polynomial equation is bounded by the number of sign-flips
in its list of coefficients. Hence we conclude that even if the above quartic equation
has a real root ¢, it will nevertheless be negative. This rules out the first bad case.

The last case to consider is given by
G = 0113, -1) +0212,0) + g5 [1,1) . (4.4.50)

The corresponding scalar potential has the form

<9§1¥¢2

g3

492 452 g3 ¢2

‘/2(S7¢): o +7+ +

- + 935 — Ak,c). (4.4.51)

And one has again the constraint o > 1. Its extremization condition FQ =0is
given by

Fy=(1—-0a)g3s'+ oA — 3)s> — (1+a) (3 + 93672)s2 — 42+ )33~ 2s* — 93+ )3 o2,
(4.4.52)
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whose Newton diagram is given in the right picture in Figure BZ3. It indicates
again a potential bad root with do = 0, whose pre-factor ¢y satisfies the following
quadratic equation

G35+ 424+ a)gzca +9(3+a)gi =0, (4.4.53)

which has no positive real root again by Descartes’ rule of sign. Hence this case is
ruled out.

8
[

p
2 4 5 1 2 3 4
A 4 L 4 (e *—@ «
) Q/ QL/

Figure 4.5: The left picture is the Newton diagram of equation (B223), and the right pic-
ture corresponds to (E2752). Note the both diagrams show a possible linear backreaction

behavior in addition to the bad constant backreaction solution.

To conclude, we have ruled out all possible bad cases which induce the backre-
action behavior (B2=3d) by showing that their accompanying pre-factor c is either
negative or purely imaginary. This leads to our conclusion that a large displace-
ment of an axion ¢ can only backreacts on its saxion partner s in the way shown
in equation (B4=30) with rational exponent 0 < v < 2.

Appendices

4.A More detailed properties of the commuting
s(2)-triples

This appendix fills in some detail of the derivation of (E=320) and (A=329). We
follow the proof of lemma (4.5) in [I01]. In order to do this we need to take a
closer look at the limiting mixed Hodge structure and the induced splittings on
the infinitesimal isometry Lie algebra g. For definiteness we will (mostly) align
with the mathematical notations in [0 in this appendix.
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Recall that the Lie algebra gr consists of the infinitesimal isometries for weight
four variation of Hodge structure. Concretely, it can be identified with gr =
50(2 4+ h22,2h"3), where h?? are the Hodge numbers of the family of Calabi-
Yau fourfolds and hf;z is the complex dimension of the space of primitive (2,2)-
forms. The complexification of gg is denoted by g and can be identified with
g =s0(2+ hf;Q + 2h13 C). We present these identifications merely to make the
exposition more concrete but these will not be used in the following discussion.

Recall further that the log-monodromy operators Ny, ..., N, introduced in (E=333)
define the monodromy weight filtration W) = W (N +- - -+ N,,)[—4] on the primi-
tive middle cohomology Hé(Y, C). The monodromy weight filtration together with
the limiting Hodge filtration Fj,, introduced in (B=34) define the limiting mized
Hodge structure (Fyo;, W(™) on H}(Y,C). We denote the Deligne splitting associ-
ated to the (Fyor, W) b

Hy(Y,C) =PI, (4.A.1)
p,q
satisfying
Fro=@rs, wiv= @ r*, and?i=Te7 mod I (4.A.2)
r>p r+s<k sz
s<q

The Deligne splitting is functorial, which puts a Deligne splitting on the Lie algebra

g=Pe, (4.A.3)

p,q

whose components can be concretely identified as
gh? = {X eglXUI™®) C IT'“”SJ“J} . (4.A.4)

Recall that the SL(2)-orbit theorem constructs a set of commuting sl(2)-triples,
whose lowering and number operators are denoted N,~ and N?, respectively in
section EZ3. We have also defined the partial sums

N(L)T)ZN?+~~+N79, for all r. (4.A.5)

Moreover, the SL(2)-orbit theorem constructs a series of R-split special mixed
Hodge structures from the limiting mixed Hodge structure (Fpoi, W(")). We denote
these mixed Hodge structures by (F{,), W(T)) and briefly state their relation to the
nilpotent orbit data (Fj,e1, N1, ..., Ny,). Firstly, there is a Hodge filtration F{,,) built
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out of the data (Fj,o1, N1, ..., Ny,). The R-split mixed Hodge structure (F{y), W)
is called the SL(2)-splitting of the limiting mixed Hodge structure (F,qp, W ™).
Then each of the remaining (F(,), W) is built recursively by taking the SL(2)-
splitting of the mixed Hodge structure (eiNr+1, W(’"“)), where the weight filtration
is give by W) = W(N; + --- + N,.)[~4]. The construction of SL(2)-splitting is
a bit involved and we refer to the math papers [76] and [(01] for more precise
information. This is also reviewed recently in a physics paper [L36].

We need three important properties of the mixed Hodge structures (F(,), W),
Firstly, although the filtrations W (") are defined using the operators Ny, ..., Ny,
it turned out (by SL(2)-orbit theorem) that it agrees with the monodromy weight
filtration defined by the lowering operators in the commuting s[(2)-triples

W = W+ Ny)[4] = WNT 4+ Ny)[4]. (4.A.6)

Secondly, denote the Deligne splitting of (F,, W) by

4
HA\(Y,C) @Im (4.A.7)
We have
NP3y c 1p3hat (4.A.8)
Lastly, the eigenspaces of the number operators N(OT) are defined in terms of I 5«3’
as
N(OT)U =lv, forallve @ I(T) (4.A.9)

r+s=Il+4
There is another splitting of the real Lie algebra gr coming from the commuting
5[(2)-triples. Since the number operators commute with each other, their partial

sums also mutually commute
N0, NO,] =0, forallr,s. (4.A.10)

Using the Jacobi identity, one sees that the adjoint actions adN(o)(-) = [N(OT), -]
on the Lie algebra g also commute with each other
[adyo ,adyo ]| =0, forallrs. (4.A.11)

(r) (s)

Hence these commuting adjoint actions induce a multi-grading on the Lie algebra

g
i= P . (1.A.12)

e=(l1,.0,n)
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where each component is the simultaneous eigenspace of all ad NO

[Ny, X] =1,X, forall X €geandr=1,...,n. (4.A.13)
The eigenvalues ly,...,l, are all integers due to the general property of sl(2)-
representations.

These two splittings (A3) and (EATA) will be the central objects in this
appendix.

4.A.1 The map e(s)e?Nie(s)™ !

Let us reproduce the definition of the e(s)-operator for convenience

e(s',...,s") = exp {;(log sT)NS} , (4.A.14)

where in the exponential we sum over r. It turns out that rewriting the above
definition in terms of the partial sums N, (07_) is more suitable for our purpose in this
appendix. To achieve this we formally set s"*! = 1 and redefine variables

ST’

o= forallr=1,...,n. (4.A.15)
With the variables ¢” one has
1
e(st,...,s") = exp{Q(logar)N(or)} . (4.A.16)

We will proceed using the new form (EZATH) of the e(s)-operator.

1

Let us spell out the expression e(s)e¢iNie(s)_ we want to compute

')
k!
¢i)k
k!

e(s)e¢iNie(s)_1 = e(s)NFe(s)™1

K2

[M]8

k

Il
=

Il
L T

_ o Adeo ()| (4.A.17)

where Ad.(4)(N;) = e(s)N;e(s)~! is the adjoint action of the group element e(s)
on the Lie algebra element N;. Recall that the adjoint action of the Lie algebra on
itself is defined to satisfy

Ad.x (V) =e*x(Y), forall X,Y €g. (4.A.18)
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So we have reduced the quantity that we want to compute into

e(s)e? Mie(s) ! = exp {w

% logo” )adNo

& (Ni)} , (4.A.19)

where summation over ¢ and r are assumed and we have used the new form (E-ATTH)
of e(s)-operator. From this expression we see that the important data one needs is
the commutator [N? (r) Ni ;]. This commutator depends on the relative position of r
and 4.
Let us first consider the case when r > 4. From the property (EAR), we see (by
contradiction) that the same property must hold for each N; with i <r
NPy c I3t fori=1,.. 1. (4.A.20)

This automatically forces the relation
[N$y, Ni]l = =2N;,  for all 7 > i, (4.A.21)

by the characterization (EZA=) of the Deligne splitting on the Lie algebra and the
property (EA70).

Next we look at the case r < 4. In such case we no longer have good control over
the commutator [NV, (OT), N;]. The best result one has is simply that N; preserves the
filtration W (). One way to see this is to use an explicit characterization of the
monodromy weight filtration in remark (2.3) of [110] with the (—4)-shift

W) = > (Ker N2 0 (Im NS (4.A.22)
j>max{—1,l—4}
and note that N; commutes with N.).

Using again (A=), (E-AT), and the general property of the Deligne splitting
(EA232), we conclude that the eigen-decomposition of V; with respect to the action
of ad N0, has only non-positive eigenvalues.

We can have more control over the eigenvalues by investigating the multi-grading
(EATY). Remembering that r < i, let us diagonalize actions of all ad N, on
N, simultaneously. We split N; = N, + N/, such that adNo (N; ) = 0 for all
r=1,...,4—1. And further decompose the remaining N/ accordmg to the multi-
grading (ATY)

Ni= Y N w (4.A.23)

QY
af,.. 70‘1 ;>0

where ol > 0 labels the eigenvalue of ad No, on N;,

. }:—o/N."i ., fori>r (4.A.24)
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Moreover, it can be checked that each ' is also an integer, and the components
N, N/ . are nilpotent.

To Summarize, for every i = 1,...,n, one has a decomposition
Ni=N; + Y N, (4.A.25)
ai>0
where o' = (a’i, ...,al_ 1) denotes the collection of positive integer eigenvalues,
such that [N? ()’ ]—Ofor all 7 > 4, and
—2N;, fori <r,
[NOy Ni] = ’ - (4.A.26)

fngoa Nzaj, fori>r.

It is then straightforward to plug (EZA=2H) into (A1) and conclude

. 7 .
@' N; -1 _ ¢ i,a
e(s)e? Vie(s)T" = exp E N + E =) (e

a>0 2 (a

(4.A.27)
This finishes the derivation of equation (B2328). We would like to point out that
due to the nilpotent operators, this equation is actually polynomial in ¢ and s.
This is in contrast to the quantity we want to compute in the next subsection.

4.A.2 The map e(s)e’@e(s)~! in the limit

Following the procedure in the previous subsection, we have

() () = exp {5 e b= 1 O (0 4

(4.A.28)
where a summation over r under the exponential is assumed. In the above ex-
pression we only displayed up to the first order term in the outer exponential in
hindsight as it will turn out that this first order term will be exponentially sup-
pressed in the limit 0" — oo, so that the expression (EA28) will approach 1
exponentially as shown in the first equation in (E23729).

The expression (AZ8) again instructs us to look into the commutator [N - L))
Unfortunately, we cannot work out an expression for (CAR) as “concrete” as
(£=328). The best general result we have here is the limit.

Let us first state some general property of the mapping I'(z) following [IT].
Firstly, the mapping I'(2) is holomorphic in z and satisfies I'(0) = 0, which means
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that it enjoys a series expansion around z = 0

D(z1,...y2n) = Z Fkl’”"k”z]fl cooghn (4.A.29)
K1 yeeskin >0
with T'? = 0. Secondly, proposition (2.6) in [I01] states that I'(z) satisfies
[N;,T(z1,...,2=0,...,2,)] =0, foral j=1,...,n. (4.A.30)

Combining the above identity for all j < r, we have
[Ny, L(0,...,0,2p41,...,2,)] =0, forallr=1,...,n. (4.A.31)

Let us decompose the series expansion of I'(z) in (EEA=29) further with respect
to the multi-grading (EATT2)

kb = N ppefn (4.A.32)
P
The conclusion here is that, for a fixed set of £ = (I,...,1,), if a component [,. > 0,
then
Dyttt — 0 for all kyga,. . ko (4.A.33)

This can be seen, e.g., again by looking at the general expression of the weight
filtration on the Lie algebra g. Note that the monodromy weight filtration on
the Lie algebra g no longer has the (—4)-shift, so one concludes that operators
commute with N, lives below level [, < 0.

Define

To(z) = Y Tk, (4.A.34)

Let us check the first order term in (EA—28). For a fixed £ = (I3,...,1,), we have
1(logo™)ad

PTG (Py(2) = (61 F - (07) FTe(2). (4.A.35)

We would like to find the limit e(s)e'*)e(s)~! as 0" — oo for all 7. In order to

do so, we choose any norm || -|| on the Lie algebra g and first check ||T'¢(z)||. For

all possible j = 1,...,n, there are two possibilities: If [; > 0, then with (ZAZ33),
we have

IT0 150,00, (2)]| = Z Fflly’_'_'_'y’li"zfl skl < MZe_Cisi , (4.A.36)

K1,k >0 i=1
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for some positive constants M and ¢; in the limit ¢ — oo for all ». We have used
the relation z; = e>™" = ¢=275"¢2™1¢" Plug this back into (EA3H) and we have
J

(oM EY et (4.A.37)

i=1

2 (logo™) ad yo

. b)) < dria)

1

[N

Note that we have used the relation s/ = g7 - .. o™,

A second possibility is I; < 0 and in such cases the estimate (EA=37) holds
trivially (recall that I'z(0) = 0 for all £).

In conclusion, the first order term in (CATZ2R) satisfies the estimate (E-AZ3M),
which means that in the limit ¢ — oo it goes to 0 exponentially. We have thus
conclude that e(s)e" ®e(s) = — 1 with exponentially suppressed corrections in the
limit o™ — oo for all r.

4.A.3 The filtration e(s)Fp in the limit

We will be short in this section and mainly refer the reader to the papers [76]
and [I01]. The result we would like to show is that in the limit where all 6" — oo,
one has

G(S)FQ — F(n) . (4A38)

Combining with the definition that
iN
Foo=e (MF(n) , (4.A.39)

this shows the second equation of (E=329).

Here are some facts [I01] about the relation between Fy and F,. There exists
an operator 7 € gg such that
FO = GnF(n) . (4A40)
The operator 7 satisfies
n(Im c@Pr-e. (4.A.41)
r<p
r<q

Moreover the operator n commutes with every (r,r)-morphism of the mixed Hodge
structure (W), Finy)-
Let us decompose the operator 7 with respect to the multi-grading (E2A—T32)

n=> 1. (4.A.42)
£
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Then the property (EA=4T) implies that l,, < 0. Furthermore, recall from (EA—20)
every N. withr =1,... n—1isa (—1, —1)-morphism of the mixed Hodge structure
(W), Fny), we have [N,.,n] = 0 forall7 = 1,...,n—1. According to the definition
of the monodromy weight filtration, this implies that [, < 0. So we have

L(logo™)ad
6(8)6776(5)71 = exp {62 s Ny (77)}

—expd > (oH)F (0 Ema,p o1, (4A43)
Iyl —1<0
1, <0

in the limit where every ¢” — oo.
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Summary

In this summary we give a short overview of the content of this thesis. The idea
of the entire thesis is to use asymptotic Hodge theory of the internal Calabi-Yau
space in string compactification to study the four-dimensional physics near various
corners of the field space. This approach sets up some universal understandings of
the swampland program in quantum gravity.

The first chapter is an introduction, and the remaining three chapters are based
on the three publications produced by the author and collaborators during the
PhD research. One ongoing research on tame geometry and swampland is only
mentioned, but not included, in this thesis.

The first chapter introduces the basic concepts used in this thesis. We introduce
string compactification, which connects the higher dimensional string spacetime
with the lower dimensional physical spacetime. The lower dimensional physics is
neatly encoded in the geometry of the compactification manifold. We also introduce
the idea of swampland, which is a program aiming to distinguish consistent-looking
effective field theories that are compatible with quantum gravity from those that
are not. The last part of the introduction builds an intuition about asymptotic
Hodge theory, and provides ample references for further study.

The second chapter uses asymptotic Hodge theory to study the swampland dis-
tance conjecture. The setting is type IIB string theory compactified on Calabi-Yau
threefolds, and we examine the distance conjecture in the complex structure mod-
uli space of the Calabi-Yau’s. With the help of Hodge theory, we equip every limit
in the moduli space with an algebraic structure, and classify all possible structures
that can appear within a Calabi-Yau. When the Calabi-Yau admits multiple-stage
degenerations, all possible transitions between the corresponding algebraic struc-
tures are also classified. Thus, an intricate network of the algebraic structures
associated with infinite distance limits is discovered. Using this network of alge-
braic structures, we are able to find the light tower of states in the swampland
distance conjecture in most infinite distance limits. The approach is exemplified
in detail in two-parameter models.

The third chapter uses asymptotic Hodge theory to study the swampland de
Sitter conjecture near the corners in the scalar field space. The setting is F-theory
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compactified on Calabi-Yau fourfolds with four-form flux, and we work in the com-
plex structure moduli space of the fourfolds. There are again algebraic structures
associated to every asymptotic limit in the complex structure moduli space of
Calabi-Yau fourfolds, and these algebraic structures can be classified. Using the
classification, we further exhaust the possible forms of the scalar potentials in the
asymptotic limits. We carry out this program in detail for two-parameter families
of Calabi-Yau fourfolds, and study the vacuum structure of these theories near the
asymptotic limit. We confirm the de Sitter conjecture near the asymptotic limits.
Via dualities, these F-theoretical conclusions generalise the known results in type
ITA and IIB orientifold settings. In the end, we use the same approach to write
down possible asymptotic forms of the axion potentials in the axion monodromy
inflation models, and we study the backreaction of axions on saxions. We dis-
cover that the previously found linear backreaction behaviour of axions on saxions
in some examples are intimately related to asymptotic Hodge theory in the field
space.

The fourth chapter inquires further the topic at the end of chapter three. We
examine more closely the implication of asymptotic Hodge theory on the axion
monodromy inflation models. We work again in the complex structure moduli space
of F-theory compactified on Calabi-Yau fourfolds. The problem is approached
differently than in chapter three, using no classifications of the algebraic structures
associated to the limits of the field space. Thus, the asymptotic form of the axion
monodromy potential is generally studied. The backreaction of axions on saxions
is attacked using the Puiseux series solution of the vacuum equations, and the
method is exemplified in two-parameter models. We confirm that, besides some
exceptional cases, the linear backreaction of axion on saxion found previously in
several examples are universal in axion monodromy models.
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Samenvatting

In deze samenvatting geven we een kort overzicht van de inhoud van dit proef-
schrift. Het idee van het hele proefschrift is om de asymptotische Hodge-theorie
van de interne Calabi-Yau-ruimte bij snaartheorie compactificaties te gebruiken
om de vierdimensionale fysica nabij verschillende hoeken van de veldruimte te
bestuderen. Deze benadering zorgt voor een aantal universele inzichten in het
moeraslandprogramma in kwantumzwaartekracht.

Het eerste hoofdstuk is een inleiding, de overige drie hoofdstukken zijn gebaseerd
op de drie publicaties die de auteur en medewerkers tijdens het promotieonderzoek
hebben geproduceerd. Een lopend onderzoek naar tamme geometrie en moerasland
wordt alleen genoemd, maar niet opgenomen in dit proefschrift.

Het eerste hoofdstuk introduceert de basisconcepten die in dit proefschrift wor-
den gebruikt. We introduceren snaartheorie compactificaties, die de hoger-dimensionale
ruimtetijd van snaren verbindt met de lager dimensionale fysieke ruimtetijd. De
lager-dimensionale fysica is netjes gecodeerd in de geometrie van de compactifi-
catievariéteit. We introduceren ook het idee van het moerasland, een programma
dat erop gericht is om consistent-ogende effectieve veldtheorieén die compatibel
zijn met kwantumzwaartekracht te onderscheiden van theorieén die dat niet zijn.
Het laatste deel van de inleiding bouwt een intuitie op over waar de asymptotische
Hodge-theorie over gaat, en biedt voldoende referenties voor verder onderzoek.

In het tweede hoofdstuk wordt de asymptotische Hodge-theorie gebruikt om het
moeraslandafstandsvermoeden te bestuderen. De setting is type IIB snaartheo-
rie gecompactificeerd op Calabi-Yau drievariéteiten, en we onderzoeken het afs-
tandsvermoeden in de complexe structuur moduliruimte van de Calabi-Yau’s. Met
behulp van de Hodge-theorie rusten we elke limiet in de moduliruimte uit met
een algebraische structuur, en classificeren we alle mogelijke structuren die binnen
een Calabi-Yau kunnen voorkomen. Wanneer de Calabi-Yau meertrapsdegener-
aties toelaat, worden ook alle mogelijke overgangen tussen de overeenkomstige
algebraische structuren geclassificeerd. Zo wordt een ingewikkeld netwerk van de
algebraische structuren ontdekt die geassocieerd zijn met oneindige afstandslimi-
eten. Met behulp van dit netwerk van algebraische structuren kunnen we de toren
van lichte toestanden vinden in het moeraslandafstandsvermoeden in de meeste
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oneindige afstandslimieten. De aanpak wordt in detail geillustreerd in modellen
met twee parameters.

Het derde hoofdstuk gebruikt de asymptotische Hodge-theorie om het De Sitter-
vermoeden nabij de hoeken in de scalaire veldenruimte te bestuderen. De setting
is F-theorie gecompactifieerd op Calabi-Yau viervariéten met vier-vorm flux, en we
werken in de complexe structuur moduliruimte van de viervariéten. Er zijn weer
algebraische structuren geassocieerd met elke asymptotische limiet in de complexe
structuur moduliruimte van Calabi-Yau viervariéteiten, en deze algebraische struc-
turen kunnen worden geclassificeerd. Met behulp van de classificatie werken we de
mogelijke vormen van de scalaire potentialen in de asymptotische limieten verder
uit. We voeren dit programma in detail uit voor families met twee parameters van
Calabi-Yau viervariéteiten, en bestuderen de vacuiimstructuur van deze theorieén
nabij de asymptotische limiet. We bevestigen het vermoeden van het De Sitter-
vermoeden nabij de asymptotische limieten. Via dualiteiten veralgemeniseren deze
F-theoretische conclusies de bekende resultaten in de type ITA en IIB orientifold
settings. Uiteindelijk gebruiken we dezelfde benadering om mogelijke asymptotis-
che vormen van de axionpotentialen in de axion-monodromie inflatiemodellen op te
schrijven, en bestuderen we de terugreactie van axions op saxions. We ontdekken
dat het eerder gevonden lineaire terugreactiegedrag van axions op saxions in som-
mige voorbeelden nauw verband houdt met de asymptotische Hodge-theorie in de
veldenruimte.

Het vierde hoofdstuk bestudeerd het onderwerp aan het einde van hoofdstuk
drie verder. We onderzoeken de implicatie van asymptotische Hodge-theorie op
de axion-monodromie inflatiemodellen in meer detail. We werken opnieuw in de
complexe structuur moduliruimte van F-theorie gecompactificeerd op Calabi-Yau
viervariéteiten. Het probleem wordt anders benaderd dan in hoofdstuk drie, waar-
bij geen classificaties worden gebruikt van de algebraische structuren die verband
houden met de limieten in de veldenruimte. Zo wordt de asymptotische vorm van
de axion-monodromie potentiaal algemeen bestudeerd. De terugreactie van axions
op saxions wordt aangevallen met behulp van de Puiseux-reeksoplossing van de
vacuiimvergelijkingen, en de methode wordt geillustreerd in modellen met twee
parameters. We bevestigen dat, afgezien van enkele uitzonderlijke gevallen, de
lineaire terugreactie van axions op saxions die eerder in verschillende voorbeelden

werd gevonden, universeel is in axion-monodromiemodellen.
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