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Abstract

Operational availability is a critical performance measure for an accelerator facility in modern time. A high availability
enables the facility to serve a wide range of users simultaneously. Consequently, besides pure accelerator physics consid-
erations, newly proposed accelerator facilities account for the availability and reliability aspects in the design phases. It
allows incorporation of appropriate mitigation strategies for the most vulnerable systems in the machine and therefore,
minimizes unscheduled interruptions during the operation. This paper lays out a methodology for the availability assess-
ment of the complete particle accelerator facility and presents an initial assessment of the availability of the newly pro-
posed Proton Improvement Plan-II (PIP-II) accelerator facility at Fermilab. The paper describes a comprehensive relia-
bility model of the PIP-II facility that comprises not only 800 MeV linear accelerator (linac) system but also essential
utility systems in the form of cryogenic, water, power and air systems. The paper details estimations of the availability of
the PIP-II facility for two operational modes i.e. the nominal operational mode featuring 800 MeV beam and critical
operational mode involving operation with the lowest objective beam energy of 600 MeV.

Revised Date :16 November 2020

I. INTRODUCTION

Availability analyses have been a standard protocol in industries where the operational costs are taken into account at
design level of a new product. However, practice of the reliability engineering in research infrastructures, that are usually
driven by a fixed construction cost, is relatively new. The late introduction of the reliability engineering in the particle

accelerator design is mainly due to a very complex nature of the machine. Every particle accelerator is unique in the
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design and operation. Thus, input data required for such analyses are usually limited and specific to a given system. This
adds uncertainty against realization of the reliability engineering aspect in the accelerator design. However, this trend has
been changing lately and the modern accelerator facilities are anticipating importance of the reliability engineering in the
accelerator design.

Most of newly proposed accelerator facilities around the world such as Linac Coherent Light Source-II (LCLS-II) [1],
European Spallation Source (ESS) [2], Indian Spallation Neutron Source (ISNS) [3], China Accelerator Driven System
(CADS) [4], etc. are based on the Superconducting Radio Frequency (SRF) technology. Recent advancements in the SRF
technology make its usage more practical and cost effective for large accelerator facilities as well as for the commercial
applications. The SRF technology brings in multiple advantages to an accelerator facility. It enables not only a high duty
beam operation but also facilitates a high accelerating gradient in the cavities. With all numerous benefits, the SRF tech-
nology also brings in an adverse feature in terms of the additional complex systems (cryostat, cryo-plant, cryogen distri-
bution etc.) needed for its implementation to an accelerator facility. Furthermore, repair or replacement of a malfunctioned
superconducting component is both expensive and time consuming. Restoring a nominal accelerator operation after an
interruption also takes time. This in turn, reduces overall availability of an accelerator. Consequently, modern SRF accel-
erator facilities are sighting importance of the availability and reliability analyses [5-8] to reduce operational cost of the
unreliable accelerators. To assure a reliable operation with the minimal unscheduled interruptions, the reliability engi-
neering aspects need to be considered from the design phases of the SRF accelerators. Performing the availability analysis
at various stages of the design enables identification of critical components with a higher probability of failure as well as
prediction of the unscheduled down time during operations. This in turn, may allow developing a mitigation strategy for
critical components, appropriate allocation of redundancy and, resources for spare and replacement parts.

In the past, the availability analysis for the particle accelerators was often carried out either for certain sub-systems of
the machine (e.g. cryo-plant, RF system etc.) or considering a simple form of the major beamline elements [9-13]. For
this reason, the paper lays out a methodology for the availability assessment of the complete particle accelerator facility.
It describes a comprehensive reliability model for the availability assessment of the Proton Improvement Plan-II (PIP-II)
SRF accelerator facility [14] that includes not only the accelerator components but also essential utility systems in terms
of the water, air, cryogenic and power systems. Furthermore, the model implements the accelerator components in their
detail composition that implies an accelerator component is described with its essential auxiliary systems. For an instance,
an accelerator cavity in the model is implemented with its power coupler, frequency tuner and RF power source. There-
after, the paper discusses studies for the PIP-II facility that lead to finding of the most critical section determining the

unavailability budget of the PIP-II facility. Lastly, the paper converses the input data sensitivity analysis assessing impact
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of a spread in the reliability input data on the model prediction and, validation of the model methodology using a reference
model of the existing operational accelerator facility.

The paper is organized in seven sections. Section-II provides an overview of the PIP-II SRF linear accelerator whereas
Section-III introduces key definitions and concepts of the availability analysis for an accelerator system. Section-1V dis-
cusses preparation of the PIP-II accelerator facility model and describes components selection criteria, operational modes
and the high-level functional block diagram of the facility. Section-V converses results of the availability analyses while
Section-VI presents a sensitivity analysis and the model benchmarking with an operational accelerating facility. The paper

concludes with a summary in Section-VII.

I1. PIP-II SRF LINAC ACCELERATOR FACILITY

Fermilab is planning to perform a systematic upgrade to its existing accelerator complex to support a world leading
neutrino program. A comprehensive roadmap named “Proton Improvement Plan (PIP)” has been established. The second
stage of the Proton Improvement Plan comprises construction of a new superconducting linear accelerator (linac) capable
of accelerating a 2 mA Hion beam up to 800 MeV in a continuous wave (CW) regime. However, the initial operational
goal is to deliver a 1.1% duty factor pulsed beam to the existing Booster synchrotron [15]. The PIP-II accelerator facility
aims at the operational availability of 90% over a fiscal year [16]. Table 1 summarizes the most relevant operational beam
parameters of the PIP-II linac.

Table 1: Design specifications for operational beam parameters of the PIP-II linac.

Parameter Magnitude Units
Final beam energy 800 MeV
Beam pulse repetition rate 20 Hz

Beam pulse length 0.55 ms
Average CW beam current 2 mA

Final ¢, <0.4 mm-mrad
Final & <0.3 mm-mrad

€, normalized RMS longitudinal emittance; & normalized RMS transverse emittance
A schematic of the SRF linac’s architecture is shown in Figure 1. It is composed of a warm front-end and an SRF
accelerating section. The warm front-end comprises an H™ ion source (IS) capable of delivering a 15 mA, 30 keV, DC or
pulsed beam, a 2m long Low Energy Beam Transport (LEBT) line [17], a 162.5 MHz, CW Radio Frequency Quadrupole

(RFQ) [18] that accelerates the beam to 2.1 MeV and a 13m long Medium Energy Beam Transport (MEBT) line [19] that
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includes variety of diagnostic devices and a chopper system capable of generating an arbitrary bunch pattern before the

beam is injected into the SRF section.

HWR SSR1 SSR2 LB650 HB650
LEBT = RFQ MEBT | B=0.11 | B=0.22  B=0.47 B=0.61 B=0.92

DC 162.5 MHz 325 MHz 650 MHz
0.03 MeV 0.03-10 MeV 10-177.6 MeV  177.6-833 MeV

Figure 1: Block diagram representation of the PIP-II Linac. Red coloured blocks represent the warm sections whereas the
blue blocks represent superconducting sections operating at 2K. Normalized design velocity (B) of the cavity in each

section is also shown.

The MEBT is followed by the SRF linac that uses five families of SRF cavities to accelerate the beam up to 800 MeV.
Based on these families, the linac is segmented into five SRF sections named as, Half Wave Resonator (HWR) [20],
Single Spoke Resonator (SSR) 1 & 2 [21-22], and Low Beta (LB650) and High Beta (HB650) [23]. Table 2 highlights
configuration of each section and includes details of a number of cryomodules (CM), focusing magnets and cavities as
well as operating frequency of cavities and their accelerating ranges. Note that, superconducting solenoid magnets are
used in the HWR, SSR1 and SSR2 sections whereas normal conducting (NC) quadrupole magnets arranged in doublet
configuration are utilized in the LB650 and HB650 sections for the transverse beam focusing.

Table 2: Optics elements and transition energy in each section of the PIP-II SRF linac.

Section CM Cav/Mag Operating Energy

per CM  Frequency (MeV)

HWR 1 8/8 162.5 MHz 2.1-10
SSR1 2 8/4 325 MHz 10-32
SSR2 7 5/3 325 MHz 32-177
LB 9 4/1* 650 MHz 177-516
HB 4 6/1* 650 MHz 516-833

* Normal conducting quadrupole doublet
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Figure 2: (a) Accelerating voltage and (b) output energy along the PIP-II linac for the nominal optics. Note that, the

bunching cavities in MEBT operates at -90° synchronous phase and therefore provides no acceleration.

The linac optics has been carefully designed to deliver a high-quality beam at the Booster entrance. Figure 2 shows the
accelerating voltage and output energy at each cavity along the linac for the baselined optics. Detailed description of the

linac architecture and its optics design has been presented elsewhere [24].

III. AVAILABILITY FORMALISM FOR ACCELERATORS

There are many good text books [25-26] dedicated to the reliability engineering theory. For the comprehension of this
article, this section introduces necessary theory and, discusses how it is applicable in the framework of accelerators.

The failure rate (A) of a component through its life span usually follows a bath-tub distribution as shown in Figure 3.
Initial portion of the bath-tub curve is called the burn-in period that consists of a high failure rate due to the infant mor-

tality. Similar behaviour is observed at the end of the curve due to deterioration of components. This period is defined as
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the wearing-out period. Between these two regions, a system has a useful life period which consists of a relatively lower
and constant failure rate. Assuming, accelerators also follow the bath-curve analogy. The burn-in period is then referred
to the commissioning period when the accelerators are being actively tuned and tested to deliver operational parameters.
A wear-out period for the accelerators is the period when an upgrade or replacement is needed to maintain its operational
performance. In this paper, the main emphasis is on the useful period of an accelerator which can be interpreted as its
nominal operational period. In subsequent sections, the availability model is solved using the assumption of a constant
failure rate of components. Note that, the assumption not only justifies the bath-tub analogy but also permits solving the

model analytically which otherwise becomes too cumbersome to solve analytically for the large systems.

Burn in
period

Wear out
period

useful life period

Failure Rate A(t)

Time (t)

Figure 3: Evolution of the characteristic failure rate function of a system over a length of time.

The cumulative experience with existing operating accelerator facilities suggests a gradual degradation in performance
of the accelerator components over a period of time. For instance, surface contaminations of the SRF cavities may reduce
the maximum available accelerating gradient. These gradual degradations in the operational performance over time are
called parametric drift failures in the reliability engineering. Adding a safety margin in the operational parameters and
using new advances in the accelerator technology, such as plasma processing of the SRF cavities [27], and allowing others
to address the parametric failures in the accelerators at some extent. Thus, in this article, it is assumed that a component

has only two states of operation either a nominal working state or a failed state.
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A. General Formalism

Time Between Failure (TBF)
A ——————————————
Working Time to Failure (TTF)
—
State 1 —_— r 1 I
1 1 1 1
1 1 1 1
1 1 1 1
i i 1 1
1 1 1 1
1 1 ] 1
i i i i
Failed ! ! ! i
State — [
0 Time to repair (TTR)

Time

Figure 4: Evolution of operating states of a binary system with time.

Figure 4 illustrates a system which has only two operating states i.e. working state and failed state. The length of time
for which the system keeps a working state is called Time to Failure (TTF) whereas the time taken to repair the system
after a failure is termed as Time to Repair (TTR). The time between successive failed states is quantified as Time Between
Failure (TBF). These times are collectively called the characteristic times of a system. In a n-component system there
are several ways a system might fail and be repaired. Thus, it is more appropriate to determine the characteristics times
from mean of respective distributions.

The Mean Time Between Failure (MTBF) is then expressed as:

MTBF = MTTF + MTTR,; 1
where Mean Time To Fail (MTTF) is the statistical average of operating time and Mean Time To Repair (MTTR) is the
statistical average of the repair time for a system. In case of a constant failure rate (L), MTTF for a non-repairable system
can be written as:
1

MTTF =~ )

The reliability of an accelerator is defined as the probability that it does not fail in a given mission time whereas the
availability (A) is proportion of its “up time” to the total operational time over a defined operation period. It can be

quantified as:

_ MTTF
~ MTTF+MTTR

3)

One can conclude from their definitions that the mean time between the failure and the failure rate are measures of the
reliability. To obtain a high reliability and availability, an accelerator must avoid repetitive failures and long down time
after a failure occurrence. Thus, decreasing the mean time to repair is one of the main design considerations. Common

strategies to minimize MTTR include frequent monitoring of accelerator-systems to identify probable issues before failure

occurrence; proper distribution of diagnostic devices to minimize diagnostic time, appropriate allocation of spares to
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reduce logistics and minimizing the replacement time; establishing a dedicated team of experts to perform quick repairs,
etc. It is clear that improvement in MTTR is achieved at the expense of an increase in overall cost of the facility. A balance

must be obtained between objective MTTR and the resulting cost.

Subsystem |
B
b Sul Y 1 k Y 1 Suk Y
Subsystem A B c D
L Subsystem | |
B

Figure 5: A reliability block diagram representing common system-component functional relationship in a complex sys-
tem.

The foremost step in estimation of the availability of an accelerator is to obtain availabilities of individual components
using their MTTF and MTTR input data. Then, the next step involves acquiring information of the component functional
roles in the accelerator-system. This system-component functional relationship is often expressed in the form of a Relia-
bility Block Diagram (RBD) where each component is represented in the form of a block. Figure 5 shows the most
common system-component functional relationship. In this example, the components are connected in a series (failure of
a component leads to a failure of the overall system, similar to the logical AND gate analogy) and in parallel arrangements
(failure of a component will not lead to a failure of the overall system until all parallel connected components get failed,
similar to the logical OR gate analogy). Note that series and parallel connections are a limiting case of the “k out of n”
system where the availability of a system with » identical components is obtained as following:

n!

A(t)sys (rsk) = Z:f=0 A(t)n_r(l - A(t))r 4

ri(n-r)!
where r is number of failures, & is maximum allowable failures and A(?) is the availability of the component at time 7.
When k=0, all components are connected in series while for k = n — 1, all components are connected in parallel.

In an accelerator, a variety of component-system functional relationships such as series, parallel, standby, redundant
connects etc., might exist simultaneously. A list of formulae for the system availability and reliability with such configu-

rations has been presented in the Appendix-Al.
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Iv. AVAILABILITY ASSESSMENT MODEL FOR PIP-11

A comprehensive availability assessment model of the PIP-II accelerator facility in form of the high-level functional
block diagram is developed to compute its availability. This section details preparation of the model and delineates as-

sumptions and guidelines used to build the model.

A. Component Selection

It is evident that an accelerator comprises numerous components and dependent systems. Many of these components
need additional auxiliary elements to execute their nominal function. For instance, an accelerating cavity assembly in the
beamline is comprised of several auxiliary elements such as, power coupler to feed RF power; a mechanical tuner to tune
its resonant frequency etc. This in turn, adds another layer of elements in the model. Consequently, the model of an
accelerator facility becomes very large and cumbersome. In order to resolve this issue, a component-selection criterion
was applied to the PIP-II model. A component features any of following characteristics is included in its detailed compo-
sition as practically permissible while preparing the model of the PIP-II facility.

o Components having moving parts such as vacuum pumps, cavity tuners etc.

o Components operating in pulsed mode such as high voltage switches, kicker system in the MEBT etc.

o  Components that are involved in thermal cycling processes e.g. heat exchangers for low conductivity water (LCW).
o Components containing a high stored energy, e.g. RF cavities and magnets etc.

e Components involved in the high current operations e.g. modulators.

e A larger set of commercial components as they might not be designed for high reliability.

Note that, components exhibiting above characteristics are relatively more vulnerable to failures and therefore, drive the

overall availability of the PIP-II facility.

B. Model Assumptions

The model uses the following assumptions to compute the availability of the PIP-II facility:
e As also mentioned earlier, each component in the model possesses only binary states of the operation i.e. either
operating nominally or failed. The component can migrate any state independent of its history of the operation.
e A component exhibits a constant failure rate during its operation.
e  Each component fails at a random time with an exponential distribution determined by its MTBF. Two simultaneous
failures are prohibited in the model. Those uncorrelated component failures are then represented by the Markov

chains [26] and solved analytically to evaluate the system availability.
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e  When a component fails, it leads to the system failure (unless fault-tolerances are specified) resulting in an unsched-
uled accelerator shut-down. A temporary component failure such as one resulting from quenching of an SRF cavity
or magnet is not treated as a failure in the model.

e  The model assumes components meet their design specifications and the system is maintained to its best operable
condition. Thus, the model does not incorporate manufacturing errors, human errors and environmental errors. Ad-
ditionally, implications of the drift failures or degradation in performance of components are not included in the
model.

e  The model implements only corrective maintenance. It implies the fault detection time, logistic time at various stages
of repair, tuning etc. are excluded. As soon as a failure is detected, the maintenance process is launched. After a repair,
the component is treated “as good as new”. Thus, resulting availability of the system is called inherent availability.
Note that, the availability in this paper is always attributed to the inherent availability.

e  The model is further simplified with the assumption that the facility transits from a no-beam state after a failure to

the nominal beam state as soon as a repair is completed.

e A mission time of about a year, equivalent to eight thousand operational hours, is assumed for the availability analysis

of the PIP-II accelerator facility.

C. Operational Modes

A system can require to operate in different modes. These operational modes define the system-component functional
relationship and therefore, a failure pattern of the system. Consequently, the system operational availability may vary
from one operational mode to another. Thus, it is essential to establish operational modes of a system before estimating
its availability. In this article, the availability of the PIP-II accelerator facility is evaluated for two operational modes

named as the nominal operational mode and critical operational mode.

1. Nominal Operational Mode

In the nominal operational mode, the PIP-II facility delivers 800 MeV beam to the Booster synchrotron with the design
specifications listed in Table 1. Note that, the baseline configuration of the SRF linac has been designed to accelerate the
beam up to 833 MeV. This additional energy provides a safety margin to achieve the nominal operational mode. It has
been shown elsewhere [28-29] that the SRF linac optical design is sufficiently robust to tolerate a failure of optical element
in each SRF section without conceding the design specifications. Consequently, the nominal operational mode can be
achieved in two ways. The first nominal operational scenario, termed as no-failure-permit in this paper, involves all optical

elements are operating with their design parameters. In this configuration, any component failure will produce a complete
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system failure. The second scenario is named as the fail-tolerance operation that permits a faulty/malfunctioned acceler-
ating cavity in each SRF section (HWR, SSR1, SSR2, LB650 and HB650). It implies that the facility would keep operat-
ing even after a failure of the SRF cavity in each section. Note that, a repair or replacement of an element in cryogenic
environment requires relatively a longer time in comparison to repair of a normal-conducting element. Consequently, the
fault-tolerances in the availability estimate have been included only in SRF sections. This choice for the analysis does not
infer the fault-tolerance capability of the normal-conducting sections and, allows a conservative estimate of the availabil-
ity. It is worth to mention that a conservative assessment is beneficial at the design phase where a number of factors

(human errors and environmental impacts) are relatively less known.

2. Critical Operational Mode

The lowest permissible beam energy out of the linac, at which the PIP-II facility could sustain an operation, is specified
to be 600 MeV. This energy is called the critical threshold energy below which Booster synchrotron operation becomes
incompatible due to excessive beam losses. Availability assessment of the PIP-II facility is also performed for this mode

where the linac delivers 600 MeV beam with same rest of specifications as listed in Table 1.

V. AVAILABILTY ASSESSMENT FOR PIP-II FACILITY

A. Input Data

The reliability input data, MTTF and MTTR, for components are acquired from various sources including educated
guess from the subject experts, operational experience with similar components at Fermilab as well as existing accelerator
facilities, and from prototype tests. The beam commissioning of the PIP-II front-end at the Proton Improvement Plan-II
Injector Test (PIP2IT) facility [30] also provided a useful information about operational reliability of the PIP-II compo-
nents such as ion-source, magnet power supplies etc. A few components were commercially available and therefore,
corresponding data were readily available. In addition, a few references [5-13] were also used to obtain data that were

unavailable otherwise.
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Figure 6: Components with the minimum MTTFs in the PIP-II model. The colour of the bar represents the component’s
association with respective assembly or section. For instance, red coloured bar shows the MTTF of components in the
ion-source assembly.

Figure 6 shows most vulnerable components in the PIP-II accelerator facility model. It can be noticed from the Figure
6 that components in the ion source assembly possess the minimum MTTF that are followed by the compressor in the air
utility system. Figure 7 shows the most robust and reliable components of the PIP-II facility model that have longest

MTTEF. Note that, a high MTTF implies less frequent failures of the component.
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Figure 7: Components with the maximum MTTF in the PIP-II facility model. The colour of the bar represents the com-
ponent’s association with respective assembly or section. For instance, red coloured bars represent components in a su-
perconducting (SC) cavity assembly.

It can be noticed from Figure 8 that the high voltage transformer in the electrical power grid and the SRF cavities acquire
longest MTTR in the model. Based on previous experience at Fermilab, experts suggest that a repair/replacement of such

transformer could take up to full two weeks. Considering an eight-hours work shift per day, the repair time is then
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estimated to more than 1000 hours (24x3x14 >1000 h). Because of this, the PIP-II facility envisions two power lines.
Electric-power loads is swiftly shifted from one line to another in case of a failure. A repair is then performed in parallel
without a long interruption. Also note that, repair of an SRF cavity may need warming of the cryomodule from a cryogenic
temperature to the room temperature, taking cryomodule out from the accelerator tunnel and then, dismantle it to re-
place/repair the faulty cavity. It could result in a long unscheduled down time spanning over several months. To minimize
this time at the PIP-II facility, the mitigation strategy involves replacing the faulty cryomodule with a fully-functional
spare cryomodule. Then, repair of the faulty-element in the cryomodule is carried out in parallel without affecting the

accelerator operational time. This strategy restricts the repair time of a superconducting element to only about a month.
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Figure 8: Components with the longest MTTR in the PIP-II facility model.

B. High-Level functional diagram for the PIP-II Facility

As a next step for the availability assessment, a high-level functional block diagram model of the PIP-II facility was
developed. The facility, as shown in Figure 9, was modelled in two main parts: Utility systems and linac systems.
1. Utilities systems
A utility system in the model indicates a central facility of the core supply essential to operate an accelerator such as a
cryo-plant to supply the cryogen for the SRF cavities. The model incorporates four utility systems that are subsequently

discussed in detail.

o Electrical-Power System: The PIP-1I accelerator facility envisions two electrical-power substations where one of the
substations is available in the standby mode. In an event of failure, the power-load is swiftly shifted to the standby sub-
station. The model includes major electrical components such as transformers, switchgears, fuses, circuit breakers and

cables. The most vulnerable component in the electrical system is the Vacuum Circuit Breaker (VCB) which exhibits a
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higher failure rate. Because of this, four out of every eight VCBs are redundant in the electrical system. Note that, the

model does not incorporate the power generating system but only the supply system.
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Figure 9: High level functional diagram for the PIP-II accelerator facility.
e Cryo-plant System: A cryo-plant supplies the cryogen necessary to maintain cryogenic temperature of the supercon-
ducting cavities. The main components of the cryo-plant included in the model are the cold compressors, turbines, ex-
panders, warm compressors and, associated control systems. The warm compressors are the most susceptible to failures
among the cryo-plant components.
o Low Conductivity Water (LCW) System: It delivers water to maintain the operating temperature of normal conducting
water-cooled elements such as the RFQ. The LCW system includes circulating pumps, heat exchangers, gauges, trans-
ducers, flow meters and, valves. Among those components, the circulating pumps are more often involved in the failures.
Consequently, the LCW system of the PIP-II facility includes a redundant unit per three circulating pumps.
o Compressed Air System: The air system supplies compressed air for cooling of the radiation-cooled components,
actuation and control of pneumatic valves etc. Two main components of the air-system are the compressor, and dryer.
Each of them has a redundant unit in the model.
2. Linac System

The model includes a detailed description of the accelerator system. Along with the SRF linac (described in Section-
II), details of the the Beam Transfer Line (BTL) [31] were also included in the model. The BTL line is used to transport
the beam from the end of the SRF linac to the Booster entrance. It is about 350m long and mainly composed of normal

conducting quadrupole and dipole magnets.
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As shown in Figure 9, the utility systems are connected to the linac in a series configuration. It implies failure of any
functional blocks will shut-down the complete facility. After establishing the component-system functional relationship,
the PIP-II accelerator facility model was incorporated in a Python-based program. The program has been developed at
Fermilab to automate the availability assessment. It not only computes availability of the complete facility but also for
the individual section and component. This feature facilitates finding the most vulnerable section determining overall

availability of the facility.

C. Case Study of Availability Assessment for HWR Section

In order to illustrate how the availability assessment is performed, this section discusses a detailed case study for the
HWR section and describes the methodology applied to evaluate the availability of the complete PIP-II facility.

The HWR section is the first SRF section in the PIP-II linac. As shown in Table 2, it consists of one cryomodule that
comprises eight solenoid magnets and same number of HWR cavities. Each solenoid magnet includes the steering mag-
nets to correct the beam trajectories in horizontal and vertical planes. Those beamline elements further need auxiliary
components to execute their nominal operation. Thus, it is more appropriate to describe an essential element in terms of
the package including all supporting components. The cryomodule model is then represented using six packages: cavity,
RF control, magnet assembly, steerer assembly, vacuum system and local cryogenic system packages. Table 3 lists major

components and their functions in respective packages for the HWR cryomodule.
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Table 3: Components and their functions in the respective packages in the HWR cryomodule.

Component Function
Cavity Package

Cavity Acceleration, longitudinal beam
focussing

Tuner Tune cavity resonant frequency

Power coupler Feeding RF power to cavity

Interlock sensors and electronics Sensors and electronics

Low Level RF RF control and instrumentation

Solid state Amplifier (SSA) RF power source

RF Control Package: SSA Control and Timing

SSA controls RF controls to SSA

SSA timing Timing to the SSA

Magnet Assembly Package: Solenoid Magnets Assembly

Magnet Power Supply Power supply to solenoids

Magnet Transverse focusing of the
beam.

Magnet Instrumentation Control system

Steering Assembly Package

Steering Magnet Beam Trajectory Correction
Steering Power Supply Magnet power supply
Vacuum System Package
Vacuum Valves Maintain vacuum
Vacuum. Pump Creating vacuum in the beam-
line
Vacuum pump power supply Powering the vacuum pump

Local Cryogenic System Package

Local cryogenic system Cryogenic distribution, cryostat
structure and control

Availability assessment for the HWR cryomodule is performed for two operational modes: no-failure-permit and a
cavity-fail-tolerance. In a no-failure-permit mode, failure of any component leads to failure of the complete HWR cry-
omodule whereas in, a cavity-fail-tolerance mode, the cryomodule keeps operating even after failure of one out of any
eight SRF cavities. Figure 10 illustrates the functional block diagrams of the HWR cryomodule describing logical con-
nections among element packages for two operational modes. In the no-failure-permit mode, all elements packages are
connected in the series configuration (figure 10(a)). In a cavity-fail-tolerance mode (figure 10(b)), all element packages

are connected in series with the cavity packages that are configured in seven out of eight arrangement.
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Figure 10: Functional block diagram for the HWR cryomodule for two operational modes :(a) no-failure-permit and (b)
a cavity-fail-tolerance.

After establishing the functional diagram for the HWR cryomodule, next step involves computing availability of indi-
vidual component in an element package using input data of MTTF and MTTR in equation (3). Table 4 shows availabil-
ities of components in the cavity and magnet packages. Then, using the knowledge of components logical connections in
an element package, availability of the package is evaluated. Since components are connected in series configuration in

the packages, availability of a package is obtained using equation:
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Ap = Iiv=1Ai )
where A, is the element package availability, 4; is the availability of i" component in the package and N is total number
of components in a package. Similarly, failure rate of thed, = N | A; element package is computed as:
dp = Bils1 Ay (6)
where A,, is the failure rate of an element package and, 4, is the failure rate of individual components connected in a series
configuration. As shown in Table 4, the failure rate of the cavity and magnet packages are 3.45E-05 and 1.2E-05 per hour
respectively. Thereafter, the combined availability (4.,) and Mean Time Between Failure MTBF¢p of the packages are
obtained after accounting for total number of the respective package and logical arrangement among them in the HWR
cryomodule. It can be noticed from Table 4 that the combined availability of the cavity package in the HWR cryomodule
was computed to be 99.79 % for the no-failure-permit mode and 99.99 % for a cavity-fail-tolerance mode. The combined
availability of the solenoid magnet assembly package was obtained to be 99.989%. Similarly, combined availabilities of
the rest of the packages in the HWR cryomodule were computed. Figure 11(a) shows the combined availability of all
element package in the HWR cryomodule. Note that, without a fail tolerance, the cavity package offers the least combined
availability. Since all element packages are connected in a series configuration with the cavity package (as shown in
Figure 10), availability of the full HWR cryomodule is simply obtained from the product of their combined availabilities
as depicted in Figure 11 (b). Resulting availability of the HWR cryomodule was obtained to be 99.69 % for the no-
failure-permit mode that increases to 99.90 % for a cavity-fail-tolerance mode.
To benchmark this calculation, availability assessment of the HWR cryomodule for the no-failure-permit mode was
performed using a trial version of commercially available Monte-Carlo simulation package BlockSim [32]. The results

were in good agreements with our estimation as shown in Appendix-2.
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Table 4: Availability of the cavity package and the solenoid magnet assembly package in the HWR cryomodule.

Component MTTF (T) A(h7Y) MTTR 4; MTBF, A
(h) (h) (%) (h) (%)
Cavity Package
Cavity 8.76E+08 1.14E-09 776 99.999 Case 1: No-Failure-Permit mode
Tuner 1.00E+06 1.00E-06 216 99.978 8 cavity packages 8 cavity packages
Coupler 1.00E+07 1.00E-07 0.5% 99.999 in series in series
1 8
Interlock Sensors 1.00E+05 1.00E-05 1 99.999 MTBFp = ™ Acp = ( Ap)
=3623.19 Acp =99.79
Interlock Electron- 1.00E+05 1.00E-05 1 99.999 Case 2: A Cavity-Fail-Tolerance
ics
Solid state Ampli- 2.98E+05 3.36E-06 6 99.997 7 out of 8 cavity 7 out of 8 cavity
fier (SSA) packages packages Acp =
SSA Low Level RF 1.00E+05 1.00E-05 1 99.999 MTBF p = Ao = (A )8 +
2 =314 ’ ERE ot
p\s 7 7% (A,) X
Ap =3.45E-5 Ap- HAi Ap A8 7 (4p)
i=1 (1 - Ap)
A,-99.97  MTBFgp = Acp =99.999
763.98
Solenoid Magnet Assembly
Magnet Power Sup- 1.00E+06 1.00E-06 2 99.992 8 Solenoid magnet 8 Solenoid mag-
ply assemblies are in net assemblies
Magnet 1.00E+06 1.00E-06 792 99.999 series are in  series
" } 1 _ 8
Magnet controls 1.00E+05 1.00E-05 2 99.998 MTBF.p = o = Ay = (Ap)
A, =0.999
Ap — 213/11 Ap — H?:lAi 10416.67 (44
Ay, =1.2E-5 Ap, =99.989

* It is assumed that the coupler MTTR is the time needed to restore accelerator operation after detuning the cavity. Major
coupler repairs are accounted in the cavity MTTR.
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Figure 11: HWR cryomodule is modelled using six essential element packages that are connected in a series configuration
with the cavity package. (a) Combined availability of each essential package and (b) availability of the full HWR cry-

omodule for two operational modes i.e. no-failure-permit (Case 1) and a cavity-fail-tolerance (Case 2).

D. Availability Assessment of the PIP-II Facility for Nominal Operational Mode

Availability of the full PIP-II facility for the nominal operational mode was modelled using the same methodology
applied to the HWR section. Note that, as discussed earlier in Section-IV.C.1, there are two variants of the nominal oper-
ational mode i.e. no-failure-permit and fail-tolerance mode. In subsequent availability assessment, the fail-tolerance mode
includes failure of an accelerating cavity in every SRF section.

The availability results show that an ion source offers the least availability of 89.08%. It is mainly because of the fact
that the ion source requires the filament replacement for every three hundred hours of operation. Consequently, it creates
a bottleneck on availability of the complete facility. To improve the ion source availability and therefore, for the complete
facility, an additional ion source is installed in the standby configuration. In this arrangement, an ion source is always
available for operation while others get repaired. This in turn, improves the ion source availability to 98.67 %. Table 5
lists availability of each sectional block (shown in Figure 9) of the PIP-II facility model for both nominal operational
modes. In addition, it highlights the least available components/system-units in the respective sections. It is apparent from

Table 5 that the transfer line possesses the least availability among all sections. Note that, the transfer line is about two
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times longer than the SRF linac and, mainly composed of conventional normal conducting quadrupole and dipole mag-
nets. The power supplies of the magnets exhibit a relatively higher failure rate with MTTF of ~4E+04 hours that brings

down the availability of the section.
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Figure 12: Availability of each section of the PIP-II facility for two variants of the nominal operational modes i.e. no-
failure-permit mode (blue) and fail-tolerance mode (orange). Note that the fail-tolerance was applied only to the SRF
section.

Figure 12 shows a comparison of availabilities obtained from two nominal operating modes. It is evident from Figure
12 that availabilities of the SRF sections substantially improve in the fail-tolerance mode.

Table 5: Availability of the functional blocks of the PIP-II facility for two nominal modes. The component with the least
availability in respective section is also listed.

Availability (%) Component with lowest availability in the section.
No-Failure-  Fail-Toler-
Permit ance mode
mode Availability
Section Component Name (%)
1 Electrical Power System 98.79 98.79 Electric Wire 99.22
2 LCW Central System 99.88 99.88 Pressure gauge 9991
3 Cryo-plant System 99.07 99.07 Warm Compressors 99.82
4 Compressed Air System 99.99 99.99 Compressor 99.99
5  lon Source 98.67 98.67 Individual Ion Source 89.08
6 LEBT 99.93 99.93 High Voltage Switch 99.95
7 RFQ 99.58 99.58 LCW- Distribution (RFQ) 99.70
8  LCW-Distribution 99.89 99.89 Circulating Pump 99.91
9 MEBT 99.57 99.57 Magnet Power Supply Chain 99.80
10 HWR 99.69 99.90 Solenoid Magnet 9991
11 SSR1 99.40 99.90 Solenoid Magnet 99.91
12 SSR2 98.50 99.72 Solenoid Magnet 99.78
13 LB 650 98.49 99.76 Quadrupole Magnet Package 99 .85
14 HB 650 98.89 99.89 Quadrupole Magnet Package 9987
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15 Transfer Line 98.27 98.27 LCW Distribution (Transfer Line)  99.09

To make it more suggestive for practical purposes, the PIP-II sectional blocks are grouped into three major systems i.e.
Utility, NC and SRF linac. Table 6 lists the availability and MTBF of each major system. The SRF linac exhibits the
lowest availability of 95 % for the no-failure-permit mode that increases to 99% after applying a cavity fail tolerance in
every SRF section. Then, availability of the full PIP-II facility, computed from a product of the availability of every
section, was found to be 8§9.2 % and 93.0 % for the no-failure-permit and fail-tolerance modes respectively. Again, all
sections were connected in a series configuration in the PIP-II model (Figure 9). It should also be noted that the facility
exhibits a higher MTBF of 74.5 hours in the fail-tolerance mode in comparison to 62.5 hours of the no-failure-permit
mode. The MTTR of the PIP-II facility was computed using following equation:

MTTR = MTBF — A * MTBF @)
It results in the MTTR of 6.8 and 5.2 hours for the no-failure and fail-tolerance modes respectively.

Table 6: Availability and MTBF allocation by category for two operational modes of the PIP-II linac facility.

No-Failure-Permit Mode  Fail-Tolerance-Mode

MTBF (h) A MTBF A
(%) (h) (%)
Utility system 1881.2 97.6  1881.2 97.6
NC Linac system 127.8 96.1 127.8 96.1
SRF Linac system 130.9 95.1  197.8 99.2
PIP-II Facility 62.5 89.2 74.5 93

The operational statistics of the existing accelerator facility corroborates that the target availability of 90 % is well
within reach of the modern technology. The Spallation Neutron Source (SNS) accelerator facility at Oak Ridge [33] has
been reporting an availability of 90% since 2011 [34-35]. The proposed ESS facility also targets the facility availability
of at least 90% over a calendar year [7]. This in turn, confirms feasibility of the PIP-II availability target. It is apparent
from Table 6 that the PIP-II accelerator facility can deliver the target availability of 90% over a fiscal year in both opera-
tional modes. However, the analysis also corroborates that an additional improvement in the availability can be achieved
through gaining a capability of operation in a fail-tolerance mode. This is why the baseline design of the PIP-II linac [36]
has adopted a cavity fault-tolerance in every SRF section. In addition to a local energy correction, allocation of a spare
cavities per section enables optics tuning in case of malfunctioned elements which is otherwise not possible if spare
cavities are located at the end of linac.

At times it is more practical to describe the unavailability in term of the down-time that can be estimated using following
equation:

Down Time = (1 — A)Toperation (®)
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where, Toperation 18 the total operational mission time. Based on the operational mission time of 8000 hours (excluding
scheduled maintenance), the down-time of each section of the PIP-II facility was estimated. As shown in Figure 13, the
BTL section imposes the maximum unscheduled down-time of about /38 hours to the PIP-II facility. This is mainly
because of the fact that the BTL is the longest section of the facility with the length of around 350 m. The second largest
contributions of /20 hours come from the LB650 and SSR2 SRF sections. The SRF sections enforces a collective down-
time of over 400 hours. However, this time shrinks to 65 hours in the fail-tolerance operating mode. The second largest

contribution of 106 hours comes from the ion source in this mode of operation.

Transfer Li'_le Transfer Line |
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Ion Source Cryo Plant
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Figure 13: Distribution of the down-time hours by sections of the PIP-II facility operating in (left) no-failure-permit and
(right) fail-tolerance modes. Note that, fail-tolerance of a cavity per section was applied only to the SRF sections of the

facility.

E. Availability Assessment of PIP-II facility for Critical Operational Mode

In the critical operational mode, the PIP-II facility operates to deliver the beam at 600 MeV to the Booster Synchrotron.
The difference of 200 MeV from the nominal energy is modelled by turning off additional SRF cavities in the linac. These
cavities are treated as the spare cavities. Since the energy gain per cavity varies substantially along the linac (Figure 2),
there are several combinations to obtain the total number of the spare cavities needed to downscale the beam energy from
800 MeV to 600 MeV. These combinations define states of the critical operational mode.

It is well known that most of the beam dynamics issues in an ion linac are associated with its low energy portion. To
incorporate this fact in the availability analysis, it was assumed that there were no additional spare cavities in the HWR,
SSR1 and SSR2 sections. For further simplification, it was considered that all the spare cavities were located only in one
section. Thus, the critical operational mode was modelled for two cases representing all the spare cavities were located

either in the LB650 or HB650 sections. Table 7 lists the number of the spare cavities in the respective sections. Note that,



492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511
512

transit time effect [37] has been included while evaluating the total number of the spared cavities in the respective sections.
Table 7 lists the availability of the PIP-II facility for two cases of the critical operational mode. It can be discerned that
the facility possesses about the same availability of 93 % in both cases as in the fail-tolerance nominal operational mode
even after applying additional fail-tolerances in terms of the spare cavities. It is attributed to the fact that the quadrupole
magnet package (as shown in Table 5) is the least available unit in both LB650 and HB650 sections that determines overall
availability of these sections. Consequently, additional fail-tolerances of the SRF cavities bring in only a little impact on
the availabilities of these sections and therefore, on the availability of the complete facility which is primarily governed
by the least available BTL and ion source sections.

Table 7: Availability of the PIP-II facility for two cases of the critical operational mode.

Section Total number of Spare cavi- A(%)
cavities ties

LB650 36 11 93.35

HB650 24 15 93.34

VI. SENSITIVITY ANALYSIS AND BENCHMARKING OF THE MODEL

A. Input Data Sensitivity Analysis

The quality of input data is the most crucial aspect of the availability analysis that needs to be assured to obtain a
meaningful outcome from the analysis. On the contrary, because of the first-of-a-kind nature of every new accelerator,
there are uncertainties involved with MTTF and MTTR data of the components. In order to attain an adequate level of
confidence in outcome of the availability analysis, a sensitivity analysis was performed to understand the impact of a

spread in the input data on the PIP-II availability.
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Figure 14: Variation in availability of the total facility with the MTTF scaling factor in a fail-tolerance operational mode.
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It is evident that MTTF of a component is usually several order higher than its MTTR. In some cases (such as for the
cavities), MTTF of a component could be higher from its life span. Consequently, MTTF data may possess a relatively
higher uncertainty in comparison of the MTTR data especially for the large values due to a lack of the failure-rate statistics
for such components. In order to analyse implication of uncertainty with the MTTF data in the PIP model, all components
having MTTF above hundred years (~10° hours) were reduced by a scaling factor and then the facility availability was
evaluated. Figure 14 shows the availability of the PIP-II facility in the fail-tolerance mode as a function of the MTTF
scaling factor. It is apparent from here that the facility reaches to its target availability even after reducing the MTTF by
a factor of ten. However, the availability degraded below 80% after MTTF were scaled down by a factor of 50. It can
easily be concluded from Figure 15 that the SRF linac system availability is more sensitive to the fluctuations in MTTF
data in comparison to the Utility and NC linac systems. Still, it attains the availability above 90% even after applying the

scaling factor of twenty-five to the MTTF data.
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Figure 15: Availability of each major system in the PIP-II model as a function of MTTF scaling factor in a fail-tolerance
operational mode.

In another approach to compute the least plausible availability of the PIP-II facility, it was assumed that the operational
lifetime of the machine was thirty years. Accordingly, all the MTTFs beyond thirty years were reduced to 2.6 x 10°
hours (equivalent to thirty years) in the model. In this scenario, the facility availability was found to be 7/%. Availabilities
of the utility and NC linac systems were found to be §8% and 95% respectively while the SRF linac system obtained the
availability of 85%.

It can be concluded from the sensitivity analysis that the PIP-II model could even tolerate a spread of 96% to the MTTF

data above ~10° hours without substantial impact on its target availability of 90%. Also, among all three major systems,
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the SRF linac system availability is affected most from the choice of the MTTF input data. However, even in a conserva-
tive estimate, the model predicted the PIP-II facility would have an up-time of 70% of its total operational time with the

SRF linac availability in high eighties.

A. Model Benchmarking

In order to validate the methodology developed for the PIP-II availability model, a reference model of the operational
SRF linac of SNS accelerator facility at Oak Ridge was developed using the same methodology. The SNS SRF linac is
an ideal choice for the reference model due to a close resemblance of its configuration and operational parameters to the
PIP-II, LB650 and HB650 sections. The SRF linac design information was obtained from Ref. [33-35]. It has been
designed to accelerate the beam from /80 MeV to 1 GeV using two families of SRF cavities. Accordingly, the SRF linac
has been segmented in two sections: Medium Beta (MB) and High Beta (HB) sections. The MB section includes eleven
cryomodules where each cryomodule houses three medium beta SRF cavities. The HB section consists of twelve cry-
omodules and, each cryomodule is composed of four high beta SRF cavities. There are normal conducting quadrupole
doublets positioned between adjacent cryomodules to provide transverse beam focusing. The SRF cavities are powered
individually using klystrons. Input data (MTTF and MTTR) for klystrons and associated RF components were obtained
from Ref. [10] while the PIP-II input data were applied wherever they were applicable. Then, based on their functions,
components in an SRF cryomodule of the SNS linac were grouped in the element packages. Appendix A3 provides a
detailed composition and individual availabilities of each element package. Table 8 lists number of respective packages
in MB and HB sections.

Table 8: Number of packages in MB and HB sections of the SN'S SRF linac.

MB HB
Cavity Package 33 48
Magnet Package 22 24
Steerer Package 22 24
Cryo-Package 11 12
Transmitter 4 8
Modulator 3

The functional block diagram of the SRF linac system was prepared considering the element packages were connected
to each other in a series configuration. The full SRF linac availability was then computed for the no-failure-permit and
fail-tolerance operating modes. Note that, the fail-tolerance operating mode assumes one spare cavity in each section that
might fail without interrupting the SRF linac operation. It can be observed from Table 9 that the model predicted the SRF

linac system availability of 93% and 99 % in the respective no-failure-permit and fail-tolerance operating modes.
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Table 9 : Operational availability of the SRF linac system of the SNS accelerator facility in two operational modes

No-Failure-Permit Fail-Tolerance-
Mode Availability ~ Mode Availability
(%) (%)
MB Section 97.2 99.4
HB Section 96.1 99.3
SRF linac 93.4 98.8

The operational statistics of the SNS SRF linac has been presented in Ref. [ 34-35] which shows availability of the
linac has been about 98% since the fiscal year of 2011. It indicates the measured availability is in agreement with the
model predicted availability especially for the fail-tolerance mode where both matches within a percentage level. An
increase of five points with respect to the availability in the no-failure-permit mode may attribute to a conservative set of
the reliability input data. However, it has been addressed elsewhere [35] that the design energy of 1 GeV has yet to be
achieved for a nominal beam operation at the SNS accelerator facility. This is mainly because of collective effects (field-
emission, multi-pacting, heating etc.) limiting the operating accelerating gradient in the SRF cavities. In this case, one
can conclude that the fail-tolerance operating mode is a more representative choice to describe the SNS, SRF linac oper-
ation and therefore, the model predicted availability in this mode is in good agreement with the measured availability of
the SN linac.

The PIP-II linac baseline incorporates SNS SRF linac operational experience in its design. The PIP-II SRF cavities
excludes usage of Higher Order Modes (HOMs) damper identified as roots of several associated problems (field emission,
heating, etc.) limiting RF performance of the accelerating cavities in SNS linac. A detailed study presented elsewhere [38]
concludes usage of HOMs dampers in SRF cavities are futile for the PIP-II SRF linac involving operation with a low
average beam current of 2 mA. In addition, uncorrelated HOMs spectrums of five families of the PIP-II SRF cavities,
HOMs frequency spread due to manufacturing errors and a lower HOMs impedances because of non-relativistic nature
of the beam, largely preclude most of the beam instabilities induced by HOMs. Thus, elimination of HOMs damper in
PIP-IT SRF cavities is a preferable choice that lowers not only overall capital cost but also allows avoiding a number of
issues in SRF cavities. This in turn, could improve RF performance of the SRF cavities and hence the complete PIP-II

facility .
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VII. SUMMARY

The paper introduced a methodology to model the availability of the complete particle accelerator facility. A compre-
hensive reliability model of the proposed PIP-II accelerator facility was developed that included not only the accelerator
systems but also essential supporting systems such as the central cryo-plant, electrical power systems etc. The availability
assessment of the PIP-II facility reveals that the ion source is most vulnerable system with availability of only 88%.
Consequently, the baseline of the PIP-II facility adopted an additional ion source configured in the standby mode. This
arrangement increases the ion source availability to 98.7%. The baseline design of the PIP-II SRF linac also attributes a
cavity fault-tolerance in every SRF sections that enables the facility to operate in the fail-tolerance mode. Furthermore,
the PIP-II integration and operation strategy plans for a fully functional spare cryomodule always available for each SRF
section in inventory to minimize a repair time of the superconducting elements and therefore, unscheduled down time of
the facility.

The availability of the full PIP-II facility in nominal operational mode was found to be 89 % that increased to 93% after
introducing the fail-tolerance of a cavity in every SRF sections in the model. This corroborates that the baseline design
of the PIP-II accelerator facility is sufficiently robust to meet the target availability in both nominal operational modes.
Moreover, availability of the PIP-II facility was computed for the critical operational mode featuring the facility operation
at the minimum beam energy of 600 MeV. The availability of the PIP-II facility in this mode was obtained to be 93%. An
input data sensitivity analysis and the model validation using a reference model of the SNS SRF linac generate an adequate
level of confidence in the PIP-II availability assessment that leads us further to initiate engineering design of the PIP-II
facility.
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APPENDIX-A1

For the comprehension of this article, this appendix lists standard Reliability Engineering textbook formulae. Several
of those formulae were applied in this article.

For of i*" component, if r; = Reliability at any time ¢, a; = Availability, A; = failure rate and y; = repair rate, then we
can obtain following formulae.

1. Series Configuration of the components in a system:
a. Availability of the system A =[] ;.
b. Reliability R =[] ;.

1
c. MTBF= ﬂ,

d. Mean Time to Failure =(1 — A) * MTBF.
2. Parallel Configuration of the components in a system

a. 1-A=[1A-a).

b. 1-R=J]A—-r).

1

. MITBF=——.
¢ 1-A) Xiui

d. Mean Time To failure = (1 — A) * MTBF

3. koutof n systems: Assume that all the components have same failure rate (1) and repair rate (u).

a. A= ‘;‘:0 (l) a'(1 — a)™ " where, k is maximum number of failure allowed in a system, n is total number

of components.
11 1 1 .
b. MTBF = n (; + — + -+ E) for non-repairable systems.

4. Standby (Cold): A standby component implies that the component starts operating as soon as another component
gets failed. Two components in a system have same failure rate (1) and repair rate (1) and one of the components is
kept as standby mode, then reliability and MTBF of the system is expressed as below

a. Reliability R = (1 + At)e ™
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_2 2p?
b. MTBF = ,1+ Zarzm

In general, when two components have different failure rate 1; & A, and repair rate is y, and u,, MTBF is then

express as below

I Iy PN N
MTBF_,11+/1+ ( )

- Z
2 Az \ A2 A +H1+ﬁﬂz

APPENDIX-A2

-BlockSim -Analytical-model
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Figure A2: Availability of HWR cryomodule computed for no-failure-permit mode using BlockSim (blue coloured

bars) and analytical model (saffron coloured bars).

APPENDIX-A3

A detailed view of the element packages in the SRF cryomodule of the SNS linac.

Packages Components MTTF MTTR  A(%)
Magnet Package Magnet 1E+06 16
Power Supply 4.6E+04 2
Magnet Instrumentation 1E+05 2
Magnet Package Availability 99.99
Cavity Package SRF Cavity 8.7E+08 776
Tuner 1E+06 216
Coupler 1E+07 0.5
Interlock Sensor 1E+05 1
Klystron 5E+04 4.5
Wave Guide 1.5E+05 3
Circulator SE+04 3
Load 7.5E+04 3
LLRF 1E+05 2
Cavity Package Availability 99.93
Steering Magnet Package Steerer
Power Supply 1E+06 2
Magnet Instrumentation 1E+06 2
Steerer Instrumentation 1E+05 2



649

650

651

652
653
654
655
656
657
658

659
660
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664
665
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669
670
671
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Steering Magnet Package 99.99

Availability

Cryo Package Vacuum Valves 1E+07 8

Ion Pump 1E+06 4

Ton Pump Power Supply 1E+05 1

Local Cryogenic Distribution 5E+05 2
Cryo-package availability 99.99
Additional Components Transmitter 2.26E+04 4 99.98
Modulator 5.6E+03 3 99.94
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