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Abstract

The W+jet angular distribution is measured using W — ev events recorded with the
Collider Detector at Fermilab (CDF) during the 1988-89 and 1992-93 Tevatron runs.
The data agree well with both a leading order and a next-to-leading order theoreti-
cal prediction. The shape of the angular distribution is similar to that observed in

photon+jet data, and significantly different from that observed in dijet data.

PACS numbers: 13.85.Qk, 14.70.Fm, 12.38.Qk

Events in which a W boson is produced in association with quarks or gluons
(jets) provide a good test of perturbative quantum chromodynamics (QCD). At the
Fermilab Tevatron, W+jet events are produced predominantly by quark exchange
processes (g9 — W¢q' and ¢ — Wyg). The spin-1 propagator produces a W angular
distribution of approximately the form d/N/d cos 8* ~ (1 —|cos 6*|)~!, where 6* is the
polar angle [1] of the W in the center-of-mass (c.m.) frame of the W+jet system. This
distribution is expected to be similar to that for photon+jet events, which are also
dominated by quark propagator diagrams (predominantly g¢ — ~¢q). Dijet events,
dominated by gluon propagator diagrams (e.g. gg — gg), are expected to have a
distribution of the form dN/dcos8* ~ (1 — |cos 8*|)72, which is significantly more
peaked in the forward/backward direction.

We present a measurement of the W angular distribution in W+jet
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events (dN/dcos "), and compare it with leading order (LO) and next-to-leading
order (NLO) perturbative QCD predictions. We also compare dN/d cos 6 measured
for W+jet events to previous CDF measurements of dijet [2] and photon+jet [3]
events. This measurement represents a significant increase in both the c.m. energy
and the number of events compared to a similar measurement presented by the UA1
collaboration [4]. The W — ev data sample corresponds to an integrated luminosity
of 22.8 + 0.7 pb~1.

A detailed description of the CDF can be found elsewhere [5]. The components
of the detector relevant to this analysis are described briefly here. The Central
Tracking Chamber, which is immersed in a 1.4 T solenoidal magnetic field, mea-
sures the momenta and trajectories of charged particles in the region || < 1.1 (where
n = —Intan(6/2)) [1]. In the central region (|p| < 1.1), scintillator-based electro-
magnetic (EM) and hadronic (HAD) calorimeters are arranged in projective towers,
each covering An x A¢ =~ 0.1 x 15°. The central electromagnetic strips are mul-
tiwire proportional chambers embedded in the central EM calorimeter at a depth
corresponding to shower maximum. Gas-based calorimeters, HAD and EM, cover the
region 1.1 < |p| < 4.2 with towers of size An x A¢ ~ 0.1 x 5°.

The events used in this analysis were accepted using a high-pr electron trigger
(where pr is the momentum transverse to the beam axis). The trigger requirements
and offline cuts used to define an electron candidate are the same as those described
in [6]. The electron energy, E, was corrected for detector effects [7] and required

to satisfy Ez > 20 GeV (Er = Esinf). The electron was also required to satisfy



7] < 0.95. Events are weighted to correct for 7-dependent electron identification
efficiencies [8] (this correction has a negligible effect on d/N/d cos 6*).

W boson events were selected by requiring the corrected missing Er (Bt = [ETI)
to be greater than 20 GeV. Missing Er, which is an estimate of the transverse

momentum of the neutrino, is defined by
]?T = — Z Egvﬁi, i = calorimeter tower number with |5| < 3.6,
i

where fj is a unit vector perpendicular to the beam axis and pointing at the ‘"
calorimeter tower. The missing Er is corrected for the detector response to the
electron, hadronic jets, and low-pr hadrons; this correction is described in more
detail elsewhere [6]. Events consistent with Z boson decay or photon conversion were
removed. The transverse mass of the electron-neutrino system (mr) was required to
be greater than 20 GeV/c?, where m7 is the invariant mass calculated using only the
transverse components of the electron and neutrino momenta.

The events were required to contain at least one jet. A jet is defined as a cluster
of energy in the calorimeters (not including the electron); the clustering algorithm is
described in detail elsewhere [9]. The jet momentum is defined by ¥°; E'6;, where the
sum is over all calorimeter towers inside a cone of radius R = 0.7 (R = /ApZ + A¢?),
and 6; is a unit vector pointing from the event vertex to the :*® calorimeter tower.
The jet momentum is then corrected for the detector response [10], which is a function
of the jet pr and the jet n. The events are required to contain at least one jet with

corrected pr > 15 GeV/c. The electron is required to be separated by at least R = 0.9



from all jets with corrected pr > 15 GeV/c. This W+jet sample contains 2779 events.

The longitudinal component of the neutrino momentum (p%) cannot be measured,
as particles exiting the detector with large || can carry high longitudinal momenta.
However, if we assume the mass of the electron-neutrino system to be equal to the
W boson mass (taken to be 80 GeV/c?), then p¥ is restricted to two possible values.
When the transverse mass is greater than 80 GeV/c?, the two p“ solutions have
imaginary components. In such events, the constraint is made to the value of the
transverse mass instead of to 80 GeV/c? [11, 8]. A LO Monte Carlo [12] calculation
predicts that the fraction of events having one solution that is unphysical is 7°x 10~€.
There are no such events in the data. We then select one of the two solutions,
and use that solution to define the c.m. variables. In the Collins—Soper [13] rest
frame of the W boson, the two solutions for cos @ (where a is the angle between the
electron and the positive z-axis) are equal and opposite. For W~ bosons we select the
solution with positive cos e, and for W* bosons we select the solution with negative
cosa. This method was motivated by Monte Carlo studies indicating that the W
bosons produced in the Tevatron should be highly polarized, and that the selected
event solution is the correct choice in approximately 73% of the events [8]. Since the
selected event solution is so often correct, distributions made with it will approximate
the true physical distribution. The results presented in this Letter do not rely on this
assumption: the same selection method is also used in the theoretical predictions that
we compare to the measurement.

Analogous to previous measurements for dijet [2] and photon+jet [3] events, the



hard scattering system is taken to be the W boson and the highest-pr jet. The
c.m. frame of this system is defined using the Collins-Soper [13] prescription: the
Lorentz-boost is done in two parts, first along the z-axis, and then in the transverse
plane. In order to make the measurement in a region of flat acceptance, the events are
required to satisfy three final cuts. We require | cos 8*| < 0.9: Monte Carlo studies [8]
indicate that to extend this range any further would limit the statistical power of
the measurement due to an invariant mass cut (m* > 121.5 GeV/c?) on the W+jet
system that removes the cos 8* dependent acceptance caused by the pr requirement
on the jet. The third cut is on the z-component of the boost into the c.m. frame,
which is required to have 4, < 2.35 and corresponds to a change in rapidity of 1.5.
The final event sample for this analysis is 979 events.

The method used to select one of the two event solutions introduces a smearing
in dN/dcos 8*. A comparison, using Monte Carlo events, between the selected cos 6*
distribution and the true cos §* distribution generated by the Monte Carlo program is
given in Fig. 1(a). There is a migration of events from positive to negative cos #*. In
making this figure, cos * for W* bosons was inverted about zero. Figure 1(b) shows,
using Monte Carlo events, a similar comparison between the selected and the true
distributions for | cos 8*|. In this variable, the distortion due to the solution choice is
diminished.

The contamination from electroweak backgrounds was estimated, using the
Pythia [14] Monte Carlo program, to be: (i) W — v — evwvr: (3.4 £ 1.7)%; (ii)

Z —etem: (1.7£0.9)%; and (iii) Z — 7r77: (0.3 £0.2)%. The non-W QCD back-



ground was estimated using the transverse mass distribution below 20 GeV/c? to be
(4 & 4)%; the uncertainty is conservatively estimated. The contamination from top
quark production, as predicted by the HERWIG [15] Monte Carlo program, would
be 7.4% if the top quark had a mass of 130 GeV/c?, and falls for higher top quark
masses. The effects of the electroweak and QCD backgrounds were subtracted from
dN/dcos 8. The result of subtracting the effect of a 130 GeV/c? [16] top quark is
taken as a systematic uncertainty.

Figure 2 shows dN/d cos §* for data compared to a LO [12] and a NLO [17] QCD
prediction. Each distribution is normalized to have an average value of 1 in the
region —0.6 < cos #* < +0.6. The inner error bars indicate the statistical uncertainty
(including the normalization uncertainty), and the outer error bars show the statistical
and systematic uncertainties combined in quadrature. The systematic uncertainty
includes the uncertainties in the background estimates, the calorimeter energy scales,
the parton distribution functions, and the QCD renormalization scale. The dominant
systematic uncertainty is the uncertainty in the top quark contamination. The data,
summarized in Table 1, agree well with the QCD predictions.

In order to compare the theoretical prediction with the data, the following re-
quirements were placed on the Monte Carlo events: (i) electron pr > 20 GeV/c, (ii)
neutrino pr > 20 GeV/c, (iii) electron |p| < 0.95, (iv) jet pr > 15 GeV/c, (v) electron
and jets separated by at least R = 0.9, (vi) mg > 20 GeV/c?, (vii) v, < 2.35, (viii)
m* > 121.5 GeV/c?, and (ix) | cos 8*] < 0.9. The two neutrino solutions were found

by constraining py to the generated mass of the W boson (doing this instead of using



cos §* dN/dcos 6* Stat err Sys err

—0.90 to —0.75 4.14 0.38  +0.39/ —0.26
—0.75 to —0.60 1.83 0.23  +0.10/ — 0.09
—0.60 to —0.45 1.35 0.19  +0.02/ —0.05
—0.45 to —0.30 1.10 0.17  +0.01/—0.11
—0.30 to —0.15 0.95 0.16  +0.10/ — 0.04
~0.15 to 0.00 0.78 0.14  +0.11/ —0.04
0.00 to 0.15 0.95 0.15  +0.01/—0.05
0.15 to 0.30 0.96 0.15  +0.06/ — 0.04
0.30 to 0.45 0.74 0.13  +0.04/—0.03
0.45 to 0.60 1.18 0.17  +0.11/ —0.05
0.60 to 0.75 1.48 0.19  +0.15/—0.04
0.75 to 0.90 2.38 0.26  +0.29/ — 0.07

Table 1: The background-subtracted data, normalized to 1 in the region —0.6 <

cos 8* < +0.6, as displayed in Fig. 2.
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a fixed value of 80 GeV/c? has a negligible effect on d/N/dcos ), and the selected
solution was defined in the same way as in the data analysis. The measurement res-
olution on cos #* ranges from 0.05 at large | cos 6*| to 0.1 near cos §* = 0; its effect on
the shape of dN/d cos 6* is negligible (less than 3% in any bin).

Figure 3 shows dN/d| cos 8*| for data compared with the NLO QCD prediction.
The data are summarized in Table 2. Also shown in Fig. 3 is dN/d| cos 8*| measured
using dijet [2] and photon+jet [3] events. The differences between the photon+jet
and W+jet QCD predictions are probably due to the more significant bremsstrahlung
contribution to photon+jet processes. All three measurements demonstrate good
agreement with QCD predictions: the fits have a x?/Npr (using the combined statis-
tical and systematic uncertainties) of 13.3/15 for the dijet data; 4.0/7 for the photon
data; and 1.3/5 for the W data. The data also indicate a significant difference between
the dN/d| cos 6*| distributions for the dijet and W+jet events.

We thank the Fermilab staff and the technical staffs of the participating institu-
tions for their vital contributions. This work was supported by the U.S. Department
of Energy and National Science Foundation; the Italian Istituto Nazionale di Fisica
Nucleare; the Ministry of Education, Science and Culture of Japan; the Natural
Sciences and Engineering Research Council of Canada; the National Science Coun-
cil of the Republic of China; the A. P. Sloan Foundation; and the Alexander von

Humboldt-Stiftung.
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| cos 6*| dN/d|cos 8*| Stat err Sys err

0.00 to 0.15 0.95 0.13 +0.02/ — 0.03
0.15 to 0.30 1.05 0.14 +0.03/ —0.02
0.30 to 0.45 1.01 0.14 +0.02/ - 0.10
0.45 to 0.60 1.39 0.17 +0.08 / — 0.10
0.60 to 0.75 1.82 0.21 +0.14/ —0.11
0.75 to 0.90 3.58 0.35 +0.37/ - 0.21

Table 2: The background-subtracted W+jet data, normalized to 1 in the region

| cos 8*| < 0.3, as displayed in Fig. 3.
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Figure 1: Comparisons between the true d/N/d cos §* as generated by the Monte Carlo
program (dashed curves), and d/N/dcos 8* obtained by using the selected solution

(solid curves) for (a) cos §* (inverted about zero for W+ bosons) and (b) for | cos 6*|.
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Figure 2: Selected dN/d cos 6* for CDF W+jet data (circles), compared to a LO (solid
curve) and a NLO (dashed curve) QCD prediction. The LO (NLO) theoretical pre-
diction was generated using CTEQLL (CTEQ1M) [18] parton distribution functions
and pr/2 for the renormalization scale. Events containing a W+ have been inverted
about zero. The asymmetry in this variable is predominantly caused by the solution
selection procedure. The data and theory predictions are all normalized to have an

average value of 1 in the region —0.6 < cos 8* < +0.6.
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Figure 3: Selected dN/d|cos §*| for CDF W+jet data (squares), compared to previ-
ously published measurements of | cos 6*| for dijet [2] and photon+jet [3] data. NLO
QCD predictions are compared with the W+jet (solid curve) and the photon+jet
(dashed curve) data. A LO QCD prediction (dotted curve) is compared to the dijet
data. The data and theoretical predictions are all normalized to have an average

value of 1 in the region |cos 8*| < 0.3.
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