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Abstract 
We ha.ve measured the cross sections x branching ratios for W + 1 and Z + 1 in the electron 

and muon channels using the inclusive e, l' Wand Z data samples from the CDF '88-'89 coUider 
run, with 4.05 ± 0.28 pb- I (3.54 ± 0.24 pb- I ) elect ron (muon) data. For central photons with 
E:; > 5.0 GeV and 6,Rt-y > 0.7, we observe 8 (5) electron (muon) W1candidates and 2 (2) electron 
(muon) Z,"/,candidates. From these events, we measure a*BR(W1') and a*BR( Z1) for the electron, 
muon and e + l' combined samples, and compare to the SM predictions: 

•• BR(W1), 
a * BR(W1)e+1-' 

.. BR(Z1), 
a * BR(Z'"/')e+J..I 

~ 17.0~t~:~ (sta t + syst) pb 
~ 17.9~:&:; (stat + syst) pb 

6.8 ~~:~ (stat + syst) pb 
~ 9.2 ~~:~ (stat + syst) pb 

.. BR(W1). 

.. BR(W1)SM 

.. BR(Z1). 

.. BR(Z1lsM 

::: 19.4~:~:5 (stat + syst) pb 
~ 19.0 ~g:~ (stat + syst) pb 

~ 13.6~:&:~ (stat + syst) pb 
~ 4.7 tg:~ (stat + syst) lJb 

We have also obtained three new results on cross section ratios, which fo r the combined e + Jt 
results, along with the previous CDF measurement(s) of the WIZ cross section ratio provide new 
insight on the SM, and test possible anomalous couplings of the Wand Z bosons: 

R(W1/W),+. 0.8!g:~% (stat + syst) 
1?(W1IZ"")e+J..I ~ 1.9~~:~ (s tat + syst) 

R(Z1/Z),+. 
R(W/Z),+. 

~ 4 . 3:!:~:~% (stat + syst) 
= 10.0:!:g:~ (stat + syst) 

From the W,"/, and Z..., cross section measurements, we obtain limits on anomalous WW,"/, and 
ZZi couplings of the Wand Z bosons, providing constraints on possible internal (composite) 
st ructure for these gauge bosons. For Wi, from the combined e + Jt result, we obtain limits o n 
WW '"/' anomalous coupling parameters 6,,,; = K, - 1 and>. of 

6.. = O.O!;:; (stat + syst) p = 0) A = o.o!l:l (stat + syst) (6.. = 0) 

-6.6 < 6.. < +7.1 
-3.2 < A < +3.1 

p = 0,95.0% CL) 
(6.. = 0, 95.0% CL) 

Since the 6,;;, and ~ parameters are related to the W boson magnet ic dipole and elCfl rir 
quadrupole moments, and mean-squared charge radius by 

~w = l'w(2 + 6.. + A) Qw = Qw(! + 6.. - A) < Rw >' = ),lv(1 + 6., + .\ I 
where ~w is the (reduced) Compton wavelength of the W boson, we obtain limits on t h .. ,p 

additional electromagnetic properties of the W boson: 

J.Lw Il'w - gw = 2.0~U (stat + syst) (Qw/Qw = 1) 
Qw/Qw = qw = 1.0~~:~ (sta t + .syst) (~w/~w = 2) 

< Rw >2 lAw = 
, 

rw = 1 .0~~:~ (sta t + syst) (Qw/Qw = I) 

- 4.8 < Jtw Il'w -2 = gw - 2 < H.9 (Qw/Qw = 1, 95.0%CL ) 
-7.1 < Qw/Qw- l = qw - 1 < +7.4 (~w/~w = 2,95.0% CL) 
-4.8 < < Rw >2 I >.~v - 1 - rfy -1 < H.9 (Qw/Qw = l , 95.0% CLI 

These results probe possible internal structure of the W boson at a distance scale of All 
2.5 x 10- 3 1m, and are sensitive up to a compositeness scale A '" 1 TeV. For Zi, frotll II ,. 

combined e + l' result , we obtain limits on ZZ,"/, anomalous coupling parameters h!o an<1 I, ~ . ! .. ! 

three different choices of the compositeness scale A, with sens itivity to such anomalous CO!lI' t. :. ·~ 

up to A rv 500 GeV. These resu lts are also valid for anomalous Zi,"/, couplings. 

) 
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1 Introduction 

The Standard Model (SM) of eleclroweak interactions unifies the electromagnetic and weak 
interactions into a single interaction described by the gauge group SU(2)L ® U(l)y. This 
theory predicts the existence of the W± vector hosans as carriers of t he charged weak currents 
and two neutral vector hosans as carriers of the neutral currents, the "I and the ZO. The mea­
surement of Wand Z production cross sections and decay properties in e.g . .jS = 1.8 TeV 
p-p collisions tests the strength and the nature of t he couplings of gauge boson to matter 
fermions (quarks and leptons). The measurement of the W±, and Zo, di-boson produc­
tion cross sect ions and final-state kinematics provides an experimental test of the predicted 
strength and nature of the trilinear gauge boson couplings between these particles and also 
simultaneously yields new information on static (transition) electromagnetic mult ipole mo­
ments of the W (Z) bosons[l, 2]. Additionally, composite models of Wand Z bosons predict 
cross sections for Wi and Zi production well above that for the Standard Model[3] . 

The nature of W')' and Zi production is such that these processes are a sub-set of 
inclusive Wand Z boson production. We therefore use the inclusive electron and muon W 
and Z data samples obtained from the CDF 1988-89 run as a starting point for this analysis . 
The inclusive Wand Z data samples were used for extracting measurements of the inclusive 
ltV and Z cross sections in the electron and muon channels, and for measuring the WjZ cross 
section ratios. We use precisely the same trigger and event-selection criteria for electron and 
muon i.d., missing EI (;£T) for defining the Wand Z bosons in the W')' a.nd Z,), event 
sub-samples as that used for the inclusive Wand Z event samples, but additionally require 
the presence of an isolated, hard photon accompanying the W or Z boson in the event. 

2 Theory of W "( and Z,,( Production 

The feynman diagrams for W')'and Z,), production and decay are shown in figures 1 & 2. For 
W')', the processes of interest are the tri li near gauge coupling diagrams, figs lc & 1d. These 
diagrams are distinct only in the limit of a zero width W; the processes represented by figs 
la, Ib and Ie also produce events with a ~V and i, though with different kinematics. The 
Feynman diagrams shown in figs la & 1 b for the u- and t-channel processes are associated 
with initial-s tate radiation off of the incoming quark lines. The processes shown in fig Ic and 
Ie are known as radiative W decay (fig. Ie is the final state inner bremsstrahlung diagram ). 
In the li mit of a zero width W it is possible to distinquish these different processes by a 
measurement of the invariant mass of the W ')' system. However the W boson has a non­
zero total width, rw = 2.1 GeV, hence in the vicini ty of the W mass, these processes are 
indist inguishab le in the final statej their amplitudes must be added together coherently in 
order to produce a matrix element which preserves electromagnetic gauge invariance[4]. 

The most general effective Lagrangian[5] compati ble with Lorentz and electromagnetic 
gauge invariance for the processes shown in Figs la- Ie is 

LWW...,. = -ie [(WI W" A - wI A W"") pI-' I-' ,.." 

+<WIW F"" + ~wl W"F"' 
!J I-' M'tv .\,.. I-' 
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,t ' ),' t ' 
tKW WF""t-W W"F"'] jJ" 1\11,& )..,1 

" 

Where AjJ and W" a.re the photon and W - fields, respectively, and WjJ" = ajJw" - a" WjJ , 
FI", = ajJ A" - a"AII' F;" = ~ €Jl "po Fpq, e is the charge of the proton, and Mw is the W mass. 
The photon is taken to be on shell and both the virtual and on-shell W couple to essentially 
massless fermions allowing ajJ WjJ = O. In the SM of elect roweak interactions at the tree 
level I'.: = I, A = 0, 1'.:' = 0, A' = 0 are related to the classical parameters 
(withh~c~l) 

z;w(l + I'.: + A) Magnetic Dipole Moment 
- N;a, (I{; - A) Electri c Quadru pole Moment 

ZA-~w (1'.:' + A') Electric Dipole Moment 
- A-:a,( t.: ' - A') Magnetic Quadrupole Moment 

J\;2 (I{; +,X) Mean-Squared Charge Radi us 
w 

Note that for an arbit rary spin-S particle, 2S + 1 elect romagnetic moments are allowed. 
Thus, the W vector boson is expected to have a magnetic d ipole moment and an electric 
quadrupole moment in the Standard Model. The W electric dipole and magnetic quadrupole 
moments (the terms in the effective Lagrangian involving t he I{;' and A' pa.rameters) are 
'P- odd and violate COP (i.e. violate T ). Note also that the SM predictions for higher order 
corrections to "' , A, etc, are expected to be of order cr. 

The WW, vertex function is given by[6] 

f , (q - ij)"gO' - f; (q - ij)"PO p ' t h( POg"' - p "g"O) 
Mw 

tif,,(POg"' t P' g"O) t if,,"O"(q - ij), 

- f6 '"0" Pp - J~I" (q - q)",o'" P,( q - ij), 

Here, P and if are the four momenta of the incoming and outgoing W, and q is the fOllr mo­
mentum of the fi nal state photon. T he seven form factors Ii are invariant and dimensionless 
functions of qZ , (p , and P2. Their values at low energies are constrained by partial wave 
unitarity of the inelastic di-boson production amplitude in fe rmion anti fermion annihilatioll 
at arbitrary center of mass energies[6] and for W±, production are related to the parameters 
of the effect ive lagrangian by 

f, I ( P') 'f2 I t K t M;' ), 

J, ~ 'f), 

h 
. I 

-'f. ~ 'f2 (1 t K + ),) 

f6 -if, ~ ±~ (K' t ),' ) 

h ~ 
1 )" ±-
2 

• 
) 

I 
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These momentum dependent form faclors are of the generalized dipole form[4]: 

( p' • -, M ' ' 0) ao 
a = s, q = IV, q = = (1 + '/A')" 

where ao = 6.11. (= K. - I), A, K,', or ).'. The anomalous contr ibut ions to the WI helicity 
amplitudes grow like Jf,ji\;fw for K, 1\,' and 8/j~Ia, for ~, )./, The compositeness scale A 
represents· the scale at which new physics becomes important in the weak boson sector, e.g. 
due to a composite structure of the W boson. The choice of the exponent n = 2 guarantees 
that unitarily is preserved. If the exponent is sufficiently above t he minimum value of 
1/2 (1), for fl., ",' p, ..\') t hen one ensures that W , production is suppressed at energies 
Ji » 1\ » MW I where multiple weak boson or resonance phenomena are expected to 
dominate . T he behavior of the form factors is such that they stay essen tially constant for 
s« 1\2 and start to decrease only wi th the scale 1\ is reached (or surpassed), in analogy to 
behavior associated with the well-known nucleon fo rm factors. 

Even t hough all the diagrams must be taken into account because of interference effects, 
in certain kinematic regions a subset of the diagrams provide most of the "interesting" 
signal. For the initial-state radiation processes, the radiation tends to be sharply peaked 
in angle along the incident quark/ant i-quark directions. The vast majority of photons from 
the radiat ive W decay tend to be co-l inear with the decay lepton. Both initial and final 
state radiation is sharply peaked at low energy, as is the radiation from W, . However, the 
photons from W , production are not correlated with the lepton, and are not bounded by 
the mass of the W boson. 

At large angles between the lepton and the photon the u and t channel diagrams cancel 
the s channel diagram, resulting in a "gauge zero" in the W±, overall amplitude, and hence 
the ~V, cross sect ion at cos 0* = ~r I This gauge zero will be at least partially filled in 
by st ructure function effects, background processes, event mis-reconstruction, as well as by 
non-gauge t heory values of "', ('" =f:. 1), "\, K,' and ,,\'[1]. Measurement of the depth of t he 
dip in the cross section at cos 0* = ~r and the shape of the cosO* distribution provides 
a sensitive measurement of the values of these parameters. Measurement of the W, cross 
sect ion also constrains K, and "\, a lbeit in a less powerful manner. 

For Z, , since the Z boson is its own anti-particle (i.e. the Z, like the photon, is a 
Majorana particle) it cannot have any stat ic electromagnetic multipole moments . Hence. 
the SM of elect roweak interactions predicts no ZZ, (and also no Z,,) t ri -linear gauge 
couplings at the tree-level. The Feynman diagrams for SM Z, production are shown in Figs. 
2a, 2b and 2e, corresponding to initial state and final state rad iation (inner bremsstrahlu ng). 
Non-SM Feynman diagrams for anomalous Z, couplings are shown in Figs. 2c and 2d. The 
SM initial and final-state radiation for Zi tends to produce photons sharply peaked in angles 
about the beam directions and the decay lepton direct ions, respectively. 

Four different anomalous couplings are allowed by electromagnetic gauge invariance and 
Lorentz in variance. The most general anomalous ZiZ vertex function is given by[7] 

lThe ;; :~ Ie O' is defined as the angle between the photon and the incoming quark in 
the W~I r· i frame. 
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[ht (qr ga/J - q~ g/.l/J) + 1~ pc< (p . qZgJJ/J - qr pfJ) + hi fw:.fJp Q2p + ~lf~ pa f"fJpo PPQ2U] 

where /viz is the Z boson mass, P and ql are the incoming and outgoing Z boson four­
momenta (Lorentz indicies It and Q respect ively), and q2 is the four-momentum of the out­
going (on-shell) photon (Lorentz index fJ). The most general Z-"'rr vertex function can be 
obtained from the ZIZ vertex function by replacing 

~ - and ht --+ hI. i~1, .. .4 (P' -q1) (P') 
M~ lvJ~ 

The overall ZZ, and Z" coupling strengths gzz., and gZn are chosen to be e, where e is 
the proton charge. The overall factor of p'2 - qf in the Z,Z vertex function is a consequence 
of Bose symmetry, whereas the factor of pZ in the Z" vertex funct ion is a consequence of 
elect romagnetic gauge invariance; note that the Z" vertex function vanishes identically if 
both photons are on-shell . 

The form factors hf and hI are dimensionless functions of qL qi and P2. Similar to 
t he form factors in the WW, vertex fu nction, the values of hf and hI at low energies are 
constrained by S-matri x unitarity[5J. The Z, form factors hY are of the form [5J: 

I v( P' . , M' , 0) "Yo 
lj =s,ql = z,Q'2= = (l +s/A'2)n 

The anomalous contributions to the Z, helicity. amplitudes grow like (.Ji/ MZ)3 for hY,3 and 

(.Ji/J\I/Z)5 for hr,4' We shall assume that n = 3 for hi,3 and n = 4 for "r,4 ' These choices 
guarantee t hat unitarity is preserved and that terms proportional to IIro -10 have the same 
high energy behavior as t hose proportional to "Yo 30' If these exponents are'suffic iently above 
their minimum values of 3/2 and 5/2 for hY,3 and;t = 4 for hr." respectively then one ensures 
that Z, production is suppressed at energies .Ji» A» Mz, where multiple weak boson 
or resonance phenomena are expected to dominate. 

Note that all couplings are C-odd; kyo and hro (V = Z, ,) violate CP (i .e. violate 
T ). Combinations of kro and hro correspond to the electric dipole and magnetic quadrupole 
t ransition moments for the ZIZ or Z,' processes, whereas combinations of hYo and hfo 
correspond to the magnetic dipole and electric quadrupole transition moments for these 
processes. Within the context of the Standard Model, at t he t ree-level, all couplings hY 
vanish. However, at the one-loop level, only the CP-conserving couplings hj and hr are 
non-zero, but again , li ke t he one-loop SM corredions to the I'\. and A parameters for WI , the 
higher- order SM contributions to Z, are also expected to be qu ite small, e.g. lifo ,...., 2 x 
1O- 4 [8J. Large anomalous contributions to t he I'\. and A parameters for W" and e.g. h~o and 
hfo fo r Z, are possible if the \tV and Z bosons are composite objects, in analogy to e.g. the 
anomalous contributions to the magnetic dipole moments of the proton and neutron , where 
Kp = +1.79 and 1'\.1\ = - 1.91 due to the quark subst ructure of the nucleon . 

• 

As ment ioned before, non-standard WW" ZZ, and Z'I coupl ings are momentum de­
pendent form factors which must vanish at large momentum transfer to guarantee that S­
matrix unitarity is not violated[9J. Sensitivity limits fo r the anomalous couplings extracted 
from exper imental data will thus depend on the the form factor scale A which characterizes ) 
the energy above which the form fador starts to decrease. A is generally assumed to be 
connected to some novel interactions operative at energies :;::j A, and is eX1wcled to be at 
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least of order of a few hundred GeV. For pp interactions at 1.8 TeV, the dependence of the 
sensitivity limits on the scale A is rather mild for the WW, couplings. It is much stronger 
for hf and h? 

Because of the destructive interference between the diagram involving the WW")' vertex 
and the u and t channel graphs for the SM Wi process which results in the "gauge zero" and 
is not present for the SM Z1 process, the SM W i and Z, cross sect ion x branching ratios 
are predicted to be roughly comparable to each other (...., 20 pb and 'V 5 pb respectively, for 
events passing the Pi > 5.0 GeV and 6..Rt _ "f > 0.7 cuts), in contrast to the inclusive Wand 
Z cross section x branching ratios of rv 2.2 nb and"", 0.2 nb, respectively. Note also that 
for non-SM values of e.g. K, and A, etc. or the hY parameters, the W')' and Z')' cross sections 
vary quadratically with these parameters. Note further that due to interference effects and 
the different s-dependencies of the various terms in the overall invariant amplitude lvt , the 
minimum of the ~V ')' cross section does not occur at the SM values of K, and A. This is also 
true for the Z')' case. 

3 Experimental Apparatus 

The Tevatron p-p collider at Fermilab operated at a center of mass energy of 1.8 TeV and 
a nominal luminosity of 1030cm-2sec-l during the 1988-89 ru n. The CDF detector at the 
Tevatron is a multi-component detector that covers most of 47r solid angle. A perspect ive 
view of the COF detector with coordinate axes ind icated is shown in Figure 3, and a cut 
away view is shown in Figure 4. 

The components of the COF detector of most interest for this analys is are the beam ­
beam counters, the central tracking system, the cent ral, plug and forward calorimetry, and 
the cent ral muon system. The beam-beam counters (BBC) are a plane of counters [oealed 
immediately in front of the forward/backward calorimeters, providing a minimum-bias t riggc'!" 
for the detector, and are also used as the primary luminosity monitor for COF. The min-bia ~ 

trigger requires at least one counter in each plane to fire within a 15 n.s window centered 011 

the beam crossing time. 
The COF cent ral tracki ng system is composed of a vertex t ime project ion chalnl)!'!" 

(VTPC) located immediately outside the beam pipe, a large volume central tracking cha lll ' 
bel' (CTC) contained with in a 1.42 Tesla magnetic field. The VTPC is used to establish tI\I' 
posit ion of the interact ion vertex and to provide tracking in formation in the region \1]\ -::; :l.'-, ' . 
The central tracking chamber encloses the VTPC and gives precise t rack momentUIll "" ,[ 
charge-sign measurements in the region \1]\ < 1.1. 

The calorimete rs have fine segmentation in eta-phi and are organized into proj('~ · 1 j \l . 

towers pointing towards t he interaction region. The calorimeters cover all of phi, and (' .'\k ll.1 

to \1]\ < 4.2. Each calorimeter tower consists of an electromagnetic shower counter ill l"nonl 

of a haclron ic calorimeter element . In the cent ral region (\1]\ < 1.1) the calor imeter .... 011' · 

scint illator-based, wh ile the plug and forward calorimeters are gas-based, using proporl j,,",'[ 
Lubes and cathode pad readouts. The calorimeters are used to identify electrons by ( ' II1"I !.! \ 

deposition of an incident track nearly entirely in the EM portion of the calorimete r. ,d l.! 

to augment muon ident ification hy detection of t heir minimum ionizing energy depo .... i 1 h'l . 

signature in the calorimeter, and a.lso to identi fy photons by energy deposition in tlw / 1/ 

2,/ is defined by 1] = - In(tan(Oj"J )i 
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portion of the calorimeter where no track is incident. 

The central electromagnetic strip chambers (CES) are used to determine shower posit ion l 
and traverse development of an electromagnetic shower at shower maximum by measurement 
of the charge deposition on orthogonal strips and wires. In this analysis the strip in formation 
is used to separate single photons from the multiple photon background, as well as provide 
a precise z and ¢ position of the EM calorimeter cluster. Figure 5 is a schematic of the the 
material between the coil of the solenoid and the CES. Figure 6 shows the orientation of the 
cathode strips and anode wires in the CES. 

The central muon chambers (CMU) consist of drift chambers modules located behind 
approximately 5 absorption lengths of lead and steel in the central calorimeters. The end 
view of t he CMU chambers is shown in Figure 7 and the CMU chambers position within 
a wedge is shown in Figure 8. Each CMU wedge on either side of 11 = 0 cover the region 
0.026 < I~I < 0.63 and 15' in phi. 

The inclusive electron Wand Z data sets that are searched for the (W ~ el/e) + "I and 
(Z -+ e+e-) + "I events were obtained with the inclusive central electron trigger, which 
is formed whenever a central Ei\t/ cluster with ET > 12 GeV is matched to a track with 
transverse momentum of PT > 9 GeV Ic, as found by the hardware track processor [10]. 

The inclusive muon Wand Z data sets that are searched for the (W -+ ILI/p.) + "I and 
(Z -+ p.+IL-) + "I events were obtained with the inclusive central muon trigger, which is 
formed whenever prompt hits in the central muon chambers are matched to a track with 
transverse momentum of PT > 9 GeV Ic, as found by the ha.rdware track processor [10]. 

4 The Inclusive e and J1. Wand Z Data Samples 

The start ing point for the W"I and Z"I analysis in the electron and muon channels is from 
the inclusive electron and muon Wand Z data samples that were used for the electron and 
muon Wand Z absolute cross section x branching ratio measurements and the electron and 
muon WIZ cross section ratios [11]. 

In the 1988·89 Tevatron collider run, CDP collected J .c,dt = 4.05 ± 0.28 pb- 1 of high 
Pj electron data and f ["dt = 3.54 ± 0.24 pb- ' of high PI muon data[12]. The uncer­
tain ty in each of these integrated luminosities is 6.8%, due primarily to the uncertai nty 
associated with that part of the total inelastic p-p cross section observed by the Beam­
Beam Counters (BSC). aBBe = 46.8 ± 3.2 mb 

The electron Wand Z samples were obtained from a common central electron sample 
(with common selection efficiencies and backgrounds), requiring that the candidate central 
electron cluster have the following properties: 

• The event vertex be within [Zvertexl < 60.0 em of nominal Z = 0.0 
pos ition. 

• The electron cluster have 1111 < 1.1, and be within the good fiducial 
region of the CEM calorimeter. 

• A transverse energy of the central EM cluster of ET > 20.0 GeV 

• Isolation I == (Erne - E':~uster)IE¥uster < 0.1, in an angular cone 
of size 6.R = J 6.112 + 6.¢2 = 0.4 centered on the EM cluster 
(location defined from CES shower centroid information). 
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• Had/EM < 0.055 + 0.00045 * E, where E is the total energy of the 
EM cluster in GeV 

• Using 11 channel clustering, the CES strip chi·square of a fit of lesl­
beam electron shower profiles to the lead ing cluster profile in the strip 
view must each be X~~rip < 15.0 

• Lateral shower-shape variable L shr < 0.2, which compares the observed 
lateral shower profile to test-beam elect ron lateral shower profile data. 

• A single reconst ructed 3-dimensional track associated with the EA'1 
cluster with Ej P < 1.5 which matches to the CES position to within 
Iil.ZI < 3.0 em and Iil.r - ¢I < 1.5 em 

A total of 5012 events pass these requirements. 

9 

Electron W candidales are obtained from the common central electron sample by add i­
tionally requiring f)T > 20 GeV. The W candidates must not be simultaneously consistent 
with being an electron Z candidate, as defined below. A total of 2664 events pass the electron 
W requirements. 

Electron Z candidates are obtained from the common central electron sample by addi­
t ionally requiring a second electromagnetic cluster located in a good fiducial region of either 
the central, plug or forward calorimeters, passing the following selection criteria: 

• A transverse energy of the second cluster of ET > 10.0 GeV 

• Isolation 1 :;: (ETOile - EflusLer)/E¥u8Ler < 0.1, in an angular cone 
of size 6.R = )6.1]2 + 6.~2 = 0.4 centered on the EJ\tJ cluster 
(location defined from shower cent roid informat ion). 

• Had /EM < 0.10 

• In the central region , a second Ekl cluster is required to have a 3-
dimensional t rack associated with it, and E / P < 2.0 

• In the plug region , a second EM cluster is requi red to have a 3 x 3 
X2 < 20.0 and a VTPC hit fraction Occ > 0.5 in a road centered on 
the PEM cluster. 

• The dielectron pair mass lies between 70 < J.\tJel!; < 110 GeV/c2 

A total of 243 events pass the electron Z requirements. 
The muon Wand Z samples were obtained from a common central muon sample (with 

common select ion efficiencies and backgrounds), requiring that the candidate cen tral muoll 
have the following properties : 

• The event vertex be within IZverLexl < 60.0 em of nominal Z = 0.0 

• A reconstructed cent ral muon with a PI ~ 20 GeV/c, and in a good 
fiducial region of the central muon system. 
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• A match of t he ext rapolated CTC track to the reconstructed muon 
Ilstub" in the muon chambers to better than 2cm in the r - tP plane 

• Less t han 6 GeV of hadronic energy deposited in the calorimeter, and 
less than 2 of electromagneti c energy deposited in the calorimeter in 
the calorimeter towers traversed by the muon. 

• I sol~tion I ::= (EOAEt - En/ Pi s 0.10, where Ei is the transverse 
energy deposited in the calori meter towers traversed by the muon, Pi 
is the transverse momentum of the muon track, and EOA is the sum of 
the t ransverse energy in a cone of f:l.R :S 0.4 centered on the muon 
track . 

• Cosmic rays were removed from the sample by using the central tracking 
chamber information to veto those events that were inconsistent with 
tracks coming from the event vertex.[1 3] 

A total of 2011 events pass these requirements. 

lO 

Muon W candidates are obtained from the common central muon sample by addi tionally 
requiring tr > 20 GeV. The W candidates must not be simultanfX)usly consistent with 
being an muon Z candidate, as defined below. A total of 1436 events pass the muon W 
requirements. 

Muon Z candidates are obtained from the common central muon sample by additionally 
requiring a second min imum ionizing track passing the fo llowing selection criteria: 

• I~I < l.0 

• P, ~ 20 aeV/c 

• Opposite charge sign to the first muon. 

• The dimuon pair mass lies between 65 < M~/J < 115 GeV/c2 

A total of 106 events pass the muon Z req uirements. 
A common photon event select ion was then addit ionally applied to each of these four 

inclusive data samples, to obtain t he electron and muon W,and Z,sub-datasets. However, 
before proceding with making any photon cuts on the data samples, we re-clustered all data 
files with lower seed and sum ET thresholds of Seed = 1.0 GeV, Sum = 1.5 GeV in 
the EMCLST filter. Posit ion-dependent energy response-map and energy scale corrections 
were applied to the data, the ET of the cluster was calculated from the event vertex and 
then a cut of E¥LES > 5 GeV was app lied to the data. The default ELES clustering 
(of Seed = 3.0 GeV , Sum = 5.0 GeV) is inefficient at threshold, partially because of 
the fact that seed and sum are calculated with the raw energies, and also because ET of 
the seed and slim are calculated from z = 0, rather than the actual event vertex . 'INc 

studied the t hreshold effects using QFL MC-simulated photons, gene rated flat in e ncl"g.y 
from 0.5 < ET < 12.5 GeV in the cen tra l, plug and forward calorimeters, comparing 
results obtained with the default clustering, vs. that obtained ,. it.h Seed = 1.0 Gl \ . 
Sum = 1.5 GeV. T he default clustering efficiency fo r the CEM. ,"EM and FEM is sha\\"ll 

• 
) 

in Figs. 9a-9b. It can be seen that based on thi s MC study, tlH' ·rault clustering for til\' J 
CEM/ PEM/ FEM is not fully efficient until ET ~ 6.0/9.0/8.0 (,', respect ively. 

For each of the four data sets, a photon candidate was comlli' defined as 
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• A 1~3 tower cluster of electromagnetic energy deposited in the central 
calorimeter of at least EI ~ 5 Ge V, after position response and CEM 
energy scale corrections, with a seed calorimeter tower energy of at 
least E, 2: 1 aeV 

• The location of t he CEM cluster was required to be in a good fiducial 
region of the central calor imeter, as defined by the posit ion determined 
from CES shower centroid information. 

• The distance between the WjZ decay lepton{s} and the photon, 6..Rh , 

must be greater than 0.7. T his cut is designed to suppress the con~ 
tribution of the radiative decay diagrams to the signal. 6.Rl"f = 0.7 
corresponds to e.g. an opening angle of '" 40° in t he r - 1> plane. 

• The extra transverse energy deposited in a cone of D.R = 0.4 centered 
on the CEM cluster, but not includ ing the EM cluster must be less 
than ET4 < 2.0 aeV and ET4 < 1.0 aeV (two distinct cuts). 

• The extra summed transverse momentum due to charged tracks within 
a cone of 6.R = 0.4 centered on the CEM cluster must be less than 
L: PT4 < 2.0 aeV and L:PT4 < 1.0 aeV (two dist inct cuts). The 
tracks participating in the sum must have \Z1I/;(: - Zo\ < lO em. 

• No 3~ D CTC t racks (originating from any vertex) pointing at the EM 
cluster (N3D=0). 

• Hadj EM < 0.055 + 0.00045 * E where E is the total energy of t he 
E1'1I'1 cluster in GeV . 

• A lateral shower~shape for the CEM cluster of L,hr < 0.5 

• Using 11 channel clustering, the CES strip and wire chi~squares of a fit 
of the test beam electron shower profiles to the leading cluster profile 
in each of t hese views, must each be less than 20.0 

• A cut of no 2nd CES strip/wire clusters with Ee ES 2nd> 1 GeV (within 
the CEM cluster) was made to further suppress 1r0 and multi~photon 
backgrounds. 

5 Determination of Photon Efficiencies 

II 

The overall efficiency for CEM photons was determined from the product of efficiencies 
associated with the above~described CEM photon cuts. We determined the efficiency for t he 
calorimeter isolation in a cone of 6.R = 0.4 (ET4) in the central calorimeter (\1]\ < 1.1) 
for ET4 < 2.0 GeV and ET4 < 1.0 GeV from random cones in the inclusive W/Z data 
samples, where t he cone of 6.R = 0.4 was requ ired to be more than 6.R = 0.7 away from 
the l¥jZ decay lepton(s) We also determined the efficiency for the ET4 < 2.0 GeV and 
ET4 < 1.0 GeV calorimeter isolation cuts from random cones in Minimum Bias and Jet-20 
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data sample, where in th is latter sample, random cones of tJ.R = 0.4 were t hrown in Jet-20 
events sat isfyi ng the following criteria: 

• I Zvertex I < 60 em 

• 1ST < 20.0 GeV, ,ETsignificance, ulh < 2.4. These cuts were imposed 
for quality-control in Jet-20 events - suppress ing badly mis-measured 
and/or junk events. 

• At least t hree jets in a Jet-20 event 

• QDJSCO-corrected jets. 

• For the two leading jets (highest ET ) (after QDJSCO-correclions ap­
plied), require that at least one of the two leading jets be in the cen­
tral (l7]dd l < 1.1 ) region of the detector, the other central or plug 
(I~d.d < 2.4). 

• For the two lead ing jets, require t hat each QDJSCO-correcled jet have 
E} > 15.0 CeV and that kIJJ > 40.0 CeVjc'. 

Two studies with random cones thrown in the Jet·20 data sample were done. In the first 
study (Jet·20a), random cones of !:lR = 0.4 thrown in Jet·20 events passing the above 
criteria were required to be more than !:lR = 1.4 away from all jets in the event , in 
order to stay clear of the defau lt 6.R = 0.7 jet·cone clustering radius in J ETC LU. In t he 
second study (Jet·20b), random cones of D..R = 0.4 thrown in Jet·20 events passing t he 
above criteri a were required to be more than !:lR = 1.4 a.way from the two leading (i.f'. 
t rigger) jets in the event . The ET4 calorimeter isolation efficiencies fo r ET4 < 2.0 GeV and 
ET4 < 1.0 Ge V were also determined from QFL Baur electron and muon W i and Z'/ ~ I C 

simulated events, where t he underlying event was simulated with the use of the ISA.JET 
MC. The CEM photons in the QFL Baur MC data were required to be more than 6. f{ ~ 
0.7 away from the WjZ decay lepton(s). 

The efficienc(ies) for the summed PI in a cone of D..R = 0.4, (1: PT4) downstn'illli 
of the ET4 cut (s ) for CEM photons were also determined from these same data samplt' :-.. 
The efficiency for the "No 3D CTC Track" pointing at the CEM cluster (N3D= 0) was ;11 :-.., 
determined from these same data samples. 

The efficiencies for Had/ EM < 0.055 + 0.00045 * E, L $hr < 0.5, X~~ri p < 20.0 ,111.1 
X!ire < 20.0 and the no 2nd CES strip/wire cluster EeES 2nd > 1 GeV cuts were deterl11 illt'd 
from 5 -50 GeV CEM electron test beam data and also from the QFL Baur elect ron / Il IIl" 11 
W, jZ, MC simulated data. 

The efficiencies for these photon cuts for CEM photons, and the overall CEM pi I"" ,II 
efficiency, are summar ized in Tables Ia· Ic. It can be seen that the photon efficienc ies obI a i" ", I 
fro m random cones t hrown in the electron and muon inclus ive W/Z data samples al"" III 
good agreement with one another. The results obtained from random cones thro\\" 11 III 
the Minimum Bias data have systematically somewhat higher photon efficiency theW II ,." 
obtained from the inclusive YV/Z data samples, as anticipated. The results from the .kl ~I I., 

random cone study (central cones thrown avoiding all jets in Je t-20 events) are systemal i, ,, 1' . 
higher in efficiency by approximately 5% than that for the inclusive W/Z data sampl(' :-. . I I · 
,"(-'sults from the Jet·20b random cone study (central cones thrown avoiding only II ,. I.'." 
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leading/tr igger jets) are systematically lower in efficiency by approximately 5% than that 
for the inclus ive We or Wi' data samples. 

The QFL WI' Me efficiencies associated with the L PT4 cut(s) are systematically higher 
than e.g. the inclusive W/Z results. The ISAJ ET underlying event in the QFL MC sim­
ulation appears to be slightly less "noisy", in terms of charged particle multipl icities and 
e.g. track PT spectra than that associated with the inclusive W/Z data samples. Note fur­
ther that the QFL Had/EM efficiency is somewhat low, due to a (significant) disagreement 
between the e.g. QPL Had/EM distribution for low-energy W, /ZI' MC photons (or sim­
ply QFL Me single photons) compared to the Had/EM distribution observed from electron 
test-beam data, and/or inclusive low-PT electron data, gamma conversion pair data, etc. 

Figures lOa-IOd show the progression of cuts for the electron W ,,/ data sample. Figures 
lIa-lld show the progress ion of cuts fo r the Jet-20 QeD background data sample. 

6 Me Determination of e and J.L W , and Z, Signal 

The Standard Model predictions for the number of expected electron and muon W,,/ and 
Z, events for integrated luminosities of J Cedt = 4.05 ± 0.28 pb-' for electrons and 
J CJldt = 3.54 ± 0.24 pb- 1 for muons were obtained using two quasi-independent Monte 
Carlo methods. Bot h methods used the Baur W,,/and Z,,/Monte Carlo programs for genera­
tion of electron , muon and tau W, and Z, MC data samples[5]. The tau data samples were 
generated for determination of e.g. W -+ 7 -+ e/ I-' and Z -+ 7+7- -+ e/ p. backgrounds in 
the electron and muon W , and Z, samples. The BaUl' W,,/ and ZI' MC programs generate 
weighted events using the helicity-ampli tude formalism, adding together the contr ibut ions of 
the Feynman graphs of figures 1 and 2, respectively. The kinematic phase space is done us­
ing the VEGAS adaptive multi-dimensional integration code[14]. The Baur W,,/ and Z,,/ Me 
programs were modified to use the (latest version) of the CERN POFLI B structure func­
t ions (V3.1O) [15], and include all parton-parton luminosities (and CKM matrix elements, 
for W,,/). The cross section output from the Baur MC programs includes a f{ - factor of 
1 + '; a,(Mn '" 1.35. 

In the first method, large samples (> 500f( events each) of electron and muon W , and 
Z, Baur Me events were generated with as few kinematic cuts as possible, in order to obtain 
as much of the Iltotal" W, and Z,,/ cross sections, and in an effort to minimize potential 
biasing of results from Ilfeed-down" effects due to finite detector resolution and smearing 
effects. The kinematic cuts used at the Baur MC event generator level for W,,/ were no 
lepton Pi or ~Tcut, P:;' > 1.0 GeV, 6.Rl _'Y > 0.3, no lepton/neutrino pseudo-rapidity cuts. 
and 11J'Y1 < 6.0. For Z,,/, the cuts used at the event generator level were lepton Pi > 1.0 Ge v. 
Pi > 1.0 GeV , 6.Rt _'Y > 0.3, lepton !1Jll < 6.0 and 117'11 < 6.0. Four-vector information from 
the events passing these cuts generated with the Baur W,,/ and/or Z,,/ MC were written to 
unformatted files. We have studied the systematics of these Me results using many different 
structure-function choices, PT - and Q2-scale dependence (see below); the results presented 
in this note are nominally be based on the use of HMRS-B structure functions, i,e. t.hc 
same structure fUlI('tions for which the CDF electron and muon Wand Z cross sections 
and electron and tlluon W/Z cross section ratio results were based upon , as a Ilnominar 
st ructure fu nctioll choice. 

Two indepen(" Ii! (and very detailed) Ilfast" W,,/ /Z,,/ Me detector simulation programs 
were developed , ' .( ' !1 were structured along lines similar to that of the ufast" W/Z \!(' 
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detector si mulat ion programs that were used for the electron and muon W and Z cross 
sections and W/Z cross section ratio analyses(16]. The two versions of each program were ) 
extremely useful for cross-checking each other, especiallly in the ea.rly development stages of 
these programs. 

The purpose(s) of the fast Wiand Zi Monte Carlo detector simula.t ion programs were to 
a.) determine geometric and kinematic acceptances, b. ) obtain predicted cross sections for 
W , and Z" above t he Wand Z boson event selection cuts and above the 6.Rt _,., > 0.7 and 
E7 > 5.0 Ge V photons cuts, and c.) to obtain predictions for the expected # of W , and 
Z, events in the CDF elect ron and muon W, and Z, data samples, inputting all relevant 
electron , muon and photon efficiencies. Since we are using precisely the same cuts for ltV 
and Z select ion as was used in the determination of the inclusive elect ron and muon ~V and 
Z (I * BR cross sect ions and W/Z cross section ratio analyses, we use all of the electron 
and muon effici encies as determined by the inclusive W and Z analyses in the Wi and 
Z, analyses. Our main task is therefore to determine CEM/PEM photon efficiencies and 
the geomet ric and kinemat ic acceptances relevant to each of our data samples. 

The fast W , and Z, MC detector simula.tion programs read in the unformatted e or t' 
data files output from the Baur W , and Z, MC event generator programs, and then push 
each event through a fast (i. e. parametrized) detector simulation. Each Baur W,OI' Z, MC 
event is given a random Pr boost , according to use of a "nominal" PT distribut ion , based on 
CDF measurements of the Wand Z boson PT distributions[17]. The Z-vertex for the event 
is obtained from a gauss ian distribution, of Uz = 30 em. Electron and photon energies 
are smeared by the appropriate detector resolution for e.g. CEM, PEM, FEM , muon PT's 
are smeared by (non-beam constrained) CTC track momentum resolu tion. For t he W in 
W , event s, the fiT is smeared in the same way as was done in the fast Wand Z Monte 
Carlo detector simulations, i.e. precisely the same way as was done in the electron and muon 
ltV mass analyses[18]. The jet recoiling from the WI PT is degraded and smeared by a jet 
resolution parametrizat ion ; the contribution to the fJT from the underlying event is kicked 
in x and y according to a random sampling of the scalar ET distribution for inclusive W /Z 
events; the overall ~Tis computed from combined smeared electron Er or muon PT, smeared 
photon ET , t he degraded and smeared recoil jet and the underlying event. 

The smeared elect rons, muons and photons from Baur W, and Z, MC events are prop­
agated from the event vertex th rough the solenoidal field to the calorimeter, muons are 
fur ther propagated outwards to the muon chambers in the return field. Standard subrou ­
t ines - a modified (standalone) vers ion of FIDELE and FlDCMU are used for determining 
the fiduciality of electrons, photons and muons, respect ively. 

The W , and Zi cross sections above cuts, geometric and kinematic acceptances amI 
the predicted # of CEM/ PEM electron and muon W, and ZI events are determined us· 
ing weighted events, following the procedure described in CDF-1732[19]. Typically", 50 /\" 

events pass all event selection cuts after detector simulation. Uncertaint ies on all deriV(>d 
quantities are obtained from (internal) use of the CONFIDENCE subroutine and/or addi ­
t ional (post-processor) MC simulation of numerical results and their uncertainties. 

The experimental measurement of the (W --+ eVi l +,and (Z --+ e+e-) + I cross sectioll:' 
is given by 

) 
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NZo "N,zo 
B(Z 1+1-) ob$erlled - 6 background 

aZ' -t ,= 
Azo . 'zo . f L,dt 

where JVo~:r1!fd and JVO~;erWd are the number of observed YViand Zievents in a particular de­
cay channel (e or J.L); L NbacIground and L JVb:~kground are the number of (summed) background 
events expected in each of the data samples. The product terms Aw"'1' f W "'1 and Az"'1' fZ"'1 are 
the (overaH) acceptance x efficiency factors for detecting the Wi and Z,events, respectively. 
The integrated luminosity (J .ctdt) in the denominator then normalizes the number of events 
to our particular data samples. 

The product acceptance x efficiency terms are in fact products of a number of accep­
tances x efficiencies: 

Aw"'1 ' EW"'1 = Aw . Ageom . Elepton . Ep hoton . ft rigger' EAnalysis cuts 

The acceptance Aw is the combined muon fiducial, muon & ftT kinematic acceptance for 
the W boson; the acceptance Ageom is the combined geometric and kinematic acceptance of 
the photon to pass through e.g. the CEM calorimeter. The E terms are (product) efficiencies 
for detecting e.g. the lepton or the photon once t hey have passed through their respective 
detectors. The term Elepton is t he efficiency for the CEM (CMU) system to record the 
electron (muon) in the event, whereas fphoton is the efficiency for the calorimeters to record 
the passage of the photon. The term ftrigger is the lepton trigger efficiency. The term 
fanalysis cuts is itself a product of efficiencies of the cuts used to make the data sample, e.g. 
electron/muon isolation. Tables 2a-2e summarize the acceptances determined from the fast 
Me detector simulation(s) and the electron and muon efficiencies. 

The second method of determining e.g. the predicted number of electron and muon 
Wi and Zi events is an explicit QFL simulation of elect ron and muon Wi and Z"f MC 
data. We start with the unformatted data files output from the Bam W"f and Z"f MC event 
generator, and then unweight the dist ri butions according to the procedure described in CDF'-
1665[20]. The underly ing event is simulated using ISAJET, tun ing some of the parameters 
of ISAJET so that underlying event is in reasonable agreement with that observed in the 
inclusive electron and muon Wand Z data samples. These data files are then put through 
QFL '88-'89 detector simulation and then through version 4.6 production. The QFL electron 
and muon W"fand Z,events are then passed through the same analysis as the CDF inclusive 
electron and muon Wand Z data samples. 

Tables 3a-3b summarize the predicted number of SM W"f and Z"! events in the electron 
and muon channels, based on the fast W, and Z"f Me detector simulations, and the BaUl' 
QFL/ISAJ ET W"! simulation in the electron channel. In Table 3b, we also explicitly sum~ 
marize for the Z"! case the contribution (passing all event selection cuts) from Drell -'V<tn 
(DY) + Z"!. These results were also obtained with the use of the Baur Z, Me program and 
fast detector simulation program(s). The DY contribution can be seen to be small, but we 
explicitly correct for it in the FDy term, as shown in Tables 2d-2e. 

7 Determination of QeD Photon Backgrounds 

The largest photon background in the W, .: ·,d Z"! signal samples is due to a combinatio!! of 
QeD jet-faking photon processes, and to (I ' ;ser extent , prompt isolated photons e.g. dill' 
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to initial / final-state radiation (quark QED bremsstrahlung). The photon background(s) due 
to QCD jet-faking photons in the inclusive electron and muon Wand Z data samples were ) 
determined from use of t he Jet-20 data sample and also use of the Vecbos W/Z + 0, 1 and 
2-jet MC data, using HERW IG (V5.6) to generate the underlying event and to fragment 
the jet(s) recoiling against the WIZ in the Vecbos WIZ + n-jet MG, and QFL for cor 
detector simulation. 

For t he determination of the CEM QCD jet-faking photon background(s) from the Jet-20 
data sample and the inclusive electron and muon Wand Z data samples, we requ ired the 
same event select ion criteria as described above in the determinat ion of photon efficiencies 
for e.g. the ET4, L PT4, etc. cuts. Note that the Jet-20 data was also re-clus tered with 
ELES Seed = 1.0 GeV and Sum = 1.5 GeV in EMCLST in an identical manner to that 
done for the inclusive electron and muon Wand Z data samples. 

Events in the Jet-20 data sample were selected by requiring two leading jets with one 
central jet, the other jet central or plug, and requiring both jets to have (QDJSCO-corrected) 
E:} > 15 GeV and MJJ > 40 GeV . The physics motivation for this choice of jet selec tion 
was to obtain a sample of events which had approximately the same Vi as that for the 
inclusive electron and muon Wand Z data samples. Since most of the Jet-20 data are di-jet 
type events, the two-jet invariant mass distribution of the leading two jets is approximately 
that of the Wand/or Z mass; the extra jets in these events are then likened to the jets in 
WI Z + jets data. 

T he CEM QeD jet-faking photon background in each of t he four inclus ive data sam­
ples was determined by summing up (separately) for each of the four inclusive W/Z data 
samples, ET- bin-by-ET-bin, the product of the number of QDJSCO-corrected central jets 
(I~I < 1.1 ) in a given ET-bin (of width = 2.5 CeV) that were above Er > 5.0 CeV and 
were more than ~Rt_ J > 0.7 away from the decay Jepton(s) in each of the four inclusive 
data samples, times t he number of ELES objects in the same ET - bin of the re-clustered 
Jet-20 data above ET > 5.0 GeV pass ing all of the above-described CEM photon cuts, that 
were more than t::.RTJ-ELES > 1.4 away from the two leading trigger jets in the Jet-20 data, 
divided by the number of QDJSCO-corrected extra. (i.e. non-leading) central jets (\11 \ < 1.4 ) 
above ET > 5.0 GeV in t he same Er-bin that were also more than f:l.RTJ _ XJ > 1.4 away 
from the two leading trigger jets in the Jet-20 data. In other words, the determination of 
t he Qe D jet-faking photon background in each of the four inclusive W/Z data samples, for 
(corrected) Er > 5.0 GeV was obtained by: 

(NF;d GEM J20(AR 14)) Jet W Jet W ; L...), TJ-ELES> . 
NB',nd = I: N; '(I ~JI < 1.1 , 6.R,_J > 0.7) X N.E.-,. J" J20(6.R > 14) 

I ,TJ-XJ . 

Jet W" J et W (N{id CEM J20( t::.RT J _ELES > 1.4)) 
NBkgnd = L Ni "(I11J1 < 1. 1,f:l.Rt _J > 0.7) X lvE:r tra Jet J20(AR > l 4) 

i ; L...), T J-X J . 

Jet Z. _ '"""' Jet Z. 1 i L...), r J - ELES > . 
(

VF;dCEMJ20(AR 1 4) ) 
NBkgnd - 7 N ; (\1/J\ < 1.I,t::.Rt_J > 0.7) X NiEdra Jet J20( t::.RTJ_XJ > 1.4) 

Jet Z" _ '"""' Jet Z,.. I ; L...), T J-ELES > . (NF;' GEM J20(AR 14)) 
NBkgnd- L; N; (11J\<i .l ,t::. R t _ J >0.7)x N;E:rtra JetJ20( f:l.R

T J
_

X
J >1._1) 

The number of Jet-20 events passing the "trigger" jet requirements was 11726 en·IlI,S. A 
total of 43 1 Jet-20 central ELES objects had Er > 5 GeV tha.t were f:l.R > 1.4 a' .... ;:.\· from a 
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jet. Of these, a total of 269 were fi ducial CEM. A total of 20, 15, 12 and 11 events passed 
the ent irety of the 2 x 2 matrix of ET4 = 2,1 GeV and I: PT4 = 2,1 GeV photon cuts, 
for the 2-2, 2-1, 1-2 and 1-1 photon cuts, respectively. The number of jets in the inclusive 
W /Z event sam ples with central jets was 2041 (1099) fore (It) W- dataand 175 (69) fore 
(I') Z - data. 

An independent cross-check on the determinat ion of the level of CEM QeD jet-faking 
photon background{s) for each of the four W/Z data samples was ob tained with the li se of 
the Vecbos WjZ + n-Jet Me. A properly normalized, luminosity-weighted sample of ej I-' 
Vecbos/HERW la W/Z + 0,1 and 2-jet QFL MC data was passed th rough t he same set 
of above-described W /' / Z, event select ion cuts and to obtain predictions for t he number of 
QeD jet-faking CEM photons in the central electron ~V, data sample. 

The predicted number of CEM QCD jet-faking photon background events obtained via 
these two methods are summarized in Tables 4a~4b below for each of the four W, and 
Z,data sets. The uncertainties quoted in the tables are statistical only (we discuss systematic 
uncertainties associated with the QCD jet-faking photon backgrounds in the next section). 

Plots of the Jet-20 background determination for the electron W,sample for the ET4 < 
2, L PT4 < 2 cut are shown in Fig. 12a. A comparison of the various jet ET spectra for 
the four data samples are shown in Fig. l2b. The Qe D Jet-20, fake rates for electron and 
muon W , /Z, data samples are shown in Fig. l2c, for the ET4 < 2, L PT4 < 2 Cllt. 

8 Additiona l B ackgrounds in the W-yand Z-y D ata 
Samples 

If no addit ional event selection cuts other than those described above are used, Z,and inclu­
sive Z+jet processes (where the QeD jet fakes a photon) can contribute to W, backgrOllild 
(particularly in the muon channel) when one of t he leptons from the Z -decay is not d€'­
tected, resulting in the (one-legged) Z being mis-identified as a W. For electron/mllon 
W, candidate events, contamination from one- legged Z,events is further suppressed in ('Mil 

sample by making a "no 2nd track" cut for 3-0 tracks with PT > 10 GeV/c and requirill g, 
that if such 3-D tracks are found , that they must not be pointing at a hadronic jet (EM frill '­
tion < 0.8); if the 2nd track is not pointing at a jet and has a pair-mass of 70 < Mee < Ill) 
(40 < lVfjJ.jJ. < l40) for electrons (muons) the event is rejected as a one-legged Z, candiditli' . 
Fol' muons, the 2nd track is also required to have a minimum-ionizing calorimeter signal mi' I­
From studies using QPL W, MC simulated data for electrons and muons, no signal event :' iln ' 
lost by these 2nd track-type cuts. The contributions to the W , background from thesl' )If" 

cesses were est imated us ing inclusive Z data and the Baur W,and Z, Monte Carlos. T lw",· 
resul ts are summarized in the Table 5a below, fo r the ET4 = 2 GeV , L PT4 = 2 (;, \ 
choice of photon cut . We note here that one electron 1-legged Z, candidate was foulld I II 

t he electron W, data sample ('" 0.6 events expected), and two i-legged Z, candidates 1\",'1" 

found in the muon W , data sample ('"" 0.7 events expected). 
The process (W --+ HIT) + ,and (W --+ 1'VT) + Jet can also contribute to the backgr'J IIiPI 

in the elect ron and muon W , data samples when the l' decays to an electron or Itl l h 'I, . 

respectively. The corresponding processes (Z --+ 1'+1'-) + I and (Z --+ 1'+1'-)) + .k! · .. 1 

also cont ribute to the background in the electron and muon Z, data samples. As thl' It .. ·. · 
W I and ZI Me programs originally did not include tal Ionic decays of W/Z bosom;. " -, ' 
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of T ---+ /lTlv( tau lepton decay subroutines were written, which included the proper tau 
decay polarization effects. The Baur MC event generators and fas t W, and Z, MC detector 
simula tion programs were modified to include tau decays. The tall decay contribution to the 
W"( background in the electron and muon channels was found to be small, and is summarized 
in Table 5a below, for the ET4 = 2 CeV , 'LPT4 = 2 GeV choice of photon cut. The 
tau decay contribution to the Z, background in the elct ron and muon channels was found 
to be extremely small «< 1 event), and hence is neglected. 

In Tables 5b~5e, we summarize the backgrounds for each of the four data samples. The 
fi rst uncertainty in each table entry is the statistical uncertaintYi the second uncertainty is 
the systematic uncertai nty on the Jet-20 QCD determination of the QeD jet-faking photon 
background for that channel. 

The systematic uncertainty on the QeD background for each of the four channels is 
(conservatively) defined as the difference between the QeD background as determined from 
t he Jet-20 data minus the QeD background as determined from the Vecbos/HERWIG/QFL 
WIZ + n-jets Me simulations. 

We spent a considerable amount of effort attempting to better understand the system­
atic under-predicting of the Qe D background as obtained from the Vecbos/HERWIG/QFL 
WIZ + n-jets Me simulation relative to that from the Jet-20 QeD background determina­
tion . The original version of HERWIG that was used (V5 .3) did not include in itial/final-state 
photon bremm off of e.g. quarks. The latest version does, however we found that there was 
no observable/detectable increase in the background determination with quark bremm en­
abled in t he MC. The reason for this is two-fold. First, the bremm code used in HERWIG 
is overly simplistic - it uses the effective radiator approximation, which is reasonable only 
for small angle (i .e. collinear) bremm. It is a poor approximation in the wide-angle regime, ) 
e.g. for 6.Rq_"I > 0.7, well away from jets. Second, a simplistic estimate of the number of 
background W "( / Z, events with photons due to wide-angle final- state quark bremm from 
charge +2/3 (- 1/3) u (d) quark ~'jets" fragmenting (v ia bremm) to a photon pass ing our 
photon cuts (N. B. initial-state quark bremm is part of the W, /Z, signal!), scaling resu lts 
obtained using Bob Wagner's radiative W/Z MC event generator + fast detector simulation , 
and also e.g. a radiative J /1/J decay MC event generator, indicate that the contribu tion from 
final-state quark-bremm processes in W/Z+ jets is small , e.g. less than < 0.3 events for the 
electron W , channel , and less so for the other three channels. 

We also investigated the sensitiv ity of the Vecbos/HERWIG/ QFL W/Z + n-jets MC 
simulat ions to the minimum jet ET cutoff (at the parton level) in t he Vecbos event genera.tor , 
and foun d the QCD background predictions to be insensitive to thi s cutoff parameter. The 
lowest jet threshold recommended by Walter Giele (one of the authors of the Vecbos program) 
was E:f. > 8 GeV. We were able to successfully run the program with E:f. > 6 CeV but 
no lower. Our Vecbos/ HERWIG/QFL W/Z + n-jets Me simulation results are for the 
Ef: > 8 CeV threshold. 

In addition to the above, we also studied the possibility of a jet energy scale mis­
calibration in the Vecbos/HERWIG/QFL W/Z +n-jets Me simulat ion, for the regime of jel 
fragmentation which would give us QeD jet~faking photons, passing all of our photon ClltS. 
includ ing the ET4 and L PT4 cuts. We found e.g. for t he electron Vecbos/HERWIG/QFL 
W + n-je ts Me simulations, that increasing the <'observed" photon ET spectrum by a. COII­

stant factor of 7 ± 4% brought the Vecbos/HERWIG/Q FL W + n-jets MC simulations 
into good agreement with t he Jd-20 background determi nation for this channel. How('n' l". 
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we also found t hat for the other three channels, which had much poorer statistics (both in 
the data and the MC), that an increase 15 - 25% was required. 

We note here that we also worried about the calibration of the CEM energy scale at 
Ej. "" 5 GeV. We conferred (as always) with Barry Wicklund on this point . From E/P 
studies he had done using low-energy electrons, the CEM energy scale at this energy was 
correct to within"" I %[21]. This level of uncertainty has a negligible impact on the number 
of W, / Z, events expected and/or predicted. 

Due to limited statistics associated with both the Jet-20 QCD jet-faking photon back­
ground determination(s) and the the Vecbos/ HERWIG/QFL W/Z +n-jets Me simu lations 
for each of the four samples, we were unable to reliably ascertain that a single factor was t he 
sole source of the systematic discrepancy between the QeD jet-faking photon background (s) 
as predicted by the Jet-20 data and the Vecbos/ HERWIG/QFL W/Z+n-jets Me. Hence we 
retai ned the conservative definition of the systematic uncertainty on the QCD background, 
as defined above. 

9 The W "( and Z"( Candidate Event Samples 

The number of electron and muon W, and Z, candidates for the matrix of 4 different 
photon cuts are summarized in Tables 6a and 6b. Our "officiaP' result is hased on the 
ET4 < 2, L PT4 < 2 photon cut; the other three photon cuts were used only for the explici t 
purpose of investigat ing the stability of the signal as a function of varying the photon cut(s) 
that were used in this analysis. Tables 7a a.nd 7b summarize run # and event # for each of 
the fOllr candidate event samples. Table 7c summarizes run # and event # for one-legged 
Z, candidates (background in W , samples). Tables Sa-Sci summarize some of the sal ient 
kinematical propert ies of each of the events in the four samples. Figures 13a-13c summarize 
some of the kinematic properties of electron/muon WI' and ZI' candidate event samples, 
overlaid with the MC expectations fo r the signal in each channel , normalized to the number 
of predicted MC events in each sample. 

10 Determination of a *BR(W +,,() and a *BR(Z +,,( ) in 
the Electron and Muon Channels 

T he experimental results fo r t he cross sections x branching ratios for W, and Z, in t he 
electron/muon channels were determined from the use of 

Vw, " "w, 
B( ' V 1 ) J ob, erved - t..JVbackgTound 

ow' I' -+ Vi , = 
Aw-r ' f:W -r • f Ltdt 

;.rZ, "MZ' 
B(Z 1+1-) observed - L bGckgrotlfld 

a z ' -+ I' = 
Az'1 . t z.., . f [ t lit 

The number of observed candidates for each sample was input to a detailed MC sim ulal ion 
program which simulated ·106 CDF experiments, Poisson·Huctuating the number of obs('n"!'d 

) events, along with gaussian fluctuatio lls of the integrated luminosit ies, and all A . (. krill.' . 

as given in Tables 1-2. The backgro'1nd:> for each channel were gaussian-fluctuated ilnd 
subt racted from the observed numb· .. \,1" ('vents on an "ex periment-by-experiment" bil ~ I"', 



Version 666, May 14, 1993 20 

The experimental cross sect ion (J. B R was calcu lated from a histogram (incremented once 
per experiment). The mean and ± 1 (J (double-s ided) uncertainties on the mean value 
of (T • BR were obtained, as well as the 68.3%, 90.0%, and 95.0% single-sided C. L. upper 
limits to (J. BR, using the PDG method of a bounded physical region[22]. Tables 9a-
9b summarize the # signal events for W I and Z"( electron and muon results. The first 
uncertainty is statist ical only; the second uncertainty is the systematic uncertainty associated 
with t he QeD photon background determination. The cross section resu lts for each of the 
four channels are summarized in Tables lOa-lOb for l-V/, and Z"I. The first uncertainty is 
statist ical only; the second uncertainty is the systematic uncertainty associated with the 
integrated luminosity, acceptances and efficiencies; the third uncertainty is the sys tematic 
uncertainty associated with the QCD photon background determination. Tables lla-llb 
summarize the # signal events and cross section results for each of the four channels for t he 
ET4 < 2, L PT4 < 2 photon cut. 

11 Combining the e and J1, Cross Sections 

The method we used for combining the e and J.L a * B R( W + 7) and e and J.L a * B R( Z + 7) 
cross sections was again based on MC si mulation methods, simulating 106 CDF experi ments 
(we merged together the e and It MC a * BR programs into one program and carefully 
take into account the correlat ions between the two data samples). The method involves the 
assumption t hat the electron and muon channels are measuring the same physical process 
(i.e . lepton un iversal ity holds: a * BR = a * BRe = a * BR/A) Then , as can be derived 
trivially, or e.g. via formal derivation from the joint likelihood £ e+/A = £ e ' £ j.l: 

We have checked t hi s met hod of combining cross sections with test di st ributions and also 
with analytic, weighted-average methods. All results agree extremely well wi th each other 
for these comparati ve tests. 

Figures 14 and 15 show the electron, mllon and e + Ii combined W7 and Z7 a * BR 
probability di stributions, respectively. For W7 , all probability distribut ions are smooth , 
due to the fact that the gaussian-distributed uncertainties associated with e.g. the QeD jet­
faking photon and other background(s) smears out t he quantization of the small-statistics 
Poisson fluctuat ions on 8, 5 and 13 observed e, J.L and e + I' W7 events. These a * BR 
probability distributions are nearly gaussian, but with a small high-side tail, due mainly to 
small -number Poisson statist ics. The narrowing of the (J * BR probability distribution for 
the e + J.L combined cross sect ion is readily apparent. For Z7, the probabi lity dist ribut.ions 
clearly show the small-stat istics Poisson nature of t hese results. For Z7, the (fractional) 
level of QeD jet-faking photon backgrounds in the individual e and J.L Z7 data samples 
("" 10%) is significantly less than that for the W7 data samples ("" 40%). The cross 
section probability distributions are extremely finely binned, so that we may determine t ilt' 
± I a (68.3%) double-sided and 68.3%, 90.0% and 95.0% single-sided CL limits to llH" 

a * BR(V + 7) (using agai n the bounded physical region for the latter limits) for each eros!' 
sect.ion probability distribution. Table 12 summarizes the combined e + I' W7 and Z, ('!'O:':' 

sect ion results. 
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12 Additional (HBR (W +,)and (HB R (Z +,)Systematic 
Uncertainties 

The systematic effects of varying the diboson V +, (V;:::: W/Z) PT-distribut ion, structure 
function (SF) choice and the Q2 - scale for the nominal SF (HMRS-B) were studied for each 
of the four channels. Since there are no exper imental measurements of the diboson PT spec­
trum, and no rigorous theoretical predictions of the W/Z +, PT distri butions (soon1), we 
approximated the W/Z +, PT distributions by the measured CDF W/Z PT distributions[17J, 
which is reasonable for the photon PT range we are sensitive to. For the nominal SF choice, 
fo r each of the four channels, the Me diboson PT distributions were varied within the ±1a 
limits a llowed by the fit to the da/dPr distribution, using the same method as the muon 
n analysis (see e.g. CDF-1504 and CDF-1629). The method involved using the fast MC 
detector simulation programs to obtain the MC a* BR(V +/) and all kinematic/geometrical 
acceptances, requiring the MC events pass all event selection cuts, and including the efFi­
ciencies of these cuts in the fast Me detector simulation. The acceptance results for each 
PT choice were then input to the experimental determination of the a * BR(V + /) for 
each of the four decay channels. Thus, a total of four PT distributions for each decay chan­
nel were investigated to obtain both Me and experimental results: (1) No PT boost , (2) a 
"soft" Pr boost , (3) a nominal PT boost and (4) a "hard" PT boost. The "soft", nominal 
and "hard" boson Pr dist ribut ions are shown in Figure 16. Note that the "No" PT boost 
study was included solely completeness' sake, and is not used in the determination of any of 
the systematic uncertainties . The results of these studies are shown in figures 17a-17c and 
summarized in Table 13a below. The systematic uncertainties for the combined e + J.l results 
were obtained via the sa.me method as used for combining the "nominal" e + I-' cross sections. 
Figure 17a shows the variation in a * B R(V + /) for the Me and experi ment for each of 
the four channels as a function of PT distr ibution choice. The error bars are associated with 
the statistical uncertainty on the acceptance determination and the uncertainty on the Me 
generated a*BR(V +,) Figure 17b shows the a* BR difference between Me and experiment 
where the di fference ~a(V +i)A:/C- Ezpt == 0 for the nominal PT distribut ion. The other dif­
ferences are the refore defined relative to the nominal PT distribution. Figure 17c shows the 
systematic trends for the Me and experiment separately. Again, the ~O'(V +,)MC,EzPI == 0 
for the nominal PT distribution choice; the others are defined relative to the nominal. Table 
13a summarizes the ±10' systematic. uncertainties ~aMc, ~aEzpt and ~aMc-Expl for the 
±10' systematic excurs ions in the diboson PT distributions. 

Similarly, the systematic uncertainties associated with the Q2-scale dependence for the 
nominal SF choice (HMRS-B) were studied by varying the Q2-scale between the limits 
M~+",!4 < Q2 < 4M~+-y, for each of the foUl' decay channels. Figure 18a-c show these 
results for (I) Q' = M~+7/4, (2) Q' = M~+7 (nominal) and (3) Q' = 4M~h. These 
results are summarized in Table 13b below. A technical note here is that we ignore possible 
correlations between Q2 scale dependence and the shape of the diboson PT distribution , 
which are correlated with each other due to four-momentum conserva.tion in the V + , 
production process. Hence treating these two effects as independent of each other will tend 
to overestimate the sensit ivity to these effects. 

, The systematic uncertainties associated with the choice of structure fu nctions for each 
of the four decay channels was investigated using various SF choices. Figure 19a shows the 
M C a * BRge ,.. results for the generated cross sect ions output from the Baur W, and Z, Me 
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programs for 13 different SF choices. Of these a sub-set of 5 different SF choices (DFLM-
260, MRS-B, HMRS-B, MRS-SO and MT-Bl) lVere analyzed using the fast Me detector 
simulation programs to obtain MC a * BRclit~ and kinematic/geometrical acceptance results. 
Figures 19b-19d show the analogous set of plots as for the P-r and Q2 scale dependence studies 
discussed above. Table 13c summarizes the systematic uncertainties for the SF choices. 

The systematic uncertainties associated with varying the diboson PT distributions, the 
Q2-scale dependence and the SF choices for the MC and the experimental results are seen 
to be correlated with each other. The MC and experimental a * BR(V + ,) results for 
each of the four decay channels, in isolation of each other, must include the respective 
contributions to the overall uncertainty from these three systematic uncertainties. However, 
due to these correlations between Me and experimental systematic uncertainties , we must 
use the 6.a(V + I)M C-E4Pt difference in obtaining e.g. limits on the K, and ,\ parameters 
for W, or e.g. limits on the hfo and h,ro parameters for Z"{ . In Table 13d we summarize 
the (quadrature) combined systematic uncertainties associated with varying the diboson Pr 
distribution, the Q2-scale dependence and SF choices. We discuss the details of obtaini ng 
li mits on e.g. the K. and ~ (h:fo and hro) parameters for W, (Z"{) below. 

13 W I and Z, Cross Section Results 

We summarize here t he "official" resu lts for the individual e, JL W"{ and Z,,{ cross sect ions 
and the combined e + It W"{ cross sect ions, taking into account the PT(V + "{}, Q2 -scale 
dependence and SF systematic uncertainties. These results are intended to be lIsed solely for 
quotation as cross section measurementsj these results must not be llsed for e.g. determina­
tion of limits on the K, and ,\ (hro and hro) parameters, due to the non-negligible cor relations 
between the MC predicted a * BRcuh and the experimental cross sect ion results, even though 
these results have slightly larger uncertainties . These results are in good agreement with S\l 
predictions. 

". BR(W,). 
(] '" BR(W-Y)e+1' 

"* BR(Z,) . 
a'" BR(Z-Y)e+I' 

= 17 .O~:t~ (stat + syst) pb 
= 17.9~:~:; (sta t + syst) pb 

= 6.8 ~~:~ (stat + syst) pb 
= 9.2 ~~:~ (stat + sysl) pb 

"* BR(W,). 
". BR(W,)sM 

"* BR(Z,). 
". BR(Z,)SM 

14 W, and Z, Cross Section Ratios 

= 19.4~:~:~ (stat + sysl) pb 
= 19.0 ~g:~ (stat + sysl) pb 

= 13.6~:6:~ (stat + syst) ph 
= 4. 7 tg:~ (stlLt + sysl) lIb 

The first set of physics results we can obtain is the format ion of four cross section ril l h'" 

U' BR(W,)/U • BR(W), U * BR(Z,)/" * BR(Z), u. BR(W,)/U * BR(Z,), and ~ , 
BR(W,)/a * BR(Z). The latter cross section ratio CDF has published results on for 1)1t ' , 

and J.L channels[ll]. These four cross section ratios form a "sum rule", and are shown bf'I,,\\ 111 

Figure 20'and summarized in Table 14. By taking ratios of these CI'OSS sections, as in till' , . ,~ , 

of the W/Z cross section rat io, many common experimental (and theoretical) uncerta illl \ , .~ 
cancel. These ratios, such as the first cross sect ion ratio , a'" BR(W,)/a '" BR(H' ) ... 1-

sensitive in the SM to the destruct ive inte rference between the various Feynman amplil l\,J ,·. 
for the W, process[23]. The SM prediction for this cross section ratio (for our c1h! i" 
photon cuts) is'" 0.9%, whereas if t he radiat.ion were due soley to final-state bremi li. T! 



23 

ratio would be '" 0.5%. The experimental results, while presently statistically compatible 
with either hypothesis, favors the SM ltVi prediction by approximately 0.5 SD. The cross 
section ratio of lHBR(Zi)/cr*B R(Z) is a lso shown in Figure 20, along with its SM prediction 
of rv 2.4%. This experimental cross section ratio, albeit with (very) limited statistics, tends 
to be high by approximately 0.5 - 1.0 SO. We note here that th is was also the case for the 
observed I-legged Z + "t background in the electron/muon Wi sample(s). The third cross 
section ratio , t hat oI u * BR(W,)/u * BR(Z,) is predicted to be - 4.0 in the SM . II the 
photons observed in W events were due soley to final-state bremm, this ratio is expected 
to be '" 2.5 instead. The data favor this latter ratio, soley because the Z, cross section is 
higher than the SM prediction. We note here that for future W,IZ,analyses, this particular 
cross sect ion ratio is also quite sens itive to the dest ruct ive interference in the W, case; the 
photon PT spectrum is predicted to fall more steeply with increasing PT than in the Z,case, 
which has no such dest ructive interference effects in the SM. T he fourth cross section rat io, 
O'*BR(W,)/O'*BR(Z) is the canonical inclusive WIZ cross section ratio, which is predicted 
(and measured) to be "" 10.0. Our cross sect ion rat io results are summarized below: 

R(W,/W)e+1' O.8!g:~% (stat + syst) 
R(W1/Z,),+. = 1.9:':i:~ (stat + syst) 

R(Z,/Z),+" 
R(WjZ),+. 

= 4.3!~:~% (stat + syst) 
= lO.O::g:; (stat + syst ) 

15 Limits on Anomalous Couplings for WI' and ZI' 

We obtain 68.3%, 90.0% and 95.0% CL limits on the fiK- = "., - 1 and A parameters for 
W, (hfo and hro parameters fo r Z,) by running the Baur WI (Z,) MC program, steppi ng 
through a matrix of 80 fi"., and A (58 hfo and hro) parameters, and analyzing the MC evenL 
data with t he use of the fast W I(ZI) MC detector simulation programs. We record the MC 
0'. BR(V + ')gen,Ctd., and kinematic/geometrical acceptances and the predicted number of 
Me e or J.I. events for each W I (Z,) decay channel, for each cross section point in the I\, - A 
(hfo - hro) plane. T his includes recording all stati stical uncertainties for these variables. For 
W,)" the Baur Me was run with non-zero values of anomalous parameters with a fixed A 
scale of /\ = 10 TeV. The cross section results are negligbly different if e.g. a compositeness 
scale A = 1.0 TeV is chosen, simply because the parton SF luminosities (for Bjorken-x of 
x "" 0.5) contribute negl igibly to the overall W ,cross section at our center-of-mass energy. 
For Z')') which has much greater sensit ivity to the composi teness scale A, three sets of scales 
were used: A = 250, 500 and 750 GeV . 

Each set of Me 0'. BR(V +')')cu/., data is then fit using MINUIT to obtain a 3-dimensional 
description of the a * BR(V + ,) cross section surface in the t:::,.K- - A (hfo - h!o) plane for 
W')' (Z')'). The parametrization of the fit is of the following form: 

a(x,y} = (JSM + ax + bx2 + cy + dy2 + exy 

where x = iJ,K- (h~) and y = A (h!o). No higher-order terms in x, yare needed, since the 
invariant amplitlldes M containing the anomalous contributions to the W, /Z')' processes 
are linear in t hei r anomalous parameters (I\, . Ai h~, h!o, etc.). The terms in the express ion 
given above that are linear in x, yare dlle lo interference between the va.rious amplitudes 
associated with the W1 /Z')' processes. NOle that if the coefficients associated with thesf' 
terms were zero, the expression would be ~ 10

(. eqllation describing t he surface of an elliplic 
paraboloid. The MINUIT fits to each dat.o\ :,o 't returns the fitted va.l ues of the parameters 
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aSM, a - e and thei r uncertainties. The X2 of the fits and the fit residuals are also returned; 
in general the X2 of the fits are quite good. T he largest fit residuals are always associa.ted 
with the extreme values of anomalous parameters, well away from the region of interest (i.e. 
the SM). 

The A(7(V + i)MC-Expt systematic uncertaint ies assoc iated with the diboson PT dish·j­
bution, Q2-scale dependence and SF choice are included in the MC (7* B R(V +i)cu!.t curves 
(as a function of K/A for l<Vior hffo/h~o for Zi). For the purposes of obtaining limits on these 
parameters, the MC a * BR(V + i) "surfaces" are "down-shiftedll relat ive to their nominal 
central-value MC prediction by -1.0 a, where a is the quadrature sum of the MC statistical 
uncertainty on a * B R(V + i) and the Me - Expt systematic uncertainties associated with 
the di boson PT distribution, Q2-scale dependence and SF choice. The intersection of the 
plane containing e.g. the 68.3%, 90.0% or 95.0% C L li mit on the experimental a* BR(V +1) 
with t he "downshifted" MC a * BR(V + i) surface determines the li mits on (contours of) 
the K/ A parameters for Wi and/or h~/hro for Zi. 

The 68.3%, 90.0% and 95.0% CL limits on the t::J. K = K-1 and A parameters for elect ron, 
muon and e t Jl combined Wi results are summarized in Tables 15a-15b. Figures 21a and 
21b show the projections of t he Wi cross section on the K/A axes. The central value of 
the electron, muon an combined experimental results are shown as a solid horizontal line in 
each figure, the ±1(1 (stattsyst) (68% double-s ided CL) uncertain ties are shown as dotted 
horizontal lines. The 90.0% and 95.0% single-sided CL upper limits to the experimental 
cross section are shown as a horizontal dashed line and a horizonal sol id li ne, respect ively. 

The 68.3%, 90.0% and 95.0% single-sided CL contours in the t::J.K - A plane for the e + J.t 
combined W i resu lts are shown in Figure 22. Note that there are possible values of AK and 
A where the magnetic dipole moment Jlw and/or t he electric quadrupole moment Qw of the 
W boson vanish, separately, and one point where they both vanish simultaneously. This 
point is at present contained within the 68.3% CL limit contour. Note also the displacement 
of t he location of the minimum of the (1 * B R( W + i) cross section relat ive to the SM vallie. 

We note here that tree-level unitarity places restrictions on the maximum allowed values 
of AK and ..\, which assuming that only one anomalous coupl ing is non-zero at a time, and 
for A » Mw , the unitarity limits are[4J: 

7.4 TeV' 
11'.·1 < A' 

1.11 4.0 TeV' 
< A' 

(A 0) 

(I'.. = 0) 

A comparison of these restr ict ions for e.g. A = 1.0 TeV (or less) wit h the K/ A limits shows 
that e.g. for the 90.0% CL limits obtained with t he indiv idual electron/muon Wi resulLs. 
we are near the limit of sensitivity to compositeness scales beyond these A values, whereas 
fo r t he combined e t IJ result we do beUer. We also have good sensit ivity at the 90% C'L 
limits on the A parameter for the individual electron/ muon and combined Wi results at (and 
below) th is value of compositeness scale. 

The UA2 experiment recently published limits on K and A from an analysis of 13 pb- 1 or 
electron Wi data[24J. They analyzed their data in a manner equivalenl 10 ours, comparillg 
the Humber of signal events to the number of predicted events. Our resul l.; are very compl'l iI ­

t ive with theirs, fo r this method, as summarized in Table 16a. They also :)Ilblished limits \111 

I\. and A obtained by fitting t he Pi spectrum, comparing observed vs." ., 'cted for diffl'ITIlI 
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I\. and), parameter values. They obtain better limits via this method, however this method 
is potentially more sensitive to systematic effects e.g. associated with the QCD corrections 
to Py(W + 7), which are not discussed in their paper. These results are summarized in 
Table l6b. We note here that because the correlations between K. and), are much stronger 
for Vi = 630 GeV than at the Tevatron, the a1'ea contained within our e + J.I. combined 
6S.3% (95%) contours in the I\. -). plane is approximately 75% of that contained within the 
corresponding UA2 contours, which were obtained using their Pi method!3 See/compare 
Figure 5 of their paper to our I\. -). contours. This is in fact the most appropr iate measure 
of comparison of /'i. - ). limit results from the two experiments. 

We can go one step further , to turn results on limits on the" and), parameters into 
limits on the W boson magnet ic dipole moment, ,uw, electric quadrupole moment Qw and 
the W boson mean-squared charge radius, < Rw >2, since they are related to the I\. and ). 
parameters by: 

J.l.w 2~w (2 + ~K. +).) Magnetic Dipole Moment 
Qw - ';2 (1 + 6,,, - ).) Electric Quadrupole Moment 

w 
< Rw >2 _ ~2 (1 + 6,1\. +).) Mean-Squared Charge Radius 

w 

Recall that in the SM (at the tree level): 6,,, = 1 -" = 0, ). = O. It is illuminating 
to explicitly calculate the numerical values of these SM parameters: 

,uw = 2~n;c2 = 3.691 ± 0.012 x 10- 16 MeV/T 

( 
0 ehe; 

J.l. e = 2Mec2 = 5.788 ± 0.000 x 10-" M eV/T) 

Qw = -e (M~c2) 2 = -e).~ = 6.063 ± 0.041 x 10-6 e - fm 2 

AW = M~c2 = 2.462 ± 0.008 x 10-3 fm = 2.462 ± 0.008 x 10- 16 em 

Where AW is the (reduced) Compton wavelength of the W boson. Note that the lIIlCer ­

tainties on these quantities are due primarily to the uncertainty on the W boson mass, 
Mw 80.14 ± 0.27 GeV/c' (combined CDF+UA2 result). Thus, we are probing 
(i.e. sensitive to) possible internal structure of the W boson at th is distance scale! Ta­
ble 16 summarizes the combined e + ,u limits on the W boson electromagnet ic moments, 
Jtw and Qw. Figure 23 shows the 68.3%, 90.0% and 95.0% single-sided CL contours in t he 
Qw / Qw - Jtw / Jttv plane. 

Recently, the CLEO experiment has observed the decay B -+ 1(*..,[251 which in the S!\·i 
occurs through the Penguin process b -+ s,. This process is also sensit ive to anomalous 1," 

and A values. Ulrich Bau!", as well as others[261 have used the CLEO result to extract limi ts 
on I\. and), parameters. T he CLEO results a re more assumption-dependent than our resul ts 
(e.g. the poss ibi li ty of an anomalolls b-quark magnetic moment is also not considered) , and 
additionally are sensitive to t he value of l\1/ top. We overlay the CLEO 1 - (J (i.e. 68% single· 
sided CL) contraints on the these parameters (courtesy of Ulrich Baur), as shown in Figure's 
24a-b fo r Mtop = lOS, 200 GeV/c2 . These results are also shown in terms of the Qw - I'I!" 

parameters in Figures 25a-b. The CLEO results are complementary to (hadron ) coll ider 

3The area of an ellipse is A = 1rab where a and b are the major and minor "rad ii" of 
the ell ipse . 
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resu lts, in that the B --+ /( . , measurement (with the appropriate cautionary remarks!) 
imposes significant constraints on ~"" but provides litHe restriction on A, whereas CDF , due ) 
to the s/M?v sensitivity to the A parameter , does better on constraining th is parameter than 
for ~ .... 

Before discussing limits on the h50 and hfo Z, parameters, we mention here for complete­
ness' sake that the experimental limit on the electric dipole moment (EDM) of the neutron 
(dn < 12 x 10-26 e - em @ 95% CL) imposes severe restrictions on the T (i.e. CP) violating 
~I'i.' and).' parameters[4]: 

1.'1, 1'\'1 < 10-' 

We obtain limits on the h50 and h.fo Z, parameters using the same method(s) as for the 
W , case. As discussed earlier, for Z, , the dependence on the compositeness scale A is much 
more significant than for the W, process. We compare our experimental measurement of 
(1* B R( Z, )expt with M C predictions for three different A values, A = 250, 500, and 750 Ge V. 

The 68.3%, 90.0% and 95.0% CL limits on the hfo and hfo parameters for elect ron , muon 
and e + J.I. combined Z, results are summarized in Tables 18a-18c. Figures 26a and 26b show 
the projections of the Z,cross section on the h5o/hfo axes. The central value of the electron, 
muon and combined experimental results are shown as a solid horizontal line in each figure, 
the ±la (stat+syst) (68% double-sided CL) uncertainties are shown as dotted horizontal 
lines. The 90.0% and 95.0% single-sided CL upper limits to the experimental cross section 
are shown as a horizontal dashed line and a horizonal solid line, respectively. 

Tree-level unitarity places restrictions on the maximum values of h50 and hro, which 
assuming that only one anomalous coupling is non-zero at a time and that A » )\liz, the 
unitarity limits are[5]: 

Ih~.1 
1.00 TeV' 

(I~:o 0, 3) < - n ~ 
1\' 

Ihr.1 
0.03 TeV' 

(hr. ~ 0, n ~ 4) < A' 
The unitarity limits is shown as a dotted line on each of the figures in Figure 26a. The region 
above the point where these lines intersect each of the Me a * BR(Z"f)clJl& curves is excluded 
by unitarity considerations. For a given A value (250,500, or 750 GeV), if the intersection of 
the exper imental 68 .3%, 90.0% or 95.0% CL limit associated with t he a * BR(Z'''r)cJ;pt result 
with the Me a * BR(Z"f)cul& curve(s) occurs above the dotted line of the unitarity limit , 
the experimental result simply does not have sensit ivity to anomalous h50 or h.fo values as 
given by t he Experiment-MC a* BR(Zj) intersection point, for compositeness scales i\ (and 
larger) fo r that particular MC a * BR(Z"f) curve. In Tables 18a-18c, we explicitly flag the 
Zj h50 or hfo limits which violate unitarity at the A scale given in each of the tables with a 
t 

The 68.3%, 90.0% and 95.0% single-sided CL contours in the hfo - hro plane for the 
e + I' combined Z, results are shown in Figure 27a-27c for A = 250, 500 and 750 GeV. 
Partial wave unitarity places restrictions on the reduced am pli tudes[27, 5]: 

" 1 z I' I 3 ., , " L.. AAZ'\-, ::; a2(S) TO 16sm Ow cos flW 
'\Z'\ l 



) 

) 
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Where AZ, A'l' are t he Z boson and photon helicities, respectively. UnitariLy is violated if 

48 > - sin2 8w cos2 8w = 27857.44 
- 5<>'(8) 

The 2-dimensional unitarity limit in the hfo - hro plane is indicated by a dotted line. The 
region contained within the dotted line is allowed by unitarity considera.tions. It can be seen 
that for A = 250 GeV, that the e + ~ combined limits are ent irely within region allowed 
by unitarity, whereas for a compositeness scale of A =: SOD GeV , the unitarity bound is 
tighter than our experimental limits in a significant portion of the hi, - h,fo plane. For 
/\ = 750 GeV, the unitarity bound is tighter than nearly a.1I of our experimenta.llimits in 
the hfo - hro plane. Thus, from"" 4 pb- 1 data, our sensit ivity limits to anomalous ZZI 
couplings with a compositeness scale for the Z boson of A '" < 500 GeV. 

Although limited in statistical power, our experimental results on the measurement of 
(J * BR(Z +1) in both the e and j.t channels is higher than the SM prediction, at the'" 1 (J 

level. This could easily be due to small-statist ics fluctuations, but is also consistent with 
the possibility of finite ZZI anomalous couplings/finite /\. Note t hat the apparent excess 
of events conspi res to give us worse limits on the hfo and /t,fo parameters for a particular 
/\ choice, than we would have obtained if the data had been more consistent with the SM 
prediction. [t wi ll be interest ing to repeat this analysis with the present run's data to 
determine whether or not this trend continues! 

The L3 Collaboration has recently published a paper setting limits on the hf form factor 
(which they call the fJ parameter) from measurement of the cross section for e+ e- ---t ZO ---t 

vii,. They obtain a limit on fJ of IfJl < 0.80 (95% C L), from the absence of an excess of sllch 
events in the Z resonance region from 11.2 pb- 1 data, fo r E'l' > tEbe(lm[2S]. Translating this 
result into limits on the hfo parameter, their result is Ihiol < 1.16, O.SS, 0.S4 (95% eLl, for 
A ::::. 250, SOD, 750 GeV , respectively. The L3 results are well within the Ihfol unitariLy limit 
for these A values. They exceed the Ihfol unitarity limit for A > LOS T eV We have analyzl'd 
our Zidata in terms of limits on anomalous ZZI couplings. The limi ts for anomalous I.i·; 
couplings differ from those for Z ZI typically by only a few percent. The LEP Z ---t 1111.: 

results are sensitive only to anomalous ZZI couplings, and place no constraints on anolllilloll:­
Zii cou plings. 
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16 Conclusions 

We have measured the cross sections x branching ratios for W +"( and Z +"( in the electron 
and muon channels using the inclusive e, I.t Wand Z data samples from the CDF '88-'89 
collider run, with 4.05±O.28 pb- I (3.54±O.24 pb- I

) electron (muon) data. For central photons 
with E1 > 5.0 GeV and ~Rh > 0.7, we observe 8 (5) elect ron (muon) W "( candidates and 
2 (2) elect ron (muon) Z"( candidates. From these events, we measure (J * BR(W"() and 
(J * BR(Z"() for the electron, muon and e + I.t combined samples, and compare to the SM 
predictions: 

"' BR(W7) , 
(J * BR(W"/)e+i' 

"' BR(Z7), 
(J * B R( Z,,/ )e+i' 

= 17.0!:1:g (stat + syst ) po 
= 17.9~:~:~ (stat + syst ) po 

= 6.8 !~:~ (stat + sysi ) pb 
= 9.2 ~~:~ (s'lat + syst) pb 

"' BR(W7). 
"' BR(W7)SM 

"' BR(Z7)" 
"' BR(Z,)SM 

= 19.4!:~:~ (stat + sys t ) pb 
= 19.0 !~:~ (sta t + syst ) pb 

= 13.6!:~:? (stat + syst) ph 
= 4.7 tg:~ (stat + syst) pb 

We have also obtained three new results on cross section ratios, which for the combined 
e + J.L results, along with the previous CDF measurement(s) of the WjZ cross section ratio 
provide new insight on the SM, and test possible anomalous couplings of the Wand Z 
bosons: 

'R(W-y/W)e+J' = O.8~g:~% (stat + syst) 
'R(W-Y/Z-Y)e+1' = 1.9!?:~ (stat + syst) 

R(Z7/Z),+. 
R(W/Z),.. 

= 4.3!~:~% (stat + syst) 
= lO.O!g:~ (stat + syst) 

From the W"( and Z, cross section measurements, we obtain limits on anomalous lVW, 
and Z Z"( coupl ings of the ~v and Z bosons, providing constraints on possible internal (com­
posite) structure for these gauge bosons. For W" from the combined e + J.L result, we obtain 
limits on WW, anomalous cou pling parameters~" = It - 1 and>' of 

~It = O.O!~:ri (stat + syst) (>. = 0) ,\ = o.o!l:: (s'a' + sys') ("'" = 0) 

-6.6 < "'" < t7.l (A = 0,95.0% eL) 
-3.2 < ,\ < +3.1 ("'" = 0,95.0% eL) 

Since the I::!,.It and>' parameters are related to the W boson magnetic dipole and electric 
quadrupole moments, and mean-squared charge radius by 
~w = ~w(2+"'"+'\) Qw = Qw(l+"'" - !.) <Ilw>'= ,\lv(l+"'"+!.j 

where >'w is the (reduced) Compton wavelength of the W boson, we obtain limits on 
these additional electromagnetic properties of the W boson: 

ILw / Jttv 
Qw/Q:v 

< Rw >2 />..~v 

-
= 

-

-4.8 < J.LW/J.Lw-2 
- 7.l < Qw/Qlv-l 

gw 
qw 
rlv 

-4.8 < < Rw >2 / >'W - 1 

-
-
= 

+3.7 = 2.0_3 .6 (s'a' + sys') (Qw/Qw = l) 
= 1.0~~:~ (stat + syst) (,tw/J.L~v = 2) 
= l.o!l:: (s'a' + sys') (Qw/Qw = l) 

gw -2 
qw - 1 

rw - 1 

< 
< 
< 

+4.9 (Qw/Qw = 1,95.0% eL) 
t7.4 (,'w/":v = 2,95.0% eL) 
+4.9 (Qw/Qrv = 1,95.0% eL) 

) 
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These results probe possible internal structure of the W boson at a distance scale of 
'\W "'" 2.5 X 10-3 fm, and are sensitive up to a compositeness scale A "'v 1 TeV. For Z"/l 
from the combined e + 11. result, we obtain limits on ZZ, anomalous coupling parameters 
hio and hfo for three different choices of the compositeness scale A, with sensitivity to such 
anomalous coupl ings up to A '" 500 GeV . These results are also valid for anomalous Z"f"r 
couplings. 

We are extremely greatful to U. Baur for his enormous help and the extensive use of his 
Monte Carlo programs. We deeply appreciate the many stimulating discuss ions we have had 
with him during the course of this analysis. We also wish to thank our COF collaborators 
at the University of Chicago for the loan of their QCD04 tapes, in order to make copies of 
them for our own use on QeD background studies. 
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17 Tables 

T hi 1 CEM Ph t Effi' a e a : o on Clency D t e ermma Ion 
Data Sample fETot O.Q GeV fET4< l.O Ge V 

We Random Cones 95.46 ± 0.46% 86.26 ± 0.75% 
Wp Random Cones 95.93 ± 0.44% 87.57 ± 0.71% 
Ze Random Cones 95.75 ± 0.62% 87.66 ± 0.98% 
Z~ Random Cones 94.49 ± 1.16% 86.23 ± 1.69% 
QI"L e W y Me 98.86 ± 0.63% 93.61 ± 1.28% 
QFL ~ W , Me 99.33 ± 0.66% 92.93 ± 1.66% 
QFL e Z, Me 97.86 ± 1.17% 93.59 ± 1.82% 
QFL ~ Z, Me 98.33 ± 0.69% 91.46 ± 1.38% 
MinBias Random Cones 98.57 ± 0.18% 94.07 ± 0.35% 
Jet·20a Random Cones 99.12 ± 0.08% 92.34 ± 0.23% 
Jet-20b Random Cones 92.65 ± 0 22% 81.89 ± 0.33% 

Data Sample 19T4 <1.O EPT<I < '2.O f ET4< 1.0 EPT4 <2.0 

We Random Cones 93.35 ± 0.55% 84.91 ± 0.78% 
W" Ra.ndom Cones 93.12 ± 0.55% 85.85 ± 0.75% 
Ze Ra.ndom Cones 93.63 ± 0.74% 86.36 ± 1.02% 
ZI' Random Cones 91.10 ± 1.42% 83.90 ± 1.80% 
QFL e W , Me 96.35 ± 1.01 % 92.01 ± 1.41 % 
QFL ~ W , Me 96.63 ± 1.22% 90.91 ± 1.84% 
QFL e Z, Me 97.01 ± 1.34% 92.74 ± 1.91% 
QFL ~ Z, Me 94.79 ± 1.12% 88.75 ± 1.55% 
MinBias Random Cones 97.71 ± 0.22% 93.52 ± 0.36% 
Jet-20a Random Cones 97.55 ± 0.13% 91.25 ± 0.24% 
Jet-20b Random Cones 89.30 ± 0.26% 80.08 ± 0.34% 

Data Sample lET4 < 2.0 EPT 4< LO 19T4<1.0 EPT4<1.0 

We Random Cones 86.84 ± 0.74% 80.29 ± 0.87% 
W,. Random Cones 86.90 ± 0.73% 81.43 ± 0.84% 
Ze Random Cones 87.66 ± 0.98% 81.94 ± 1.14% 
ZI' Random Cones 85.59 ± 1.72% 79.87 ± 1.95% 
QFL e W , Me 91.32 ± 1.46% 86.99 ± 1.72% 
QFL I' W , Me 90.57 ± 1.87% 86.53 ± 2.15% 
QFL e Z, Me 89.74 ± 2.20% 86.75 ± 2.43% 
QFL ~ Z, Me 89.38 ± 1.51 % 84.17 ± 1.77% 
Min Bias Random Cones 94.23 ± 0.34% 90.81 ± 0.42% 
Jet-20a Random Cones 91.62 ± 0.24% 86.36 ± 0.29% 
Jet-20b Random Cones 81.98 ± 0.33% 74.84 ± 0.37% 
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Data Sample EET4<2.0 EPT4<2.0 N3D=O EET4<1.0 EPT'I<2.0 N3D=O 

We Random Cones 89.18 ± 0.68% 8l.45 ± 0.85% ) 
WI' Random Cones 88.57 ± 0.69% 82.13 ± 0.82% 
Ze Random Cones 89.05 ± 0.93% 82.84 ± l.l2% 
Zp Random Cones 87.29 ± l.64% 80.72 ± l.92% 
QFLeW1MC 90.18 ± l.54% 86.07 ± l. 77% 
QFL p W1MC 93.27 ± l.63% 87.88 ± 2.06% 
QFL eZ1MC 91.88 ± 2.00% 87.61 ± 2.37% 
QFL p Z1 MC 91.88 ± 1.35% 86.46 ± 1.67% 
Jet-20a Random Cones 9273 ± 0.22% 86.99 ± 0.29% 
Jet-20b Random Cones 84.18 ± 0.31 % 75.92 ± 0.36% 

Data Sample EET4<2.0 EPT4<l.O N3D-O fET4< 1.0 EPT'I<I.O N3D- O 

We Random Cones 83.39 ± 0.81% 77.46 ± 0.91 % 
W" Random Cones 83 22 ± 0.80% 78.18 ± 0.89% 
Ze Random Cones 84 .31 ± l.08% 79.25 ± 1.20% 
Zp Random Cones 82.42 ± l.86% 77.33 ± 2.03% 
QFL e W1 MC 85.84 ± l.78% 8l.74 ± 1.76% 
QFL p W1 MC 87.54 ± 2.08% 83.84 ± 2.30% 
QFL e Z, MC 85.Q4 ± 2.54% 82.05 ± 2.72% 
QFL p Z, MC 87.08 ± l.64% 82.50 ± l.84% 
Jet-20a Random Cones 87.53 ± 0.28% 82.70 ± 0.32% 
Jet-20b Random Cones 77.87 ± 0.35% 7l.35 ± 0.38% ) 
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Table Ib: CEM Photon Efficiency Determination (cont.) 

) 

Data. Sample Eno 2nd GES>l GeV €J)rodu<:~ 

5 GeV e Test Beam 97.50 ± 0.52% 93.68 ± 0.57% 
10 GeV e Test Beam 94.90 ± 0.76% 89.95 ± 0.84% 
18 GeV e Test Beam 87.58 ± 1.43% -
30 Ge V e Test Beam 85.71 ± 1.99% -
50 Ge V e Test Beam 80.80 ± 1.43% 78.52 ± 1.15% 
QFL e W, Me 94.15 ± 1.24% 87.52 ± 1.22% 
QFL I' W, Me 94.55 ± 1.61% 90.00 ± 2.01 % 
QFL e Z, Me 94.45 ± 2.44% 88.39 ± I. 76% 
QFL I' Z, Me 94.67 ± 1.23% 88.66 ± 1.62% 

) 
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Table Ie: Overall CEM Photon Efficiency Determinat ion 

Data Sample fET4<1.O EPT4<2.0 1:6T4< 1.0 EPT4<2.0 

We Random Cones SO.90 ± 0.67% 73.S9 ± 0.S4 % 
W" Random Cones SI.62 ± 0.57% 75. IO ± 0.73% 
Ze Ra.ndom Cones SO.SO ± 0.95% 75.16 ± 1.10% 
Z" Random Cones SI.62 ± 0.57% 75. IO ± 0.73% 
QFL e W, MC 7S.54 ± 2.0S% 75.11 ± 2.1S% 
QFL I' W, MC S4.1 S ± 2.29% 79.46 ± 2.51 % 
QPL e Z, MC S5.4 2 ± I.S0% S0.4 1 ± 2.01% 
QPL I' Z, MC S1.46 ± I.SS% 76.67 ± 2.03% 

Data Sample fST4 < 2.0 EP1'4 < 1.0 fET"< LO EPT4< 1.0 

We Random Cones 76.07 ± 0.7S% 70.27 ± 0.92% 
WI' Random Cones 75.<1 1 ± 2.36% 71.91 ±2.49% 
Ze Random Cones 76.49 ± 1.07% 71.91 ± 1.17% 
Z,. Random Cones 75.90 ± 0.72% 70.9S ± O.SI % 
QFL e W, MC 75.34 ± 2.17% 71.92 ± 2.26% 
QFL I' W , MC 79.80 ± 2.50% 76.09 ± 2.64% 
QFL e Z, MC S1.32 ± 1.97% 77.22±2. 11% 
QFL I' Z, MC 77.0S ± 2.02% 73.13 ± 2. 13% 
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Table 2a: Wand Z Acceptances for e and f1 W /' and Z 'Y 

Acceptance Electron Muon 
Aw 27.62 ± 0.06% 16.24 ± 0.05% 
Az 28.57 ± 0.07% 13.45 ± 0.05% 
Aoo 12.76 ± 0.05% 4.22 ± 0.03% 

A" 13.18 ± 0.05% 9.24 ± 0.04% 

A" 2.62 ± 0.02% -- -
Azw 9.87 ± 0.04% 16.24 ± 0.05% 

Table 2b: Photon Acceptances for e and J..L W, 

W, Electron Muon 

fiem 46.98 ± 0.07% 46.81 ± 0.07% 

f;em 36.59 ± 0.07% 36.32 ± 0.07% 
[f,m 15.12 ± 0.05% 15.30 ± 0.05% 
1'0 " m 48.19 ± 0.34% 50.93 ± 0.49% 
p 32.00 ± 032% 31.22 ± 0.46% p,m 
f~:m 19.81 ± 0.27% 17.86 ± 0.31% 

A~em 13.53 ± 0.12% 13.12 ± 0.15% 
A~m 19.27 ± 0.21 % 21.20 ± 0.30% 
A]em 24.12 ± 0.32% 21.54 ± 0.41 % 
A'" "m 77.93 ± 0.24% 75.73 ± 033% 
A'" 56.88 ± 0.44% 58.99 ± 0.61 % r,m 
A?em 81.45 ± 0.54% 78.76 ± 0.78% 

) 
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Table 2c: Photon Acceptances for e and J1 Z, 

Z, Electron Muon 
) 

fico 70.83 ± 0.17% 75.53 ± 0.29% 
f;oo 22.83 ± 0.16% 18.58 ± 0.26% 
flw 5.85 ± 0.09% 5.'18 ± 0.15% 
fZoz 5080 ± 0.17% 71.54 ± 0.20% 
f;o :c: 39.84 ± 0.17% 22.41 ± 0.19% 
flo. 881 ± 0.10% 5.64 ± 0.10% 
fio y 39.52 ± 0.24% 0.00 ± 0.00% 

no" 35.66 ± 0.23% 0.00 ± 0.00% 

flo 23.77 ± 0.21% 0.00 ± 0.00% 

J:Jo 69.55 ± 0.43% 72.60 ± 0.73% 
1;0 23.28 ± 0.40% 21.06 ± 0.67% 
f~:o 7.16 ± 0.24% 6.34 ± 0.40% 
/d,r 55.45 ± 0.47% 68.40 ± 0.50% 
f~:c: 31.88 ± 0.45% 23.03 ± 0.45% 
f'lox 12.67 ± 0.32% 8.57 ± 0.30% 
f:Jy 33.66 ± 1.14% 0.00 ± 0.00% 
/'" 45.56 ± 1.20% 0.00 ± 0.00% po, 
f~: 12.67 ± 0.98% 0.00 ± 0.00% 

AJoo 18.94 ± 0.19% 18.69 ± 0.32% 
A;'o 19.77 ± 0.35% 22.12 ± 0.70% 
A100 22.90 ± 0.71 % 21.75 ± 1.27% 

AJox 20.26 ± 0.23% 19.44 ± 0.23% 
A;"r 14.48 ± 0.23% 20.74 ± 0.41% 
A10x 24.14 ± 0.57% 28.69 ± 0.90% 
A;oy 14.74 ± 0.56% 0.00 ± 0.00% 
A;o/l 16.47 ± 0.53% 0.00 ± 0.00% 
Aio. 12.50 ± 0.62% 0.00 ± 0.00% 
A'" ow 77.15 ± 0.31 % 74.75 ± 0.53% 
A'" 51.60 ± 0.68% 54.79 ± 1.32% r;'0 

80.52 ± 1.28% 89.45 ± 2.03% A,:", 
A~:c: 74.43 ± 0.40% 75.71 ± 0.37% 
A" 60.46 ± 0.51 % 52.90 ± 0.80% 
it 84.82 ± 0.87% 84.98 ± 1.25% ox 

A'" 00, 69.76 ± 1.35% 0.00 ± 0.00% 
A'" 59.14 ± 1.22% 000 ± 0.00% 
A7,,' 81.28 ± 1.66% 0.00 ± 0.00% 
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Table 2d: Electron Efficiencies for W"t and ZI 

C, · dt 4.05 ± 0.28 pb I Integrated Luminosity 
FDy 0.985 ± 0.005 70 < Mz < 110 GeV/c' 
f~vx 0.954 ± 0.00 I IZ"xl < 60 cm 
fY,~M 0.960 ± 0.010 Electron Isolation (R-O.4) 
GEM 0.990 ± 0.010 Had/EM < ABW fHadlEiH , , 0.970 ± 0.010 X~/P < 15 x'SJ ,c M 0.970 ± 0.010 L ~hr < 0.2 ¥,iI, 

f Elp 0.930 ± 0.010 Tight CEM E/P < 1.5 Cut 
L f Elp 0.970 ± 0.010 Loose CEM E/P < 2.0 Cut 

fGEM 
I" 1.000 ± 0.001 CTC Tracking 

fGEM 
d. 0.980 ± 0.010 dz < 3.0 em Matching Cut 
GEM 

'dx 0.970 ± 0.010 dx < 1.5 em Matching Cut 
fis~'Vl 0.960 ± 0.010 Electron Isolation (R- 0.4) 

PEM 
flladlEM 0.990 ± 0.010 Had/EM < ABW 

'x' 0.940 ± 0.010 X~x3 < 20 
,~~\,r 0.930 ± 0.020 VTPC Occupancy> 0.5 cut 
" fi~~J1IJ 0.910 ± 0.010 Electron Isolation (R-O.4) 
PE:Jl fHad EM 1.000 ± 0.010 Had/EM < ABW 

T - €i .. I· fL2 . fL3 0.973 ± 0.005 Fiducial Electron Trigger 

Table 2e: Muon Efficiencies for W"t and Zi 

£~. dt 3.54 ± 0.24 pb I Integrated Luminosity 
FDy 0.970 ± 0.002 65 < Mz < 115 GeV/c' 
f~vx 0.954 ± 0.001 IZ,'xl < 60 em 
'dx 0.960 ± 0.010 CTC-CM U Track-Stub Match 
fmi 0.987 + 0.003 - 0.004 Minimum Ionizing Energy 
(i",o 0.980 ± 0.010 Muon Isolation (R= 0.4) 
f/rk 0.987 ± 0.0 10 CTC Re-Tracki ng 
fcmUQ 0.986 + 0.012 - 0.033 CMU Stub Finding 
fCQ S 0.997 ± 0.002 Cosmic Ray Filter 
'L I 0.934 ± 0.004 Level-l Tr igger 
' L2 0.972 + 0.015 - 0.027 Level-2 Trigger 
'L3 1.000 + 0.000 - 0.028 Level-3 Trigger 
T = fLI . (L2 . fL3 0.910 ± 0.002 Fiducial Muon Trigger 
'S I - f m; · flrk . fcmuQ 0.960 ± 0.035 Fiducial Si lver Muon 
'32 - f m; . ftrk 0.974 ± 0.011 Non-Fiducial Silver Muon 

'D = fSl . fisQ . ftrk 0.904 ± 0.038 Fiducial Golden Muon 
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Table 3a: Electron and Muon Wi Me Predictions 

Electron Muon 
Ballr Fil.'lt W, Me «hEM = 80%): 4.56 ± 0.43 2.54 ± 0.24 
Ballr QFL W, Me: ET4 < 2, L PT4 < 2 4.27 ± 0.38 2.65 ± 0.25 
Ballr QFL W, Me: ET4 < 2, L PT4 < 1 4.10 ± 0.36 2.52 ± 0.24 
Baur QFL W, Me: ET4 < 1, L PT4 < 2 4.08 ± 0.36 2.51 ± 0.24 
Baur QFL W, Me: ET4 < 1, L PT4 < 1 3.91 ± 0.35 2.40 ± 0.23 

Table 3b: Electron and Muon Z, Me Predict ions 

Electron Muon 
Ballr Fil.'lt Z, Me (ihEM = 80%): 1.15 ± 0.11 0.67 ± 0.07 
Ballr Fil.'lt Z + DY, Me (t6EM" 80%): 1.19 ± 0.11 0.68 ± 0.06 
Baur QFL Z, Me: ET4 < 2, L PT4 < 2 1.41 ± 0.14 0.75 ± 0.10 
Ballr QFL Z, Me: ET4 < 2, L PT4 < 1 1.31 ± 0.14 0.73 ± 0.10 
Ballr QFL Z, Me: ET4 < 1, L PT4 < 2 1.34 ± 0.14 0.68 ± 0.10 
Ballr QFL Z, Me: ET4 < 1, L PT4 < 1 1.26 ± 0.13 0.67 ± 0.09 
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Table 4a: QeD I Background Estimates for e and J-I. W, 

Overall CEM Photon Cut Electron Muon 
Jet-20 (t. RJJ > 1.4) ET4 < 2, L: PH < 2 3.57 ± 0.81 1.87 ± 0.42 
Jet-20 (tlRJJ > 1.4) ET4 < 2, L: PT4 < 1 2.63 ± 0.70 1.39 ± 0.37 
Jet-20 (tlRJJ > 1.4) ET4 < I, L: PT4 < 2 2.12 ± 0.65 1.12 ± 0.33 
Jet-20 (tlRJJ > 1.4) ET4 < 1, L: PT4 < 1 1.92 ± 0.61 1.01 ± 0.31 
VecBos (tlRLJ > 0.7) ET4 < 2, L: PT4 < 2 2.09 ± 0.63 1.03 ± 0.39 
VecBos (tlRLJ > 0.7) ET4 < 2, L:PT4 < 1 1.31 ± 0.55 0.76 ± 0.34 
VecBos (tlRLJ > 0.7) ET4 < 1, L:PT4 < 2 0.94 ± 0.47 0.62 ± 0.31 
VecBos (tl RLJ > 0.7) ET4 < I, L: PT4 < 1 0.67 ± 0.43 0.56 ± 0.29 

Table 4b: QeD I Background Estimates for e and J-I. Z, 

Overall CEM Photon Cut Electron Muon 

Jet-20 (t. RJJ > 1.4) ET4 < 2, L: PT4 < 2 0.30 ± 0.07 0.11 ± 0.03 
Jet-20 (tl RJJ > 1.4) ET4 < 2, L: PT4 < I 0.23 ± 0.07 0.08 ± 0.02 
Jet-20 (tl RJJ > 1.4) ET4 < I, L: PT4 < 2 0.18 ± 0.06 0.06 ± 0.02 
Jet-20 (tl RJJ > 1.4) ET4 < I, L: PT4 < I 0.17±0.06 0.06 ± 0.02 
VecBos (tlRLJ > 0.7) ET4 < 2, L: PT4 < 2 0.16 ± 0.07 0.08 ± 0.05 
VecBos (tlRLJ > 0.7) ET4 < 2, L: PT4 < 1 0.08 ± 0.04 0.05 ± 0.04 
VecBos (tlRLJ > 0.7) ET4 < 1, L:PT4 < 2 0.08 ± 0.04 0.08 ± 0.05 
VecBos (tl RLJ > 0.7) ET4 < 1, L:PT4 < 1 0.06 ± 0.02 0.04 ± 0.04 

\ 

) 
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Table 5a: Additional Backgrounds to e and It W 1 

Background Process f6EM = 80% Electron Muon 
Z +, ~ "W + 1": No 2"' Leg Cut 0.55 ± 0.05 0.73 ± 0.07 
Z + 1- <lW + 1": wi 2nd Leg Cut 0.12 ± 0.02 0.40 ± 0.07 
Z + Jet -; "W + 1": No 2"· Leg Cut 0.11 ± 0.01 0.14 ± 0.02 
Z+Jet~"W+1": w/2"' LegCut 0.02 ± 0.01 0.04 ± 0.01 
(W _ TVr,T _ eVWr) +1 0.11±0.01 0.06 ± 0.01 

Table 5b: Summary of B ackgrounds to Electron W1 

Overall CEM Photon Cut NijCD N Z' + Nt,,!:D NWre 

ET4 < 2, L PT4 < 2 3.57 ± 0.81 ± 1.47 0.14 ± 0.02 ± 0.07 0.11 ± 0.01 
ET4 < 2, L PT4 < I 2.63 ± 0.70 ± 1.32 0.13 ± 0.02 ± 0.09 0.10 ± 0.01 
ET4 < 1, L PT4 < 2 2.12 ± 0.65 ± 1.18 0.13 ± 0.02 ± 0.09 O.lO ± 0.01 
ET4 < 1, L PT4 < I 1.92 ± 0.61 ± 1.25 0.12 ± 0.02 ± 0.05 0.09 ± om 

Table 5c: Summary of Backgrounds to Muon W"I 
I 

Overall CEM Photon Cut NijCD NZ-Y + N(j6D NWT/J. 

ET4 < 2, L PT4 < 2 1.87 ± 0.42 ± 0.84 0.44 ± 0.07 ± 0. 12 0.06 ± 0.01 
ET4 < 2, L PT4 < I 1.39 ± 0.37 ± 0.63 0.43 ± 0.07 ± 0.12 0.05 ± 0.01 
ET4 < I , L PT4 < 2 1.12 ± 0.33 ± 0.50 0.43 ± 0.07 ± 0.09 0.05 ± 0.01 
ET4 < 1, L PT4 < I 1.01 ± 0.31 ± 0.45 0.42 ± 0.07 ± 0.11 0.05 ± 0.01 

Table 5d: Summary of Backgrounds to Electron Zi 

Overall CEM Photon Cut N5cD 
ET4 < 2, L PT4 < 2 0.30 ± 0.07 ± 0.14 
ET4 < 2, L PT4 < I 0.23 ± 0.07 ± 0.12 
ET4 < 1, L PT4 < 2 0. 18 ± 0.06 ± 0.10 
ET4 < I, L PT4 < I 0.17 ± 0.06 ± 0.11 

Table 5e: Summary of B ackgrounds to Muon Z"I 

Overall CEM Photon Cut NficD 
ET4 < 2, L PT4 < 2 0.11 ± 0.03 ± 0.04 
ET4 < 2, L PT4 < I 0.08 ± 0.02 ± 0.04 
ET4 < I, L PT4 < 2 0.06 ± 0.02 ± 0.03 
ET4 < 1, L PT4 < I 0.07 ± 0.02 ± 0.03 
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Table 6a: Observed # of e and IJ. WI Candidates 

Overall CEM Photon Cut Electron Muon 
ET4 < 2, E PT4 < 2 8 5 
ET4 < 2, E PT4 < 1 6 5 
ET4 < l , E PT4 < 2 7 2 
ET4 < l , E PT4 < 1 5 2 

Table 6b : Observed # of e and ~ Z, Candidates 

Overall CEM Photon Cut Electron Muon 

ET4 < 2, E PT4 < 2 2 2 
ET4 < 2, E PT4 < 1 2 2 
ET4 < l , E PT4 < 2 2 2 
ET4 < l, E PT4 < 1 2 2 
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Table 7a: Run # - Event # of e and ~ W, Candidates 

Electron Muon 
) 

I 16801 6582 18435 606 
2 16807 - 4706 19177 - 8534 
3 17467 - 15981 19391 - 43073 
4 17529 - 442 19629 - 39980 
5 17886 - 1796 19932 - 53074 
6 18720 - 20145 
7 19430 - 20694 
8 19882 - 38400 

Table 7b: Run # - Event # of e and ~ Z, Candidates 

Electron Muon 
1 17025-5219 20361-6869 
2 18170- 14254 20389-23545 

Table 7c: Run # - Event # of e and ~ I-Legged Z, Candidates 

Electron Muon 
1 181 43-21126 17470-9248 
2 19125-169853 
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Table 8a: Kinematic Properties of Electron W"f Candidates 

Run # Event # E::; (GeV) Qw M; (GeV) tlRe"'f 
1 16801 6582 5.17 - 1 68.3 1.28 
2 16807 - 4706 8.65 +1 63.8 0.84 
3 17467 - 15981 14.43 -1 59.2 0.80 
4 17529 - 442 5.04 - 1 60.8 2.01 
5 17886 - 1796 5.04 - 1 83.2 2.53 
6 18720 - 20145 12.29 tl 68.8 0.76 
7 19430 - 20694 7.44 - 1 78.4 0.87 
8 19882 - 38400 7.04 +1 85.6 1.10 

Table 8b: Kinematic Properties of Muon W/, Candidates 

Run # Event # E::; (GeV) Qw M; (GeV) tlRJ''''f 
1 18435 606 7.02 1 50.5 0.93 
2 19177 - 8534 14.71 - 1 76.2 1.44 
3 19391 - 43073 20 .01 +1 45.0 1.06 
4 19629 - 39980 5.22 +1 79.6 3.15 
5 19932 - 53074 23.58 - 1 70.3 222 

Table 8e: Kinematic Properties of Electron Z, Candidates 

Run # Event # E:;' (GeV) M", - (GeV) Mz, (GeV) t>R ... 
1 17025-5219 13.47 91.0 104.6 1.50 
2 18170-14254 5.44 82.0 88.2 0.88 

Table Sd: Kinematic Properties of Muon Z, Candidates 

Run # Event # E:;' (GeV) M.,.- (GeV) Mz, (GeV) b.R/l"Y 
3 20361-6869 6.40 78.5 84.8 0.71 
4 20389-23545 7.12 84.0 91.3 1.27 
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Table 9a: # of Signal e and ~ W, Candidates 

Overall CEM Photon Cut Eleclron Muon 
) 

ET4 < 2, l: PT4 < 2 4 19+2·95 +1.0/01 
· -2.95 -1.47 

2 63+2.28 +0.86 
- -2.29 -0.85 

ET4 < 2, l: PT4 < I 3 13+2·55 +1.33 
· -2.57 - 1.32 

3 13+2·28 +0.63 
· - 2.29 -0.601 

ET4 < I, l: PT4 < 2 4 65+2.701 + 1.19 
· -2.73 -1. 18 

040+1 .49 +0.5 1 
· - 1.49 -0.5 1 

ET4 < 1, l:PT4 < I 2 8 6+2.33 +1.25 
· -2.32 -1.25 

052+1.47 +O.H 
· - 1.48 -0.-16 

Table 9b: # of Signal e and ~ Z, Candidates 

Overall CEM Photon Cut Electron Muon 

ET4 < 2, l: PT4 < 2 1 70+1.41 +0.14 
· - 1.42 -0.1 4 

1 89+ 1.42 +0.05 
- - 1.41 -0.05 

ET4 <2, l:PT4 < I 1 77+ 1.<& 2 +0. 12 
· -1.42 -0.11 

1 92+1.42 +0.04 
· - 1.41 -0.03 

ET4 < 1, l: PT4 < 2 1 82+ 1.42 +0.10 
· - lAO -0.10 

1 93+1.43 +0.03 
- - l AO -0.02 

ET4 < 1, l:PT4 < I 1 8 3 + 1.41 +0.11 
· - 1.42 -0.12 

1 94 + 1.42 +0.0<& 
- - 1.41 - 0.03 
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Table lOa: e and ~ a * B R(W +,) Results 

) a * B R(W + ,) (pb) Electron Muon 
Baur Fast W, MG ('CEM _ 80%): 18.8 ± 0.3 19.2 ± 0.4 

ET4 < 2, L:PT4 < 2 170+12.0 +1.5 +6.0 
· -12.0 -1.2 -6.0 

194+16.8 H·2 +6.2 
· -16.9 -1.2 -6.3 

ET4 < 2, L: PT4 < 1 135+11.0 +1.2 +5.1 
· -11.0 -1.0 -5.7 

245+11.9 H.9 +5.0 
· -17.9 -1.4 -5.0 

ET4 < 1, L:PT4 < 2 2 0 1 +11.8 +1.9 +5. 1 
· -11.9 -1.S -5. 1 

3 1 +1 1.6 +0.4 +4.0 
· - 11 .6 -0.2 -4.0 

ET4 < 1, L:PT4 < 1 13 1 + 10.7 +1.3 +S.7 
· - 10.6 -0.9 -5.7 

43+12.2 +0.5 +3.8 
· -12.3 - 0.3 -3.9 

ET4 < 2, L: PT4 < 2 (68.3% 55 CL) < 24.5 < 30.4 
ET4 < 2, L:PT4 < 1 (68.3% 55 CL) < 20.8 < 34.8 
ET4 < 1, L:PT4 < 2 (68.3% 55 CL) < 26.7 < 14.6 
ET4 < t , L:PT4 < 1 (68.3% 55 CL) < 20.3 < 15.7 
ET4 < 2, L:PT4 < 2 (90.0% 55 CL) < 35.9 < 46.4 
ET4 < 2, L: PT4 < 1 (90.0% 55 CL) < 31.4 < 51.8 
ET4 < I, L: PT4 < 2 (90.0% 55 CL) < 38.1 < 25.0 
ET4 < t, L: PT4 < t (90.0% 55 C L) < 30.6 < 26.7 
ET4 < 2, L:PT4 < 2 (95.0% 55 C L) < 41.5 < 54.3 
ET4 < 2, L: PT4 < t (95. 0% 55 CL) < 36.6 < 60.1 
ET4 < t, L:PT4 <2 (95.0% 55 CL) < 43.6 < 30.4 
ET4 < t, L: PT4 < 1 (95.0% 55 CL) < 35 .7 < 32.5 
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Table lOb: e and I' u * BR(Z +,) Results 

u*BR(Z+,)(pb) Electron Muon 
) 

Baur Past Z, Me ('9EM - 80%): 4.6 ± 0. 1 4.7 ± 0.1 

E1'4 < 2, LP1'4 < 2 6 8+5.1 to.6 +0.5 
· -5.1 -0.5 - 0.6 

136+10. 1 +1.6 to.3 
· - 10. 1 -0.6 -0.3 

E1'4 < 2, L P1'4 < I 75+6.0 to.7 to.5 
· -6.0 -0.5 -0.5 

146+10.8 +1.8 to.3 
· - 10.1 -0.1 -0.3 

E1'4 < l, LP1'4 < 2 7 8+6.1 to.7 +0.'1 
· -6. 1 - 0.5 -0'" 

14 g+IO.8 +1.8 to.3 
· -10.7 -0.7 -0.2 

E1'4 < l, L P1'4 < I 8 3+6.4 to.8 +0.4 
· -6.4 -0.5 -0.4 

157+11 ,5 +1.9 to.3 
· - 11.4 -0.7 -0.2 

E1'4 < 2, LP1'4 < 2 (68.3% SS CL) < lO.4 < 20.4 
E1'4 < 2, L P1'4 < I (68.3% SS CL) < l1.3 < 21.8 
E1'4 < l, LP1'4 < 2 (68.3% SS CL) < ll.5 < 22.0 
E1'4 < l, LP1'4 < 1 (68.3% SS CL) < l2.2 < 23.3 
E1'4 < 2, LP1'4 < 2 (90.0% SS C L) < l5.4 < 29.5 
E1'4 < 2, LP1'4 < 1 (90.0% SS CL) < l6.6 < 31.5 
E1'4 < l, LP1'4 < 2 (90.0% SS CL) < l6.9 < 31.8 
E1'4 < l, LP1'4 < 1 (90.0% SS CL) < l7.9 < 33.7 
E1'4 < 2, L P1'4 < 2 (95. 0% SS C L) < l8.2 < 34.7 
E1'4 < 2, LP1'4 < I (95. 0% SS CL) < 19.6 < 36.9 
En < I , LP1'4 < 2 (95.0% SS CL) < 19.9 < 37.2 
E1'4 < l, LP1'4 < I (95.0% SS CL) < 2l.l < 39.4 

Table l1a: Summary of WI and z,'y Results 

Channel Nob, L Nbkgnd N Jignal N~t;d 

e W, 8 3.8 ± 0.8 ± 1.5 4.2 ± 2.9 ± 1.5 4.6 ± 0.4 

I' W , 5 2.2 ± 0.4 ± 0.9 2.6 ± 2.3 ± 0.8 2.5 ± 0.2 

e Z, 2 0.3 ± 0.1 ± 0.1 J.7 ± 1.4 ± 0.1 1.2±0.1 

I' Z, 2 O. l ± 0.1 ± 0.1 1.9 ± 1.4 ± 0.1 0.7 ± 0.1 
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Table llb: Summary of a * BR(W + ,) and a * BR(Z + ,) Results 

) Channel a· Box" (pb) a . B~;;, (pb) 

e W, (68.3% DS CL) 170+12.0 +1.5 +6.0 _ 
· -12.0 -\.2 -6.0 - 170+13.1 

· -13.3 18.8 ± 0.3 

e W, (68.3% SS CL) < 24.5 
e W, (90.0% SS CL) < 35.9 
e W, (95.0% SS C L) < 41.5 

P W, (68.3% DS CL) 194+16.8 +2.2 H.2 _ 
· -16.9 - 1.2 -6.3 - 194+ 19.1 

· - 18.0 19.2 ± 0.4 

P W, (68.3% SSCL) < 30.4 
p W, (90.0% SS CL) < 46.4 
p W, (95.0% SS CL) < 54.3 

e Z, (68.3% DS CL) 6 8+5.1 +0.6 +0.5 _ 
. -5.1 -0.5 -0.6 - 68+5.9 

· -5.8 4.6 ± 0.1 

e Z, (68.3% SS CL) < 10.4 
e Z, (90.0% SS CL) < 15.4 
e Z, (95.0% SS CL) < 18.2 

\ I' Z, (68.3% DS CL) 136+10.1 +1.6 +0.3 _ 
· - 10. 1 -0.6 -0.3 - 136+ 11.2 

· - 10.1 4.7 ± 0.1 

P Z, (68.3% SS CL) < 20.4 
p Z, (90.0% SS C L) < 29.5 

I' Z, (95.0% SS CL) < 34.7 

Table 12: Combined e + p a * BR(W + ,) and a * B R(Z + ,) R esults 

Channel a . Box" (pb) a· B';:, (pb) 

e+p W, (68.3% DS CL) 179+9.8 +1.8 + 1.5 _ 
. -9.8 - 1.1 - 4.5 - 179+ 11.3 . -10.1 19.0 ± 0.3 

e +" W, (68.3% SS CL) < 23.5 
e +I' W, (90.0% SS CL) < 32.9 
e + p W, (95.0% SS CL) <37.4 

e + I' Z, (68.3% DS CL) 9.2H.2 +0.9 +0.'1 = 
-S.2 -0.5 -0 .'1 

92+5.6 
. -5 .2 4. 7 ± 0.1 

) e + p Z, (68.3% SS eL) < 1l.8 
e+ p Z, (90.0% ss CL) < 16.6 
e + p Z, (95.0% ss CL) < 19.1 
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Table 13a: Sum m ary of Diboson Pr Systemat ic Uncertaint ies 

Channel t1aMc (pb) t1aExv' (pb) t1aMc- Exv' (pb) 
e W , +~.~ -0.5 H.l 

-0.1 
t1., 

-0.2 

I' W, + 1.8 
-0.6 

+ 1.4 
-0.3 

to.4 
-0.4 

e+~ W , +1.8 
-0.6 

+ 1.2 
0.' 

+1.7 
0.' 

e Z, tv.v;, -0.08 +0.:'::0 -0.07 tv. 1 - 0.05 

~ Z, +0.11 
-0.05 

to.05 
-0.05 

+0. 14 
-0.05 

e+~ Z, + 0.11 
-0.05 

to.2 1 
- 0 .07 

to.08 
-0.10 

Table 13b: Summary of Diboson Q2 System atic Uncertainties 

Channel t1aMc (pb) t1aExv' (pb) t1aMc-Exv' (pb) 
e W , + 1.1 

- 0 .3 
to.8 

-0.3 
+0. 

-0.4 

~ W, +0.9 
-0.3 

to.5 
- 0'" 

+1.3 
-0.8 

e+~ W , +0.9 
-0.3 

to.7 
-0.1 

t o.8 
- 1.0 

e Z, t). 1 - 0.1 tu.] 
-0.1 

to. 1 
-0.2 

~ Z, to.1 
- 0 .2 

to.2 
- 0.5 

+0.4 
-0.1 

e+~ Z, to.1 
- 0.2 

+0.1 
-0.2 

+0.1 
- 0.2 

Table 13c: Summary of Diboson SF Systematic Uncertaint ies 

Channel t1aMc (po) t1aExv' (pb) C::.(1MC Exv' (pb) 
e W, t ... . .,) - 1.0 +0. 

-0.6 
H. 

-0.3 

~ W, +2.6 
- 0 .6 

+1.6 
- 0 .6 

H.I 
- \.O 

e + it W, H.6 
- 0 .6 

+1.0 
- 0.6 

H.O 
- 0.6 

e Z, +0.' 
- 0.2 

to.2 
-0.7 

to.7 
- 0.3 

~ Z, to.7 
- 0.1 

to.6 
-0.1 

+0.5 
- 0.5 

e+ ~ Z, +0.7 
- 0.1 

+0 .4 
-0.1 

+0.5 
- 0.2 

Ta ble 13d: Summary of PT €a Q2 €a S F System atic Uncertaint ies 

Channel t1aMc (pb) t1aEx,' (pb) 6.uMC-E'1;pt (pb) 
e W , +4.1 

-1.2 
+1.5 

-1.0 
+2.9 

-0.5 

I' W, +3.3 
-0.9 

+2.2 
-0.8 

+2.5 
-1.3 

e+~ W, +3.3 
-0.9 

+\.7 
-0.9 

+2.3 
- 1.3 

e Z, +0.5 
-0.2 

+0.3 
-0.7 

+0.7 
-0.4 

~ Z, +0.7 
-0.2 

to.6 
-0.5 

to.7 
- 0.4 

e+~ Z, to.7 
- 0.2 

to.5 
-o.".! 

t o.5 
- 0.3 ........ 
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Table 14: Combined e + I.t Cross Section Ratios 

Cross Section Ratio Rexpt R Sfl1 

R(W,/W), o 8+0.'')( · - 0.6 0 

R(W,/W). o 9+08 ,)( · -0.8 0 0.92 ± 0.02% 

R(W,/W),+. o 8+05 ,)( · - 0.5 0 

R(Z,/Z), 3 3+2.8 ')( · -2.7 0 

R(Z,/Z). 60+4.7o/i: · -4.5 0 2.42 ± 0.04% 

R(Z,/Z),+. 4 3+2.5 ')( · 2.4 0 

R(W,/Z,), 25+2.7 
· -2.5 

R(W,/Z,). 14+2·1 · -1.4 4.00 ± 0.07 

R(W,/Z,) ,+. 1 9+2.0 
· 1.4 

R(W/Z) , 10.2~g:~ 

R(W/Z). 98+1.2 
· -1.2 10.69 ± 0.22 

R(W/Z) ,+. 100+0.7 
· -0.7 

) 
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Table 15a: Electron W')' ~K, - ..\ Limits 

Parameter CL Range Electron Limits 

6< 68.3% D5 CL O.O!~:~(sta t ) ± 0.7(sys t ) = O.O!::;(stat + syst) 

683%55C L -3.5 < 6< < +4.0 
(,\ = 0) 90.0% 55 C L -6.3 < 6< < +6.7 

95.0% 55 CL - 7.3 < 6< < +7.7 

,\ 68.3% D5 CL o.o!l:l (stat) ± 0.3(syst) = o.o!ll(stat + syst) 

68.3% 55 CL - 1.7 < ,\ < + 1.7 
(6< = 0) 90.0% 55 CL - 3.0 < ,\ < +3.0 

95.0% 55 CL - 3.5 < ,\ < +3.4 

Table I 5b: Muon W, t:1/i. - ..\ Limits 

Parameter CL Range Muon Limits 

6< 68 3% D5 CL O.O:':::~(s tat ) ± 0.7(syst) = o.o:'::l(stat + syst) 

68.3% 55 C L - 5.1 < El.K. < +5.6 
(,\ = 0) 90.0% 55 C L -8.0 < 6 < < +8.5 

95.0% 55 CL - 9.1 < 6 < < +9.6 

,\ 68.3% D5 CL o.O:':l;(stat) ± 0.3(syst) = O.O~~:~(stat + syst) 

68.3% 55 CL -2.5 < ,\ < + 2.5 
(6< = 0) 90.0% 55 C L - 3.8 < ,\ < +3.8 

95.0% 55 CL -4 .3 < ,\ < +4.3 

Table 15c: e + J1. Combined W), 6",,; - ,\ Limits 

Parameter CL Range e + J-I. Limits 

6< 68.3% D5 CL O.O:'::;(stat) ± 0.7( syst) = O.O:':::(stat + syst) 

68.3% 55 CL - 3.3 < 6, < + 3.7 
(,\ = 0) 90.0% 55 C L -5.7 < 6< < +6.2 

95.0% 55 CL -6.6 < 6, < + 7.1 

,\ 68.3% D5 CL o.o:':l:Z(stat) ± 0.3(syst) = O.O~~:~( stat + syst) 

68.3% 55 CL -1.6 < ,\ < + 1.6 
(6 < = 0) 90.0% SS CL -2.7 < ,\ < +2.7 

95.0% S'S C L - 3.2 < ,\ < +3.1 
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Table 16a: CDF vs UA2 Comparison of c" - >. Limits (u * B Method) 

Pa.rameter CL Range CDF e + ~ Limits UA2 Limits 

c" 68.3% DS CL O . O!: :~(s la l) ± 0.7(sysl) O.O!::;(s lal) ± 1.0(sysl) 

68.3% SS CL - 3.3 < c" < +3.7 -
(,I = 0) 90.0% SS C L -5.7 < c" < +6.2 -

95.0% SS C L - 6.6 < c" < + 7.1 -6.3 < c" < +6.9 

>. 68.3% DS CL O.O!~:g(slal) ± 0. 3(syst) O . O!~: ( stal) ± 0.7(sysl) 

68.3% SS CL - 1.6 < >. < + 1.6 -
(C" = 0) 90.0% SS CL -2.7 < >. < +2.7 -

95.0% SS C L - 3.2 < ,\ < +3.1 -4.4 < ,\ < +4 .4 

Table 16b: UA2 c" - ,\ Limits (Pi Method) 

Parameter CL Range UA2 Limits 

c" 68.3% DS C L o.O!l:; (slat) 

(>. = 0) 95.0% SS CL -4.5 < c" < +4.9 

,\ 68.3% DS CL O. O!!: (sI al ) 

(C" = 0) 95.0% SS CL -3.6 < ,\ < +3.5 
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Table 17: CDF Limits on W Boson E1Vf Moments 

2i\t~w (2 + ~K. +,\) Magnetic Dipole Moment 
- A;2 (1 + ~K. -,\) Electric Quadrupole Moment 

I
W 

M'""(1 + 6.. +.\) Mean-Squared Charge Radius 
W 

In the SM (tree level): 6.. = 1 -. = 0,.\ 0 

~ 
2Mwc2 

'h' 
2M1c2 

-e (M~c2) = -e'\~ 
h, 

Mwc2 

= 3.691 ± 0.012 x to- 16 MeV/T 
= 5.788 ± 0.000 x 10- 11 MeV/T) 

= 6.063 ± 0.041 x 10-6 e - fm' 

= 2.462 ± 0.008 x 10-3 fm = 2.462 ± 0.008 x 10- 16 em 

Parameter CL Range CDF e + It Limits 

68.3% DS CL 2.0 :li (stat ) ± 0.5 (syst) = 2.0 :U (stat + syst) 

68.3% SS CL 
(Qw/Qw = I) 90.0% SS CL 

95.0% SS CL 

-2.5 < I'w/I'w - 2 '" gw - 2 < +2.5 
- 4.2 < I'w/I''w - 2 '" gw -2 < +4.3 
-4.8 < I'w/I'w - 2 '" gw -2 < +4.9 

Qw/Qw 68.3%DSCL 1.0 ::: (, tat) ± 0.7 (,yst) = 1.0::l(stat+syst) 

68.3% SS CL 
(,tw / I'w = 2) 90.0% SS C L 

95.0% SS CL 

-3.6 < Qw /Qw - 1 '" qw - 1 < +3.9 
- 6.2 < Qw /Qw - 1 '" qw - 1 < +6.5 
-7. 1 < Qw/Qw-1 '" qw-I < +7.4 

< Rw >' /.\lv 68.3% DS CL 1.0 :l:i (stat ) ± 0.5 (syst) = 1.0 :l:: (stat + syst) 

68.3% SS CL 
(Qw/Qw = 1) 90.0% SS CL 

95.0% SS CL 

-2.5 < < Rw >' /.\1,., - 1 '" ,.1,., - 1 < +2.5 
- 4.2 < < Rw >' /.\1,., - I '" r1,., - 1 < +4.3 
-4.8 < < Rw >' /.\1,., -I '" ,·lv -I < +4.9 

) 

I 
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Table 18a: Z, hfo - hfo Limits (/\ = 250 CeV) 

Parameter CL Range Electron Limits (/\ - 250 CeV) 

hia 68.3% DS CL o.O!ll~(stat) ± 2.4(syst) = O.O~~~:~(stat + syst) 

68.3% SS CL -21.2 < hio < +20.9 
(h;o= O) 90.0% SS CL -28.8 < hio < +28.5 

95.0% SS C L -32.3 < hfo < +32.0 

h.fo 68.3% DS CL o.o! :il(stat) ± 2.0(syst) = O.O~~U(stat + syst) 

68.3% SS C L -18.3 < hfo < +18.3 
(h&,=O) 90.0% SS C L -24.9 < hfo < +24.9 

95.0% SS CL -28.0 < hfo < +27.9 
Parameter CL Range Muon Limits (/\ - 250 Ce V) 

hio 68.3% DS CL o.O!l::(stat) ± 3.5(syst) = O.O~~;:~(stat + syst) 

683% SS CL -34.8 < hfo < +34.5 
(hfo = 0) 90.0% SS CL -43.6 < hZ 

30 < +43.3 
95.0% SS CL -48.0 < hro < +47.7 

hfo 68.3% DS CL o.O!lg:(stat) ± 3.0(syst) = O. O~~~:!(stat + syst) 

68.3% SS CL -30.1 < hfo < +30.1 
(h&,=O) 90'.0% SS CL -37.8 < hfo < +37.81 

95.0% SS CL -41.6 < hfo < +41.51 

Parameter CL Range e + ~ Limits (/\ - 250 CeV) 

h~o 68.3% DS CL o .o!l~:l(stat) ± 0.9(syst) = O.O~~~:~(stat + syst) 

68.3% SS CL -23.7 < hfo < +23.4 
Z ) (h" = 0 90.0% SS CL -30.5 < hio < +30.2 

95.0% SS CL -33.4 < hfo < +33. 1 

hto 68.3% DS CL o.O!ll;(stat) ± 0.8(syst) = O.O~~g( stat + syst) 

68.3% SS CL -20.5 < hfo < +20.4 
(hfo=O) 90.0% SS CL -26.4 < Z 

h" < +26.3 
95.0% SS CL -28.9 < hfo < +28.9 

t Exceeds unitarily limit 
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Table 1Sb: Z, hfo - h:to Limits (/\ = 500 CeV) 

Parameter CL Range Electron Limits (/\ - 500 CeV) 
) 

hfo 68.3% DS CL o.o!~:l(stat) ± 0.7(syst) = O.O!:::(,tat + syst) 

68.3% SS CL -5.8 < hfo < +6.0 
(hro=O) 90.0% SS C L -8.0 < hfo < +8.1 

95.0% SS CL -9.0 < hfo < +9.11 

hfo 68.3% DS CL O.O!: :;(stat) ± 0.2(syst) = o.O!:i(stat + syst) 

68.3% SS CL -1.6 < hfo < +1.61 

(hfo = 0) 90.0% SS CL - 2.2 < hZo < +2.21 

95.0% SS CL - 2.4 < hZo < +2.4t 

Parameter CL Range Muon Limits (/\ _ 500 CeV) 

hZ 
30 68.3% DS CL o.O!li(stat) ± 1.0(syst) = o 0+1O·9(stat + syst) . - 10.8 

68.3% SS CL -9. 7 < hro < +9.81 

(h:to = 0) 90.0% SS CL -12.2 < hro < +12.41 
95.0% SS CL -13.5 < hro < +13.61 

hZo 68.3% DS CL O.O!l::( stat) ± 0.3(sys t) = o.O!~:l(stat + syst) 

68.3% SS CL -2.6 < h:o < +2.61 

(hi, = 0) 90.0% SS CL -3.3 < h:o < +3.31 

95.0% SS CL -3.6 < h~o < +3.6t 

Parameter CL Range e + ~ Limits (/\ = 500 CeV) 

hro 68.3% DS CL O.O!;:;(,tat).c 0.2(syst) = o.O!;:i(stat + syst) 

68.3% SS CL -6.6 < hfo < +6.7 
(hro=O) 90.0% SS C L -8.5 < hfo < +8.61 

95.0% SS C L -9.3 < hfo < +9.41 

h:o 68.3% DS CL O.O!~:~(stat) ± O.I(syst) = O.O:~t ~(stat + syst) 

68.3% SS CL -1.8 < h~o < +l.81 

(hi, = 0) 90.0% SS CL -2.3 < h~o < +2.31 

95.0% SS CL -2.5 < h~o < +2.51 

t Exceeds unitarity limit 
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Table 18c: Z, lIfo - h~o Limits (/I = 750 OeV) 

Parameter CL Range Electron Limits (/I - 750 OeV) 

h30 68.3% DS CL o.o!ll(sta t ) ± O.4 (syst ) = O.O!l:(stat + syst) 

68.3% SS CL -3.3 < hfo < +3 .31 

(h~o= O) 90.0% SS CL -4 .5 < hIo < +4.51 

95.0% SSCL -5.0 < hIo < +5.01 

hfo 68.3% DS C L O.O!g:(stat) ± O.l(syst) = o.o!g:i(stat + syst) 

68.3% SS CL - 0.6 < hfo < +0.61 

(hfo= O) 90.0% SS CL - 0.8 < hfo < +0.81 

95.0% SS C L - 0.9 < hfo < +0.91 

Parameter CL Range Muon Limits (/I - 750 OeV) 

h50 68.3% DS CL o.O!ll(stat ) ± 0.5(sys t) = O.O!::g(stat + syst ) 

68.3% SS CL - 5.4 < h~o < +5.41 

( h~o = O) 90.0% SS CL - 6.8 < h~o < +6.81 

95.0% SS C L - 7.5 < hro < +7.51 

hfo 68.3% DS CL O.O!g;(stat) ± O.l(syst) = O.O ~ : :g(sta t + syst) 

68.3% SS CL - 0.9 < lifo < + 0.91 

(hj',,=O) 90.0% SS CL - 1.2 < hfo < + 1.21 
950% SS CL - 1.3 < hto < +1.3t 

Parameter CL Range e + p Limits (/1 - 750 Oe V ) 

h30 68.3% OS C L o.o! !:l(stat ) ± O.l( syst) = O.O~::: (stat + syst) 

68.3% SS CL -3.7 < hZ 
30 < +3.71 

(h~o = 0) 900% SS C L -4.7 < hfo < +4.71 

95.0% SS C L -5 .2 < hro < +5.21 

IIro 68.3% DS CL o.O!g:i(stat) ± O. l(syst) = o.o!g:i( stat + syst) 

68.3% SS CL - 0.6 < hfo < +0.61 

(hfo=O) 90.0% SS CL - 0.8 < hfo < +0.81 

95.0% SS C L - 0.9 < hfo < +0.91 

) 
t Exceeds unitarity limit 
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Figure 1: Tree-Level (W -Jo evt) + J Feynman diagrams 
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Figure 2: Tree-Level (Z -t e+e-) + J Feynman diagrams 
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